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Preface

The book contains the contribution of 18 tutorials of the 14
th

workshop on Advances in Analog Circuit Design.  Each part 

discusses a specific to-date topic on new and valuable design 

ideas in the area of analog circuit design. Each part is presented 

by six experts in that field and state of the art information is 

shared and overviewed. This book is number 14 in this 

successful series of Analog Circuit Design, providing valuable 

information and excellent overviews of analog circuit design, 

CAD and RF systems. These books can be seen as a reference to 

those people involved in analog and mixed signal design.

This years workshop was held in Limerick, Ireland and

The topics of 2005 are:

RF Circuits: wide band, front-ends, DAC's

Design Methodology and Verification of RF and Mixed-

Signal Systems

Low Power and Low Voltage

The other topics covered before in this series:

1992 Scheveningen (NL):

Opamps, ADC, Analog CAD

1993 Leuven (B):

Mixed-mode A/D design, Sensor interfaces, Communication 

circuits

1994 Eindhoven (NL) 

Low-power low-voltage, Integrated filters, Smart power 

,

organized by B. Hunt from Analog Devices, Ireland.  



1995 Villach (A) 

Low-noise/power/voltage, Mixed-mode with CAD tools, 

Volt., curr. & time references

1996 Lausanne (CH) 

RF CMOS circuit design, Bandpass SD & other data conv., 

Translinear circuits

1997 Como (I)

RF A/D Converters, Sensor & Actuator interfaces, Low-noise 

osc., PLLs & synth.

1998 Copenhagen (DK) 

1-volt electronics, Design mixed-mode systems, LNAs & RF 

poweramps telecom

1999 Nice (F) 

XDSL and other comm. Systems, RF-MOST models and 

behav. m., Integrated filters and oscillators

2000 Munich (D) 

High-speed A/D converters, Mixed signal design, PLLs and 

Synthesizers

2001 Noordwijk (NL) 

Scalable analog circuits, High-speed D/A converters, RF 

power amplifiers

2002 Spa (B) 

Structured Mixed-Mode Design, Multi-bit Sigma-Delta 

Converters, Short Range RF Circuits

2003 Graz (A) 

Fractional-N Synthesis, Design for Robustness, Line and Bus 

Drivers

viii



2004 Montreux (Sw) 

Sensor and Actuator Interface Electronics, Integrated High-

Voltage Electronics and Power Management, Low-Power and 

High-Resolution ADC's

I sincerely hope that this series provide valuable contributions 

to our Analog Circuit Design community.

Michiel. Steyaert 

ix



Part I: RF Circuits: wide band, Front-Ends, DAC's

The trends in RF circuits is since several years towards the fully

integration. Secondly we see the further requirements to the needs of

higher data-rates and as such higher bandwidths. The discussion of

shifting the digital boundary closers and closer to the antenna, results in

the ever increasing requirements for AD/DA converters. For that in this

part the different trends are discussed trough different systems over

different building blocks.

The first topic addresses a total different communication systems: UWB

(Ultra Wide Band). There are two approaches towards ultra wide band

systems. The first is an 'extension' of the WLAN OFDM system, the other

one is the use of impulse radio systems. For the later one, new

architecture, new circuit structures and new topologies are required. As

such still a long way has to be performed. The first approach is basically

an extension of the WLAN. For that the second paper handles in detail

WLAN systems. The many years of research in those systems has

resulted nowadys in the extremely high integration in RF CMOS. The

third paper addresses even more standard products , Bluetooth devices.

Low power, fully integration deals nowadays with digital interference

effects and the requirements towards deep submicron.

The next three papers deal with the AD/DA converters. The first and the

last one deal with design issues for DAC topologies with clock rates

reaching 1GHz. It is clear that at that moment dynamic performances are

becoming the dominant issue. Especially the finite output impedance of

the topologies, in combination with the signal dependency results in

important distortion components. The last paper deals in detail about the

timing issues and design trade offs for the master-slave latch and driver

circuits. The last but one paper discusses high speed band pass ADC's. To

perform AD conversion at a high IF frequency, continuous time ADC's

are proposed. Implementation issues are discussed and by using active

RC integrators, high performance and high integration can be obtained,

however at the cost of power drain.

Michiel Steyaert



ULTRAWIDEBAND TRANSCEIVERS

John R. Long
Electronics Research Laboratory/DIMES

Delft University of Technology
Mekelweg 4, 2628CD Delft, The Netherlands

Abstract

An overview of existing ultrawideband (UWB) technologies is

presented in this paper, including multi-band OFDM (MB-OFDM,

scalable for data rates from 55-480Mb/s). Time-domain impulse

radio and wideband FM approaches to UWB for low (<100 kb/s)

and medium data rates (100 kb/s-10 Mb/s) are also described.

1. Introduction

Ultrawideband (UWB) communication technology is defined as any scheme that

occupies more than 500MHz bandwidth, or where the ratio of channel bandwidth

to centre frequency is larger than 20%. Early UWB system development concen-

trated on imaging radar, which is used for precise location finding and imaging.

The recent interest in UWB communication systems arises from the desire for

high-speed, short-range networking (e.g., to support multimedia applications),

although UWB technology can also be used in low power, low bit-rate applica-

tions. UWB has the potential to support a number of applications more effec-

tively that other short-range wireless alternatives, such as the 802.11 or

Bluetooth systems, as illustrated by the data throughput versus distance curves of

Fig. 1. The IEEE 802.15.3a group has proposed a physical layer standard for IC

development that has led to the development of commercial UWB chipsets by a

number of vendors.

The motivation for wideband transmission can be seen from Shannon’s theorem,

which relates the signal-to-noise ratio (S/N) and bandwidth (W) of a system to

the channel capacity (C). For low S/N ratios,

Eq. 1.

Eq. 1 predicts that capacity can be improved by either increasing the effective

signal-to-noise ratio or by increasing the system bandwidth. For conventional

narrowband systems, bandwidth improvements have been realized by decreasing

C Wlog2 1 S N⁄+( ) W S N⁄( )≈=

3

M. Steyaert et al. (eds), Analog Circuit Design, 3–14. 
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the range (thereby decreasing the S/N ratio) or through the use of error correcting

coding. The GHz bandwidths available in an ultrawideband system allows large

increases in capacity without compromising range or adding overhead by coding.

The recent ruling by the Federal Communications Commission in the United

States permits use of the 3.1-10.6GHz band for communications with a average

power spectral density (PSD) to less than -41dBm (measured in a 1MHz band-

width using an isotropic antenna) as shown in Fig. 2. By restricting the PSD, the

received power is constrained at a given distance. The typical S/N ratio will be

low (approx. 0dB) for these systems. Therefore, using as much of the allocated

bandwidth as possible is the most effective way of achieving higher data rates,

although advanced forward error correcting codes may be used (at the cost of

complexity) to realize further gains. A few of the commercial narrowband sys-

tems shown in Fig. 2, such as DCS-1800 and 802.11 LAN (not to scale) are

strong sources of potential interference, and so co-existence of UWB with other

systems must be addressed in any practical system implementation.

2. Multiband OFDM (MB-OFDM)

The proposed standard for high data-rate applications using UWB technology

(IEEE 802.15.3a) is multiband OFDM [1], which offers bit rates ranging from 55

to 480 Mbit/s. In the proposed standard, the 3-10GHz spectrum approved for

indoor use is divided into 14 bands that are 528MHz wide. For the first genera-

tion of MB-OFDM systems, potential interference from WLAN and other com-

mercial sources are limited, as only bands 1-3 are used (see Fig. 3). These bands

lie between the 2.4GHz ISM and 5-6GHz bands used by 802.11 WLAN. MB-
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Fig. 1: Comparison of data throughput and range for IEEE 802 standards.
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OFDM is therefore scalable, and channel capacity can be added as technology

improves or capacity requirements increase by adding more 528MHz wide bands

to the system.

The OFDM symbols are interleaved across all transmit bands to add frequency

diversity into the system and provide robustness against multi-path and other

types of interference. One advantage of using OFDM, is that tones can be

switched off near frequencies (or in bands) which must be protected from interef-

erence. Since each MB-OFDM band is only 528MHz wide, this reduces the

demands on the bandwidth of the signals which the transmitter and receiver must

process. A guard interval is inserted between OFDM symbols in order to allow

sufficient time to with between channels, however, switching must be achieved

within 9ns.

The architecture of the MB-OFDM transmitter and receiver is similar to other

OFDM systems. This allows manufacturers to leverage existing OFDM designs
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for the development of MB-OFDM ICs. Restrictions on the transmit constella-

tion size and signal processing overhead allow simplified implementations. For

data rates below 80Mb/s a full I/Q transmitter is not required. This reduces the

size of the analog portion of the transmit chain on an IC by about one-half.

One method of implementing a fast switching source for bands 1-3 is shown in

Fig. 4. the centre frequencies for the sub-bands are 3432, 3960 and 4488MHz,

respectively. Frequency division from a master PLL source produces a number of

sub-frequencies, and single-sideband mixers are then used to combine the

desired tones to create local oscillators centred in each sub-band under digital

control (the select function in Fig. 4).

On the transmit side, OFDM produces a peak-to-average ratio of 21dB for the

transmit signal. The required RF power output is

Eq. 2.

Adding 10dB margin to ensure linearity and assuming a Class A (linear) power

amplifier with 10-20% efficiency, the dc power consumption required is

Eq. 3.

Other circuitry will swamp out power consumption of the power amplifier,

unlike other wireless systems where the power consumed by the power amp

dominates.

A simulated link budget [1] for the 110Mbits/s data rate predicts a 6.6dB noise

figure receiver is required with a sensitivity of -80.5dBm (assuming a 3-band

transceiver, -10.3dBm transmit power, 6dB link margin and 0dBi gain antennas).

Power consumption of a 130nm CMOS implementation operating at 110Mb/s is

PLL

8 2

SSB Mixer Select

SSB Mixer

Sampling

Output

Frequency

4224MHz

528MHz

264MHz

792MHz

Fig. 4: Fast-switching frequency synthesis.

41.25dBm MHz⋅– 10 528( )log+ 14– dBm=

P
DC

P
ac

η⁄ 4dBm– 0.1⁄ 4mW= = =
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projected to consume 156mW in transmit and 205mW in receive modes, and

require 7.1mm2 die area. Power consumption falls to 128mW in transmit and

155mW in receive modes when scaled to the 90nm technology node in CMOS,

and would require 5.2mm2 die area.

3. Time Domain Impulse Radio

The first UWB radio systems used a sequence of short-duration pulses to convey

information in a time-domain radio. Each pulse, or wavelet, consists of a number

of cycles of a sinusoid with a Gaussian-shaped amplitude envelope. In the fre-

quency domain, each pulse has a broad spectral shape with a slow roll-off. For

example, a 5 cycle Gaussian wavelet satisfies the FCC mask of Fig. 2 after out-

of-band filtering by the transmit antenna. In a low-cost communication system, a

simple wavelet and modulation scheme are chosen to simplify the implementa-

tion and minimize power consumption. Data is typically encoded as a sequence

of pulses with time-varying position (PPM) with a peak amplitude on the order

of 100mV. Data scrambling or coding is used to ensure sufficient timing informa-

tion for extraction at the receiver. Low gain wideband antennas provide only a

modest gain, so pulse amplification is required before detection of the pulses

using a time correlator and timing extraction, as illustrated in Fig. 5.

UWB radar pulse generators use step recovery diodes, which require individual

circuit trimming and a number of discrete components. Digital pulse generation

circuits based on simple building blocks such as counters, flip-flops and logic

gates have the advantage that they are scalable, reproducible, and compatible

with other digital VLSI circuits in a system-on-a-chip (SoC) implementation. It

should be noted that only a small amount of analog filtering is required to make

the output signal compliant with the FCC or ETSI spectral masks.

In the correlation receiver of Fig. 5, a locally-generated wavelet is compared and

Tx Pulse
Generator

LNA Post-Amplifier

Timing
Extraction

Input
Network

Correlation
Detection

-41dBm (max)

Antenna Gain

of 0-3dBi

Path Loss

(>30dB for 10m)
Bits

Bits

6-10dB Noise Figure

Fig. 5: Impulse radio transceiver.
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matched with the received pulse. Any distortion of the received pulse due to the

time-varying channel characteristics, or bandlimiting by the antennas and

receiver preamplifiers) makes correlation difficult.

Using a transmitted reference scheme, as proposed by Hoctor and Tomlinson [2],

alleviates these problems and is less complex than the rake receivers used in

other time-domain UWB systems. An “autocorrelation receiver” [3] based on

this concept is shown in Fig. 6. Two pulses per symbols are transmitted, sepa-

rated by delay, τd. The first pulse is the reference for the second pulse, and the

relative phase between the pulse doublet is modulated in time by the transmit

data. At the receiver, the first pulse is delayed by τd, and then correlated with the

second pulse (i.e., the received reference pulse becomes the template used for

correlation). Aside from providing a more accurate reference for correlation, this

receiver does not require pulse synchronization. The delay between the two

pulses is used for synchronization.

4. Ultrawideband FM

Frequency modulation has the unique property that the RF bandwidth BRF is not

only related to the bandwidth fm of the modulating signal, but also to the modula-

tion index β, which can be chosen freely. The approximate bandwidth of a UWB-

FM signal is given by Carson’s rule

Eq. 4.

Choosing (β >> 1) yields an ultrawideband signal that can occupy a bandwidth

within the RF oscillator’s tuning range. The signal bandwidth can be easily

Fig. 6: Autocorrelation receiver.
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adjusted by modifying the deviation (∆f) of the wideband FM signal.

The power spectral density of the wideband FM signal has the shape of the prob-

ability density function of the modulating signal, so a triangular sub-carrier with

a uniform probability density function gives a flat RF spectrum. A triangular sub-

carrier is relatively straightforward to generate using integrated circuit tech-

niques.

Fig. 7 shows an example of the spectral density of a UWB-FM signal obtained

using a -13dBm triangular sub-carrier. The sub-carrier frequency is 1 MHz and

the deviation ∆f is 600 MHz (modulation index β=600). The spectral density is

lowered by a factor of 10 log10(β) = 28 dB. This UWB signal is FCC compliant.

The block diagram of a UWBFM transceiver is shown in Fig. 8 [4]. Digital data

is modulated on a low-frequency sub-carrier (typically 1 MHz for 100 kbit/s

data) using FSK techniques (e.g., modulation index βSUB = 2). The modulated

sub-carrier modulates the RF oscillator, yielding the constant envelope UWB sig-

Fig. 7: 4GHz carrier and UWB-FM signal (fSUB= 1 MHz and β = 600) [5].

Fig. 8: UWB-FM transceiver block diagram.

sub-carrier

oscillator

RF
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nal.

The receiver demodulates the UWB-FM signal without frequency translation. It

is relatively simple, and no local oscillator or carrier synchronization are

required. Fig. 16 shows a block diagram of a UWB-FM receiver. The receiver

consists of a wideband FM demodulator, and one (or several) low-frequency sub-

carrier filtering, amplification stages, and sub-carrier filters and demodulators.

Because of its simplicity, extensive hardware or power-hungry digital signal pro-

cessing are not needed to implement a UWB-FM transceiver. This scheme is ide-

ally suited to low and medium data-rate applications, where battery lifetime,

weight and form factor are the most important design considerations.

4. Ultrawideband Hardware

Ultrawideband systems also have special hardware considerations. Antennas

must be capable of transmitting or receiving GHz bandwidth signals with mini-

mal dispersion, distortion and attenuation. Their response cannot be peaked using

LC resonant circuits, because this narrows the bandwidth and causes phase dis-

tortion. Two examples of planar ultrawideband antennas are shown in Fig. 9.

When scaled for use in the 3-10GHz frequency range, these 50Ohm antennas are

Butterfly

(3x size)

Bowtie

(3x size)

Fig. 9: Examples of ultrawideband antennas [6].
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approximately 4x3cm2 in area, and have a gain of approximately 2dBi. Antenna

gain is low for omnidirectional designs, and received power is proportional to 1/

f2 (2 antennas), so attenuation over a 10m link can be greater than 30dB. Path

loss is much greater when obstructions are present.

Broadband amplifiers are needed to compensate for the path loss between trans-

mitter and receiver. A low-noise preamplifier topology suitable for CMOS inte-

gration is shown in Fig. 10. The input and output matching networks must cover

a much wider range in frequency compared to a narrowband preamplifier. At the

output, a source follower stage provides a simple broadband interface between

the low Q-factor resonant load of cascode amplifier M1/M2 and subsequent

stages.

On the input side, a multi-LC section matching network is used. The reflection

coefficient of a passive LC ladder matching network with Chebyshev coeffi-

cients is illustrated in Fig. 11. A 2 or 3-stage matching network is needed to real-

ize the desired reflection coefficient for a 3-10GHz application. Gyration of the

source inductance together with the input capacitance is used to set the input ter-

mination resistance as part of a series resonant circuit. Implementing the match-

ing network using on-chip components introduces losses that compromise the

noise figure of the amplifier and consume valuable chip area. On the other hand,

an off-chip matching network requires trimming in manufacture and increases

the number of components and form factor of the radio.

RS (50Ω)

M2

VDD

IBUF

LS

M3
VOUT

VRF

LD

RD

M1

Broadband

Matching

Network

Low-Q

Load

Broadband

Output Buffer

VGG

Fig. 10: Multi-octave low-noise amplifier topology.
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Recently reported results from 2 ultrawideband LNAs are listed below in

Table 1. The CMOS preamplifier uses a 3 stage LC ladder network for input

matching, while the SiGe bipolar amplifier uses a simpler 2 stage design. The

power consumption of the bipolar amplifier is 3 times higher than the CMOS

LNA, however, it has over 12dB more gain and 4.5dB lower noise figure.

5. Conclusions

Ultrawideband technology in its various forms offers high data throughput

for a given level of power consumption when compared with conventional

radios.

Multiband OFDM can coexist with other systems and conform to world-

wide standards and regulations. It offers an efficient trade-off between bit-rate,

complexity and power consumption for short range use (< 20m), and can be

implemented efficiently in CMOS by leveraging existing designs developed for

Table 1: Performance comparison of recently reported UWB LNAs.

Technology Gain |S11| (min.) IIP3 PD NF 

0.18µm

SiGe [8]

22dB -10dB -5.5dBm 

(3.5GHz)

27mW

(2.7V)

< 4.5dB (3-

10GHz)

0.18µm

CMOS [7]

9.3dB -10dB -6.7dBm 

(6GHz)

9mW

(1.8V)

< 9dB (3-

10GHz)
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Fig. 11: Reflection coefficient of multi-section matching networks.
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802.11 WLAN systems. It is already very close to a commercial reality in appli-

cations such as wireless USB interfaces.

Other UWB schemes, such as time-domain and UWB-FM radio, are better

suited to low data rate applications, but they are further from commercialization.

However, these simpler modulation schemes and hardware will consume less

power and can reduce radio complexity and form factor. A time-domain solution

has the additional advantage of compatibility and scalability with VLSI design

methodologies and circuits.
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HIGH DATA RATE TRANSMISSION OVER 

WIRELESS LOCAL AREA NETWORKS 

Katelijn Vleugels 

H-Stream Wireless Inc., Los Altos, California 94022, USA 

Abstract

This paper discusses new trends in emerging WLAN systems and 

applications, and their implications on the architecture and circuit 

implementation of next-generation 802.11 communication ICs.  

Higher data rates, longer transmission ranges, lower cost and 

higher system capacity are putting new constraints on the 

baseband and RF circuits constituting future 802.11 transceivers. 

Several new circuit techniques drawn from recent publications 

[2]-[6] that address such constraints are presented. 

1. Introduction 

Recent years have seen a tremendous growth in the deployment of Wireless 

Local Area Networks (WLANs) in the home, the enterprise as well as public hot 

spots.  The proliferation of WLANs can be attributed to a number of factors 

including the adoption of the 802.11 industry standard and rigorous 

interoperability testing, the development of higher performance wireless LAN 

equipment, rapid reductions in product pricing and the increased importance of 

user convenience and mobility.   

The three WLAN standards in existence today are based on the IEEE 802.11b, 

the IEEE 802.11g and the IEEE 802.11a specifications respectively.  The 

802.11b- and 802.11g-based products both operate in the 2.4-GHz unlicensed 

ISM band with an aggregate bandwidth of 83.5 MHz and a total of 11 channels, 

only three of which are non-overlapping.  The 802.11a-based products operate 

in one of three subbands of the 5-GHz unlicensed national information 

infrastructure (UNII) band with and aggregate bandwidth of 580 MHz, 

supporting 24 independent 802.11 channels.  

The higher achievable data rates and better spectral efficiency make 802.11g and 

802.11a the preferred standards in high data rate applications.  Furthermore, 
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when overall system capacity is a concern, 802.11a is the standard of choice 

because of the significantly larger number of non-overlapping channels 

available in the 5-GHz band.   

The 802.11g and 802.11a standards are both based on an orthogonal frequency-

division multiplexing (OFDM) modulation technique, supporting data rates as 

high as 54 Mbps, or even 108 Mbps when special channel bonding techniques 

are used.  The OFDM modulated signal consists of 52 carriers, occupying a 20 

MHz channel.  Each carrier is 312.5 kHz wide, giving raw data rates from 125 

kbps to 1.125 Mbps per carrier depending on the modulation type (BPSK, 

QPSK, 16-QAM or 64-QAM) and the error-correction rate code (1/2 or 3/4). 

This paper first identifies the trends evolving from new WLAN applications like 

home entertainment, and its adoption in PDAs or cell phones.  Next, we 

investigate the implications of such trends on the architecture of next-generation 

802.11 WLAN RFICs.  The paper concludes with a detailed discussion of circuit 

implementation techniques to improve the performance of high data rate 802.11 

WLAN RF transceivers. 

2. Trends in 802.11 wireless LAN 

Driven by its successful widespread deployment and its adoption in new and 

emerging applications, the development of 802.11 wireless LAN systems is 

experiencing a trend towards higher data rates, longer transmission ranges, 

lower cost and higher system capacity. 

As described in [1], different approaches are being pursued to obtain even 

higher data rates beyond 54 Mbps.  In one approach, the signaling rate is 

doubled resulting in a wider bandwidth transmission.  This technique, also 

referred to as the channel bonding mode increases the achievable raw data rate 

from 54 Mbps to 108 Mbps, yet increases the channel bandwidth from about 17 

MHz to 34 MHz. While the channel bonding mode has little effect on the 

implementation of the RF circuitry, it imposes more stringent requirements on 

the baseband circuitry inside the RFIC. It requires the cutoff frequency of the 

baseband filters in both the transmitter and receiver paths to be programmable 

by a factor of two.  Furthermore, the higher signal bandwidth means that the 

analog-to-digital converters in the receiver path, and the digital-to-analog 

converters in the transmit path must be clocked at twice the sampling frequency, 

resulting in a higher power dissipation. 

Alternatively, higher data rates can be achieved by using multiple transmit and 

receive chains in parallel.  This technique is also referred to as Multiple Input 
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Multiple Output (MIMO) systems.  A first MIMO method, MIMO A/G, uses 

beamforming and Maximum Ratio Combining (MRC) to extend the range at 

which a given data rate will succeed.  It is compatible with existing 802.11 a/g 

equipment, and although the best performance is achieved when implemented at 

both ends of the communication link, more than half of the potential benefit can 

be realized when only one end implements the technique [1].  A second MIMO 

method, MIMO S/M, used more sophisticated encoding techniques to fully 

leverage the availability of multiple transmit and receive chains.  The advantage 

of MIMO S/M over MIMO A/G is that, in addition to extending the range at 

which a given data rate succeeds, it also allows to increase the data rates over 

short distances.  The main disadvantages of MIMO S/M are the increased digital 

implementation complexity, the incompatibility with existing equipment, and 

the requirement to have MIMO S/M implemented at both ends of the 

communication link before any performance improvement is achieved. 

Where the trends for higher data rates and longer ranges are leading to more 

complex, and potentially more power hungry systems, wide adoption sets strict 

requirements on production yield, cost and the number of external components 

used in the system.  Highly integrated System-on-Chips (SoCs) are presented in 

[2] and [3]. By integrating all the radio building blocks, as well as the physical 

layer and MAC sections into a single chip, a cost-effective solution can be 

obtained.  Furthermore, to minimize the number of external components, a radio 

architecture amenable to a high level of integration is critical.  Two radio 

architectures, the direct conversion architecture and the two-step sliding IF 

architecture, as proposed in [4] can meet the integration requirements of future 

802.11 RFICs.  The overall component count can furthermore be decreased by 

integrating external components such as the antenna T/R switch, the power 

amplifier (PA), the low-noise amplifier (LNA) and RF baluns [3]. 

Driven by new emerging applications like wireless Voice-over-IP, the limited 

system capacity available in the 2.4-GHz band is gradually becoming more of a 

concern.  With only 3 non-overlapping channels and interference from other 

wireless technologies like cordless phones, microwaves and Bluetooth, the 2.4-

GHz band is approaching saturation. While 802.11a, operating in the 5-GHz 

band holds great promise because of its much larger capacity, dual-band 

operation RF transceivers will be important to ensure compatibility with the 

existing infrastructure of 802.11 b and g equipment, while at the same time 

leveraging the much larger system capacity available in the 5-GHz band.  It is 

common for dual-band transceivers to share IF and baseband circuits, while each 

frequency band typically has its dedicated RF circuits.  Dual-band operation also 

impacts the implementation of the synthesizer, in that it has to provide the Local 

Oscillator (LO) signals for both the 2.4-GHz and 5-GHz transmit and receive 

paths.

17



3. Recent developments in 802.11 wireless LAN RFICs 
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Fig.1. Block diagram of an integrated IEEE 802.11 WLAN SoC 

Fig.1 shows the block diagram of a highly integrated 802.11 WLAN SoC, 

integrating all of the radio components as well as the physical layer and MAC 

sections.  The IC essentially connects the RF antenna to the digital host 

computer.  One big advantage of integrating the analog and digital components

on a single SoC is that closed-loop RF calibration techniques can be used to 

correct for analog circuit non-idealities [2]. 

However, single-chip integration can affect the system performance in several 

ways.  The coupling of switching noise on the supply and bias voltages can 

reduce the receive sensitivity, elevate the phase noise and degrade the Error 

Vector Magnitude (EVM) of the transmitted signal. Several techniques to 

prevent the corruption of sensitive analog and RF signals are proposed in [2].

They include the use of fully differential circuits to obtain first-order rejection of 

common-mode digital switching noise, the use of separate or star-connected 

power supplies to reduce supply crosstalk, the use of on-chip voltage regulators 

for sensitive circuits, and the use of a deep N-well trench to reduce substrate 

coupling.

As mentioned earlier, two transceiver architectures amenable to high levels of 

integration, are the direct conversion architecture and the two-step sliding IF 

architecture. Two well-known problems of the direct conversion architecture is 

DC offset and pulling issues between the power amplifier and the synthesizer.
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To overcome VCO pulling, different frequency planning schemes have been

proposed.  In [5], the voltage-controlled oscillator (VCO) operates at two or four 

times the LO frequency, depending on the frequency band.  To accommodate 

this, the VCO’s effective operation range must be from 9600-11800 MHz, 

increasing the synthesizer’s power dissipation.  Furthermore, pulling can still 

occur in the presence of a strong second harmonic in the transmitter.

Alternatively, an offset VCO architecture as in [6] can be used.  This is 

illustrated in Fig.2.  Since the VCO is running at 2/3rds of the transmitter carrier 

frequency, no pulling will occur.  Furthermore, the excessive power dissipation 

with running the VCO at 10 GHz is avoided, at the cost of an extra mixing

operation in the LO path. 

/2

3.1 - 4GHz

5-GHz LO

/2 2.4-GHz LO/2

3.1 - 4GHz

5-GHz LO

/2 2.4-GHz LO

Fig.2. Offset VCO architecture 

In [4], the pulling problem is overcome by using a two-step conversion, rather 

than a direct conversion architecture.  As illustrated in [1], the two-step 

conversion approach can be very similar to the approach of Fig.2, with the main 

difference that the additional mixing occurs in the signal path, rather than the 

LO path.  This is illustrated in .  The two approaches become even more 

similar is the first and second mixing stages in the two step approach are merged

into a single stage with a single set of RF inductive loads as shown in .

Fig.3

Fig.3. Direct conversion versus two-step conversion radio architecture 
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Fig.4. Stacked mixer topology with single inductive load 

4. Circuit implementation techniques

This section presents a select set of circuit techniques that can be implemented

to meet the requirements of future 802.11 RFICs.  Circuits discussed include a 

high-frequency divide-by-two circuit with switchable inductors [4], an 

integrated dynamically biased power amplifier [4], and on-chip T/R switch [3].

4.1. High-frequency divide-by-two circuit with switchable inductors

The high-frequency divide-by-two circuit, discussed in [4] and shown in ,

consists of two inductively loaded current-mode flip-flops in a feedback loop.

The inductive loads tune out the capacitive load associated with the feedback 

divider, the I and Q buffers, as well as parasitic wiring capacitance.  The locking 

range of the divider is increased using switchable inductors.  The use of 

switchable inductors, rather than switched capacitors has the advantage that a 

relatively constant output load impedance is achieved across the wide frequency 

range [4].

Fig.5
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Fig.5. High-frequency divide-by-two circuit with switchable inductors 

4.2. Integrated dynamically biased power amplifier

To reduce the external component count, it is desirable to integrate external 

components like the external power amplifier.  However, the high linearity

requirements of accommodating data rates up to 54 Mbps tends to result in 

excessive power consumption when the external PA is integrated with the 

802.11 RFIC. Typically, a class-A power amplifier is used to meet the stringent 

linearity requirements, where a fixed dc bias current is chosen to accommodate

the peak signals, resulting in a poor PA power efficiency if the signal amplitude

is below the maximum level.  Especially for modulation schemes like OFDM, 

with large a peak-to-average ratios (PAR), the power dissipation can be reduced 

substantially with a dynamically biased output stage whose DC current is 

proportional to the envelope of the output signal [6].  A dynamically biased 

power amplifier was proposed in [4] and simplified schematic is shown in .

A dynamically biased amplifier dissipates very low power at small-signal levels, 

and the power dissipation increases only during the signal, making it very 

attractive for high data rate OFDM signaling where the peak-to-average ratio 

can be as large as 17 dB, but signal peaks are very infrequent [4]. 

Fig.6
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Fig.6. Dynamically biased power amplifier 

4.3. Integrated T/R switch

T/R switch circuits typically serve a dual purpose: performing antenna selection 

as well as time division duplexing (TDD) between the receiver (Rx) and 

transmit (Tx) paths. To accommodate both functions, two series transistors are 

typically needed, introducing significant insertion loss.

Rxant1
Txant1

Rxant2 Txant2

Antenna 1

Antenna 2

Rxin Txin

LL

Vdc Vdc

Rxant1Rxant1
Txant1Txant1
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RxinRxin Txin

LL
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Fig.7. On-chip T/R switch circuit 
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The ring structure-based on-chip T/R switch proposed in [3] and shown in Fig.7 

requires only a single switch in the signal path, resulting in a measured insertion 

loss of about 1.8 dB while at the same time achieving  better than 15dB of 

isolation in each node. 

5. Conclusions 

In this paper we discuss new trends evolving from emerging new WLAN 

applications, and their impact on the architecture and circuit implementation 

requirements for next-generation 802.11 WLAN RFICs. Higher data rates and 

dual band operation are putting more stringent requirements on the linearity and 

tuning range requirements of the RF circuits.  A dynamic biasing technique is 

proposed as a way of achieving high linearity without excessive power 

dissipation.  Finally, low cost is the driving force behind highly integrated 

single-chip communication SoCs with no or minimal number of external 

components. Integration of the power amplifier and T/R switch circuits are 

important steps in that direction. 
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Abstract

This paper describes the implementation of a second generation 

Bluetooth single chip in 0.13um technology. The considerations 

in the concept phase on technology and topology level are 

highlighted. The main targeted market segment is the cellular 

applications, urging for very low power consumption in all 

operation modes. The presented chip presents a very competitive 

consumption in active operation and also an excellent power-

down current consumption. The physical layer implementation of 

the transmitter part of the chip is presented as a case study of the 

active power reduction. 

1. Introduction 

The first generation of Bluetooth solutions brought the wireless RF connectivity 

function of the Bluetooth standard v1.1.  The digital base-band processor and the 

RF transceiver were often split in a two-chip solution.

The second generation of Bluetooth systems focuses on low cost, single-chip 

solutions. On top, emphasis came on improvements in RF performance, 

intelligent use of the spectrum, and user experience improvements brought by 

the Bluetooth v1.2 standard. 

Figure 1 gives an overview of the market expectations for Bluetooth, by 

application segment, until 2008. Cellular phones embedding the Bluetooth 

functionality represent by far the largest market segment for Bluetooth devices. 

Bluetooth connectivity is indeed available in nearly all new cellular phones. 

Concurrently, wireless headsets are today a very important application. The 

presented Bluetooth component is specifically designed for cellular handsets .
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Fig.1: Total and application specific Bluetooth market expectations. 
(Source IMS).

The cellular phone application brings a number of specific requirements related 

to the hardware : 

The low power consumption, to save battery life-time, is ultra 

important.   

A low cost Bill Of Material (BOM) associated to the component  

A small size “footprint” and “height” of the complete Bluetooth 

solution on a Printed Circuit Board (PCB). 

A very low Bit Error Rate for maintaining good voice quality. 

The co-existence with the cellular radio and other RF applications 

embedded in the cellular phone. 

The design of the presented Bluetooth component, differentiates by its very low 

power consumption in all operating modes, offering good RF performance and 

respecting the other requirements listed. 

Low power consumption is important, in the operational modes and in the low 

power modes as defined by the Bluetooth standard. Also in complete power 

down mode, when the component is not functioning at all, low leakage current 

(or low permanent bias current) is essential for the battery life time. 

This first section briefly described the target application and market for the 

Bluetooth component and the circuits developed. Consequently the main 

specific requirements are set.   
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The second section covers the technology choice and the system partitioning of 

the full Bluetooth component during the concept phase. The current 

consumption in low power modes and in power-down mode will be heavily 

impacted by these decisions. In operational mode, the current consumption is 

mainly determined by the radio part of the circuit.  

It will be shown in the third section how the implementation of this -mainly 

analog- part of the chip has been optimized towards low power consumption in 

functional mode. The transmitter case study is presented in detail, illustrating 

some important considerations targeting low cost and low current consumption.  

Finally, a plot of the chip and some measurement results are shown.

2. The concept phase 

The Bluetooth component presented integrates the digital base-band processor 

and memories, plus the RF transceiver in a 0.13 um CMOS process. 

A number of technical choices have to be made in the definition phase of the 

component in order to match the cost, the technical and the time-to-market 

requirements.

The choice for silicon technology interacts with the choice for architecture and 

circuit implementation. 

2.1. IP and technology selection

The transceiver architecture was inherited from a stand-alone Bluetooth radio 

product in a CMOS 0.25 um technology [1].  

The diagram below  (Fig. 2) depicts the criteria for the silicon technology choice 

and the technology options.  The Bluetooth component is implemented in ST’s 

CMOS 0.13um low power process with a dual gate oxide for 2V5 transistors. 

Circuits running at RF frequency that get real benefit from low geometry 

transistor parameters and lower parasitics are designed with 0.13 um transistors.  

This concerns mainly the circuits connected to the antenna like LNA and PPA 

and high frequency circuits in the PLL, like I-Q-generation, the LO buffers and 

the prescaler. Of course, also the digital parts like the base-band processor, the 

demodulation and modulation logic and the delta-sigma modulator in the PLL 

are implemented in 0.13um transistors. 

Circuits that benefit from a higher supply voltage, mainly the IF part of the 

transceiver because of the dynamic range, are designed in the 2V5 dual gate 

oxide transistors.
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Fig.2 :  Criteria impacting the  technology and technology options selection. 

The 2V5 dual gate transistor option is also used for a number of LDO on-chip 

supply regulators that serve two goals :  

1) provide a clean supply to the load by establishing a power supply 

rejection towards the external supply and separate the supply of different 

loads to avoid cross-talk. 

2) provide the means to completely switch off the supply of a circuit not in 

use, to eliminate the leakage current.   

All voltage regulators, including the one that powers the base-band logic, are 

controlled by a power management circuit.  The latter is  implemented in 2V5 

dual gate oxide logic, which exhibits a minimum remaining leakage current. 
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2.2. Top level implementation highlights: crosstalk

Managing cross-talk between different circuit building blocks is one of the main 

challenges in developing a fully integrated transceiver and even more in 

developing a single-chip base-band plus transceiver component. 

As discussed above, crosstalk via the power supplies is counter-acted by a 

deliberated grouping of circuits to specific voltage regulators.  On chip power 

supply and ground routing has been studied in detail and star connections have 

been applied where appropriate.  MIM capacitances running along the power 

supply tracks offer extra supply decoupling at high frequency. 

A lot of attention has been paid to avoid cross-talk via the ESD protection 

structures and the tracks routed for ESD protection.  As ESD standards require 

pin to pin protection, even digital IO’s have connection paths to the analog IO’s 

via the ESD protection implementation.  The voltage regulators and analog 

circuits are carefully grouped and separated from each other on distinct IO 

supply rails. Back-to-back diodes are put in series between the rails of critical 

analog parts and a common ESD protection track. 

Of course, switching noise originated from digital parts needs a lot of care and 

attention.  Possible sources are mainly the large digital base-band processor 

circuit and the digital circuits in the fractional-N PLL.  The logic has been 

implemented by “splitted supply” standard cells and IO’s, allowing separate 

power connections for the switching currents and for the substrate and well 

connections. This is particularly important in case of wire bonding, the most 

recent version of the chip presented uses flip-chip bumping.  In order to 

maintain latch-up immunity at the package pin level, grounds and supplies are 

connected in the substrate of the BGA substrate in case of wire bonding. 

The main digital base-band processor part is separated from the transceiver part 

by an on-chip isolation wall in the silicon substrate.  Also “aggressive” and 

“sensitive” transceiver parts are separated from each other by these isolation 

structures.
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3. The Radio Architecture

Fig.3 shows  the top-level topology of the RF transceiver integrated in the 

STLC2500 single chip Bluetooth.

Fig.3 : Topology of the  Bluetooth transceiver. 

The receiver implements a low-IF architecture for Bluetooth modulated input 

signals. The mixers are driven by two quadrature signals which are locally 

generated from a VCO signal running at twice the channel frequency. The output 

signals in the I signal path and Q signal path are bandpass filtered by an active 

poly-phase bandpass filter for channel filtering and image rejection. This filter is 

automatically calibrated to compensate for process variations.   

The output of the bandpass filter is amplified by a VGA to the optimal input 

range for the A/D converters.  Further filtering is done in the digital domain. 
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The digital part demodulates the GFSK coded bit stream by evaluating the phase 

information in the I and Q signals.  The digital part recovers the receive bit clock.  

It also extracts RSSI data by calculating the signal strength and uses this 

information to control the overall gain amplification in the receive path. 

The transmitter takes the serial input transmit data from the base-band processor. 

This data is GFSK modulated to I and Q signals. It is converted to analog signals 

with 8-bit D/A converters. These analog signals are low-pass filtered. Here again, 

an automatic calibration is integrated. The signal is then applied to the direct up-

conversion mixers, which uses the same VCO as the receiver. At the end of the 

transmit chain, a multi-stage class AB output amplifier provides the final 

amplification to the RF signal.  

The on-chip VCO is fully integrated, including the tank resonator circuitry. It is 

the heart  of a completely integrated fractional-N PLL.  The oscillator frequency 

for the various Bluetooth channels is programmed by the digital radio control 

section. An auto-calibration algorithm centres the PLL frequency despite all 

possible process variations.

The testability of the chip is enhanced by an analog testbus that allows to observe 

and drive the main points in the signal paths, for characterisation purposes and for 

final ATE test in the production line. 

4. Case Study : The Transmitter

The next sections provide more detail on the design trade-offs used in the 

transmitter part of the chip.

4.1.  Targets  

The constant envelope frequency modulation of the Bluetooth system allows 

several topologies to be used for the transmitter part of the chip.  

The most widely spread topologies are the IQ up-conversion of a low frequency 

signal to the channel frequency and also the direct modulation of the oscillator. 

The IQ up-conversion topologies can be segmented based on IF frequency and on 

the PLL topology.

The directly  frequency modulated oscillator  control can be  analog or digital [5]. 

In order to take optimal benefit from the experience gained by a first generation 

Bluetooth radio, predecessor of the presented chip, and in order to have a fast 

time to market, the existing direct IQ up-conversion transmitter topology has been 

used as a starting point [1].  

An additional major advantage of this topology is the easy upgrading to  the next 

generation Bluetooth v2.0 standard, called “ Enhanced Data Rate”, which  uses 

non-constant envelope modulation. In the direct oscillator modulation topology 
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this requires  amplitude modulation in the power amplifier, increasing the 

complexity and the risk significantly. 

The new TX design focussed on an aggressive reduction of the current 

consumption in the chip, while assuring an excellent behaviour on the signal 

quality and the RF performance. 

The Bluetooth specification defines TX output power within -6 to +4 dBm as 

class II, and TX output power up to 20 dBm maximum as class I application.  The 

terminology “class 1.5” is used below for a TX output power which is above class 

II ratings but considerably below the maximum of class I.   

Starting point[1] Result  classII Result class1.5 

Technology 0.25 um 0.13/0.28 um 0.13/0.28 um 

Pout [dBm]  0dBm 3dBm 7dBm 

Pout [mW] 1mW 2mW 5mW 

Current PA  34-44 mA 8.5 mA 11.7 mA 

Current IQ-Mixer  7.2 mA 1.2 mA 2 mA 

Current LPF 0.7 mA 0.24 mA 0.24 mA 

Current DAC 0.6 mA 0.37 mA 0.37 mA 

TOTAL Current 42.5-52.5 mA 10.3 mA 14.3 mA 

Table 1 : Transmitter design results compared to the starting point. 

Table 1 gives a quantitative representation of the achieved power and current 

consumption targets for the different sub-circuits in the transmitter part compared 

to the starting point.

The table illustrates the main challenge in the transmitter design : to reduce 

extremely the power consumption in the integrated power amplifier. At the same 

time the delivered output power even had to be doubled (+3dB) compared to our 

original solution. The target output power was set close to the maximum limit of 

the Bluetooth class II specifications in order to guarantee a maximal range.

4.2. A Class-1.5 prototype 

In order to increase the transmission range, the power can be increased even 

above the +4dBm class II upper limit. In this case the device becomes a device 

in the Bluetooth class I category which ranges up to 20dBm. As a power control 

mechanism is mandatory for this operating range, a flexible and very fine 

resolution power control mechanism has been implemented.  

For cellular handset applications, it is interesting to extend the transmission 

range by increasing the power with a few dB, without the need to add an 

external PA consuming a lot of current. To accommodate the class 1.5, a boost 

of the output power has been implemented. The increase in output power is 
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partly done by increasing the gain in the low frequency part of the TX signal 

path and partly by dynamically adapting the gain of the power amplifier. The 

combination of these two mechanism results in 4 dB more (=250%) power  

compared to the class II mode.     

The designed 7dBm (=5mW) output power is confirmed by the first measurement 

results. The additional current consumption is approximately 1 mA per dB. So, 

for achieving the 7dBm power level only 4mA additional current is required. This 

is also  indicated in Table 1. This excess current can be divided into 0.8mA in the 

mixer and 3.2mA for the dynamic current increase in the PA. It is important to 

note that this additional power capability has been implemented without any 

additional cost (neither area nor current) at nominal class-II operating mode, as no 

extra stages have been used to increase the power. 

4.3. Power Supply Constraints 

The increased speed of the 0.13um cmos transistors has a beneficial impact on the 

power consumption of the RF circuits. On the other hand, the low supply voltage 

limits the choice of circuit topologies. The tolerance of the on-chip  regulators 

further limits the supply voltage range.  As a result, circuits implemented with 

0.13 um transistors need to perform down to a 1.2 V minimum supply voltage.  

4.4 . The power amplifier 

The GFSK modulation of the Bluetooth data allows the use of more power 

efficient topologies compared to the linear class A topology.  A multi-stage class 

AB topology was selected in order to increase the efficiency of the amplifier. 

Theoretically more power efficient topologies requiring coils were not selected in 

order to  avoid the large area consumption of integrated inductors and to avoid the 

possible EM coupling of the RF signal and its harmonics from the amplifier’s 

coils  into the integrated inductor of the VCO.

The first stage of the power amplifier delivers the voltage amplification of the 

signal, while the final stage drives the required load impedance.   
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Fig.4.:  Simplified schematic of the power amplifier 

The best power efficient combination of I-Q up-conversion mixer and PA resulted 

in the final topology by which additional gain is provided by a third stage in the 

PA. This allows for a low current consumption I-Q mixer. The resulting total 

current consumption of the 3-stage PA including all bias circuitry is only 8.5 mA 

at +3 dBm output power. This number contains a significant part of dynamic 

current. The dynamic current and the mixer current decrease with a few mA for 

low output power settings via the power control mechanism. 

A simplified schematic of the PA is given in Fig.4. It shows the three-stage 

amplifier. The transistor detail of the last stage is included. The RF input signal is 

applied at the IN+ and IN- terminals. It is ac-coupled using MIM capacitors to the 

amplifying transistors M1 and M2. Those transistors are operating in class-AB 

mode.  They are respectively biased by nodes DC_N and DC_B, that themselves 

are determined by a bias current in a diode connected transistor.  The bias 

currents provide on-chip automatic compensation for temperature and process 

variations. In this way, the variation of the gain over corners and temperature is 

very limited. 

The DC operating point is determined by the node DC_CM which is resistively 

connected to the drains of the amplifying transistors. The transistors M3a and 

M3b  guarantee the isolation between the positive and negative output during a 

receive slot. This is necessary as the RF output terminals are shared between the 
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LNA and the PA. The RX-TX switch is integrated on-chip by carefully powering 

up and down the respective sub-circuits.

4.5 . The DAC, the LPF, the programmable gain amplifier and the mixer 

The 8-bit signal DACs, the low pass filter and the programmable gain amplifier 

have been implemented in 2.5V dual gate oxide transistors. The high voltage 

headroom for these devices allowed to stack the different devices between the 

power rails. In this way, the current consumption is minimised.  

The IQ mixer, being the interface element between the low frequency and the RF 

part of the signal path, was also implemented in the 2V5 dual gate oxide 

transistors optimally using the higher voltage range.  

The I-Q up-conversion mixer

The mixer topology is based on a Gilbert cell mixer topology with some 

modifications resulting in superior in-band linearity [2]. Third order distortion 

components at LO3BB are smaller than –50dBc. The required LO signal 

amplitude is less then 300mV amplitude for any technology corner or 

temperature. This small LO amplitude allows for lower power consumption  in 

the LO-buffers of the PLL.

A current-mode topology

The current consumption has been optimized by using a flattened approach for 

the tx-signal path. The building blocks are not longer considered as individual 

blocks with buffering interfaces. Traditionally, this interfacing constitutes a 

significant amount in the total current consumption in order to provide sufficient  

linearity.
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Fig.5:  Schematic overview of the transmitter analog section without PA. 

The picture (Fig.5) shows the implementation of the  DAC, the  low-pass filter 

the variable gain amplifier and the mixer. It clearly shows how the current 

consumption for interfacing has been avoided: the current from the DAC flows 

through the filter into the variable gain amplifier. The amplified current directly 

drives the switches of the mixer. There are only two DC-current branches. One 

for the DAC and LPF and one for the mixer. The relation between these two is 

given by the programmable current mirror. A very small DC/ac current ratio can 

be used because the signal stays in current-mode. The whole system functions 

well over all corners and ranges with a DC/ac ratio of only 1.15. 
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The D/A converters 

The I and Q current-steering D/A converters have a 4-4 segmented architecture. 

An intrinsic 8 bit accuracy is guaranteed by sizing the  pMOS reference 

transistors using the following formulas for the current accuracy. 
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A lot of care has been spent during design and layout  in order to avoid distance 

and side effects by using common centroid structures for the I and Q DAC. 

Dummy rows and columns provide full symmetry. All interconnections have also 

been placed systematically and symmetrically over the current source matrix. 

This approach results in the targeted intrinsic accuracy. The INL and DNL 

measurement results are shown in Figure 6 to illustrate this statement. This figure 

shows the data collection on 646 devices for INL and DNL results on the signal 

DACs.  The parameter m represents the mean of the distribution, s is the sigma of 

the normal distribution. The pictures  shows that the targeted 8-bit accuracy is 

even achieved for more than 6 sigma.
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Fig.6.:  INL and DNL measurement results.

The dynamic behaviour has been guaranteed using extreme care in the 

synchronisation of the control bits and by using limited swing for the control of 

the switches. Also the I and Q offset DACs (see section 4.7) have been integrated 

in the signal DAC structure.

The Low Pass Filter

Thanks to the very good Spurious Free Dynamic range  at the output of the DAC, 

the filter mainly needs to suppress the clock-alias components on the I and Q 

analog signal currents. A first order filter is sufficient to obtain more than 10 dB 

margin on the adjacent channel power specification. This first order filter is 

implemented using the 1/gm impedance of a cascode transistor and an additional 

capacitance.

The variable gain amplifier

The variable gain amplifier is implemented as a programmable current mirror.  

The design of this building block is mainly constrained by the area consumption, 

the offset between the I and Q part of the signal and the harmonic distortion 

introduced by this circuit.

The next sections go into details on some aspects of the design optimisation of the 

circuits.

38



4.6.  Linearity 

The current generated by the DAC is highly linear, with a 3
rd

harmonic 

suppression over 60dBc.

The LPF causes some linearity degradation due to the time variant operating 

point of the cascode transistor. Extra current sources were introduced to 

minimize this effect and to obtain a linearity around 50dBc. An additional 

current of 80 A per signal branch is injected so that the total DC current is 

128 A, leading to a DC/AC ratio of 3.2 in the cascode. In the consumption table 

this 320 A surplus current is noted as the LPF current.  The pMOS added 

current is eliminated by nMOS DC current sources avoiding the current to be 

amplified to the mixer. A lot of attention has been paid on the matching of these 

nMOS and pMOS currents. 

The  programmable current amplifier causes some degradation of the linearity, 

mainly due to the parasitic capacitance in the current mirror which are a 

consequence of the large size of the transistors. Note that the Early effect is non-

dominant  thanks to the long device lengths used.  

The third order baseband  harmonic is directly up-converted in the mixer to 

LO3BB. An other important contributor to this distortion component is the 

intrinsic non-linearity of the up-conversion mixer. The mixer was designed to 

reach at least 50dBc worst case suppression of this 3
rd

harmonic. Thanks to 

some modifications [2] on the classical mixer, this very good linearity can be 

achieved. This is confirmed by measurements.  

Taking everything together, the LO3BB linearity is still better than 40dBc worst 

case over all ranges and all technology corners.  

The mixer is fully functional at a DC/AC ratio of only 1.15 for the input current. 

In order to guarantee this ratio in all conditions,  a typical value for this ratio of 

1.20 is fixed at the DAC output. At the LPF output, 1.18 is guaranteed. The delta 

is caused by the difference between the nMOS and pMOS added currents 

through the cascode.

4.7. Carrier suppression : calibration versus intrinsic offset accuracy. 

The spurious component at carrier frequency is mainly determined by the DC 

offset current at the I and at the Q  low frequency inputs of the mixer. 

In order to cancel this offset, I and Q differential offset DACs with a resolution 

equal to ½ LSB of the signal DAC have been implemented. These offset DACs 
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are integrated in the same layout structure as the signal DACs. In this way, good  

accuracy and correlation with the signal currents is assured as well as a very 

small additional area consumption. 

However, sample by sample calibration is expensive. Especially for products 

intended for mass production, the elimination of a calibration cost has an 

important impact on the cost of the component. Each building block has been 

designed in order to avoid this calibration. In the mixer, the main contributor to 

DC offset and therefore to carrier feed-through is the current amplifier. The 

main contributor to the offset in this current mirror is the VT matching of the 

transistors.   

Calculations show that the carrier suppression is only dependent on technology 

parameters, on the square root of the current  and on the length of the transistors: 

LI
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It is interesting to note that the current offset and therefore the carrier 

suppression are only determined by the L of the MOS transistor once the current 

has been fixed. The length is a tradeoff between linearity, transistor size, power 

consumption and carrier rejection.  

L=3 m brings to a carrier rejection of  38dBc (4 ).  These values would not 

require any trimming.  

Mismatch in the switch transistors, the PLL phase and amplitude, the resistor 

and capacitance inaccuracy and the Early effect are  second order contributors. 
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The total offset determining the carrier component  is also determined by the 

inaccuracy on the additional current sources for the filter linearity and a non-

dominant contribution by the DAC. In the design, a similar part of the carrier 

budget was attributed to the LPF+DAC as to the mirror in the variable gain 

amplifier. In this way, a carrier rejection of at least 35dBc is achieved.

5. Chip photograph

Figure 7 shows a picture of the STLC2500 chip. The transceiver part and the 

digital part can clearly be distinguished. Also the isolation structure between the 

digital and analog part is clearly visible.
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Fig.7.:  Plot of the presented STLC2500 BT single chip 

6. Measurements Results 

The presented chip has been extensively characterized over process corners and 

temperature on bench set-ups and by test equipment in the production line. The 

STLC 2500 has been fully Bluetooth qualified over the –40 to +85 degC 

temperature range. 

As an illustration, a few selected measurements of the chip when operating in 

class 1.5 mode are shown. 

Figure 8 shows the measured output power at the device’s pin when operating in 

class-1.5 mode. +7dBm output power is reached at room temperature. The 

variation over the extended temperature range –40 to +100 degC is less than   

+/-1dB.
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Fig.8: Measured output power for  the “class-1.5” mode
of the presented STLC2500 BT single chip

Figure 9 shows the adjacent channel power in the same operating mode. The 

graphs show the clean spectrum with a large margin to the Bluetooth 

specification (indicated in red). The margin is maintained over all temperature 

extremes.
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Fig.9: Measured Adjacent channel  power for  the “class-1.5” mode
of the presented STLC2500 BT single chip
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7. Conclusions 

The implementation of a second generation Bluetooth single chip in 0.13um 

technology has been presented. The presented chip has an excellent and very 

competitive power consumption making it the preferred solution for cellular 

applications.  This low power consumption is achieved by specific technology 

selection, by including an integrated power management control unit and by 

analog circuit topologies and implementation techniques focused on low power 

consumption of the analog transceiver. The implementation of the transmitter 

part of the chip is used as a case study. It shows how a significant  power 

consumption reduction has been reached. Design trade-offs on gain, linearity, 

area consumption, carrier feedthrough and accuracy have been covered.

The presentation is illustrated with some measurement data on the presented 

chip and first measurement results on the “class1.5” high power version are 

shown.
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Abstract

The output impedance of a current-steering DAC is setting a 
lower limit for the second-order distortion [1]. At low frequencies 
it is not much of a factor. The output resistance can be quite high. 
At higher frequencies the capacitances gravely reduce the output 
impedance. As the distortion is mainly second order, some 
propose to use differential outputs for high frequency signals [2]. 
Unfortunately, this analysis is not complete. Likewise effects 
cause severe third-order distortion. Before envisaging RF DAC’s 
this problem must be identified. In this paper we study the 
problem in depth and give design guidelines.  

1. Introduction 

Current-steering DAC’s are the high-speed DAC’s of choice for the moment [3, 
4, 5, 6]. They have two main advantages over other structures. First, they do not 
require high-speed opamps with good linearity at those speeds. Second, they do 
not require any nodes with large capacitors to be charged or discharged at high 
speeds. The current-steering architecture thus seems to be a good candidate for a 
RF DAC.

As discussed in [1] the reduction of the output impedance at high frequencies 
does introduce distortion. It was believed that this problem could be bypassed by 
using differential structures [2], but our detailed analysis shows that a large 
portion of the distortion is third order. For single-tone generation, the third-order 
distortion can be outside the band of interest. But the output signal of a generic 
RF DAC has a more complex spectrum. The third-order distortion is then in-
band, making filtering the distortion out of the signal not an option. 

2. Calculating the distortion 

In order to understand the gravity of the problem we do calculate the distortion. 
We however take a different approach than the one used in [1]. We do not 
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calculate how big the output impedance must be. We do stress the importance of 
the troublesome part of the impedance: the capacitive part. At low frequencies 
the output resistance can be designed to be high enough. The problem starts if 
the non-linear current that charges and discharges the parasitic capacitances 
starts to grow relatively big compared to the load current. We identified two 
mechanisms that generate these non-linear currents. They are described in the 
two sections below. For ease of calculations we assumed that the DAC’s are 
unary-decoded. 

2.1. The maximum output impedance 

The output resistance can be made sufficiently high. The output impedance 
however has a capacitive part. We consider a typical current source with 
cascode and switches sub-circuit as it is drawn in figure 1. The two parasitic 
capacitances of importance, C0 and C1 are added to the circuit. We desire to 
calculate the output impedance of the black part in figure 1. The small-signal 
schematic to calculate the output impedance is shown in figure 2. We are 
however interested in the upper limit of this impedance rather then in the exact 
impedance of this circuit. One upper limit is set by capacitance C1 and the gain 
of the switch transistor Msw in the on region. Let us consider the circuit drawn in 
figure 3(a). The switch transistor cascodes the impedance Zeq. Zeq is chosen to be 
the small-signal impedance formed by the current-source transistor Mcs and the 
cascode transistor Mcas. By doing so the small-signal circuit shown in figure 3(b) 
is equivalent to the one in figure 2. The output impedance Zout is calculated as 

out osw sw eqZ r A Z= +  (1) 

An upper-limit for the output impedance can be found assuming that the output 
resistance of the current source and the cascode are infinite. The output 
resistance can not be infinite, but it can be very high by using gain boosting [7] 
cascode transistor Mcas for example. The output impedance then is 

1

1

2out osw sw j fCZ r A π
= +  (2) 

An upper limit for the output impedance is thus set by no more then the gain Asw

of the switch transistor and the capacitance C1 as seen in figure 1. This upper 
limit is independent of any gain boosting of the current source or cascode 
transistor. Gain boosting [7] of the switch itself can raise this maximum, but 
gain boosting the switch is not an easy task as the input signal is digital. 
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Fig. 1. Typical current source, cascode and switches sub-circuit. 

Fig. 2. Small-signal circuit of the black part of the schematic seen in figure 1. 

(a) (b) 
Fig. 3. (a) Schematic for determing the upper-limit of the impedance. (b) Small-

signal circuit for determing this upper-limit. 

2.2. The non-linear capacitive load 

We have seen in section 2.1 that the gain of the switch transistor and the 
capacitance on the node at the source of the switch are setting an upper-limit for 
the output impedance. We decided to calculate the distortion caused by the non-
linear capacitive load rather than to use the output impedance as in [1].  
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Fig. 4. Single-ended branch of the simplified converter. 

In figure 4 we have a single-ended branch of our simplified converter. We see 
that the number of capacitors switched to the output node depends on the output 
code. For input code x, x capacitors are coupled to the output. The other 2

N
-1-x

capacitors are then connected to the differential output. N is the number of bits. 
In order to ease the analysis we assume that the converter has an infinite 
resolution and sampling rate. This allows us to use differential calculus.  

The additional charge δQ that flows to the connected capacitors during the time 
interval t is proportional to the connected capacitance and to the voltage change 
of the capacitive nodes: 

1 out
connected

sw

VQ

t A tC
δδ

δ δ
=  (3) 

The change of charge over time equals to the instantaneous (non-linear) current 
Inl,1:

( ) ( )
,1

cos 2 sin 4 1
2

2 4nl total p
sw

ft ft
f

AC VI
π π

π
� �

= − +� �
� �

 (4) 

Ctotal is the sum of the capacitances C1 connected to node N1 over all the unary-
weighted blocks. Vp equals to the output voltage amplitude. Equation (4) has 
two frequency components. The first one is the cosine part and has the same 
fundamental frequency as the signal, but a different phase. This part slightly 
modulates the amplitude of the signal. The second part describes the second 
harmonic. We can calculated the SFDR using the sine term component of  
equation (4):

,1

2
20log 20log

p sw

L totalnl

I A
SFDR

fR CI π
� � � �

= =� � � �� � � �� �
 (5) 
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expressed in dB. RL is the load resistor. This agrees with the findings in [1]. The 
form of equation (5) once again emphases the importance of the gain of the 
switch. Compared to [1] we do not find higher-order non-linear terms in our 
results. This difference is caused by the fact that in [1] the feedback takes the 
distortion caused by the distortion spurious into account. Reviewing the findings 
in [1] one can see that, for well designed converters, the third or higher-order 
distortion is negligible. This lead in [2] to the conclusion that in a differential 
converter the cascode can be omitted as the third-order distortion caused by the 
output impedance is very low.  

2.3. Switching of the capacitive load 

(a) (b) 
Fig. 5. (a) Switch switched to left output. Mswleft cascodes node N1 from Vcomp. (b) 

Switch switched to right output. Mswright now cascodes node N1 from Vout.

In this subsection we model the influence of the switching of the capacitance 
from one node to another node. Let us consider a very small increment of the 
input code. For a converter with infinite precision this causes some capacitances 
to be switched from the complementary output to the output. Before switching, 
as in figure 5(a), the voltage on node N1 was equal to the voltage on the 
complementary output Vcomp divided by the gain of the switch Asw. After 
switching, as in figure 5(b), the voltage on node N1 will evolve to the voltage on 
the output Vout divided by the gain of the switch Asw. The charging of this 
capacitive node causes a current flow trough the right-hand switch. This current 
is superimposed on the desired current. It is calculated as: 

out comp out

sw

V V CQ

t A t

δδ
δ δ

−
=  (6) 

Cout is the sum of the capacitances C1 that are connected to the output node. This 
charging is proportional to the instantaneous difference between the output 
voltage and the complementary output voltage, inversely proportional to the 
gain of the switches and proportional to the amount of extra capacitance 
switched to the output. The non-linear current Inl,2 can be calculated as: 
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π= −  (7) 

The results in equation (7) do resemble a lot to equation (4). There is however 
one important aspect we did not yet take into account. The calculated current in 
equation (7) is only correct if the input code is rising. Only additional capacitors 
that are switched to the output do cause current to flow trough the output. 
Capacitors that are switched from the output to the complementary output do not 
cause any current flow trough the output. They only cause current to flow trough 
the complementary output. This is the case if the input code decreases. The 
current in equation (7) still has to be multiplied by a modified signum function: 
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 (8) 

The correct equation for the non-linear output current is thus: 

( ) ( )( ),2

sin 4 1
2 sgn cos 2

2nl total p
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ft
f ft

AC VI
π

π π= −  (9) 

We are mainly interested in the frequency domain. Equation (9) has a second-
order term with amplitude  

_ sec ,2

1
2

4nl ond order total p
sw

f
AC VI π− = −  (10) 

and a third-order component with amplitude: 

_ ,2

1
2

8nl third order total p
sw

f
AC VI π− = −  (11) 

The total second-order distortion is given by summing the results given in 
equations (7) and (10). Their amplitudes are in phase. The amplitude of the 
second-order distortion for both effects combined is thus twice as large as the 
amplitude calculated in [1]. What is a lot worse is that the amplitude of the third-
order distortion is not negligible at all. It has half the amplitude of what was 
originally calculated for the second-order distortion in [1]. The maximum 
attainable SFDR for a differential DAC is then given by: 
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p sw
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 (12) 
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Figure 6 shows the plot of the non-linear currents of equations (4) and (9) and 
their sum below on the picture. The corresponding spectra are depicted in figure 
7. 

Fig. 6. Plot of the two non-linear currents (above plots) and their sum (bottom 
plot) in the time domain. The current in the top-most plot depicts the second 

harmonic component of the non-linear current. 

Fig. 7. Plot of the two non-linear currents (above plots) and their sum (bottom 
plot) in the frequency domain. 

3. Design measures to decrease the distortion 

In this section we take a look at different options to decrease the distortion 
caused by capacitance N1 seen in figure 1. As seen in equation (12) the SFDR in 
a differential DAC is limited by the third-order distortion and this limit is given 
by: 
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L total
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fR Cπ

If we want to maximize the SFDR then we have the following options: 

• decrease the signal frequency  

• decrease the load resistor RL

• decrease the capacitance Ctotal

• increase the gain of the switch transistor 

The first one, decreasing the signal frequency, is not an option. A RF DAC is a 
DAC with a very high output frequency.  

3.1. Decreasing the load resistor

Decreasing the load resistor on the other hand is a viable option. Unfortunately, 
for an unchanged load current this means that the output voltage and the output 
power decreases. If we want to keep the output voltage swing then we do need 
to increase the load current. Doubling the load current for example however 
doubles the sizes of the switches and the cascades, if the operation points remain 
unchanged. Transistors with double the size have almost double the parasitic 
capacitances. Reducing the load resistor hence does only help if it equals to 
reducing the output voltage. 

Although that reducing the output amplitude seems to be a very undesirable 
thing to do, it is not all bad. RF DAC’s can be used in single-hop transmitters or 
even in software radios. Let’s first take a look at a conventional super-
heterodyne transmitter [8], depicted in figure 8. The DAC is followed by a low-
pass filter to remove the Nyquist images. The Nyquist images are the images of 
the signal that are generated at

clock signal
f i f f= +  (13) 

and at

clock signal
f i f f= −  (14) 

for every integer value of i equal to or greater than 1. This is inherent to all 
clocked DAC’s due to the sampled nature of the converters. The filtered signal 
is then mixed with an Intermediate Frequency (IF) local oscillator signal. The 
mixer often has a low conversion gain and a intermediate amplifier must be 
used. The images, generated during the mixing of the signal, are removed by the 
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first band-pass filter. The filtered signal is then fed into the second mixer stage, 
where it is mixed with the RF local oscillator signal. This signal is filtered by the 
second band-pass filter to remove the images generated by the mixing. Finally, 
the signal is amplified by the power amplifier. The first stages in the power 
amplifier restore the signal strength that has been lost in the second mixer stage. 

Fig. 8. Block schematics of a super-heterodyne transmitter.

In figure 9 a single-hop transmitter is depicted. Compared to figure 8 the IF 
mixing stage, the first band-pass filter and the amplifier are removed out of the 
block diagram of figure 9. This can be done if the DAC generates a high 
frequency signal. The signal must be modulated in the digital domain. It must be 
centered around the IF frequency that was used in the super-heterodyne 
transmitter. The single-hop transmitter thus requires a high-speed DAC.  

If we would only remove the first mixing stage and the first band-pass filter in 
figure 8 then we could allow the DAC to have a smaller output amplitude. If we 
can remove one mixing stage by using a higher frequency DAC then we do not 
necessarily need to have a high output amplitude. Of coarse part of the linearity 
problems of the DAC are then solved by the amplifier. But its specifications are 
not harder then they are in the original super-heterodyne transmitter. Still, one 
mixing stage can be removed. This reduces the distortion and the noise figure. 
Also, one band-pass filter can be removed. If it was an active filter then the 
power consumption and the distortion drops. If it was a passive filter, like for 
example an external SAW filter, then no signal power is lost in the filter. In an 
optimized design the signal level of the DAC and the amplification can be 
further tuned. 

Fig. 9 Block schematics of a single-hop transmitter.

RF DAC’s could be used in direct transmitters or in software radios. Compared 
to the block given in figure 9 the direct transmitter would not need the mixing 
stage nor the band-pass filter. This increase the signal integrity and the DAC can 
have a lower output amplitude while still providing the same signal amplitude to 
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the power amplifier. Again, optimum signal levels can be chosen to increase the 
overall performance. An additional advantage of lowering the load resistor is 
that the pole at the output is pushed to higher frequencies. 

3.2. Decreasing the capacitance 

Another option is decreasing the capacitance. The main contribution comes from 
the source capacitances of the two switches. A small fraction is contributed by 
the drain capacitance of the cascode. Optimizing the capacitance guides us to the 
following design rule: the switches are given a larger Vgs-VT than the cascode as 
this minimizes the source capacitances of the switches. An additional benefit is 
that the capacitances Cgd of the switches are reduced, reducing feed-trough of 
the switch input signal to the output.  

In the layout minimum source structures are chosen for the switches and 
minimum drain structures are chosen for the cascode, as seen in figure 10(a). 
Figure 10(b) shows another option to minimize the source capacitance of the 
switches. The source is now common to the two switches. This layout results is 
slightly smaller capacitance compared to the layout in figure 10(a) but it is to be 
avoided. The asymmetry in the switches potentially results in different switching 
times for the right and left switch, leading to spurious frequencies. Sometimes it 
is useful to chose non minimum L for the cascode in order to increase the output 
resistance. Remember that the limit stated in equation (2) is an upper-limit. It 
might thus be needed to raise the cascode output resistance. Increasing the 
length of this transistor does increase the drain capacitance, but it does not 
increase it too much. 

(a) (b) 
Fig. 10. (a) Layout of the switches and cascodes that optimizes the dynamic 

impedance by sharing drains and sources. (b) Asymmetric option to minimize 
the source capacitance of the switches. 
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Another way of decreasing the effectively seen capacitance is by using 
bootstrapping. This technique has been proposed in [10]. It is depicted in figure 
11.  

Fig. 11. Bootstrapping of the critical capacitors. Picture from reference [10].

If the bootstrapping is done well then only a small portion of the capacitance is 
seen at the output. The published dynamic performance is excellent. It has an 
IMD up to 300 Mhz of better than -80 dBc. It has some drawbacks however. 
The bootstrapping circuit has to operate at high frequencies and consumes a 
significant amount of power. The total device has a power consumption of 400 
mW. Moreover special care has to be taken to maintain stability. This makes the 
design of such a converter relatively complex. 

3.3. Increasing the gain of the switch 

Increasing the gain of the switch transistor can be done by increasing the length 
L of the transistor. The width has then to be increased accordingly to allow for 
the current flow trough it while maintaining a reasonable Vgs-VT. Unfortunately 
this increases the capacitance more then it increases the gain, so this is not a 
solution. Another option is to use an older technology with higher gain factors. 
This also increases the capacitance C1 and changing the technology is often not 
an option. In some technologies there are “analog friendly” transistors with high 
gain. These are unfortunately not present in most technologies. 

The gain of the switch depends on the biasing condition. The voltage gain 
between the source and drain nodes of a transistor cascoding two nodes can be 
written as: 
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1
outm

A g r= +  (15) 

In older technologies, with line-widths well above those used in sub-micron 
technologies, gm is given by [9]: 

2 DS

m
GS T

I

V V
g =

−
 (16) 

and rout is given by: 

1 E
out

ds DSsat

V L

g Ir = =  (17) 

with VE the Early voltage. IDSsat equals to IDS if the cascode transistor is operated 
in the saturation region. Under those conditions equation (15) can be rewritten 
using equations (16) and (17): 

2
1 E

GS T

V L
A

V V
= +

−
 (18) 

Equation (18) states that the gain of the switches can be increased by reducing 
the overdrive voltage VGS-VT. It is maximized if the transistor is operated in 
weak inversion, where equation (16) no longer holds. The drawback is that the 
parasitic capacitance increases if the overdrive voltage VGS-VT is decreased: 
larger widths are needed if the device must switch the same current. For the 
strong inversion region the width is proportional to: 

( )2

DS GS T

W

L V VI −�  (19) 

Combining equation (18) and (19) we see that the ratio of gain over capacitance 
is optimized by using large overdrive voltages VGS-VT. In deep sub-micron the 
equations become more complex, but this trade-off is still to be made. 

The gain of the switch can also be boosted by gain-boosting the switch itself. 
Gain boosting however is developed for transistors that remain in the on-region. 
Adapting the technique so that it does work on switched transistors is very 
challenging. It has not yet been done to the authors knowledge. 

3.4. Sizing strategy for the switches and the cascodes

In the previous sections we stated that it is important to maximize the ratio 
between the gain and the capacitance at node N1 in figure 1. In the design of a 
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current-steering DAC it is also important to keep the structure of each block as 
much as possible identical to the other blocks. This leads to a first sizing 
strategy for the switches and the cascodes: the switches and cascodes are 
designed for a LSB segment. This means that we determine the sizes for one 
LSB segment and then use only multiples of this segment for the bigger 
currents.

This is a good strategy for low accuracy converters, but not for converters with 
high precision. The LSB current gets very small. Minimum size switches and 
cascodes are then sufficient to conduct the current, even with low overdrive 
voltages. The capacitance Ctotal, as defined in section 3, then equals to 2

N
-1 times 

the parasitic capacitance of two minimum sized switches and one minimum 
sized cascode. As the number of bits N increases, this capacitance grows to 
large. Therefore we first size the MSB segments and then scale down to the LSB 
segments. Minimum size transistors are then used for the switches and cascodes 
of a few LSB segments. The LSB segments are then no longer scaled versions of 
the MSB segments. This slightly deteriorates the dynamic performance of the 
converter, but this is more than compensated by having smaller parasitic 
capacitances.

3.5. Using cascodes on top of the switches

Another option to increase the ratio between the gain and the capacitance is to 
use the structure shown in figure 12. The capacitance on node N2 includes the 
source capacitance of only one transistor and the smaller drain capacitance of 
another transistor. For the effects described in section 2.2 the ratio between the 
gain of the cascode on top of the switches and the capacitor on node N2 now 
sets the upper-limit. As the usable overdrive voltages are smaller in this 
structure the upper-limit for the single-ended SFDR is only slightly higher with 
our new structure. The even-order distortion fortunately can be reduced by using 
differential structures. 

The main advantage of this structure is that now node N3 is buffered with both a 
switch, operating in the saturation region, and a cascode above the switch. The 
upper-limit for the differential-ended SFDR is now determined by the ratio 
between the combined gain of the switch and the cascode above the switch and 
the capacitance at node N3.  

The maximum achievable SFDR for the differential DAC shown in figure 12 is 
now given by: 

_

,2_

4
20log 20log

swp cas top

L totalnl third order

AI
SFDR

fR CI
A

π−

� � � �
= =� � � �

� �� �
� �� �

 (20) 
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where Ctotal,2 is the sum of the capacitances connected on node N3. It is only 
slightly larger than the sum of the capacitances Ctotal connected on node N1. The 
upper-limit for the differential-ended SFDR is now roughly increased by the 
gain factor of the cascode on top of the switches.  

Fig. 12. Cacodes on top of the switches.

The structure has been used in [11]. The dynamic performance of this converter 
was however limited by the driver structure. The structure shown in figure 12  
has potential drawbacks. The cascodes on top of the switches are continuously 
switched on and off. It is important to note that the gate voltage of these 
cascodes remains constant. The switching action is caused by the change in the 
source voltage of these transistors.  This is depicted in figure 13. The voltage on 
node N2 is well defined if the switch is on. It is then determined by the bias 
voltage of the cascode on top of the switch, and the overdrive voltage required 
to conduct the current trough this cascode. In our case the gate of this cascode is 
connected to the power supply Vdd. All voltages are plotted relative to Vdd. The 
digital blocks and the switches use a lower power supply, indicated by Vsw on 
the plot. If the switch is turned off, then node N2 is charged fast as long as the 
cascode on top of it remains in the strong inversion region. After that the 
charging slows down as the cascode enters the sub-threshold region. If the 
switch is switched on again then the initial conditions on node N2 are dependent 
on how long the switch has been turned off. This gives rise to code 
dependencies. It is therefore imperative that the bulk of the charging is over 
before the end of one clock period. 

This switched operation clearly does not correspond to the normal operation of a 
cascode. Therefore it is important to not only have simulation results, which 
have often poor accuracy in strongly non-linear devices as DAC’s, but 
measurement results as well. 
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Fig. 13. Discharging of node N2.

3.6. Implementation and measurement results

In [12] we have used the proposed structure with cascodes on top of the switches 
in a 10-bit binary-weighted DAC. Although the main purpose was to 
demonstrate that a binary-weighted DAC can have good dynamic linearity, it 
also demonstrated that our switching structure can achieve good linearity. The 
basic structure is shown in figure 14. The actual DAC contains many of these 
basic structures in parallel.

Transistor M12 is used as the current source. This transistor has a large width 
and length and hence a lot of parasitic capacitance. Each current-source 
transistor is embedded in the large current-source-array. The current-source 
transistors are connected trough long wires. These wires add a lot of 
interconnect capacitance between the drain node of the current-source transistor 
and the ground node. The large capacitance on this node is shielded from node 
N9 by cascode transistor M11.  The use of this cascode is vital as the 
capacitance on node N9 must be low in order to increase the SFDR. This is can 
be seen in equation 20.  

Transistors M9 and M10 are switches. Transistors M7 and M8 are the cascodes 
above the switches. Transistors M1-M6 and inverters I1-I2 compose the drivers 
of the switches. 

59



Fig. 14. Basic scheme of our current-steering DAC.

The structure is very simple and uses no bootstrapping, no gain-boosting and no 
feedback. Therefore it is easier to analyze and design and it is very low power. 
Figure 15 shows an overview of the SFDR performance at 250 MS/s.   

Fig. 15. SFDR performance of the converter at 250MS/s. 

Figure 16 shows a dual-tone test. The IMD is at –67dBc in the shown frequency 
band. 
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Fig. 16. Dual-tone test at 250MS/s. 

Table 1 summarizes the performance of the converter. We decided to measure 
the dynamic performance for two different load currents. The dynamic 
performance is depending on the combination of the latches and  the switches. It 
is optimized for a certain operating point. The chip is designed to have a 10 mA 
load current. By measuring the performance with a load current that is only 5 
mA we operate the device far outside its operation region. The minimum SFDR 
over the Nyquist band drops with as few as 2.2 dB while reducing the load 
current with a factor of 2. This demonstrates that our structure is quite robust to 
variations in the operation point and therefore expected to be quite tolerant 
against process variations. Also important to notice is that the power 
consumption is rather low. The converter only consumes 4 mW plus the power 
consumed by the load current.  

Table 1. 

INL, DNL < 0.1 LSB 

Active area < 0.35 mm
2

SFDR (ILoad = 10 mA) > 60 dB 

SFDR (ILoad = 5 mA) > 57.8 dB 

Glitch energy 2.64 pV.s 

Power consumption at Nyquist 4 mW + ILoad x 1.8 V 
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3.7. Conclusions 

In this paper we discussed the importance of the output impedance for current-
steering DAC’s. Compared to previous publications we argued that the third-
order distortion can not be ignored. This is important as it states for the first time 
that using differential structures does not overcome the impedance problem. The 
factors of importance are identified so that we have guidelines for better design. 
Several design options were discussed and the measurement results of an actual 
chip are discussed. 
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HIGH-SPEED BANDPASS ADCs

R. Schreier
Analog Devices, Inc., Wilmington MA

 Abstract

A bandpass ADC digitizes a bandpass signal directly, without
prior conversion to baseband. Bandpass ADCs are well-suited to
wired and wireless receivers, and can reduce system complexity,
increase integration and improve performance. This paper
describes architectures for bandpass and quadrature bandpass
ADCs and examines several circuit considerations associated with
operation at sampling rates in the 100-MHz range.

1. Introduction

Narrowband analog bandpass signals are found in a wide variety of telecommu-
nications systems, including cellular telephony, radio, and television. In these
applications, the desired radio frequency signal is usually extremely narrow-
band, having a bandwidth which is often less than 1% of the carrier frequency. In
addition, most of the intermediate frequencies in a superheterodyne (superhet)
receiver designed for such applications are also narrowband. In such systems,
the ability to digitize a narrowband signal with a bandpass ADC offers advan-
tages in terms of such critical performance metrics as dynamic range, power and
cost.

Fig. 1 shows the block diagram of a typical multi-step superhet receiver with a
digital back-end. As the figure shows, a sequence of filter/amplify/mix opera-
tions is used to convert the desired signal from radio frequency (RF), typically in
the VHF (30 MHz to 300 MHz) or UHF (300 MHz to 3 GHz) range, down to
one or more intermediate frequencies (IFs) and finally down to baseband, where

Fig. 1. A typical superheterodyne receiver with a digital back-end.
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the signal is digitized by an ADC and processed by a digital signal processor
(DSP). The venerable superhet architecture is preferred in applications that
require high dynamic range and a high degree of immunity to interferers. A
superhet radio achieves its immunity to interferers by progressively refining the
signal with a sequence of increasingly narrow filters until only the desired signal
remains. These filters operate on successively lower IFs in order to keep the
complexity of the filters within reasonable limits.

In the early stages of the receiver, an important function of these filters is to
attenuate undesired signals and noise which would mix down to the next IF
along with the desired signal. Since the complexity of such
increases as the relative separation of the desired signal and the image signal
decreases, and since the separation is equal to twice the IF, each downconversion
stage typically reduces the carrier frequency of the desired signal by no more
than about a factor of 10. For example, the standard first IF of an FM radio is
10.7 MHz, which is about 1/10th of the 88-108-MHz RF. Since the bandwidth of
this FM signal is less than 200 kHz, further downconversion and filtering could
be applied so that the ADC would only have to deal with the desired 200-kHz-
wide baseband signal. These extra conversion and filtering operations could be
eliminated if the ADC were able to digitize the 10.7-MHz IF signal directly, and
if it could do so with adequate dynamic range. Receiver systems for other appli-
cations experience similar simplifications when the ADC is shifted closer to the
front end.

An ADC which supports this early conversion to digital form is the bandpass
ADC [1]. With a bandpass ADC, the architecture of Fig. 1 can be reduced to that
shown in Fig. 2. A bandpass ADC concentrates its conversion effort on the band
of interest only, and can therefore be more efficient than an ADC which digitizes
the entire band from dc to the IF.

Replacing the mixer in Fig. 2 with a quadrature mixer, and replacing the band-
pass ADC with a quadrature bandpass ADC [2] allows the system to dispense
with the image filter, yielding the simplified system shown in Fig. 3. For the ulti-

Fig. 2. A receiver employing a bandpass ADC at IF1, the Þrst IF.
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mate in diagrammatic simplicity, the software radio receiver architecture shown
in Fig. 4 absorbs all analog functions into the ADC [3]. In this receiver, all stan-
dard-specific parameters (center frequency, bandwidth, modulation format and
access protocol) are defined through digital signal processing. This ambitious
architecture puts an enormous burden on the ADC, and thus systems which
employ this architecture tend to consume much more power than systems which
are optimized for a small number of communications standards.

The above considerations, namely system simplification and improved power
efficiency, provide some justification for pursuing the design of bandpass ADCs
in general. A final reason to consider the bandpass approach is that, by keeping
the signal band away from dc, a bandpass ADC preserves the spectral separation
between the signal of interest and various low-frequency noise sources and dis-
tortion components such as 1/f noise and even-order intermodulation products.

Since bandpass ADCs with center frequencies in the range of a few MHz and
bandwidths in the range of a few hundred kHz already exist in commercial form,
the focus of this paper is on high-speed bandpass ADCs. The impetus for band-
pass ADCs having center frequencies in the tens of MHz and bandwidths in the
MHz range comes from the desire to place the ADC as close to the antenna as
possible, and also to broaden the application area of bandpass ADCs.

Pushing the ADC toward the front-end of the radio increases the ADC’s
dynamic range requirements since the ADC must now cope with the potentially-
much-larger interfering signals that otherwise would have been removed by ana-
log filters. The dynamic range requirements are usually so high that a delta-
sigma (∆Σ) architecture is the best, or even the only, choice.

Fig. 3. A receiver employing a quadrature bandpass ADC.
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However, ∆Σ converters rely on the use of oversampling. A ∆Σ converter typi-
cally requires an oversampling ratio (OSR) of at least 8, with 30 being a fairly
representative number. Returning to the example of the 10.7-MHz IF of an FM
radio, direct application of standard (lowpass) ∆Σ techniques would require a
sampling rate in the 600-MHz range— a rather daunting number. However, since
OSR is the ratio of the sampling rate to twice the signal bandwidth, achieving an
OSR of 30 for a signal with a 200-kHz bandwidth actually only requires a sam-
pling rate of 12 MHz, which is a much more practical number.1 As described in
the literature [1-5], the key to achieving this reduced sampling rate is to concen-
trate the zeros of the ∆Σ modulator’s noise transfer function (NTF) in the band of
interest, specifically in the vicinity of 10.7 MHz for the case of an FM radio,
rather than have the NTF zeros centered on dc.

The shift in the NTF zeros away from dc requires the use of resonators instead of
integrators in the modulator’s loop filter. Suitable resonators can be realized in
either discrete-time form (using switched-capacitor, switched-current or
switched-op-amp techniques) or in continuous-time form (using gm-C, active-
RC, LC or transmission-line techniques). Since high-frequency resonators are
most conveniently implemented with continuous-time circuits, and since contin-
uous-time circuits endow the ADC with inherent anti-aliasing, this paper will
only consider continuous-time resonators.

The other critical circuit block in a high-speed BP ∆Σ ADC is the first feedback
DAC. Important circuit considerations for this block are also described in this
paper, but before delving into circuits, this paper examines some of the architec-
tural alternatives available to the bandpass ADC designer.

2. Modulator Architecture

The following subsections discuss two architecture-level decisions that need to
be made before detailed circuit design can begin. The first decision is whether to
make a quadrature bandpass ADC or a regular bandpass ADC. Quadrature
ADCs are more complex (pun intended), but offer performance and system-level
advantages. The second decision involves the selection of modulator topology
(feedback, feedforward or hybrid). Other high-level decisions include the selec-

1. For convenience in the digital post-processing, the IF is typically located at a
simple rational fraction of the sampling rate. For our FM example, setting

results in and an OSR of about 36, while
setting results in and . Either choice
is a reasonable one.

f 0 3 f s 4⁄= f s 14.2666 MHz=
f 0 f s 4⁄= f s 42.8 MHz= OSR 100≈
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tion of sampling rate and center frequency, the choice between discrete-time and
continuous-time signal processing, the choice of a single-loop or a multi-loop
(cascade) topology, and the selection of the number of quantization levels.

Since frequency-planning considerations and OSR requirements usually con-
strain the sampling rate and center frequency to the point where very little design
freedom is available, this paper will not explore the trade-offs associated with
these design parameters. The speed and inherent anti-aliasing advantages of con-
tinuous-time circuitry were already mentioned, and these provide the justifica-
tion for not considering discrete-time circuits further. Similarly, since this paper
is concerned with systems which are wideband, the use of multi-bit quantization
is virtually a necessity.

Lastly, this paper assumes single-loop topology will be used. Multi-loop topolo-
gies have significant advantages in the context of wideband systems, but since a
multi-loop system requires its noise-cancelling digital filter to match the NTF of
the ∆Σ modulator, and since the NTF a high-speed continuous-time ∆Σ ADC
tends to be ill-controlled, this matching can be difficult to achieve. Calibration
techniques have been successfully used to achieve the required matching [6], but
this paper will focus on single-loop systems as these are free of such concerns
and since a single-loop system is often the starting point for a multi-loop system.

 2.1.  Bandpass vs. Quadrature Bandpass

Fig. 5 illustrates how a bandpass ∆Σ ADC system appears to the system
designer. The input to the ADC is usually an IF signal, but in some cases may be
at RF. The high-speed output of the ∆Σ modulator contains the desired signal
surrounded by shaped quantization noise, plus interfering signals. The digital
output of the modulator is mixed to dc by a digital quadrature mixer, and then

Fig. 5. A bandpass ∆Σ ADC system.
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lowpass-filtered and decimated by a quadrature lowpass digital decimation filter,
so that the final output is reduced-rate baseband digital data containing only the
desired signal.

The oversampling ratio of a bandpass system is defined in the same manner as in
a lowpass system, namely , so that OSR = 1 corresponds to
Nyquist-rate sampling. Note that for a bandpass signal, is the two-sided
bandwidth.

In a lowpass system, the modulator output can be decimated by a factor of OSR
without loss of information, since the minimum sample rate at the output of the
decimation filter is . In a bandpass system, however, the minimum sample
rate at the output of the decimation filter is only because the output of the
decimation filter is complex data. Thus, the data from a bandpass ADC can be
decimated by a factor as high as  without loss of information.

Just as a bandpass modulator can exploit the narrowband character of its input, a
quadrature ∆Σ modulator can exploit the additional information available in a
quadrature signal1. Fig. 6 illustrates the main signal-processing operations that
occur within a quadrature ∆Σ ADC system. A quadrature signal, such as that
produced by a quadrature mixer, is applied to a quadrature ∆Σ modulator which
outputs a digital quadrature signal containing the desired signal and the shaped

1. A quadrature, or complex, signal consists of two real signals, commonly
denoted either by I (for in-phase) and Q (for quadrature phase), or by re (for
real) and im (for imaginary). The key difference between a real signal and
quadrature signal is that the spectrum of a quadrature signal need not be sym-
metric about zero frequency. For a quadrature signal, positive frequencies are
truly distinct from negative frequencies.

OSR f s 2 f B( )⁄=
f B

2 f B
f B

2 OSR×

Fig. 6. A quadrature ∆Σ ADC system.
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quantization noise. The distinguishing feature of a quadrature modulator is that
its NTF need only attenuate positive-frequency (or negative-frequency) quanti-
zation noise. In a sense, a quadrature converter is more efficient than a bandpass
converter because no power is wasted digitizing the negative-frequency content
of the input. As in a real (non-quadrature) system, the modulator output is mixed
to baseband by a digital quadrature mixer and filtered by a quadrature decima-
tion filter to produce Nyquist-rate baseband data.

For a real system, signals beyond suffer from aliasing, whereas for a
quadrature system the corresponding limits are . The total alias-free
bandwidth is thus fs. In order for OSR = 1 to correspond to no oversampling, the
OSR of a quadrature system is defined as . In other words, for a
given signal bandwidth and sampling rate, a quadrature modulator has an OSR
that is twice that of a real modulator. Lastly, since the minimum output data rate
is fB, decimation by a factor of OSR is appropriate for a quadrature system.

A quadrature ∆Σ modulator can be either lowpass or bandpass. However, since a
quadrature lowpass modulator is equivalent to a pair of regular lowpass modula-
tors operating independently on the components of the quadrature signal, the
advantages of a quadrature lowpass modulator over competing architectures are
not as pronounced as they are for a quadrature bandpass modulator. In the band-
pass case, a quadrature modulator is useful because it effectively doubles OSR,
and it does so without doubling the hardware. Specifically, a bandpass modulator
having n in-band zeros requires a loop filter of order 2n, containing 2n op-amps,
whereas a quadrature modulator having n in-band zeros requires a complex loop
filter of order n, which also contains 2n op-amps.

As an example, Fig. 7 depicts a 6th-order NTF for a bandpass modulator, while
Fig. 8 does likewise for a 3rd-order quadrature bandpass modulator. Both modu-
lators require 6 op amps in their implementation. Also, both modulators employ
an oversampling ratio of 32 and theoretically achieve 16-bit SQNR performance
with 4-bit quantizers. However, since in a quadrature system but
only in a real modulator, the quadrature modulator has a
bandwidth which is twice that of the real modulator, assuming a common sam-
pling rate.

The above example illustrates the primary advantage of quadrature modulation,
namely a doubling of the signal bandwidth, for a given OSR and sampling rate.
Also, as mentioned in the introduction, quadrature modulation facilitates the
elimination of an image filter. The primary disadvantage of a quadrature system
is increased complexity, in particular a doubling in the number of quantizers,

f s 2⁄
f± s 2⁄

OSR f s f B⁄=

f B f s OSR⁄=
f B f s 2 OSR⋅( )⁄=
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feedback DACs and output bits. (Bear in mind that the complexity of a quadra-
ture bandpass modulator’s loop filter is essentially the same as that of a real
bandpass modulator.) Although space limitations preclude a detailed discussion
of the topic, it is important for the reader to be aware of the fact that quadrature
systems are also sensitive to path mismatch. The degree of sensitivity is usually
severe enough to require the addition of one or more image zeros to the NTF.
More details can be found in Ch. 5 of [5].

 2.2.  Loop Filter Architectures

Bandpass modulators possess the same architectural variety as lowpass modula-
tors, and the trade-offs between the different structures are also essentially the
same. Bandpass modulators can be implemented in single-loop or cascade form,
with a similar trade-off between improved stability and increased sensitivity to

Fig. 7. a) Pole-zero and b) magnitude plots for a bandpass NTF
with f0 = fs/6 and OSR = 32.
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Fig. 8. a) Pole-zero and b) magnitude plots for a quadrature
bandpass NTF with f0 = +fs/4 and OSR = 32.
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analog non-idealities such as parameter errors and finite op-amp gain. Likewise,
the loop filter of a bandpass modulator can be constructed using any of the con-
ventional forms found in lowpass modulators, including feedback, feedforward
and hybrid topologies, with similar trade-offs between internal dynamic range
and STF quality.

For example, Fig. 9 shows the structure of the loop filter of a 4th-order bandpass
modulator which employs a feedback topology, while Fig. 10 does likewise for a
feedforward topology. Fig. 11 plots representative signal transfer functions
(STFs) for these two topologies. As the figure shows, the STF associated with
the feedback topology has an attractive bandpass shape, whereas the STF associ-
ated with the feedforward topology has out-of-band peaks. These peaks make a
feedforward modulator vulnerable to large-amplitude interfering signals in the
vicinity of the STF peaks. For this reason, a feedforward topology should only
be used when the incoming signal has been adequately filtered. As described in
the literature, the main motivation for adopting a feedforward architecture is that
it reduces the dynamic range requirements in the all-important first resonator.

When f0 is a substantial fraction of the sampling rate, there is strong coupling
between the two integrators that comprise a resonator, and thus the resonator

Fig. 9. Loop Þlter of a 4th-order bandpass modulator employing the
standard feedback topology.
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output may be taken from the first integrator, as shown in Fig. 12. Taking the res-
onator output from the first, rather than the second, integrator’s output changes
the transfer function of the resonator from , which is a lowpass
response, to , which is a bandpass one. Since the bandpass
response has a null at dc, it is clear that a lowpass modulator cannot make use of
these bandpass resonators. However, a bandpass modulator can. Since the
resonators in a bandpass modulator may either be of the lowpass or bandpass
variety, there are possible lowpass/bandpass resonator combinations for a
given loop-filter category such as the feedback, feedforward or any of the hybrid
categories.

Fig. 13 illustrates how adding a feedforward path and thus connecting the output
of one resonator to both of the integrators in the next resonator can eliminate one
of the feedback coefficients (i.e., one of the feedback DACs) in a bandpass mod-
ulator. Since the transfer function from V to Y is the same in Fig. 13 as that of

Fig. 11. Representative STFs for modulators employing feedforward
and feedback topologies.
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Fig. 12. Loop Þlter of a 4th-order bandpass modulator employing a
feedback topology with bandpass resonators.
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Fig. 12, the noise transfer function of a modulator employing the loop filter of
Fig. 13 will be the same as that of a modulator employing the loop filter of
Fig. 12. (Of course, the signal transfer functions may not be the same.) This
transformation may be applied to each resonator section except the last one,
thereby cutting the required number of DACs by nearly 50%. This transforma-
tion is helpful in the construction of a bandpass modulators which employs LC
tanks as the resonance elements.

Fig. 14 shows a portion of a loop filter which encompasses all of the above vari-
ants. Each resonator section is coupled to the next through 4 arbitrary gains, so
the choice of a lowpass vs. a bandpass section is simply a special case in which
all coefficients are zero except for one. The feedback DACs are not shown, and
could be added to any or all of the integrator summing junctions, according to
whether a feedback, feedforward or hybrid modulator topology is used.

Fig. 15 shows the structure of a quadrature modulator employing a feedback
topology. As the figure shows, the resonators which make up the modulator’s
loop filter are again special cases of Fig. 14, in which and

Fig. 13. Eliminating a feedback DAC by adding a feedforward path.
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Fig. 14. Internal structure of a more general loop Þlter for a bandpass
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, where is the complex coefficient linking the first
and second resonators.

The above diagrams contain a common element, namely a pair of integrators that
have been cross-coupled to form a resonator. The next section describes circuits
which can implement these elements.

3. Resonator Design

A lowpass modulator needs good integrators, whereas a bandpass modulator
needs good resonators. The degradation to modulator performance caused by a
finite quality factor (Q) in the resonators of a bandpass modulator is analogous to
the degradation caused by finite dc gain in the integrators of a lowpass modula-
tor: both cause reduced SQNR and increased susceptibility to tonal behavior.
The SQNR degradation is significant when Q falls below . Thus, in order
to take full advantage of a high value of OSR, the Q of each resonator should be
high. Conversely, when the signal is not especially narrowband, i.e. when

is not very high, the Q requirements for nearly ideal operation are
relaxed. The resonant frequency of the resonator must be accurate for similar
reasons. A frequency error that is an appreciable fraction of , say 20%, is usu-
ally close to the level of significance. Once again, a high value for OSR dictates
more stringent accuracy requirements, unless the NTF has been designed to have

Fig. 15. A quadrature modulator employing the feedback topology.
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sufficient margin. This section presents three resonator circuits which have been
used in the construction of bandpass ∆Σ ADCs, and comments on the ability of
each to achieve an accurate and high-Q resonance.

 3.1.  Gm-C Resonator

Fig. 16 shows the structure of a Gm-C resonator. Since the center frequency is
given by , and since the value of implemented with on-chip
capacitors and transconductors typically has 30% variability, the center fre-
quency of a Gm-C resonator will be poorly controlled unless some means for
tuning is provided. A common method for tuning a Gm-C filter is to adjust all the
Gm elements of the filter along with those of a simpler reference Þlter until the
reference filter has the desired response. However, since the resonator can be
converted into an oscillator with only a small amount of positive feedback, it suf-
fices to measure the oscillation frequency of the resonator itself and adjust Gm
(or C) directly. Since this calibration must be done off-line, the designer must
ensure that the drift of Gm over temperature is sufficiently small. If the drift can-
not be made sufficiently small, a continuous-tuning method involving a (scaled)
copy of the resonator is the next best choice.

Once the problem of resonator tuning has been addressed, the next set of con-
cerns revolve around the resonator’s Q. Non-idealities such as finite output
impedance and non-zero phase shift in the transconductors limit resonator Q.
Techniques such as cascoding can boost output impedance, while the phase shift
can be reduced by using a wide-band Gm such as that shown in Fig. 17 [7], or
compensated by adding a small resistor in series with the capacitors.

Fig. 16. A Gm-C resonator.
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 3.2.  Active-RC Resonator

Fig. 18 shows the structure of an active-RC resonator. Here the center frequency
is given by , and once again the highly variable RC product
necessitates the use of tuning. Tuning may be accomplished by adjusting R (con-
tinuously via MOS devices, or in discrete steps using a resistor array), by adjust-
ing C (here an array is most practical), or by a combination of the two
approaches. Once again, configuring the resonator as an oscillator is straightfor-
ward and eliminates the need for a replica block, but can only be done while the
converter is off-line.

Fig. 17. A Òlow-phase-shift transconductor.Ó (Fig. 7 of [7].)
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Fig. 18. An active-RC resonator.
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Fig. 19 contains a derivation of the pole location for a two-integrator loop. In
order to guarantee a high Q, the gain of the op amp must also be fairly high. Spe-
cifically, Q = 25 requires a gain of 100 at f0. Assuming f0 = 25 MHz and a first-
order roll-off leads to a gain-bandwidth product of GBW = 2.5 GHz, which is
rather high.

However, the pole Q depends on the phase of the op amp gain as well as on its
magnitude. If the phase shift of the op amp is 45 degrees at f0, then the pole of
the loop slides along the imaginary axis and the Q of the system remains high.
This shift in resonant frequency is not problematic, since f0 has to be tuned any-
way. Fig. 20a shows a circuit which has the required phase shift. If the two
ground symbols are replaced by the virtual grounds produced at the inputs of the
op amps as indicated in the two-integrator cascade, then the resulting resonator
(shown in Fig. 20b) has a Q which is insensitive to the gain (gm) of the op amp.

Fig. 19. Derivation of the pole shift in an active-RC resonator.

Fig. 20. A circuit with 45° phase shift at and
the associated resonator structure.
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This technique reduces the required GBW by an order of magnitude. All that is
needed is a transconductor with low internal phase shift at f0, such as that of
Fig. 17.

The configuration in Fig. 20b produces a resonance that is nominally at
. Fig. 21, confirms the analysis of Fig. 19 using a quadrature rep-

resentation of the resonator, and once again establishes that using a pure trans-
conductance for the amplifiers lowers the resonant frequency, but does not
degrade resonator Q. Fig. 22 repeats this analysis with non-zero switch resis-
tance in the capacitor array and finite bandwidth in the transconductor. This
analysis indicates that finite bandwidth pushes the pole to the right, while non-
zero switch resistance pushes the pole to the left. With an infinite-bandwidth gm,
the Q of the resonator is . (Thus, for , we need

.) With a zero-resistance switch, the Q of the resonator is
where is the unity-gain bandwidth of the transconductor

when loaded by resistance . (Once again, for f0 = 25 MHz requires
.) However, as shown in Fig. 22, a fortuitous cancellation happens

if . This cancellation is somewhat process-sensitive, but can
typically be relied upon to reduce the transconductance bandwidth requirement
by a factor of 2.

 3.3.  LC Resonator

The last resonator to be considered in this paper is the LC tank driven by a cur-
rent source, shown in Fig. 23. From the viewpoint of complete integration, this
topology represents a backwards step. On-chip inductors possess only a few
nanohenries of inductance, and so would only be useful if the center frequency is

s 1 R1C1( )⁄=

Fig. 21.  Quadrature representation of Fig. 20b, and associated analysis.
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above 1 GHz or so. Since such high frequencies are currently beyond the reach
of existing mainstream technologies, most bandpass modulators which exploit
inductors have relied on external components. As with the Gm-C and active-RC
resonators, the accuracy of the LC tank’s center frequency is determined by the
accuracy of its components. Since discrete inductors with tolerances on the order
2% and are available, as are capacitors with even tighter tolerances and
higher Q, it is possible to implement a high-Q LC resonator without incorporat-
ing means for tuning. Furthermore, since inductors and capacitors are ideally
noiseless, a resonator based on an LC tank enjoys an enormous noise advantage
over the preceding resonator circuits. The distortion of an LC tank is also quite
small compared to what can be achieved with active circuitry. Lastly, since an

Fig. 22.  Analysis of Fig. 21 with Þnite switch resistance and Þnite
transconductor bandwidth.

Fig. 23. A resonator based on an LC tank.

gmVin

Vout

Q 50>

81



LC tank implements a physical resonance (as opposed to the synthesized reso-
nance of an active-RC resonator), an LC resonator needs no bias power. Despite
its resistance to integration, an LC tank possesses a number of important
attributes (namely low noise, distortion and power!) that make its use in a band-
pass converter highly advantageous [8].

The main drawbacks associated with the use of an LC tank are lower integration,
lower center-frequency programmability, and the fact that a purely passive
quadrature LC resonator does not exist.

4. Feedback DAC

Since a ∆Σ modulator is a feedback system, the performance of the system can
be no better than its feedback element, namely the multi-bit DAC. The key per-
formance specifications of the DAC are noise and linearity, and in the case of a
high-speed bandpass converter, the ability to produce a clean high-frequency
spectrum. Since CMOS current-mode DACs have been demonstrated to operate
well at sampling rates in the 300 MHz range [9], these DACs are excellent candi-
dates for this critical feedback function. This section quantifies two important
design considerations for such DACs, namely noise and the nonlinearity due to
non-ideal element dynamics. Other concerns in the DAC include 1/f noise and
matching, but since these can be addressed by allocating sufficient area to the
current sources and, in the case of matching, by using mismatch-shaping, these
challenges can be overcome.

 4.1.  Thermal Noise

For a MOS device in saturation, the 1-sided spectral density of the output current
noise is

. (1)

If the full-scale current of the DAC is IFS, then the peak differential output cur-
rent  is  and the signal power for a –3-dBFS output signal is

. (2)

Assuming the square-law for a MOS device holds, and
, where , so that
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(3)

and the noise power in the differential output for a bandwidth B is1

(4)

so that the signal-to-noise ratio is

. (5)

As a numerical example, consider B = 5 MHz and SNR = 100 dB. According to
Eq. (5), we need . So assuming , then the
full-scale current must be . Clearly achieving a high SNR in the
DAC is purely a matter of allocating sufficient power to the DAC.

 4.2.  Element Dynamics

The switching behavior of the current sources is a well-known but less well-
understood source of error. Appendix A shows that if an element’s dynamics are
dependent only on the previous state, then the time-domain response can be bro-
ken down into linear and nonlinear (error) components as shown in Fig. 24. The
signals labelled w1 and w2 are waveforms which represent the linear portion of
the element’s response, while w0 represents clock feed-through and e represents
the nonlinear error. According to this model, e gets added to or subtracted from
the output in each clock period, depending on whether the data changed state or
stayed the same.

The w0, w1, w2 and e waveforms can be computed from simulation of the ele-
ment’s response to 00, 01, 10 and 11 data patterns using the formula shown in
Fig. 24 and derived in Appendix A. Specifically, the error waveform is given by

, (6)

which shows that zero nonlinearity results when the sum of the 01 and 10
responses match the sum of the 00 and 11 responses. If the 00 and 11 responses
are assumed to be flat lines, then the condition for zero nonlinearity is that the 01

1. ⇒ . Now, , so

 and thus .

S2 K2 ∆V( )4

16
-----------------------=

Id I A IB–( ) 2⁄= NId

2 NI A

2 NIB

2+( ) 4⁄= IFS I A IB+=

NIFS

2 NI A

2 NIB

2+= NId

2 NIFS

2 4⁄=

N2
SId

f( )

4
--------------B

4kTBK∆V
3

--------------------------= =

S
N
---- 

  2 3K ∆V( )3

64kTB
-----------------------

3IFS∆V

64kTB
--------------------= =

IFS( ) ∆V( ) 4.5 mW= ∆V 0.3 V=
IFS 15 mA=

e
w01 w10+( ) w00 w11+( )–

4
----------------------------------------------------------------=

83



and 10 responses must be complementary. For a differential system with perfect
symmetry, Eq. 6 is satisfied automatically, but since imbalance can allow the sin-
gle-ended errors to leak through, it is important for the single-ended perfor-
mance to be sufficiently high.

Once the error waveform has been computed, its impact on the spectrum of the
DAC’s output can be determined by convolving e with the switching sequence

, (7)

where is the 1-bit (0/1) control signal for the ith element. (If the data is ther-
mometer-coded then x can be computed using , whereas if the
ADC data is mismatch-shaped then Eq. 7 must be used.)

This convolution can be done by stitching together appropriately scaled copies
of e. Taking the Fourier transform of the waveform so constructed gives the
spectrum of the error caused by DAC dynamics. A more efficient process is to
multiply the Fourier transform of e by the spectrum of the x sequence. Both pro-
cedures assume that the error waveform is the same for every element.

Appendix A examines the DAC element shown in Fig. 25 using the model
shown in Fig. 24. This circuit uses a 3V PMOS device as the current source in
order to support a large , namely 1.5 V, so that sufficiently low noise can be
achieved with a small DAC current. Appendix A’s analysis of the single-ended

Fig. 24. Model for nonlinear element dynamics.
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dynamic performance indicates that this circuit will behave adequately at a clock
frequency of 100 MHz, with only a modest amount of cancellation (8 dB) from
differential operation.

5. Conclusions

A bandpass ∆Σ ADC’s ability to digitize an IF signal efficiently and with high
linearity allows this ADC architecture to simplify the design of a high-perfor-
mance receiver. This paper discussed two architecture-level choices (bandpass
vs. quadrature bandpass modulation and selection of the loop topology), and also
discussed a few of the important considerations in the design the two most criti-
cal blocks in a bandpass converter (the first feedback DAC and the first resona-
tor).

It was shown that a quadrature bandpass converter has performance and system
advantages, but is more complex than a regular bandpass converter. Several
topologies for bandpass modulators were presented, and the important features
of each were identified.

For the resonator block, three approaches were considered: two active (gm-C
and active-RC) and one passive (LC). The LC resonator has unbeatable noise,
power and distortion performance, but is resistant to integration and is not easily
adapted to the construction of quadrature modulators. It was shown that using a
transconductance element for the amplifier and adding series resistance to the
integrating capacitor allows an RC resonator to reliably achieve high Q values
for center frequencies in the tens of MHz, thereby making an active-RC resona-
tor an excellent choice for both bandpass and quadrature bandpass modulators.

Fig. 25. Example DAC element and associated driver.

C

D

IA IB

G1

G2

3V

85



Lastly, this paper examined the issues of thermal noise and element dynamics in
a current-mode CMOS DAC. Achieving low noise was demonstrated to be sim-
ply a matter of burning enough power. A signal-processing model of the nonlin-
earity caused by element dynamics was derived and then used to quantify the
performance of a simple current-mode DAC implemented in 0.18-µm technol-
ogy. The model indicates that element dynamics should not be a limiting factor
for a 25-MHz center frequency.

Numerous other challenges exist in the construction of a bandpass ADC with a
center frequency in the tens of MHz, a bandwidth of a few MHz and a dynamic
range of 90 dB, but this paper shows that the first-level design challenges are
manageable with existing techniques and technologies. The reader should expect
to see several such converters reported in the literature in the next few years.

Appendix A: Modeling Element Dynamics

If the response of an element is dependent only on its previous state, then it is
possible to construct a complete output waveform by concatenating waveforms
according to the following table, where wij represents the output waveform over
one clock period in response to a transition from state i to state j.

We want to model this behavior with a linear system plus offset:

(8)

while minimizing the error

(9)

in the mean-square sense. Table 1 lists the output from the linear model along-
side the actual output. Our goal is to match the two end columns as best we can.

Table 1: Waveform look-up table and waveforms from linear model.
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Assuming that all transitions are equi-probable, this modeling problem can be
solved by computing the w0, w1 and w2 waveforms which solve the least-squares
problem

, or . (10)

The least-squares solution is

, or (11)

so that the error  is

, (12)

where

. (13)

As Eq. 12 shows, the error waveform e needs to be added to the output whenever
the input changes, and subtracted from the output when the input stays constant.
This requirement is implemented in the portion of Fig. 24 marked “nonlinear
processing.”
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Fig. 26 shows the simulated single-ended output waveforms over a 3-ns interval,
as well as the waveforms computed using Eq. 11 and Eq. 13, for the circuit given
in Fig. 25.

As described in the body of this paper, nonlinear switching dynamics causes the
spectrum of the error waveform to be multiplied by the spectrum of the x
sequence. Fig. 27 shows the Fourier transform of e (scaled by fCLK = 100 MHz
to account for the fact that this waveform is produced each clock period). The
magnitude of the error waveform in the vicinity of 25 MHz is –101 dB.

Fig. 28 shows the spectrum of a 256-point, 33-level v sequence as well as the
spectrum of the corresponding x sequence (assuming no mismatch-shaping is
used). The signal spectrum has a -9 dBFS tone just to the right of band-center,
whereas the switching noise spectrum contains a pair of in-band spurs, the larger
of which has an amplitude of -6 dBFS. (Fortunately, when mismatch-shaped
data is used the spectrum of x looks quite white. Unfortunately, when mismatch-
shaping is used the power in the x signal is larger and does not decrease when
signals are small. Imposing constraints on the mismatch-shaping logic which
make the x signal more benign was explored in [10].) The signal tone will be
attenuated by and so should have an amplitude of
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Fig. 26. Single-ended waveforms from the example circuit.
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–11 dBFS at the DAC output, while the amplitude of the error spur should be
. Thus, in the absence of any differential cancellation,

the DAC limits the SFDR to 96 dB. In order to reach 100 dB, only 4 dB of dif-
ferential cancellation is needed.
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Abstract

High-speed Digital-to-Analog Converters (DAC) are used in single- and multi-

carrier communication applications because they simplify the number of mixing 

and filtering operations in the analog domain. In these applications, CMOS 

realizations that offer high-frequency linearity over broad bandwidths are required. 

The Current Steering architecture is the most suitable candidate, however, many 

nonlinear mechanisms limit its linearity: high sampling rates are possible, but good 

linearity is achieved only at small fractions of the Nyquist band, or at a large power 

and area penalty. Here, a rational design process will be described which 

demonstrates that high frequency linearity can be achieved at a low cost in power 

consumption and silicon area. 

1. Introduction 

High-speed Digital-to-Analog Converters (DAC), and especially CMOS 

implementations, are used in multi-carrier communication applications because 

they reduce signal processing operations in the analog domain. The ultimately 

flexible transmitter architecture is depicted in figure 1. In these applications, the 

DAC is required to process broadband signals with power spectral densities that 

span over several hundreds of MHz dependent on the application. To further 

simplify the subsequent low-pass filtering and to allow efficient implementation of 

pre-distortion techniques for high-data rate communications sampling rates 

multiple times higher than the actual transmitted signal bandwidth are required.  

To make such type of transmitters possible, the DAC should maintain high linearity 

and low noise levels over this frequency range. Therefore, frequency dependent 

linearity specifications such as Spurious-Free-Dynamic-Range (SFDR) or 

Intermodulation-Distortion (IMD) are of primary importance. Typical values are 

more than 60dB SFDR over the complete bandwidth range.  
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Figure 1: Multi-carrier transmitter with the DAC placed very close to the antenna. 

The segmented Current Steering DAC (CS DAC) is the best architecture nowadays 

to deliver the combination of dynamic range and speeds at high frequencies. While 

these DAC’s offer already hundreds of MHz of sampling rates in modern CMOS 

processes [1-5], it is often the case that they lack high frequency linearity, and 

especially without the use of output re-sampling circuits [6,7-8]: for these DACs, 

usually the SFDR starts at a very high value (e.g. 80dB) at kHz signal frequencies 

and then drops abruptly (e.g. 20-40dB/dec) as frequency exceeds a few MHz. 

Recently, the performance obtained in the CMOS DAC’s [9-11] showed that good 

high-frequency linearity at sampling rates close or more than 1GHz can be 

achieved without the large costs in power consumption and silicon area associated 

with non-CMOS DAC’s [8], often more than an order of magnitude larger. 

In this work, the current status of CS DAC’s will be given with respect to where, 

why, and how they fail in the context of high-speed operation. Designing a wide 

dynamic range high-speed DAC requires a thorough understanding and proper 

addressing of the error mechanisms that limit their performance. An example will 

be given on how this can be done at a low cost in power consumption and area 

describing main design aspects of a CMOS 12bit 500MS/s DAC [11-12]. 

DAC

osc

osc

f1 f2 f3 fN

P(f)

Hz
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Current Steering DAC’s: where do they fail?

The basic architecture of a CS-DAC is shown in figure 2. It consists of:  

- a current source network where the currents are generated in accordance to 

binary and thermometer coding;  

- current switches that select which currents are to be added to form the analog 

representation of the input code;

- circuits that synchronize data with the clock before driving the switches 

(clock generator, clock distribution network, and clock elements); 

- a digital binary to thermometer decoder for the decoding operations. 

Technological options for DAC realization include GaAs CMOS, Si Bipolar, SiGe 

Bipolar , and BiCMOS. CMOS is today's mainstream option to integrate the DAC 

as part of a larger VLSI system, therefore it is preferred in many cases. With 

respect to the design techniques being applied, the main characteristics of non-

CMOS DACs are: 

- Full differential current steering topology for every circuit in the signal flow. 

ECL levels for input and clock, small swing for the rest of the circuits. 

Figure 2: A thermometer-binary segmented CS DAC architecture. 
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- Partitioning in a few thermometric bits (3-5) 

- Master-slave latches before the switches, latch buffers to filter switching 

noise of the latches and condition the data properly. Low swing differential 

signals everywhere, and especially at the switches.

- Speed optimized switched current cells.

- BJT cascoded resistors as current sources of the thermometric part for 

Bipolar DACs, transistors for GaAs, and R-2R ladders for the binary part. 

- No output buffer, and direct connection of the current switches to the output. 

- Re-sampling at the output in many occasions. 

- Multiple supply networks (analog, digital) to separate interference of digital 

switching noise in critical analog circuits. 

- DC accuracy achieved with inherent matching or post fabrication methods 

(e.g. laser trimming). 

Such type of DAC’s offer in most cases significant advantages with respect to high 

speed operation. Applications such as arbitrary waveform generators for testing 

equipment are the main drive to build Gsample/s DACs. Earlier examples include 

GaAs DAC’s, e.g. for 14 and 16 bits [14,16], respectively reaching rates up to 2 

Gsample/s. The most recent examples include a 10b 1.6Gsample/s GaAs DAC 

showing feasibility of conversion in the second Nyquist frequency range, a 15 bit 

1.2 GSample/s [8] and a 6 bit 22 GSample/s [15], both implemented with SiGe 

BiCMOS processes.

A typical CMOS implementation is shown in figure 3. The main characteristics of 

CMOS DAC’s are: 

- Single-ended CMOS-logic signals for all circuits in the signal flow and the 

clock, and differential signals for the current cell.

- Partitioning between a medium to large thermometer part (5-8) and a 

relatively small binary part. 

- Single latches, which are based on cross-coupled CMOS inverters and 

reduced-swing drivers with modified complementary data crossing point. 

- Differential current switches, and cascoded current sources, which are 

usually constructed with transistors. 

- Re-sampling circuits (e.g. Track-and-Hold) at the outputs in some occasions. 

- Calibration and switching sequences to deal with DC matching errors.  

Sampling rates of CMOS DAC’s are lower than their non-CMOS counterparts. 

Recently a couple of DAC’s with more than 1Gsample/s were presented in [3] and 

[10] for 10 and 14 bits, respectively while there exist plenty examples with 

sampling rates of several hundreds MHz for 12-16 bits [1,2,4,5,7,9-11].  
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Figure 3: A thermometer-binary segmented architecture. 

Achieving high sampling rates and many bits is not identical with good high 

frequency linearity. The maximum sampling rate of a DAC in practice indicates the 

maximum sampling rate at which digital logic functions still operate properly. It 

says nothing of the quality of the analog signals being converted. Similarly, the 

number of bits is merely an indication of static linearity, which is less of interest at 

high frequencies. In [16] a 12 bit DAC (with 14 bit static accuracy) is reported at 1 

Gsample/s which delivers a mere 52 dB SFDR at just 100 MHz, and 62 dB using 

an output sampler. In [14] despite the 2 Gsample/s rates offered by a 14 bit GaAs 

DAC, only 58 dB are obtained at 62 MHz signal frequencies with 0.75 Gsample/s 

rate. However, this situation seems to be changing; the DAC presented in [8] 

showed that despite a linearity far less than 15 bit, SFDR values of 65 dB can be 

reached up to 600MHz of signal frequencies. Notice however, the cost of 6 Watts 

and roughly 30 mm
2

that were used for the cause of obtaining such performance. 
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Such levels are prohibitive for most applications other than measurement 

equipment. Obtaining high frequency linearity was shown to open paths in 

exploiting the second Nyquist frequency band for even less signal processing 

operations at the analog domain [17]. 

Figure 4 : Representative SFDR vs frequency plots from recent literature.  

A similar situation existed until very recently for CMOS DAC’s. Figure 4 shows 

representative plots of the SFDR situation that applies nowadays. The SiGe DAC 

[8] was added for comparison (the grey line). Notice the large contrast between the 

number of bits and the SFDR at high frequencies for all DAC’s. With the exception 

of a few, it can be stated that nowadays most DAC’s suffer from a rapid linearity 

degradation as the frequency increases for more than 1/10 of the sampling rate. 

Clearly, this is related with the dynamic behavior of these circuits. Yet, this 

situation is also improving as it can be seen from the figure, e.g. [9,11] and without 

the huge penalties in power consumption and area compared to non CMOS DAC’s: 

approximately 400 and 200mW where spent in [9] and [11], respectively. In [10], 

65 dB SFDR where reported for up to 260MHz from a 1.4 Gsample/s CMOS DAC 

at a total power of 400mW. Therefore, basic questions appear with respect to which 

are the limitations at high frequencies, what exactly is their impact, and how can 

they be prevented or addressed such that high frequency linearity can be obtained 

with CMOS at a reasonable power and area budget.
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High frequency linearity limitations

Although simple at first sight, the CS-DAC exhibits many nonlinear error 

generation mechanisms: that is, this architecture is not characterized by one error 

mechanism that can be clearly identified as a limiting factor at higher frequencies 

but by many mechanisms, which are coupled with each other at signal and circuit 

level. Thus, when one is trying to adopt a circuit solution and optimize the design 

to solve one error mechanism, he, or she, often influences negatively other 

mechanisms. The most important error generation mechanisms are: 

1. Process mismatch in the current sources. 

2. Output resistance and capacitance modulation by the input signal. 

3. Nonlinear switch operation that creates spikes in their source node. 

4. Charge feedthrough from the switch control nodes to the output and from the 

common source switch node to the biasing nodes. 

5.  Local variations of the individual current pulses due: 

a. Mismatch in current and clock switches, latches and their drivers.

b. Mismatch between the decoder gates that drive the latches, and the 

associated interconnect RC’s. 

c. Clock skew between clocking locations due to interconnect length 

differences, transmission line effects, etc. 

d. Unequal interconnect length at the output summing node network. 

6.  Interference due to feed-through of switching signals on the biasing nodes. 

7. Power supply and substrate related effects. 

8. Clock (timing) jitter. 

To design CS-DAC’s with good high frequency linearity, these error mechanisms 

must be addressed properly, and preferably independently of each other. This 

requires their dependencies with signal, architecture, circuit and layout parameters 

to be well understood. To improve their understanding, an error classification has 

been proposed in [12-13] in accordance to a set of basic error properties. Special 

cases of error mechanisms were analyzed hierarchically. In this way, errors are not 

examined only as a separate case independently of each other but also in view of 

their common and differences.  

A major distinction is between amplitude and timing errors; the impact of timing 

errors scales up with frequency, but for each class member this is determined by its 

other properties. Most problems relevant for high frequencies are timing errors. 

Another important distinction is between local and global timing errors. Local 

timing errors appear as waveform differences between the unit current pulses, e.g. 
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in a sample-to-sample transition each unit current pulse has a different delay from 

the rest. The signal quality is determined by the average of all local timing errors 

involved in the sample-to-sample transition. The gives a smooth linearity 

degradation of the signal quality vs. its frequency of roughly 10dB/dec. Local 

errors can be further categorized to spatially random (mostly related to mismatch) 

and deterministic (related to interconnect length different) dependent on their 

spatial characteristics. In figure 4, the DAC’s [2,8,9,11] seem to be characterized 

by such errors, at least, for a significant part of the frequency points. Furthermore, 

these DAC’s limited by such behavior seem to have the best overall performance in 

their year context. 

Global timing errors appear in the same way for all current pulses generated for a 

sample-to-sample transition. All current pulses have the same shape with respect to 

each other during the code transition, but this shape depends on the sample-to-

sample transition. Global errors are mostly associated with global nodes: the clock 

node, the biasing and supply nodes (e.g. power supply and substrate bounce, 

switching interference at the biasing nodes), the output node (e.g. nonlinear output 

capacitance), etc. The error usually depends on the signal values, signal derivative, 

etc., thus they cause linearity degradation that scales quite often with 20-40dB/dec. 

Global timing errors can be further divided in random and deterministic. Evaluation 

of a large set of data from measurement plots published in open literature indicates 

that performance in literature is usually dominated by global timing errors. 

Therefore, it is of primary importance to reduce these types of errors to the 

minimum in order to obtain good levels of high frequency linearity. The DAC’s in 

[2,8,9,11] have succeeded at minimizing global errors. Elimination or reduction of 

global errors needs to be done in ways that do not increase local timing errors. In 

the following sections, such a design approach will be described.

3. Dealing with high frequency linearity: a design example 

In this section some important aspects of a design example will be given to 

demonstrate a structured way of dealing with error mechanisms that limit high 

frequency linearity. More details of the described IC are given in [11-12]. It is a 

12bit 500MS/sec Current Steering DAC realized in a CMOS 0.18 m.

The aim in this design is to avoid the generation of errors that lead to non-linearity 

and therefore attempts to use techniques that suppress their effect in the output 

signal are avoided. The following principles are followed: (a) prevention of error 

mechanisms is preferred than suppression, or compensation; (b) global error 
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mechanisms are eliminated, or translated to local ones, which are easier to cope 

with; (c) simple techniques are applied, e.g. no calibration or error control loops. 

3.2 Architecture 

The architecture employed is fully differential and consists of 6 thermometer and 6 

binary code bits (fig. 5). Current Mode Logic (CML) is used for all logic circuits.  

Low swing differential input signals control low swing buffers of the DAC and 

feed the 6b CML thermometer decoder. A delay equalizer for the least significant 

bits ensures that all the latches capture the data synchronously. The master-slave 

latches provide synchronized data to the switched current cells (SI). The 

differential output is directed to an off-chip resistive load. Two-level local biasing 

is applied.  The background of these choices is explained in this section.

3.2.1 Signaling and Logic 

For low mismatch based local timing errors, and low global timing errors due to 

supply and substrate noise there are opposing demands. The former calls for fast 

switching signals and many thermometer bits (many elements), the latter for slow 

switching signals and a few thermometer bits, primarily due to strong disturbances 

generated by CMOS logic circuits. At the same time, for low deterministic local 

timing errors due to interconnect length differences, a few thermometer bits are 

also required. Therefore, a tradeoff appears on the choice of proper segmentation 

and on the allowed steepness on the signals during transitions.

The high common mode noise rejection achieved with differential signals [19] in 

combination with the low supply disturbance generation offered by low swing 

Common Mode Logic (CML) decouples local and global timing problems and 

facilitates better focus on each error class separately. In other words, the steepness  

of the switching signals can be increased to deal with timing errors caused by 

mismatch, and the number of thermometer bits to help in averaging errors better, 

without the subsequent penalties of switching disturbances as it happens with 

CMOS logic. The constant power consumption of CML compared to CMOS 

logic’s dependency with frequency is another advantage as well.

At the analog output side, differential signaling reduces substantially the errors due 

to nonlinear settling and DAC output impedance because the distortion generated 

by these problems is mainly of second order. 
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3.2.2 Power supplies and biasing 

CML prevents the dominant portion of data-dependent supply disturbances, 

however, remaining disturbances need attention as well. In addition, the biasing 

voltages for CML need to be shielded properly. To prevent error generation from 

these disturbances, separate power supplies and biasing nodes are used for the 

clock, decoder and master-latches, slave-latches and drivers, and current sources. 

This localizes disturbances in each type of circuits (latches separately from 

decoder, etc.) instead of distributing it globally. 

With each circuit type biased separately, there remains still the issue of interference 

within the same circuit type (e.g. from latch to latch).  To reduce further these error 

mechanisms, additional local prevention techniques are used. Local decoupling 

capacitance per latch was added. For the current cells, where a similar problem 

appears from the coupling of the switch tail node spikes to the global biasing nodes, 

each individual cell has a local bias at the source cascode transistor. Finally, 

multiple of pins per supplies are used in the package to reduce the inductance of the 

bonding wires interfacing the on-chip to the off-chip supplies. 

Figure 5: The DAC architecture.
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In summary, CML logic, differential signals, and several localization techniques 

were applied to translate global error mechanisms to local. In this way, strong 

global error related nonlinear distortion is avoided, while segmentation and signal 

steepness is to be used as a degree of freedom for low local timing errors.  

3.2.3 Thermometer/binary partitioning 

The 12 binary input bits were partitioned in 6 thermometer (MSB's) and 6 binary 

bits (LSB's), represented by NT and NB, respectively. This choice was based on 

local timing errors, speed, area, and power consumption. Both random errors, e.g. 

matching at the current cell, driver and clock switches, and deterministic ones, e.g. 

clock and output interconnect differences, were taken into account. 

For local random errors, according to the calculations made in [12-13] for 74 dB of 

signal to total distortion power ratio at the Nyquist rate for a DAC operating at 200 

and 400MS/sec, a one sigma spread of 2.8 and 1.4 psec is required for 6 

thermometer bits. For 8 bits, the calculations indicate 5.6 and 2.8 psec, 

respectively. Large NT provides better averaging of local errors, thus better 

performance, or more relaxed timing specifications.  

Transistor level analysis in a circuit chain consisting of a latch, driver and current 

cell indicates some additional effects. For a fixed power, the impact of the errors 

contributed by latches, drivers and switches scales differently with NT. The impact 

of mismatch errors at the drivers and current cell switches are reduced when NT

increases but the impact of the latches increase, because the additional number of 

latches and associated extra interconnect reduces the clock slope, thus increases the 

errors faster than what averaging improves. Deterministic local errors influence 

specifications as well. Averaging still applies here, but the local error magnitude 

increases faster with increased NT than the averaging benefits do. Consideration of 

all the above factors with a design target for random errors around 3 psec spread 

resulted in a decision to use 6 thermometer bits. 

3.3. Building block design 

The implementation of the basic building blocks will be described in this section. 

3.3.1 Switched current cell 

The schematic of the switched current (SI) cell is shown in fig. 6. The current 

sources were sized to the 12b level for random mismatch. Each current source is 
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partitioned into four sub-arrays and each sub-source is biased locally to reduce 

gradient effects. Layout techniques, developed in [12], were applied to reduce 

systematic mismatch effects to the 12b level.

The conventional addition of inactive capacitance to the binary switches to match 

their delay to the thermometer ones leads to timing differences between them: 

inactive capacitances are linear whereas active capacitances are not.  

The replica cells shown in fig. 6 ensure that all transients have an identical shape. 

The use of differential output signals reduces the output impedance requirements 

for each SI cell significantly compared to single ended output signals. Therefore, 

there is more design freedom for the switches, cascodes and current source. A 

single-cascode boosts the output impedance, it shields the current source from 

spikes and reduces spike interference to the bias lines. Local source cascode biasing 

[14] was applied to isolate the global bias line from the collective interference due 

to spikes of the common switch nodes (VX in fig. 4) of every switching current cell, 

transforming once more the global error mechanism to local. 

Charge feed-through is reduced using local switch cascodes and low swing switch 

driver signals. Feed-through compensation [10,18] is avoided because it doubles 

the switching logic, the supply disturbances, the clock load and the common switch 

node capacitance, thus increasing errors and power consumption. Data-dependent 

variations on the common switch node [9] are reduced to acceptable levels by 

switch cascodes. The low data swing inherently rises the switching cross-point and 

therefore reduces the spike on the common switching node. 
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Figure 6: Thermometer and binary SI cells 
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Significant attention was paid to design switches that contribute less than 1 psec 

spread of random local timing errors. The dimensions of the switches were selected 

based on circuit optimization on the basis of the combined effect of the switch 

mismatch, its gate capacitance, and the self-capacitance of the driver and the 

corresponding interconnect [12]. 

3.3.2 Master-Slave Latch 

The data signals generated at the output of the decoder are subject to the effects of 

different logic depths, device process mismatch, interconnect length differences, 

cross-coupling. These effects cause large waveform shape variations and delays. 

Latches and drivers receive these widely different waveforms and generate clear, 

identical and very accurately synchronized ones to drive the SI cells. 

Figure 7: Block level schematic of the Master-slave latch.

High-speed CMOS DACs use single latches based on variations of the cross-

coupled CMOS inverter. CMOS inverters are used as drivers for the current 

switches. As sampling rates increase, the many tasks assigned to one single latch 

become more difficult to accomplish. Moreover, this topology suffers from several 

local timing errors origins related that appear during transitions [12]. 

In this design, a CML master-slave (MS) latch is used (fig. 7 and 8) for its low 

swing differential operation, low power supply disturbance, and low power 

consumption at high speed. This topology proves capable of low local timing errors 

as well. The tasks assigned to the latch are divided in two latches to deal with them 

more efficiently. The master latch receives decoded data and removes delays, 
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spikes, etc. Clean and well-synchronized data (<10 psec) are passed differentially 

to the slave latch at the next clock phase. The slave latch and driver refer now the 

data on the local cleaner power supply, attenuate any remaining data-dependent 

effects and provides precise timing (1-2 psec spread), steep edges, and low swing.
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Figure 8: Circuit schematic of the master-slave latch. 

Significant attention is paid to all sources of local timing errors such as 

interconnect geometry, slopes, ratios of driving and load capacitances of latches, 

mismatch parameters, etc.  

3.4 Layout 

Layout design plays a crucial role in the performance of the converter. A lot of 

attention has been paid in realizing a well-structured layout. All circuits layouts 

have been made manually, and many circuits have been extracted and back-

annotated for simulations. The main aspects of the layout will be described here.

The layout can be seen with the aid of the die photo in fig. 9. On the right side of 

the figure the arrays of the input buffers, the decoder, the MSB/LSB delay 

equalizer and the master latches are located (region A). The slave latches, drivers, 

cascoded switches, and the current source cascodes are located in region B. Left of 

region B are the Vdda/Vssa rails and their decoupling, the local cascode biasing 

circuits, the output interconnects, and other biasing wires (region C). The foremost 

left part of the figure shows the current source array and its biasing circuit (region 

D). The clock buffer is located at the top of region B 
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Data flow from the left of the picture to the right. The differential clock network 

splits in two parts for slave and master latches, respectively. A combination of a 

primary and secondary binary trees connected with a rail to average errors is used 

for the slave clock. The output currents are summed with binary trees and a rail. 

3.5 Measurements 

The DAC is realized in a CMOS 0.18 m single poly 5 metal-layer process and 

placed in a LQFP 80-pin package. Measurements of a 15mA full scale current are 

shown in the pictures. Fig. 10 indicates an INL of 1LSB and a DNL less than 

0.6LSB’s. The SFDR vs. (normalized) signal frequency is shown in fig. 11. 

Starting close to 80dB, for sample frequencies (fs) up to 350MS/s, the SFDR is 

larger than 70dB up to 123MHz and 66dB close to Nyquist. At 400MS/s the SFDR 

stays higher than 70dB up to 100MHz and 65dB at Nyquist. At 500MS/s the SFDR 

drops with a 20dB/dec up to 120MHz down to 60dB and stays noticeably constant 

up to Nyquist. Between 300-400MS/s and for f/fs between 0.1-0.35 local 

deterministic timing errors limit the performance: the smooth degradation of 

10dB/dec of signal frequency and the linear drop with fs are characteristic of this 

error class. Beyond 400MS/s decoding errors change the DAC behavior. The 

maximum fs with roughly 60dB at full Nyquist is 500MS/s. Even at 600MSample/s 

(not shown), the performance is still characterized by a lower, yet constant SFDR.  

The DAC consumes 216mW from a 1.8V supply (160mW without the clock 

buffer) independent on frequency and occupies 1.13mm
2
. Table 1 shows the 

Figure 9: Die photo. 

A
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performance summary.  An SFDR comparison with other recent DAC’s was 

already in Figure 4. 

Figure 11: Spurious Free Dynamic Range vs. (normalized) signal frequency. 
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4. Conclusions 

High speed Digital to Analog Converters are realized with the Current Steering 

technique. Such DAC’s can deliver very high sampling rates and many bits, but it 

suffers from many nonlinear error mechanisms at high frequencies that limit 

linearity. Significant progress in increasing high frequency linearity has been made 

the last few years both for CMOS and non CMOS processes.

The main difficulty with Current Steering DAC’s is that the nonlinear error 

generation mechanisms are coupled with each other at circuit and architectural 

level. Very often one error mechanism is reduced with circuit design practices at 

the expense of increasing another.

An example of a rational design approach was presented to deal with the 

complexity of dealing with each error mechanism independently from the others. 

The approach is based on classification of error mechanisms and simplicity of 

design solutions. Its efficiency was demonstrated with a wide-bandwidth, high 

dynamic range 12bit 500MS/s CMOS Current Steering DAC, which was realized 

in a 0.18 m CMOS process. Main design aspects of this IC were explained. 

Such an approach facilitates the shift of DAC operations further towards the 

antenna side of a transmitter allowing larger degrees of digital transmitter 

architectures and more versatile digital frequency synthesis. 

Table 1: Performance summary 

Process info CMOS 0.18 m, 1.8V, 5M1P 

Sample rate 350-600 MSample/sec 

Resolution 12bits 

INL/DNL 1LSB/0.6LSB 

SFDR @350MS/s 

SFDR @400MS/s 

SFDR @500MS/s 

80-65dB from 10 to 175MHz 

78-64dB from 10 to 200MHz 

78-58dB from 10 to 250MHz 

Power at 15mA 216 mW 

Area 1.13mm
2
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Part II: Design Methodology and Verification

Complexity of analog design increases. The required accuracy goes up,

technology offers new challenges, but also new threats, and system

complexity rises. The translation from system specs to subsystem specs

becomes cumbersome, with the non-linear relations involved. The reverse

is also true: the number of relevant parasitic and impairments from

technology increases, and these in turn should be translated to their

impact at the higher levels of the system. How can we efficiently simulate

circuits embedded in larger and increasingly non-linear systems; or

systems with very large dynamic ranges in time constants, in signal

domain, etc.? And, having designed, how can we test tomorrows ICs with

embedded circuits that cannot easily be accessed, and with such a

complexity that complexity of testing becomes a real problem? How is

that exploding complexity controlled?

At the same time, the pressure from business on shortening design time

increases, facing us with a real conflict to be solved; but how?

Abstraction and reuse are key words here. They can be translated to

issues like design methodology, reuse, and automation; platform-based

design; high-level modelling and model generators; new generations of

simulators; simulation of test environments; etc. One thing is clear: the

disciplines involved grows.

This, in short, is the topic of this part. People from different disciplines,

from businesses and universities from a variety of countries, all involved

in design methodology and verification for RF an mixed-signal systems,

have been brought together, to highlight the problem from different

angles of view.

The question the analog circuit designer faces is: become a dinosaur (and

thus die) by staying away from developments around him, or getting

strongly involved in all those developments, being completely occupied

with the problems arising there, leaving no time for circuit design? The

truth will be somewhere in between. Getting informed of the various

developments, however, is a first prerequisite to make the right choices.

Arthur van Roermund

for RF and Mixed-Signal Systems
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Abstract 

An overview is presented of the design methodology and related 
modeling needs for complex analog and RF blocks in mixed-
signal integrated systems (ASICs, SoCs, SiPs). The design of 
these integrated systems is characterized by growing design 
complexities and shortening time to market constraints. Handling 
these requires mixed-signal design methodologies and flows that 
include system-level architectural explorations and hierarchical 
design refinements with behavioral models in the top-down 
design path, and detailed behavioral model extraction and 
efficient mixed-signal behavioral simulation in the bottom-up 
verification path. Techniques to generate analog behavioral 
models, including regression-based methods as well as model-
order reduction techniques, are described in detail. Also the 
generation of performance models for analog circuit synthesis and 
of symbolic models that provide designers with insight in the 
relationships governing the performance behavior of a circuit are 
described

1. Introduction 

With the evolution towards ultra-deep-submicron and nanometer CMOS 
technologies [1], the design of complex integrated systems, be it ASICs, SoCs or 
SiPs, is emerging in consumer-market applications such as telecom and 
multimedia, but also in more traditional application domains like automotive or 
instrumentation. Driven by cost reduction, these markets demand for low-cost 
optimized and highly integrated solutions with very demanding performance 
specifications. These integrated systems are increasingly mixed-signal designs, 
embedding on a single die both high-performance analog or mixed-signal blocks 
and possibly sensitive RF frontends together with the complex digital circuitry 
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(multiple processors, a couple of logic blocks, and several large memory blocks) 
that forms the core of most electronic systems today. In addition to the technical 
challenges related to the increasing design complexity and the problems posed 
by analog-digital integration, shortening time-to-market constraints put pressure 
on the design methodology and tools used to design these systems.  

Hence the design of today’s integrated systems calls for mixed-signal design 
methodologies and flows that include system-level architectural explorations 
and hierarchical design refinements with behavioral models in the top-down 
design path to reduce the chance of design iterations and to improve the overall 
optimality of the design solution [2]. In addition, to avoid design errors before 
tape-out, detailed behavioral model extraction and efficient mixed-signal 
behavioral simulation are needed in the bottom-up verification path. This 
chapter presents an overview of the model generation methods used in this 
context.

The chapter is organized as follows. Section 2 addresses mixed-signal design 
methodologies and describes techniques and examples for architectural 
exploration and top-down hierarchical design refinement. Section 3 describes 
analog and mixed-signal behavioral simulation and gives an overview of 
techniques to automatically generate analog behavioral models, including 
regression-based methods as well as model-order reduction techniques. Section 
4 then describes the generation of performance models for analog circuit 
synthesis. Finally, section 5 presents methods to generate symbolic models that 
provide designers with insight in the relationships governing the performance 
behavior of a circuit. Conclusions are drawn in section 6.
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Fig. 1. Top-down view of the mixed-signal IC design process.  

2. Top-down mixed-signal design methology 

The growing complexity of the systems that can be integrated on a single die 
today, in combination with the tightening time-to-market constraints, results in a 
growing design productivity gap. That is why new design methodologies are 
being developed that allow designers to shift to a higher level of design 
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abstraction, such as the use of platform-based design, object-oriented system-
level hierarchical design refinement flows, hardware-software co-design, and IP 
reuse, on top of the already established use of CAD tools for logic synthesis and 
digital place & route. However, these flows have to be extended to incorporate 
the embedded analog/RF blocks.  

A typical top-down design flow for mixed-signal integrated systems may look as 
shown in Fig. 1, where the following distinct phases can be identified: system 
specification, architectural design, cell design, cell layout and system layout 
assembly [2,3]. The advantages of adopting a top-down design methodology are: 

the possibility to perform system architectural exploration and a better 
overall system optimization (e.g. finding an architecture that consumes 
less power) at a high level before starting detailed circuit 
implementations;  

the elimination of problems that often cause overall design iterations, like 
the anticipation of problems related to interfacing different blocks;  

the possibility to do early test development in parallel to the actual block 
design; etc.  

The ultimate advantage of top-down design therefore is to catch problems early 
in the design flow and as a result have a higher chance of first-time success with 
fewer or no overal design iterations, hence shortening design time, while at the 
same time obtaining a better overall system design. The methodology however 
does not come for free and requires some investment from the design team, 
especially in terms of high-level modeling and setting up a sufficient model 
library for the targeted application domain. Even then there remains the risk that 
also at higher levels in the design hierarchy low-level details (e.g. matching 
limitations, circuit nonidealities, layout effects) may be important to determine 
the feasibility or optimality of an analog solution. The high-level models used 
therefore must include such effects to the extent possible, but it remains difficult 
in practice to anticipate or model everything accurately at higher levels. Besides 
the models, efficient simulation methods are also needed at the architectural 
level in order to allow efficient interactive explorations. The subjects of system 
exploration and simulation as well as behavioral modeling will now be 
discussed in more detail.  

2.1. System-level architectural exploration

The general objective of analog architectural system exploration is twofold 
[4,5]. First of all, a proper (and preferrably optimal) architecture for the system 
has to be decided upon. Secondly, the required specifications for each of the 
blocks in the chosen architecture must be determined, so that the overall system 
meets its requirements at minimum implementation cost (power, chip area, etc.). 
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The aim of a system exploration environment is to provide the system designer 
with the platform and the supporting tool set to explore in a short time different 
architectural alternatives and to take the above decisions based on quantified 
rather than heuristic information.

channelAD A D

Tx Rx

-SNR
-DR 
-BW

-
WL

-NF 
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-G

Fig. 2. Digital telecommunication link, indicating a possible receiver front-end 
architecture with some building block specifications to be determined during 

frontend architectural exploration.  

Consider for instance the digital telecommunication link of Fig. 2. It is clear that 
digital bits are going into the link to be transmitted over the channel, and that the 
received signals are being converted again in digital bits. One of the major 
considerations in digital telecom system design is the bit error rate, which 
characterizes the reliability of the link. This bit error rate is impacted by the 
characteristics of the transmission channel itself, but also by the architecture 
chosen for the transmitter and receiver frontend and by the performances 
achieved and the nonidealities exhibited by the analog/RF blocks in this 
frontend. For example, the noise figure and nonlinear distortion of the input low-
noise amplifier (LNA) are key parameters. Similarly, the resolution and 
sampling speed of the analog-to-digital converter  (ADC) used may have a large 
influence on the bit error rate, but it also determines the requirements for the 
other analog subblocks: a higher ADC resolution may relax the filtering 
requirements in the transceiver, resulting in simpler filter structures, though it 
will also consume more power and chip area than a lower-resolution converter. 
At the same time, the best trade-off solution, i.e. the minimum required ADC 
resolution and therefore also the minimum power and area, depends on the 
architecture chosen for the transceiver frontend.  

Clearly, there is a large interaction between system-level architectural decisions 
and the performance requirements for the different subblocks, which on their 
turn are bounded by technological limits that shift with every new technology 
process being employed. Hence it is important to offer designers an exploration 
environment where they can define different frontend architectures and analyse 
and compare their performance quantitatively and derive the necessary building 
block specifications. Today the alternative architectures that are explored are 
still to be provided by the system designer, but future tools might also derive or 

116



synthesize these architectures automatically from a high-level language 
description [6].  

The important ingredients that are needed to set up such an architectural 
exploration environment are [4,5] :  

a fast high-level simulation method that allows to evaluate the 
performance (e.g. SNR or BER) of the frontend;  

a library of high-level (behavioral) models for the building blocks used in 
the targeted application domain, including a correct modeling of the 
important building block nonidealities (offset, noise, distortion, mirror 
signals, phase noise, etc.);  

power and area estimation models that, starting from the block 
specifications, allow estimation of the power consumption and chip area 
that would be consumed by a real implementation of the block, without 
really designing the block.

The above ingredients allow a system designer to interactively explore frontend 
architectures. Combining this with an optimization engine would additionally 
allow optimization of the selected frontend architecture in determining the 
optimal building block requirements as to meet the system requirements at 
minimum implementation cost (power/area). Repeating this optimization for 
different architectures then makes a quantitative comparison between these 
architectures possible before they are implemented down to the transistor level. 
In addition, the high-level exploration environment would also help in deciding 
on other important system-level decisions, such as determining the optimal 
partitioning between analog and digital implementations in a mixed-signal 
system [7], or deciding on the frequency planning of the system, all based on 
quantitative data rather than ad-hoc heuristics or past experiences.

As the above aspects are not sufficiently available in present commercial 
system-level simulators like SPW, COSSAP, ADS or Matlab/Simulink, more 
effective and more efficient solutions are being developed. To make system-
level exploration really fast and interactive, dedicated algorithms can be 
developed that speed up the calculations by maximally exploiting the properties 
of the system under investigation and using proper approximations where 
possible. ORCA for instance is targeted towards telecom applications and uses 
dedicated signal spectral manipulations to gain efficiency [8]. A more recent 
development is the FAST tool which performs a time-domain dataflow type of 
simulation without iterations [9] and which easily allows dataflow co-simulation 
with digital blocks. Compared to current commercial simulators, this simulator 
is more efficient by using block processing instead of point-by-point 
calculations for the different time points in circuits without feedback. In 
addition, the signals are represented as complex equivalent baseband signals 
with multiple carriers. The signal representation is local and fully optimized as 
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the signal at each node in the circuit can have a set of multiple carriers and each 
corresponding equivalent baseband component can be sampled with a different 
time step depending on its bandwidth. Large feedback loops, especially when 
they contain nonlinearities, are however more difficult to handle with this 
approach. A method to efficiently simulate bit error rates with this simulator has 
been presented in [10].  

Example
As an example [4,5], consider a frontend for a cable TV modem receiver, based 
on the MCNS standard. The MCNS frequency band for upstream 
communication on the CATV network is from 5 to 42 MHz (extended subsplit 
band). Two architectures are shown in Fig. 3 : (a) an all-digital architecture 
where both the channel selection and the downconversion are done in the digital 
domain, and (b) the classical architecture where the channel selection is 
performed in the analog domain.  

Fig. 4. Typical input spectrum for a CATV frontend architecture 
 using 12 QAM-16 channels.

A typical input spectrum is shown in Fig. 4. For this example we have used 12 
QAM-16 channels with a 3 MHz bandwidth. We assume a signal variation of 
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the different channels of maximally 5 dB around the average level. The 
average channel noise is 30 dB below this level. Fig. 5 shows the spectrum of 
the selected channel as simulated by ORCA [8] for the all-digital architecture of 
Fig. 3a at the receiver output after digital channel selection and quadrature 
downconversion. The wanted channel signal and the effects of the channel 
noise, the ADC quantization noise, and the second- and third-order distortion are 
generated separately, providing useful feedback to the system designer. The 
resulting SNDR is equal to 22.7 dB in this case, which corresponds to a symbol 
error rate of less than 10-10 for QAM-16.

By performing the same analysis for different architectures and by linking the 
required subblock specifications to the power and/or chip area required to 
implement the subblocks, a quantitative comparison of different alternative 
architectures becomes possible with respect to 1) their suitability to implement 
the system specifications, and 2) the corresponding implementation cost in 
power consumption and/or silicon real estate. To assess the latter, high-level 
power and/or area estimators must be used to quantify the implementation cost. 
In this way the system designer can choose the most promising architecture for 
the application at hand.

Fig. 5. Simulated spectrum of the selected channel for the all-digital CATV 
architecture at the receiver output.  

Fig. 6 shows a comparison between the estimated total power consumption 
required by the all-digital and by the classical CATV receiver architectures of 
Fig. 3 as a function of the required SNR [11]. These results were obtained with 
the simulator FAST [9]. Clearly, for the technology used in the experiment, the 
classical architecture still required much less power than the all-digital solution. 

Finally, Fig. 7 shows the result of a BER simulation with the FAST tool for a 5-
GHz 802.11 WLAN architecture [9]. The straight curve shows the result without 
taking into account nonlinear distortion caused by the building blocks; the 
dashed curve takes this distortion into account. Clearly, the BER considerably 
worsens in the presence of nonlinear distortion. Note that the whole BER 
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analysis was performed in a simulation time which is two orders of magnitude 
faster than traditional Monte-Carlo analysis performed on a large number of 
OFDM symbols. 
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Fig. 6. Power consumption comparison between the all-digital CATV 
architecture (triangles) and the classical architecture (crosses) as a function of 

the required SNR [11].  

Fig. 7. Simulated BER analysis result for a 5-GHz 802.11 WLAN architecture 
with (dashed) and without (straight) nonlinear distortion of the building blocks 

included [10].  

2.2. Top-down analog block design

Top-down design is already heavily used in industry today for the design of 
complex analog blocks like Delta-Sigma converters or phase-locked loops 
(PLL). In these cases first a high-level design of the block is done with the block 
represented as an architecture of subblocks, each modeled with a behavioral 
model that includes the major nonidealities as parameters, rather than a 
transistor schematic. This step is often done using Matlab/Simulink and it allows 
to determine the optimal architecture of the block at this level, together with the 
minimum requirements for the subblocks (e.g. integrators, quantizers, VCO, 
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etc.), so that the entire block meets its requirements in some optimal sense. This 
is then followed by a detailed device-level (SPICE) design step for each of the 
chosen architecture’s subblocks, targeted to the derived subblock specifications. 
This is now illustrated for a phase-locked loop (PLL). 

Fig. 8. Basic block diagram of a phase-locked loop analog block. 

Example

The basic block diagram of a PLL is shown in Fig. 8. If all subblocks like the 
phase-frequency detector or the voltage-controlled oscillator (VCO) are 
represented by behavioral models instead of device-level circuits, then enormous 
time savings in simulation time can be obtained during the design and verification 
phase of the PLL. For example, for requirements arising from a GSM-1800 
design example (frequency range around 1.8 GHz, phase noise -121 dBc/Hz @ 
600 kHz frequency offset, settling time of the loop for channel frequency changes 
below 1 ms within 1e-6 accuracy), the following characteristics can be derived for 
the PLL subblocks using behavioral simulations with generic behavioral models 
for the subblocks [12] : ALPF = 1, KVCO = 1e6 Hz/V, Ndiv = 64, fLPF = 100 kHz. 
These specifications are then the starting point for the device-level design of each 
of the subblocks. 

For the bottom-up system verification phase of a system, more detailed 
behavioral models have to be generated that are tuned towards the actual circuit 
design. For example, an accurate behavioral model for a designed VCO is given 
by the following equation set : 
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where k is the phase of each harmonic k in the VCO output, Ak and k

characterize the (nonlinear) static characteristic of a VCO, and hstat2dyn

characterizes the dynamic voltage-phase behavior of a VCO, both as extracted 
from circuit-level simulations of the real circuit. For example, Fig. 9 shows the 
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frequency response of both the original device-level circuit (red) and the 
extracted behavioral model (blue) for a low-frequency sinusoidal input signal. 
You can see that this input signal creates a side lobe near the carrier that is 
represented by the model within 0.25 dB accuracy compared to the original 
transistor-level circuit, while the gain in simulation time is more than 30x [12]. 

Fig. 9. Frequency response of an extracted behavioral VCO model (blue) 
compared to the underlying device-level circuit response (red) [12]. 

3. Behavioral modeling and model generation 

There are (at least) four reasons for using higher-level analog modeling 
(functional, behavioral or macro modeling) for describing and simulating mixed-
signal systems [2] :  

The simulation time of circuits with widely spaced time constants (e.g. 
oversampling converters, phase-locked loops, etc.) is quite large since the 
time-step control mechanism of the analog solver follows the fastest 
signals in the circuit. Use of higher-level modeling for the blocks will 
accelerate the simulation of these systems, particularly if the “fast” time-
scale behavior can be “abstracted away”, e.g. by replacing transistor-level 
descriptions of RF blocks by baseband-equivalent behavioral models.  

In a top-down design methodology based on hierarchical design 
refinement (like Fig. 1) at higher levels of the design hierarchy, there is a 
need for higher-level models describing the pin-to-pin behavior of the 
circuits in a mathematical format rather than representing it as an internal 
structural netlist of components. This is unavoidable during top-down 
design since at higher levels in the design hierarchy the details of the 
underlying circuit implementation are simply not yet known and hence 
only generic mathematical models can be used.  
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A third use of behavioral models is during bottom-up system verification 
when these models are needed to reduce the CPU time required to 
simulate the block as part of a larger system. The difference is that in this 
case the underlying implementation is known in detail, and that 
peculiarities of the block’s implementation can be incorporated as much 
as possible in the extracted model without slowing down the simulation 
too much.  

Fourthly, when providing or using analog IP macrocells in a system-on-a-
chip context, the virtual component (ViC) has to be accompanied by an 
executable model that efficiently models the pin-to-pin behavior of the 
virtual component. This model can then be used in system-level design 
and verification, by the SoC integrating company, even without knowing 
the detailed circuit implementation of the macrocell [13].  

For all these reasons analog/mixed-signal behavioral simulation models are 
needed that describe analog circuits at a higher level than the circuit level, i.e. 
that describe the input-output behavior of the circuit in a mathematical model 
rather than as a structural network of basic devices. These higher-level models 
must describe the desired behavior of the block (like amplification, filtering, 
mixing or quantization) and simulate efficiently, while still including the major 
nonidealities of real implementations with sufficient accuracy. 
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Fig. 10. Typical dynamic behavior of a current-steering digital-to-analog 
converter output when switching the digital input code. 

Example
For example, the realistic dynamic behavior (including settling time and glitch 
behavior) of a current-steering DAC as shown in Fig. 10 can easily be described 
by superposition of an exponentially damped sine (modeling the glitch behavior) 
and a shifted hyperbolic tangent (modeling the settling behavior) [14]:  
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where leveli and leveli+1 are the DAC output levels before and after the 
considered transition, and where Agl, t0 and tgl are parameters that need to be 
determined, e.g. by regression fitting to simulation results of a real circuit. Fig.
11 compares the response of the behavioral model (with parameter values 
extracted from SPICE simulations of the original circuit) with SPICE simulation 
results of the original circuit. The speed-up in CPU time is a factor 874 (!!) 
while the error is below 1% [14]. 
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Fig. 11. Comparison between the device-level simulation results (on the right) 
and the response of the behavioral model (on the left) [14]. 

The different analog hardware description levels considered in design practice 
today are [15] : 

the circuit level is the traditional level where a circuit is simulated as an 
network of physical devices; 
in a macromodel an equivalent but computationally cheaper circuit 
representation is used that has approximately the same behavior as the 
original circuit. Equivalent sources combine the effect of several other 
elements that are eliminated from the netlist. The simulation speed-up is 
roughly proportional to the number of nonlinear devices that can be 
eliminated; 
in a behavioral model a purely mathematical description of the input-
output behavior of the block is used. This typically will be in the form of 
a set of differential-algebraic equations (DAE) and/or transfer functions. 
Conservation laws still have to be satisfied; 
in a functional model also a purely mathematical description of the input-
output behavior of the block is used, but conservation laws are not 
enforced and the simulated system turns into a kind of signal-flow 
diagram. 
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The industrial use of analog higher-level (functional, behavioral, macro) 
modeling is today enabled by the availability of standardized mixed-signal 
hardware description languages such as VHDL-AMS [16,17] and Verilog-AMS 
[18,19], both of which are extensions of the corresponding digital hardware 
description languages, and both of which are supported by commercial 
simulators today. These languages allow description and simulation of separate 
analog circuits, separate digital circuits and mixed analog-digital circuits, at the 
above different abstraction levels. In general they also allow description and 
simulation of both electrical and non-electrical systems, as long as they can be 
modeled by a set of (nonlinear) differential-algebraic equations. Note that while 
originally restricted to low-to-medium frequencies with lumped elements only, 
the standardization of the extension of these languages, e.g. VDHL-AMS, 
towards the RF/microwave domain with distributed elements has been started in 
recent years. 

3.1. Analog behavioral model generation techniques 

One of the largest problems today is the lack of systematic methods to create 
good analog behavioral or performance models – a skill not yet mastered by the 
majority of analog designers – as well as the lack of any tools to automate this 
process. Fortunately, in recent years research has started to develop methods that 
can automatically create models for analog circuits, both behavioral models for 
behavioral simulation and performance models for circuit sizing. Techniques 
used here can roughly be divided into fitting or regression approaches, 
constructive approaches and model-order reduction methods.  

3.1.1. Fitting or regression methods 

In the fitting or regression approaches a parameterized mathematical model is 
proposed by the model developer and the values of the parameters p are selected 
as to best approximate the known circuit behavior. A systematic approach to 
regression-based model construction consists of several steps:

1. Selection of an appropriate model structure or template. The possible 
choices of model are vast. Some of the more common include 
polynomials, rational functions [20], and neural networks.  Recently EDA 
researchers have begun to utilize results from statistical inference [21] and 
data mining [22], and we expect to see regression tree, k-nearest neighbor, 
and kernel forms such as support vector machines [23,24,25] to become 
more prominent in the future. Posynomial forms have attracted particular 
interest for optimization applications [26,27], as optimization problems 
involving models of this form can be recast as convex programs, leading 
to very efficient sizing of analog circuits. 

2. Creation and/or selection of the simulation data to which to fit the model 
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via an appropriate design-of-experiments scheme [27]. 

3. Selection of a model fidelity criterion. For example, the model can be fit 
by a least-square error optimization where the model response matches 
the simulated (or measured) time-domain response of the real circuit as 
closely as possible in an average sense [28]. This is schematically 
depicted in Fig. 12. The error could for instance be calculated as : 
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Figure 12. Basic flow of fitting or regression approach for analog 
behavioral model generation. 

4. Selection of the optimization procedure to select the parameters (in some 
cases this step and the previous are combined), such as by gradient 
descent or other gradient-based optimization, “boosting” [29], or 
stochastic optimization such as Markov-chain Monte Carlo or simulated 
annealing.

5. Validation of the final model.  Without specific attention paid to model 
validation, it is quite common to find “overfit” models. Such models may 
have small error for the simulation data on which they were “trained”, but 
very poor accuracy when slightly different circuit excitations are 
introduced when the model is put into use.  Regularization may be 
introduced in step 3 to attempt to suppress such behavior, e.g. by 
modifying the model fidelity criterion to penalize large coefficients in a 
least-squares fit.

It should be clear that these fitting approaches can in principle be very generic as 
they consider the block as a black box and only look at the input-output behavior 
of the block which can easily be simulated (or measured).  Once the model is 
generated, it becomes an implicit model of the circuit. However, hiding in each 
of the steps outlined above are daunting practical challenges. Chief among these 
comes the first step: for any hope of success, first a good model template must 
be proposed, which is not always trivial to do in an accurate way without 
knowing the details of the circuit. Even when good choices are possible, it may 
happen that the resulting model is specific for one particular implementation of 
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the circuit. Likewise, the training set must exercise all possible operating modes 
of the circuit, but these can be hard to predict in advance. 

To address these challenges, progress made in other areas such as in research on 
time series prediction (e.g. support vector machines [24,25]) and data mining 
techniques [22] are being pursued. 

3.1.2. Symbolic constructive model generation methods 

The second class of methods, the constructive approaches, try to generate or 
build a model from the underlying circuit description. Inherently these are 
therefore white-box methods as the resulting model is specific for the particular 
circuit, but there is a higher guarantee than with the fitting methods that it tracks 
the real circuit behavior well in a wider range. One approach for instance uses 
symbolic analysis techniques to first generate the exact set of describing 
algebraic/differential equations of the circuit, which are then simplified within a 
given error bound of the exact response using both global and local 
simplifications [30]. The resulting simplified set of equations then constitutes 
the behavioral model of the circuit and tracks nicely the behavior of the circuit. 
The biggest drawback however is that the error estimation is difficult and for 
nonlinear circuits heavily depends on the targeted response. Up till now, the 
gains in CPU time obtained in this way are not high enough for practical 
circuits. More research in this area is definitely needed.  

3.1.3. Model-order reduction methods 

The third group of methods, the model-order reduction methods, are 
mathematical techniques that generate a model for a given circuit by direct 
analysis and manipulation of its detailed, low-level description, for example the 
nonlinear differential equations in a SPICE simulator, or the resistor-capacitor 
model describing extracted interconnect. Classical model-order reduction 
algorithms take as input a linear, time-invariant set of differential equations 
describing a state-space model of the circuit, for example  

DuCxyBuAx
dt

dx
; (4)

where x represents the circuit state, u the circuit inputs, y the circuit outputs, and 
the matrices A, B, C and D determine the circuit properties. As output model-
order reduction methods produce a similar state-space model DCBA

~
,

~
,

~
,

~ , but with 
a state vector x~ (thus matrix description) of lower dimensionality, i.e. of lower 
order : 

uDxCyuBxA
dt

xd ~~~~;
~~~~

(5)
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These reduced-order models simulate much more efficiently, while 
approximating the exact response, for example matching the original model 
closely up to some specified frequency. 

Originally developed to reduce the complexity of interconnect networks for 
timing analysis, techniques such as asymptotic waveform evaluation (AWE) 
[31] used  Padé approximation to generate a lower-order model for the response 
of the linear interconnect network. The early AWE efforts used explicit moment 
matching techniques which were not numerically stable, and thus could not 
produce higher-order models that were needed to model circuits more 
complicated than resistor-capacitor networks, and Padé approximations often 
generate unstable and/or non-passive reduced-order models. Subsequent 
developments using Krylov-subspace-based methods [32,33] resulted in 
methods like PVL (Padé via Lanczos) that overcome many of the deficiencies of 
the earlier AWE efforts, and passive model construction is now guaranteed via 
projection-via-congruence such as used in PRIMA [34]. 

In recent years, similar techniques have also been extended in an effort to create 
reduced-order macromodels for analog/RF circuits. Techniques have been 
developed for time-varying models, particularly  periodically time-varying 
circuits [35,36], and for weakly nonlinear circuits via polynomial-type methods 
that have a strong relation to Volterra series [37,38,36]. Current research focuses 
on methods to model more strongly nonlinear circuits (e.g. using trajectory 
piecewise-linear [39] or piecewise-polynomial approximations [40]) and is 
starting to overlap with the construction of performance models, through the 
mutual connection to the regression and data mining ideas [22,24,25]. 

Despite the progress made so far, still more research in the area of automatic or 
systematic behavioral model generation or model-order reduction is certainly 
needed.

3.2. Power and area model generation techniques 

Besides behavioral models, the other crucial element to compare different 
architectural alternatives and to explore trade-offs during system-level 
exploration and optimization are accurate and efficient power and area 
estimators [41]. They allow to assess and compare the optimality of different 
design alternatives. Such estimators are functions that predict the power or area 
that is going to be consumed by a circuit implementation of an analog block 
(e.g. an analog-to-digital converter) with given specification values (e.g. 
resolution and speed). Since the implementation of the block is not yet known 
during high-level system design and considering the large number of different 
possible implementations for a block, it is very difficult to generate these 
estimators with high absolute accuracy. However, for the purpose of comparing 
different design alternatives during architectural exploration (as discussed in 
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section 2.1), the tracking accuracy of estimators with varying block 
specifications is of much more importance. 

Such functions can be obtained in two ways. A first possibility is the derivation 
of analytic functions or procedures that return the power or area estimate given 
the block’s specifications. An example of a general yet relatively accurate power 
estimator that was derived based on the underlying operating principles for the 
whole class of CMOS high-speed Nyquist-rate analog-to-digital converters 
(such as flash, two-step, pipelined, etc. architectures) is given by [41] : 

)8381.41525.0(^10

)(min
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FFLV
power signalsampledd (6)

The estimator is technology scalable, has been fitted with published data of real 
converters, and for more than 85% of the designs checked, the estimator has an 
accuracy better than 2.2x. Similar functions are developed for other blocks, but 
of course often a more elaborate procedure is needed than a simple formula. For 
example, for the case of high-speed continuous-time filters [41], a crude filter 
synthesis procedure in combination with operational transconductor amplifier 
behavioral models had to be developed to generate accurate results, because the 
implementation details and hence the power and area vary quite largely with the 
specifications. 

A second possibility to develop power/area estimators is to extract them from a 
whole set of data samples from available or generated designs through 
interpolation or fitting of a predefined function or an implicit function like e.g. a 
neural network. As these methods do not rely on underlying operating 
principles, extrapolations of the models have no guaranteed accuracy. 

In addition to power and area estimators also feasibility functions are needed 
that limit the high-level optimization to realizable values of the building block 
specifications. These can be implemented under the form of functions (e.g. a 
trained neural network or a support vector machine [42]) that return whether a 
block is feasible or not, or of the geometrically calculated feasible performance 
space of a circuit (e.g. using polytopes [43] or using radial base functions [44]). 

4. Performance modeling in analog synthesis 

While the basic level of design abstraction for analog circuits is mainly still the 
transistor level, commercial CAD tool support for analog cell-level circuit and 
layout synthesis is currently emerging. There has been remarkable progress at 
research level over the past decade, and in recent years several commercial 
offerings have appeared on the market. Gielen and Rutenbar [2] offer a fairly 
complete survey of the area. Analog synthesis consists of two major steps: (1) 
circuit synthesis followed by (2) layout synthesis. Most of the basic techniques 
in both circuit and layout synthesis rely on powerful numerical optimization 
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engines coupled to “evaluation engines” that qualify the merit of some evolving 
analog circuit or layout candidate. The basic scheme of optimization-based 
analog circuit sizing is shown in Fig. 13. High-level models also form a key part 
of several analog circuit synthesis and optimization systems, both at the circuit 
level as well as for the hierarchical synthesis of more complex blocks as will be 
discussed next. 
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Figure 13. Basic flow of optimization-based analog circuit sizing. 

The most general but also by far the slowest automated circuit sizing solution is 
to call a transistor-level simulator (SPICE) as evaluation engine during each 
iteration of the optimization of the circuit. These methods therefore couple 
robust numerical optimization with full SPICE simulation, making it possible to 
synthesize designs using the same modeling and verification tool infrastructure 
and accuracy levels that human experts use for manual design, be it at the 
expense of large CPU times (hours or days of optimization time). Example tools 
include the FRIDGE tool [45] tool and the ANACONDA tool [46]. The latter 
tool cuts down on the CPU time by using a global optimization algorithm based 
on stochastic pattern search that inherently contains parallelism and therefore 
can easily be distributed over a pool of workstations, to try out and simulate 
50,000 to 100,000 circuit candidates in a few hours. These brute-force 
approaches require very little advance modeling work to prepare for any new 
circuit topology and have the same accuracy as SPICE. The major drawback is 
the large CPU times for all optimizations. In [47] ANACONDA/MAELSTROM 
in combination with macromodeling techniques to bridge the hierarchical levels, 
was applied to an industrial-scale analog system (the equalizer/filter frontend for 
an ADSL CODEC). Again, the experiments demonstrated that the synthesis 
results are comparable to or sometimes better than manual design !!  

The huge CPU time consumption of the straightforward simulation-based 
optimization approaches (sometimes also called “simulator in the loop”) can be 
reduced significantly by replacing the simulations by model evaluations. These 
models can be behavioral simulation models as described above, effectively 
calling behavioral simulation during every optimization iteration, or they can be 
what are termed performance models [27]. An example of the behavioral 
approach is the DAISY tool which provides efficient high-level synthesis of 
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discrete-time modulators [48] based on a behavioral-simulation-based 
optimization strategy. The high-level optimization approach determines both the 
optimum modulator topology and the required building block specifications, 
such that the system specifications — mainly accuracy (dynamic range) and 
signal bandwidth — are satisfied at the lowest possible power consumption. A 
genetic-based differential evolution algorithm is used in combination with a fast 
dedicated behavioral simulator to realistically analyze and optimize the 
modulator performance. Recently the DAISY tool was also extended to 
continuous-time modulators [49]. For the synthesis of more complex analog 
blocks, an hierarchical approach is needed, in which higher-level models are 
indispensable to bridge between the different levels. 

The other alternative to speed up circuit synthesis is to use performance models 
[27] to evaluate rather than simulate the performance of the candidate circuit 
solution at each iteration of the optimization. Rather than traditional behavioral 
models, which model the input-output behavior of a circuit, performance models 
directly relate the achieveable performances of a circuit (e.g. gain, bandwidth, or 
slew rate) to the design variables (e.g. device sizes and biasing). Fig. 14 for 
example shows part of such a performance model, displaying the phase margin 
as a function of two design variables for an operational amplifier [25]. In such 
model-based synthesis procedure, calls to the transistor-level simulation are then 
replaced by calls to evaluate the performance model, resulting in substantial 
speedups of the overall synthesis, once the performance models have been 
created and calibrated. The latter is a one-time up-front investment that has to be 
done only once for each circuit in each technology.

Figure 14. Performance model of the phase margin as a function of two 
design variables for an opamp (subset of the actual 

 multi-dimensional performance model). 

The question remains how such performance models can be generated 
accurately. Most approaches for performance model generation are based on 
fitting or regression methods where the parameters of a template model are fitted 
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to have the model match as closely as possible a sample set of simulated data 
points. The use of simulated data points guarantees SPICE-level accuracies. A 
recent example of such fitting approach is the automatic generation of 
posynomial performance models for analog circuits, that are created by fitting a 
pre-assumed posynomial equation template to simulation data created according 
to some design of experiments scheme [27]. Such a posynomial model could 
then for instance be used in the very efficient sizing of analog circuits through 
convex circuit optimization. To improve these methods, all progress made in 
other research areas such as in time series prediction (e.g. support vector 
machines [25]) or data mining techniques [22] could be applied here as well. For 
example, Fig. 15 shows results of two different performance models for the 
same characteristic of an opamp. The graphs plot predicted versus actual values 
for the gain-bandwidth (GBW) of an opamp. On the left, traditional design of 
experiments (DOE) techniques have been applied across the performance space 
of the circuit, resulting in large spread in prediction errors, whereas on the right 
novel model generation technology [50] is used that results in much better 
prediction accuracies across the entire performance space, as needed for reliable 
model-based circuit optimization with guaranteed SPICE-level accuracies. 

      
Figure 15. Predicted versus actual values for the gain-bandwidth (GBW) of 
an opamp: on the left as generated with traditional design of experiments 

techniques, on the right as generated with novel model generation 
technology [50]. 

Despite the progress made so far, still more research in the area of automatic 
performance model generation is needed to reduce analog synthesis times, 
especially for hierarchical synthesis of complex analog blocks. This field is a hot 
research area at the moment. 

5. Symbolic modeling of analog and RF circuits 

Analog design is a very complex and knowledge-intensive process, which 
heavily relies on circuit understanding and related design heuristics. Symbolic 
circuit analysis techniques have been developed to help designers gain a better 
understanding of a circuit’s behavior. A symbolic simulator is a computer tool 
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that takes as input an ordinary (SPICE-type) netlist and returns as output 
(simplified) analytic expressions for the requested circuit network functions in 
terms of the symbolic representations of the frequency variable and (some or all 
of) the circuit elements [51,52]. They perform the same function that designers 
traditionally do by hand analysis (even the simplification). The difference is that 
the analysis is now done by the computer, which is much faster, can handle 
more complex circuits and does not make as many errors. An example of a 
complicated BiCMOS opamp is shown in Fig. 16. The (simplified) analytic 
expression for the differential small-signal gain of this opamp has been analyzed 
with the SYMBA tool [53], and is shown below in terms of the small-signal 
parameters of the opamp’s devices : 
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The symbolic expression gives a better insight into which small-signal circuit 
parameters predominantly determine the gain in this opamp and how the user 
has to design the circuit to meet a certain gain constraint. In this way, symbolic 
circuit analysis is complementary to numerical (SPICE) circuit simulation, 
which was described in the previous section. Symbolic analysis provides a 
different perspective that is more suited for obtaining insight in a circuit’s 
behavior and for circuit explorations, whereas numerical simulation is more 
appropriate for detailed design validation once a design point has been decided 
upon.
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Figure 16. BiCMOS operational amplifier to illustrate symbolic analysis. 

At this moment, only symbolic analysis of linear or small-signal linearized 
circuits in the frequency domain is possible, both for continuous-time and 
discrete-time (switched) analog circuits [51,52,54]. In this way, symbolic 
expressions can be generated for transfer functions, impedances, noise functions, 
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etc. In addition to understanding the first-order functional behavior of an analog 
circuit, a good understanding of the second-order effects in a circuit is equally 
important for the correct functioning of the design in its system application later 
on. Typical examples are the PSRR and the CMRR of a circuit, which are 
limited by the mismatches between circuit elements. These mismatches are 
represented symbolically in the formulas. Another example is the distortion or 
intermodulation behavior, which is critical in telecom applications. To this end, 
the technique of symbolic simulation has been extended to the symbolic analysis 
of distortion and intermodulation in weakly nonlinear analog circuits where the 
nonlinearity coefficients of the device small-signal elements appear in the 
expressions [37]. For example, the (simplified) symbolic expression for the 
second-order output intercept point for the feedback circuit of Fig. 17 for 
frequencies up to the gain-bandwidth can be generated by symbolic analysis as : 

AMBMM gmgmMgmM

MM
LF

KKgmKgm

gmgm
OIP

113 22321

312
2 (8)

where the K2x coefficient represents the second-order nonlinearity coefficient of 
the small-signal element x. Note that the mismatch between transistors M1A and 
M1B is crucial for the distortion at lower frequencies in this circuit. 

Figure 17. CMOS opamp with feedback to illustrate symbolic 
 distortion analysis. 

Exact symbolic solutions for network functions, however, are too complex for 
linear(ized) circuits of practical size, and even impossible to calculate for many 
nonlinear effects. Even rather small circuits lead to an astronomically high 
number of terms in the expressions, that can neither be handled by the computer 
nor interpreted by the circuit designer. Therefore, since the late eighties, and in 
principle similar to what designers do during hand calculations, dedicated 
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symbolic analysis tools have been developed that use heuristic simplification 
and pruning algorithms based on the relative importance of the different circuit 
elements to reduce the complexity of the resulting expressions and retain only 
the dominant contributions within user-controlled error tolerances. Examples of 
such tools are ISAAC [54], SYNAP [55] and ASAP [56] among many others. 
Although successful for relatively small circuits, the fast increase of the CPU 
time with the circuit size restricted their applicability to circuits between 10 and 
15 transistors only, which was too small for many practical applications. 

In the past years, however, an algorithmic breakthrough in the field of symbolic 
circuit analysis has been realized. The techniques of simplification before and 
during the symbolic expression generation, as implemented in tools like 
SYMBA [53] and RAINIER [57], highly reduce the computation time and 
therefore enable the symbolic analysis of large analog circuits of practical size 
(like the entire 741 opamp or the example of Fig. 16). In simplification before 
generation (SBG), the circuit schematic, or some associated matrix or graph(s), 
are simplified before the symbolic analysis starts [58,59]. In simplification 
during generation (SDG), instead of generating the exact symbolic expression 
followed by pruning the unimportant contributions, the desired simplified 
expression is built up directly by generating the contributing dominant terms one 
by one in decreasing order of magnitude, until the expression has been generated 
with the desired accuracy [53,57]. In addition, the technique of determinant 
decision diagrams (DDD) has been developed as a very efficient canonical 
representation of symbolic determinants in a compact nested format [60]. The 
advantage is that all operations on these DDD’s are linear with the size of the 
DDD, but the DDD itself is not always linear with the size of the circuit. Very 
efficient methods have been developed using these DDD’s [60,61]. 

All these techniques, however, still result in large, expanded expressions, which 
restricts their usefulness for larger circuits. Therefore, for really large circuits, 
the technique of hierarchical decomposition has been developed [62,63]. The 
circuit is recursively decomposed into loosely connected subcircuits. The 
lowest-level subcircuits are analyzed separately and the resulting symbolic 
expressions are combined according to the decomposition hierarchy. This results 
in the global nested expression for the complete circuit, which is much more 
compact than the expanded expression. The CPU time increases about linearly 
with the circuit size, provided that the coupling between the different subcircuits 
is not too strong. Also the DDD technique has been combined with hierarchical 
analysis in [64]. 

Another recent extension is towards the symbolic analysis of linear periodically 
time-varying circuits, such as mixers [65]. The approach generalises the concept 
of transfer functions to harmonic transfer matrices, generating symbolic 
expressions for the transfer function from any frequency band from the circuit’s 
input signal to any frequency band from the circuit’s output signal. 
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In addition, recent approaches have also started to appear that generate symbolic 
expressions for large-signal and transient characteristics, for instance using 
piecewise-linear approximations or using regression methods that fit simulation 
data to predefined symbolic templates. A recent example of such fitting 
approach is the automatic generation of symbolic posynomial performance 
models for analog circuits, that are created by fitting a pre-assumed posynomial 
equation template to simulation data created according to some design-of-
experiments scheme [27]. Very recently even a template-free approach has been 
presented where no predefined fitting template is used, but where the “template” 
is evolved dynamically using genetic optimization with a canonical-form 
grammar that adds extra terms or functions to the evolving symbolic expression 
until sufficient accuracy is obtained for the symbolic results with respect to the 
reference set of simulation data [66]. This kind of methods are very promising, 
since they are no longer limited to simple device models nor to small-signal 
characteristics only – they basically work for whatever characteristic can be 
simulated  – but they still need further research. 

Based on the many research results in this area over the last decade, it can be 
expected that symbolic analysis techniques will soon be part of the standard tool 
suite of every analog designer, as an add-on to numerical simulation. 

6. Conclusions 

The last few years have seen significant advances in both design methodology 
and CAD tool support for analog, mixed-signal and RF designs. The emergence 
of commercial analog/mixed-signal (AMS) simulators supporting multiple 
analog abstraction levels (functional, behavioral, macromodel and circuit level) 
enables top-down design flows in many industrial scenarios. In addition, there is 
increasing progress in system-level modeling and analysis allowing architectural 
exploration of entire systems, as well as in mixed-signal verification for both 
functional verification and to anticipate problems related to embedding the 
analog blocks in a digital environment. A crucial element to enable this is the 
development of techniques to generate efficient behavioral models. An overview 
of model generation techniques has been given, including regression-based 
methods as well as model-order reduction techniques. Also the generation of 
performance models for analog circuit synthesis and of symbolic models that 
provide designers with insight in the relationships governing the performance 
behavior of a circuit has been described. Despite the enormous progress, model 
generation remains a difficult art that needs more research work towards 
automatic and reliable model generation techniques. 

136



References 

[1] “International Technology Roadmap for Semiconductors 2003,” 
http://public.itrs.net. 

[2] G. Gielen, R. Rutenbar, “Computer-aided design of analog and mixed-
signal integrated circuits,” Proceedings of the IEEE, Vol. 88, No. 12, pp. 
1825-1854, December 2000. 

[3] H. Chang, E. Charbon, U. Choudhury, A. Demir, E. Felt, E. Liu, E. 
Malavasi, A. Sangiovanni-Vincentelli, I. Vassiliou, “A top-down 
constraint-driven design methodology for analog integrated circuits,” 
Kluwer Academic Publishers, 1997. 

[4] G. Gielen, “Modeling and analysis techniques for system-level 
architectural design of telecom frontends,” IEEE Transactions on 
Microwave Theory and Techniques, Vol. 50, No. 1, pp. 360-368, January 
2002.

[5] G. Gielen, “Top-down design of mixed-mode systems: challenges and 
solutions," chapter 18 in Advances in Analog Circuit Design (edited by 
Huijsing, Sansen, Van der Plassche), Kluwer Academic Publishers, 1999.

[6] “The MEDEA+ Design Automation Roadmap 2003”, 
http://www.medea.org.

[7] S. Donnay, G. Gielen, W. Sansen, “High-level analog/digital partitioning 
in low-power signal processing applications,” proceedings 7th 
international workshop on Power and Timing Modeling, Optimization 
and Simulation (PATMOS), pp. 47-56, 1997. 

[8] J. Crols, S. Donnay, M. Steyaert, G. Gielen, “A high-level design and 
optimization tool for analog RF receiver front-ends,” proceedings 
International Conference on Computer-Aided Design (ICCAD), pp. 550-
553, 1995. 

[9] P. Wambacq, G. Vandersteen, Y. Rolain, P. Dobrovolny, M. Goffioul, S. 
Donnay, “Dataflow simulation of mixed-signal communication circuits 
using a local multirate, multicarrier signal representation,” IEEE 
Transactions on Circuits and Systems, Part I, Vol. 49, No. 11, pp. 1554-
1562, November 2002. 

[10] G. Vandersteen et al., “Efficient bit-error-rate estimation of multicarrier 
transceivers,” proceedings Design, Automation and Test in Europe 
(DATE) conference, pp. 164-168, 2001. 

[11] P. Wambacq, G. Vandersteen, S. Donnay, M. Engels, I. Bolsens, E. 
Lauwers, P. Vanassche, G. Gielen, “High-level simulation and power 
modeling of mixed-signal front-ends for digital telecommunications,” 
proceedings International Conference on Electronics, Circuits and 
Systems (ICECS), pp. 525-528, September 1999. 

[12] Bart De Smedt, Georges Gielen, “Models for systematic design and 
verification of frequency synthesizers,” IEEE Transactions on Circuits 
and Systems, Part II: Analog and Digital Signal Processing, Vol. 46, No. 
10, pp. 1301-1308, October 1999. 

[13] Virtual Socket Interface Alliance, several documents including VSIA 
Architecture Document and Analog/Mixed-Signal Extension Document, 
http://www.vsia.org.

[14] J. Vandenbussche et al., “Systematic design of high-accuracy current-

137



steering D/A converter macrocells for integrated VLSI systems,” IEEE 
Transactions on Circuits and Systems, Part II, Vol. 48, No. 3, pp. 300-
309, March 2001. 

[15] A. Vachoux, J.-M. Bergé, O. Levia, J. Rouillard (editors), “Analog and 
mixed-signal hardware description languages,” Kluwer Academic 
Publishers, 1997. 

[16] E. Christen, K. Bakalar, “VHDL-AMS - a hardware description language 
for analog and mixed-signal applications,” IEEE Transactions on Circuits 
and Systems, part II: Analog and Digital Signal Processing, Vol. 46, No. 
10 , October 1999. 

[17] IEEE 1076.1 Working Group, “Analog and mixed-signal extensions to 
VHDL,” http://www.eda.org/vhdl-ams/. 

[18] K. Kundert, O. Zinke, “The designer’s guide to Verilog-AMS,” Kluwer 
Academic Publishers, 2004. 

[19] “Verilog-AMS Language Reference Manual” version 2.1, 
http://www.eda.org/verilog-ams/.

[20] B. Antao, F. El-Turky, “Automatic analog model generation for 
behavioral simulation,” proceedings IEEE Custom Integrated Circuits 
Conference (CICC), pp 12.2.1-12.2.4, May 1992. 

[21] T. Hastie, R. Tibshirani, J. Friedman, “The elements of statistical 
learning,”  Springer Verlag, 2001. 

[22] H. Liu, A. Singhee, R. Rutenbar, L.R. Carley, “Remembrance of circuits 
past: macromodeling by data mining in large analog design spaces,” 
proceedings Design Automation Conference (DAC), pp. 437-442, June 
2002.

[23] B. Scholkopf, A. Smola, “Learning with Kernels,” MIT Press, 2001. 
[24] J. Phillips, J. Afonso, A. Oliveira, L.M. Silveira, “Analog 

macromodeling using kernel methods,” proceedings IEEE/ACM 
International Conference on Computer-Aided Design (ICCAD), 
November 2003. 

[25] Th. Kiely, G. Gielen, “Performance modeling of analog integrated 
circuits using least-squares support vector machines,” proceedings 
Design, Automation and Test in Europe (DATE) conference, pp. 448-
453, February 2004. 

[26] M. Hershenson, S. Boyd, T. Lee, “Optimal design of a CMOS op-amp 
via geometric programming,” IEEE Transactions on Computer-Aided 
Design of Integrated Circuits and Systems, Vol. 20, pp. 1-21, January 
2001.

[27] W. Daems, G. Gielen, W. Sansen, “Simulation-based generation of 
posynomial performance models for the sizing of analog integrated 
circuits,” IEEE Transactions on Computer-Aided Design, Vol. 22, No. 5, 
pp. 517-534, May 2003. 

[28] R. Saleh, B. Antao, J. Singh, “Multi-level and mixed-domain simulation 
of analog circuits and systems,” IEEE Transaction on Computer-Aided 
Design, Vol. 15, pp 68-82, January 1996. 

[29] Y. Freund, R. Schapire, “A short introduction to boosting,” Journal of 
Japanese Society for Artificial Intelligence, Vol. 14, pp. 771-780, 1999. 

[30] C. Borchers, L. Hedrich, E. Barke, “Equation-based behavioral model 
generation for nonlinear analog circuits,” proceedings IEEE/ACM 
Design Automation Conference (DAC), pp. 236-239, 1996. 

138



[31] L. Pillage, R. Rohrer, “Asymptotic waveform evaluation for timing 
analysis,” IEEE Transactions on Computer-Aided Design, Vol. 9, No. 4,  
pp. 352-366, April 1990. 

[32] L.M. Silveira et al., “A coordinate-transformed Arnoldi algorithm for 
generating guaranteed stable reduced-order models of RLC circuits,” 
proceedings IEEE/ACM International Conference on Computer-Aided 
Design (ICCAD), pp. 288-294, 1996. 

[33] P. Feldmann, R. Freund, “Efficient linear circuit analysis by Padé 
approximation via the Lanczos process,”  IEEE Transactions on 
Computer-Aided Design, Vol. 14, pp 639-649, 1995. 

[34] A. Odabasioglu, M. Celik, L. Pileggi, “PRIMA: passive reduced-order 
interconnect macromodeling algorithm,” IEEE Transactions on 
Computer-Aided Design, Vol. 17 , No. 8, pp. 645-654, August 1998. 

[35] J. Roychowdhury, “Reduced-order modeling of time-varying systems,” 
IEEE Transactions on Circuits and Systems, Part II, Vol. 46, No. 10, pp. 
1273-1288, October 1999. 

[36] J. Phillips, “Projection-based approaches for model reduction of weakly 
nonlinear, time-varying systems,” IEEE Transactions on Computer-
Aided Design, Vol. 22, pp. 171-187, 2003. 

[37] P. Wambacq, G. Gielen, P. Kinget, W. Sansen, “High-frequency 
distortion analysis of analog integrated circuits,” IEEE Transactions on 
Circuits and Systems, Part II, Vol. 46, No. 3, pp. 335-345, March 1999. 

[38] L. Peng, L. Pileggi, “NORM: compact model order reduction of weakly 
nonlinear systems,” proceedings Design Automation Conference, pp. 
472-477, June 2003. 

[39] M. Rewienski, J. White, “A trajectory piecewise-linear approach to 
model order reduction and fast simulation of nonlinear circuits and 
micromachined devices,” IEEE Transactions on Computer-Aided 
Design, Vol. 22, No. 2, pp. 155-170, February 2003. 

[40] Ning Dong, J. Roychowdhury, “Piecewise polynomial nonlinear model 
reduction,” proceedings Design Automation Conference, pp. 484-489, 
June 2003. 

[41] E. Lauwers, G. Gielen, “Power estimation methods for analog circuits for 
architectural exploration of integrated systems, IEEE Transactions on 
Very Large Scale Integration (VLSI) Systems, Vol. 10, No. 2, pp. 155 -
162, April 2002. 

[42] F. De Bernardinis, M. Jordan, A. Sangiovanni-Vincentelli, “Support 
vector machines for analog circuit performance representation,” 
proceedings Design Automation Conference (DAC), pp. 964-969, June 
2003.

[43] P. Veselinovic et al., “A flexible topology selection program as part of an 
analog synthesis system,” proceedings IEEE European Design & Test 
Conference (ED&TC), pp. 119-123, 1995. 

[44] R. Harjani, J. Shao, “Feasibility and performance region modeling of 
analog and digital circuits,” Kluwer International Journal on Analog 
Integrated Circuits and Signal Processing, Vol. 10, No. 1, pp. 23-43, 
January 1996. 

[45] F. Medeiro et al., “A statistical optimization-based approach for 
automated sizing of analog cells,” proceedings ACM/IEEE International 
Conference on Computer-Aided Design (ICCAD), pp. 594-597, 1994. 

139



[46] R. Phelps, M. Krasnicki, R. Rutenbar, L.R. Carley, J. Hellums, 
“Anaconda: simulation-based synthesis of analog circuits via stochastic 
pattern search,” IEEE Transactions on Computer-Aided Design of 
Integrated Circuits and Systems, Vol. 19, No. 6 , pp. 703 –717, June 
2000.

[47] R. Phelps, M. Krasnicki, R. Rutenbar, L.R. Carley, J. Hellums, “A case 
study of synthesis for industrial-scale analog IP: redesign of the 
equalizer/filter frontend for an ADSL CODEC,” proceedings ACM/IEEE 
Design Automation Conference (DAC), pp. 1-6, 2000. 

[48] K. Francken, G. Gielen, “A high-level simulation and synthesis 
environment for Delta-Sigma modulators,” IEEE Transactions on 
Computer-Aided Design, Vol. 22, No. 8, pp. 1049-1061, August 2003. 

[49] G. Gielen, K. Francken, E. Martens, M. Vogels, “An analytical 
integration method for the simulation of continuous-time 
modulators,” IEEE Transactions on Computer-Aided Design, Vol. 23, 
No. 3, pp. 389-399, March 2004. 

[50] Courtesy of Kimotion Technologies (http://www.kimotion.com). 
[51] G. Gielen, P. Wambacq, W. Sansen, “Symbolic analysis methods and 

applications for analog circuits: a tutorial overview,” The Proceedings of 
the IEEE, Vol. 82, No. 2, pp. 287-304, February 1994. 

[52] F. Fernández, A. Rodríguez-Vázquez, J. Huertas, G. Gielen, “Symbolic 
analysis techniques - Applications to analog design automation,” IEEE 
Press, 1998. 

[53] P. Wambacq, F. Fernández, G. Gielen, W. Sansen, A. Rodríguez-
Vázquez, “Efficient symbolic computation of approximated small-signal 
characteristics,” IEEE Journal of Solid-State Circuits, Vol. 30, No. 3, pp. 
327-330, March 1995. 

[54] G. Gielen, H. Walscharts, W. Sansen, “ISAAC: a symbolic simulator for 
analog integrated circuits,” IEEE Journal of Solid-State Circuits, Vol. 24, 
No. 6, pp. 1587-1596, December 1989. 

[55] S. Seda, M. Degrauwe, W. Fichtner, “A symbolic analysis tool for analog 
circuit design automation,” proceedings IEEE/ACM International
Conference on Computer-Aided Design (ICCAD), pp. 488-491, 1988. 

[56] F. Fernández, A. Rodríguez-Vázquez, J. Huertas, “Interactive AC 
modeling and characterization of analog circuits via symbolic analysis,” 
Kluwer International Journal on Analog Integrated Circuits and Signal 
Processing, Vol. 1, pp. 183-208, November 1991. 

[57] Q. Yu, C. Sechen, “A unified approach to the approximate symbolic 
analysis of large analog integrated circuits,” IEEE Transactions on 
Circuits and Systems, Part I, Vol. 43, No. 8, pp. 656-669, August 1996. 

[58] W. Daems, G. Gielen, W. Sansen, “Circuit simplification for the 
symbolic analysis of analog integrated circuits,” IEEE Transactions on 
Computer-Aided Design, Vol. 21, No. 4, pp. 395-407, April 2002. 

[59] J. Hsu, C. Sechen, “DC small signal symbolic analysis of large analog 
integrated circuits,” IEEE Transactions on Circuits and Systems, Part I, 
Vol. 41, No. 12, pp. 817-828, December 1994. 

[60] C.-J. Shi, X.-D. Tan, “Canonical symbolic analysis of large analog 
circuits with determinant decision diagrams,” IEEE Transactions on 
Computer-Aided Design, Vol. 19, No. 1, pp. 1-18, January 2000. 

[61] W. Verhaegen, G. Gielen, “Efficient DDD-based symbolic analysis of 

140



linear analog circuits,” IEEE Transactions on Circuits and Systems, Part 
II: Analog and Digital Signal Processing, Vol. 49, No. 7, pp. 474-487, 
July 2002. 

[62] J. Starzyk, A. Konczykowska, “Flowgraph analysis of large electronic 
networks,” IEEE Transactions on Circuits and Systems, Vol. 33, No. 3, 
pp. 302-315, March 1986. 

[63] O. Guerra, E. Roca, F. Fernández, A. Rodríguez-Vázquez, “A 
hierarchical approach for the symbolic analysis of large analog integrated 
circuits,” proceedings IEEE Design Automation and Test in Europe 
conference (DATE), pp. 48-52, 2000. 

[64] X.-D. Tan, C.-J. Shi, “Hierarchical symbolic analysis of analog 
integrated circuits via determinant decision diagrams,” IEEE 
Transactions on Computer-Aided Design, Vol. 19, No. 4, pp. 401-412, 
April 2000. 

[65] P. Vanassche, G. Gielen, W. Sansen, “Symbolic modeling of periodically 
time-varying systems using harmonic transfer matrices,” IEEE 
Transactions on Computer-Aided Design, Vol. 21, No. 9, pp. 1011-1024, 
September 2002. 

[66] T. McConaghy, T. Eeckelaert, G. Gielen, “CAFFEINE: template-free 
symbolic model generation of analog circuits via canonical form 
functions and genetic programming,” proceedings IEEE Design 
Automation and Test in Europe (DATE), pp. 1082-1087, 2005. 

141



Automated Macromodelling for Simulation of
Signals and Noise in Mixed-Signal/RF Systems

Jaijeet Roychowdhury∗

Abstract

During the design of electronic circuits and systems, particularly those for RF commu-
nications, the need to abstract a subsystem from a greater level of detail to one at a lower
level of detail arises frequently. One important application is to generate simple, yet accu-
rate, system-level macromodels that capture circuit-level non-idealities such as distortion.
In recent years, computational (“algorithmic”) techniques have been developed that are
capable of automating this abstraction process for broad classes of differential-equation-
based systems (including nonlinear ones). In this paper, we review the main ideas and
techniques behind such algorithmic macromodelling methods.
1 Introduction

Electronic systems today, especially those for communications and sensing, are typi-
cally composed of a complex mix of digital, analog and RF circuit blocks. Simulating
or verifying such systems is critical for discovering and correcting problems prior to fab-
rication, in order to avoid re-fabrication which is typically very expensive. Simulating
entire systems to the extent needed to generate confidence in the correctness of the to-
be-fabricated product is, however, also usually very challenging in terms of computation
time.

A common and useful approach towards verification in such situations, both during
early system design and after detailed block design, is to replace large and/or complex
blocks by small macromodels that replicate their input-output functionality well, and ver-
ify the macromodelled system. The macromodelled system can be simulated rapidly in
order to evaluate different choices of design-space parameters. Such a macromodel-based
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verification process affords circuit, system and architecture designers considerable flexi-
bility and convenience through the design process, especially if performed hierarchically
using macromodels of differing sizes and fidelity.

The key issue in the above methodology is, of course, the creation of macromodels that
represent the blocks of the system well. This is a challenging task for the wide variety
of communication and other circuit blocks in use today. The most prevalent approach to-
wards creating macromodels is manual abstraction. Macromodels are usually created by
the same person who designs the original block, often aided by simulations. While this
is the only feasible approach today for many complex blocks, it does have a number of
disadvantages compared to the automated alternatives that are the subject of this paper.
Simulation often does not provide abstracted parameters of interest directly (such as poles,
residues, modulation factors, etc.); obtaining them by manual postprocessing of simula-
tion results is inconvenient, computationally expensive and error-prone. Manual structural
abstraction of a block can easily miss the very nonidealities or interactions that detailed
verification is meant to discover. With semiconductor device dimensions shrinking be-
low 100nm and non-idealities (such as substrate/interconnect coupling, degraded device
characteristics, etc.) becoming increasingly critical, the fidelity of manually-generated
macromodels to the real subsystems to be fabricated eventually is becoming increasingly
suspect. Adequate incorporation of non-idealities into behavioral models, if at all possible
by hand, is typically complex and laborious. Generally speaking, manual macromod-
elling is heuristic, time-consuming and highly reliant on detailed internal knowledge of
the block under consideration, which is often unavailable when subsystems that are not
designed in-house are utilized. As a result, the potential time-to-market improvement
via macromodel-based verification can be substantially negated by the time and resources
needed to first generate the macromodels.

It is in this context that there has been considerable interest in automated techniques
for the creation of macromodels. Such techniques take a detailed description of a block –
for example, a SPICE-level circuit netlist – and generate, via an automated computational
procedure, a much smaller macromodel. The macromodel, fundamentally a small system
of equations, is usually translated into Matlab/Simulink form for use at the system level.
Such an automated approach, i.e., one that remains sustainable as devices shrink from
deep submicron to nano-scale, is essential for realistic exploration of the design space in
current and future communication circuits and systems.

Several broad methodologies for automated macromodelling have been proposed. One
is to generalize, abstract and automate the manual macromodelling process. For example,
common topological elements in a circuit are recognized, approximated and conglom-
erated (e.g., [16, 61]) to create a macromodel. Another class of approaches attempts to

144



capture symbolic macromodels that capture the system’s input-output relationship, e.g.,
[35, 54–56, 59, 65]. Yet another class (e.g., [4, 15, 21]) employs a black-box methodol-
ogy. Data is collected via many simulations or measurements of the full system and a
regression-based model created that can predict outputs from inputs. Various methods
are available for the regression, including data mining, multi-dimensional tables, neural
networks, genetic algorithms, etc...

In this paper, we focus on another methodology for macromodelling, often termed
algorithmic. Algorithmic macromodelling methods approach the problem as the trans-
formation of a large set of mathematical equations to a much smaller one. The principal
advantage of these methods is generality - so long as the equations of the original system
are available numerically (e.g., from within SPICE), knowledge of circuit structure, oper-
ating principles, etc., is not critical. A single algorithmic method may therefore apply to
entire classes of physical systems, encompassing circuits and functionalities that may be
very disparate. Four such classes, namely linear time invariant (LTI), linear time varying
(LTV), nonlinear (non-oscillatory) and oscillatory are discussed in Sections 2, 3, 4 and 5
of this paper. Algorithmic methods also tend to be more rigorous about important issues
such as fidelity and stability, and often provide better guarantees of such characteristics
than other methods.

2 Macromodelling Linear Time Invariant (LTI) Systems

Often referred to as reduced-order modelling (ROM) or model-order reduction (MOR),
automated model generation methods for Linear Time-Invariant (LTI) systems are the
most mature amongst algorithmic macromodelling methods. Any block composed of re-
sistors, capacitors, inductors, linear controlled sources and distributed interconnect models
is LTI (often referred to simply as “linear”). The development of LTI MOR methods has
been driven largely by the need to “compress” the huge interconnect networks, such as
clock distribution nets, that arise in large digital circuits and systems. Replacing these net-
works by small macromodels makes it feasible to complete accurate timing simulations of
digital systems at reasonable computational expense. Although interconnect-centric ap-
plications have been the main domain for LTI reduction, it is appropriate for any system
that is linear and time-invariant. For example, “linear amplifiers”, i.e., linearizations of
mixed-signal amplifier blocks, are good candidates for LTI MOR methods.

Figure 1 depicts the basic structure of an LTI block. u(t) represents the inputs to the
system, and y(t) the outputs, in the time domain; in the Laplace (or frequency) domain,
their transforms are U(s) and Y (s) respectively. The definitive property of any LTI system
[67] is that the input and output are related by convolution with an impulse response h(t)
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Impulse response h(t)

Transfer function H(s)
ODEs/PDEs

u(t) / U(s) y(t) / Y(s)

Figure 1: Linear Time Invariant block

in the time domain, i.e., y(t) = x(t) ∗ h(t)). Equivalently, their transforms are related by
multiplication with a system transfer function H(s), i.e., Y (s) = H(s)X(s). Note that there
may be many internal nodes or variables within the block. The goal of LTI MOR methods
is to replace the block by one with far fewer internal variables, yet with an acceptably
similar impulse response or transfer function.

In the majority of circuit applications, the LTI block is described to the MOR method
as a set of differential equations, i.e.,

Eẋ = Ax(t)+Bu(t)

y(t) = CT x(t)+Du(t)
(1)

In (1), u(t) represents the input waveforms to the block and y(t) the outputs. Both are
relatively few in number compared to the size of x(t), the state of the internal variables
of the block. A, B, C, D and E are constant matrices. Such differential equations can
be easily formed from SPICE netlists or AHDL descriptions; especially for interconnect
applications, the dimension n of x(t) can be very large.

The first issue in LTI ROM is to determine what aspect of the transfer function of the
original system should be retained by the reduced system; in other words, what metric of
fidelity is appropriate. In their seminal 1990 paper [39], Pileggi and Rohrer used moments
of the transfer function as fidelity metrics, to be preserved by the model reduction process.
The moments mi of an LTI transfer function H(s) are related to its derivatives, i.e.,

m1 =
dH(s)

ds

∣
∣
∣
∣
s=s0

, m2 =
d2H(s)

ds2

∣
∣
∣
∣
s=s0

, · · · , (2)

where s0 is a frequency point of interest. Moments can be shown to be related to practically
useful metrics, such as delay in interconnects.

In [39], Pileggi and Rohrer proposed a technique, Asymptotic Waveform Evaluation
(AWE), for constructing a reduced model for the system (1). AWE first computes a number
of moments of the full system (1), then uses these in another set of linear equations, the
solution of which results in the reduced model. Such a procedure is termed explicit moment
matching. The key property of AWE was that it could be shown to produce reduced models
whose first several moments (at a given frequency point s0) were identical to those of the
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full system. The computation involved in forming the reduced model was roughly linear
in the size of the (large) original system.

While explicit moment matching via AWE proved valuable and was quickly applied
to interconnect reduction, it was also observed to become numerically inaccurate as the
size of the reduced model increased beyond about 10. To alleviate these, variations based
on matching moments at multiple frequency points were proposed [2] that improved nu-
merical accuracy. Nevertheless, the fundamental issue of numerical inaccuracy as reduced
model sizes grew remained.

In 1994, Gallivan et al [9] and Feldmann/Freund [7, 8] identified the reason for this
numerical inaccuracy. Computing the kth moment explicitly involves evaluating terms of
the form A−kr, i.e., the kth member of the Krylov subspace of A and r. If A has well
separated eigenvalues (as it typically does for circuit matrices), then for k ∼ 10 and above,
only the dominant eigenvalue contributes to these terms, with non-dominant ones receding
into numerical insignificance. Furthermore, even with the moments available accurately,
the procedure of finding the reduced model is also poorly conditioned.

Recognizing that these are not limitations fundamental to the goal of model reduc-
tion, [7, 9] proposed alternatives. They showed that numerically robust procedures for
computing Krylov subspaces, such as the Lanczos and Arnoldi (e.g., [50]) methods, could
be used to produce reduced models that match any given number of moments of the full
system. These approaches, called Krylov-subspace MOR techniques, do not compute the
moments of the full system explicitly at any point, i.e., they perform implicit moment
matching. In addition to matching moments in the spirit of AWE, Krylov-subspace meth-
ods were also shown to capture well the dominant poles and residues of the system. The
Padé-via-Lanczos (PVL) technique [7] gained rapid acceptance within the MOR commu-
nity by demonstrating its numerical robustness in reducing the DEC Alpha chip’s clock
distribution network.

Krylov-subspace methods are best viewed as reducing the system (1) via projection
[11]. They produce two projection matrices, V ∈ R n×q and W T ∈ R q×n, such that the
reduced system is obtained as

W T E
︸ ︷︷ ︸

Ê

ẋ = W T AV
︸ ︷︷ ︸

Â

x(t)+W T B
︸ ︷︷ ︸

B̂

u(t)

y(t) = CTV
︸︷︷︸

ĈT

x(t)+Du(t).
(3)

For the reduction to be practically meaningful, q, the size of the reduced system, must be
much smaller than n, the size of the original. If the Lanczos process is used, then W TV ≈ I
(i.e., the two projection bases are bi-orthogonal). If the Arnoldi process is applied, then
W = V and W TV = I.
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The development of Krylov-subspace projection methods marked an important mile-
stone in LTI macromodelling. However, reduced models produced by both AWE and
Krylov methods retained the possibility of violating passivity, or even being unstable. A
system is passive if it cannot generate energy under any circumstances; it is stable if for
any bounded inputs, its response remains bounded. In LTI circuit applications, passivity
guarantees stability. Passivity is a natural characteristic of many LTI networks, especially
interconnect networks. It is essential that reduced models of these networks also be pas-
sive, since the converse implies that under some situation of connectivity, the reduced
system will become unstable and diverge unboundedly from the the response of the origi-
nal system.

The issue of stability of reduced models was recognized early in [9], and the superiority
of Krylov-subspace methods over AWE in this regard also noted. Silveira et al [22] pro-
posed a co-ordinate transformed Arnoldi method that guaranteed stability, but not passiv-
ity. Kerns et al [18] proposed reduction of admittance-matrix-based systems by applying a
series of non-square congruence transformations. Such transformations preserve passivity
properties while also retaining important poles of the system. However, this approach does
not guarantee matching of system moments. A symmetric version of PVL with improved
passivity and stability properties was proposed by Freund and Feldmann in 1996 [42].

The passivity-retaining properties of congruence transformations were incorporated
within Arnoldi-based reduction methods for RLC networks by Odabasioglu et al [31, 32]
in 1997, resulting in an algorithm dubbed PRIMA (Passive Reduced-Order Intercon-
nect Macromodelling Algorithm). By exploiting the structure of RLC network matrices,
PRIMA was able to preserve passivity and match moments. Methods for Lanczos-based
passivity preservation [41, 66] followed.

All the above LTI MOR methods, based on Krylov-subspace computations, are effi-
cient (i.e., approximately linear-time) for reducing large systems. The reduced models
produced by Krylov-subspace reduction methods are not, however, optimal, i.e., they do
not necessarily minimize the error for a macromodel of given size. The theory of balanced
realizations, well known in the areas of linear systems and control, provides a framework
in which this optimality can be evaluated. LTI reduced-order modelling methods based
on truncated balanced realizations (TBR) (e.g., [13, 14]) have been proposed. Balanced
realizations are a canonical form for linear differential equation systems that “balance”
controllability and observability properties. While balanced realizations are attractive in
that they produce more compact macromodels for a given accuracy, the process of gen-
erating the macromodels is computationally very expensive, i.e., cubic in the size of the
original system. However, recent methods [23] that combine Krylov-subspace techniques
with TBR methods have been successful in approaching the improved compactness of
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TBR, while substantially retaining the attractive computational cost of Krylov methods.

3 Macromodelling Linear Time Varying (LTV) Systems

3.1 Linear Time Varying (LTV) Macromodelling

LTI macromodelling methods, while valuable tools in their domain, are inapplicable to
many functional blocks in mixed-signal systems, which are usually nonlinear in nature.
For example, distortion or clipping in amplifiers, switching and sampling behaviour, etc.,
cannot be captured by LTI models. In general, generating macromodels for nonlinear
systems (see Section 4) is a difficult task.

However, a class of nonlinear circuits (including RF mixing, switched-capacitor and
sampling circuits) can be usefully modelled as linear time-varying (LTV) systems. The
key difference between LTV systems and LTI ones is that if the input to an LTV system
is time-shifted, it does not necessarily result in the same time shift of the output. The
system remains linear, in the sense that if the input is scaled, the output scales similarly.
This latter property holds, at least ideally, for the input-to-output relationship of circuits
such as mixers or samplers. It is the effect of a separate local oscillator or clock signal in
the circuit, independent of the signal input, that confers the time-varying property. This is
intuitive for sampling circuits, where a time-shift of the input, relative to the clock, can be
easily seen not to result in the same time-shift of the original output – simply because the
clock edge samples a different time-sample of the input signal. In the frequency domain,
more appropriate for mixers, it is the time-varying nature that confers the key property of
frequency shifting of input signals. The time-varying nature of the system can be “strongly
nonlinear”, with devices switching on and off – this does not impact the linearity of the
signal input-to-output path.

T−V ODEs/PDEs

Transfer function H(t,s)

Impulse response h(t,tau) y(t) / Y(s)u(t) / U(s)

Figure 2: Linear Time Varying block

Figure 2 depicts the basic structure of an LTV system block. Similar to LTI systems,
LTV systems can also be completely characterized by impulse responses or transfer func-
tions; however, these are now functions of two variables, the first capturing the time-
variation of the system, the second the changes of the input [67]. The detailed behaviour
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of the system is described using time-varying differential equations, e.g.,

E(t)ẋ = A(t)x(t)+B(t)u(t)

y(t) = C(t)T x(t)+D(t)u(t).
(4)

Time variation in the system is captured by the dependence of A, B, C, D and E on t. In
many case of practical interest, this time-variation is periodic. For example, in mixers,
the local oscillator input is often a sine or a square wave; switched or clocked systems are
driven by periodic clocks.

The goal of macromodelling LTV systems is similar to that for LTI ones: to replace (4)
by a system identical in form, but with the state vector x(t) much smaller in dimension than
the original. Again, the key requirement is to retain meaningful correspondence between
the transfer functions of the original and reduced systems.

Because of the time-variation of the impulse response and transfer function, LTI MOR
methods cannot directly be applied to LTV systems. However, Roychowdhury [45–47]
showed that LTI model reduction techniques can be applied to LTV systems, by first refor-
mulating (4) as an LTI system similar to (1), but with extra artificial inputs that capture the
time-variation. The reformulation first separates the input and system time variations ex-
plicitly using multiple time scales [48] in order to obtain an operator expression for H(t,s).
This expression is then evaluated using periodic steady-state methods [20,44,57] to obtain
an LTI system with extra artificial inputs. Once this LTI system is reduced to a smaller
one using any LTI MOR technique, the reduced LTI system is reformulated back into the
LTV system form (4). The use of different LTI MOR methods within this framework
has been demonstrated, including explicit moment matching [45] and Krylov-subspace
methods [36, 46, 47]. Moreover, Phillips [36] showed that the LTV-to-LTI reformulation
could be performed using standard linear system theory concepts [67], without the use of
multiple time scales.

4 Macromodelling Non-oscillatory Nonlinear Systems

While wires, interconnect, and passive lumped elements are purely linear, any mixed-
signal circuit block containing semiconductor devices is nonlinear. Nonlinearity is, in fact,
a fundamental feature of any block that provides signal gain, or performs any function
more complex than linear filtering. Even though linear approximations of many nonlinear
blocks are central to their design and intended operation, it is usually important to con-
sider the impact of nonlinearities with a view to limiting their impact. For example, in
“linear” amplifiers and mixers, distortion and intermodulation, caused solely by nonlin-
earities, must typically be guaranteed not to exceed a very small fraction of the output of
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the linearized system. This is especially true for traditional RF and microwave designs.
Such weakly nonlinear systems comprise an important class of blocks that can benefit from
macromodelling.

Additionally, many nonlinear blocks of interest are not designed to be approximately
linear in operation. Examples include digital gates, switches, comparators, etc., which
are intended to switch abruptly between two states. While such operation is obviously
natural for purely digital systems, strongly nonlinear behaviour is also exploited in analog
blocks such as sampling circuits, switching mixers, analog-to-digital converters etc.. Fur-
thermore, oscillators and PLLs, which are common and basic components in mixed-signal
systems, exhibit complex dynamics which are fundamentally strongly nonlinear.

Unlike for the classes of linear systems considered in the previous sections, no tech-
nique currently exists that is capable, even in principle, of producing a macromodel that
conforms to any reasonable fidelity metric for completely general nonlinear systems. The
difficulty stems from the fact that nonlinear systems are richly varied, with extremely com-
plex dynamical behaviour possible that is very far from being exhaustively investigated or
understood. This is in contrast to linear dynamical systems, for which comprehensive
mathematical theories exist (see, e.g., [67]) that are universally applicable. In view of the
diversity and complexity of nonlinear systems in general, it is difficult to conceive of a sin-
gle overarching theory or method that can be employed for effective macromodelling of
an arbitrary nonlinear block. It is not surprising, therefore, that macromodelling of non-
linear systems has tended to be manual, relying heavily on domain-specific knowledge for
specialized circuit classes, such as ADCs, phase detectors, etc..

In recent years, however, linear macromodelling methods have been extended to handle
weakly nonlinear systems. Other techniques based on piecewise approximations have also
been devised that are applicable some strongly nonlinear systems. As described below in
more detail, these approaches start from a general nonlinear differential equation descrip-
tion of the full system, but first approximate it to a more restrictive form, which is then
reduced to yield a macromodel of the same form. The starting point is a set of nonlinear
differential-algebraic equations (DAEs) of the form

q̇(x(t)) = f (x(t))+bu(t)

y(t) = cT x(t),
(5)

where f (·) and q(·) are nonlinear vector functions.

4.1 Polynomial-based weakly nonlinear methods

To appreciate the basic principles behind weakly nonlinear macromodelling, it is first
necessary to understand how the full system can be treated if the nonlinearities in (5)

151



are approximated by low-order polynomials. The polynomial approximation concept is
simply an extension of linearization, with f (x) and q(x) replaced by the first few terms of
a Taylor series about an expansion point x0 (typically the DC solution); for example,

f (x) = f (x0)+A1(x− x0)+A2(x− x0) 2 + · · · , (6)

where a i represents the Kronecker product of a with itself i times. When (6) and its
q(·) counterpart are used in (5), a system of polynomial differential equations results. If
q(x) = x (assumed for simplicity), these equations are of the form

ẋ(t) = f (x0)+A1(x− x0)+A2(x− x0) 2 + · · ·+bu(t)

y(t) = cT x(t).
(7)

The utility of this polynomial system is that it becomes possible to leverage an exist-
ing body of knowledge on weakly polynomial differential equation systems, i.e., systems
where the higher-order nonlinear terms in (6) are small compared to the linear term. In
particular, Volterra series theory [51] and weakly-nonlinear perturbation techniques [29]
justify a relaxation-like approach for such systems, which proceeds as follows. First, the
response of the linear system, ignoring higher-order polynomial terms, is computed – de-
note this response by x1(t). Next, x1(t) is inserted into the quadratic term A2(x− x0) 2

(denoted a distortion input), the original input is substituted by this waveform, and the lin-
ear system solved again to obtain a perturbation due to the quadratic term – denote this by
x2(t). The sum of x1 and x2 is then substituted into the cubic term to obtain another weak
perturbation, the linear system solved again for x3(t), and so on. The final solution is the
sum of x1, x2, x3 and so on. An attractive feature of this approach is that the perturbations
x2, x3, etc., which are available separately in this approach, correspond to quantities like
distortion and intermodulation which are of interest in design. Note that at every stage, to
compute the perturbation response, a linear system is solved – nonlinearities are captured
via the distortion inputs to these systems.

The basic idea behind macromodelling weakly nonlinear systems is to exploit this fact;
in other words, to apply linear macromodelling techniques, appropriately modified to ac-
count for distortion inputs, to each stage of the relaxation process above. In the first such
approach, proposed in 1999 by Roychowdhury [47], the linear system is first reduced by
LTI MOR methods to a system of size q1, as shown in Figure 3, via a projection basis
obtained using Krylov-subspace methods. The distortion inputs for the quadratic pertur-
bation system are then expressed in terms of the reduced state vector of the linear term,
to obtain an input vector of size q2

1 . The quadratic perturbation system (which has the
same linear system matrix, but a different input vector) is then again reduced via another
projection basis, to size q2. This process is continued for higher order terms. The overall
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Figure 3: Block structure of reduced polynomial system

reduced model is the union of the separate reduced models with outputs summed together,
as depicted in Figure 3.

By tailoring projection bases for each nonlinearly-perturbed linear system, this ap-
proach focusses on accuracy; however, this is achieved at the cost of increased macro-
model size q1 + q2 + · · · . Recognizing the size issue, Phillips in 2000 [37, 38] proposed
that a single projection basis be applied to the system (7) (analogous to LTI MOR sys-
tems), and also observed that Carlemann bilinearization [49] could be employed to obtain
a canonical equation form. Intuitively, the use of a single projection basis consolidates the
commonality in the three reduced models shown in Figure 3, leading to smaller overall
models.

In 2003, Li and Pileggi proposed the NORM method [34], which combines and extends
the above two approaches. Similar to [47], NORM generates tailored projection bases for
each perturbed linear system, but instead of retaining separate macromodels as in Figure 3,
it compresses these projection bases into a single projection basis. NORM then employs
this single projection basis to reduce the system (7) as proposed in [38]. A particularly
attractive property of NORM is that it produces a macromodel that matches a number of
multidimensional moments of the Volterra series kernels [51] of the system – indeed, the
distortion terms for each perturbed system are pruned to ensure matching of a specified
number of moments. The authors of NORM also include a variant that matches moments
at multiple frequency points.

4.2 Piecewise approximation methods

The polynomial approximations discussed above are excellent when the intended op-
eration of the system exercises only weak nonlinearities, as in power amplifiers, “linear”
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mixers, etc.. Outside a relatively small range of validity, however, polynomials are well
known to be extremely poor global approximators. This limitation is illustrated in Fig-
ure 4, where it can be seen that, outside a local region where there is a good match, even
a sixth-degree Taylor-series approximation diverges dramatically from the function it is
meant to represent.
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Figure 4: Limitations of global polynomial approximations

It is for this reason that other ways of approximating (5) that have better global approx-
imation properties than polynomials have been sought. One approach is to represent the
nonlinear functions f (·) and q(·) in (5) by piecewise linear (PWL) segments. The state
space is split into a number of disjoint regions, and within each region, a linear approx-
imation is used that matches the nonlinear function approximately within the region. By
using a sufficiently large number of regions, the nonlinear function can be represented
accurately over the entire domain of interest. From a macromodelling perspective, the
motivation for PWL approximations is that since the system is linear within each region,
linear macromodelling methods can be leveraged.

Piecewise linear approximations are not new in circuit simulation, having been em-
ployed in the past most notably in attempts to solve the DC operating point problem
[17,33]. One concern with these methods is a potential exponential explosion in the num-
ber of regions as the dimension of the state space grows. This is especially the case when
each elemental device within the circuit is first represented in piecewise form, and the
system of circuit equations constructed from these piecewise elements. A combinatorial
growth of polytope regions results, via cross-products of the hyperplanes that demarcate
piecewise regions within individual devices.

To circumvent the explosion of regions, which would severely limit the simplicity
of a small macromodel, Rewienski and White proposed the Trajectory PWL method
(TPWL) [43] in 2001. In TPWL, a reasonable number of “center points” is first selected
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along a simulation trajectory in the the state space, generated by exciting the circuit with a
representative training input. Around each center point, system nonlinearities are approx-
imated by linearization, with the region of validity of the linearization defined implicitly,
as consisting of all points that are closer to the given center point than to any other. Thus
there are only as many piecewise regions as center points, and combinatorial explosion
resulting from intersections of hyperplanes is avoided. The implicit piecewise regions in
TPWL are in fact identical to the Voronoi regions defined by the collection of center points
chosen.

Within each piecewise region, the TPWL approach simply reduces the linear system
using existing LTI MOR methods to obtain a reduced linear model. The reduced linear
models of all the piecewise regions are finally stitched together using a scalar weight
function to form a single-piece reduced model. The weight function identifies, using a
closest-distance metric, whether a test point in the state space is within a particular piece-
wise region, and weights the corresponding reduced linear system appropriately.

The TPWL method, by virtue of its use of inherently better PWL global approximation,
avoids the blow-up that occurs when polynomial-based methods are used with large inputs.
It is thus better suited for circuits with strong nonlinearities, such as comparators, digital
gates, etc... However, because PWL approximations do not capture higher-order derivative
information, TPWL’s ability to reproduce small-signal distortion or intermodulation is
limited.

To address this limitation, Dong and Roychowdhury proposed a piecewise polynomial
(PWP) extension [25] of TPWL in 2003. PWP combines weakly nonlinear MOR tech-
niques with the piecewise idea, by approximating the nonlinear function in each piecewise
region by a polynomial, rather than a purely linear, Taylor expansion. Each piecewise
polynomial region is reduced using one of the polynomial MOR methods outlined above,
and the resulting polynomial reduced stitched together with a scalar weight function, sim-
ilar to TPWL. Thanks to its piecewise nature, PWP is able to handle strong nonlinearities
globally; because of its use of local Taylor expansions in each region, it is also able to
capture small-signal distortion and intermodulation well. Thus PWP expands the scope of
applicability of nonlinear macromodelling to encompass blocks in which strong and weak
nonlinearities both play an important functional rôle.

We illustrate PWP using the fully differential op-amp shown in Figure 5. The circuit
comprises 50 MOSFETs and 39 nodes. It was designed to provide about 70dB of DC
gain, with a slew rate of 20V/µs and an open-loop 3dB-bandwidth of f0 ≈ 10kHz. The
PWP-generated macromodel was of size 19. We compare the macromodel against the full
SPICE-level op-amp using a number of analyses and performance metrics, representative
of actual use in a real industrial design flow.
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Figure 5: Current-mirror op-amp with 50 MOSFETs and 39 nodes

Figure 6 shows the results of performing DC sweep analyses of both the original circuit
and the PWP-generated macromodel. Note the excellent match. Figure 7 compares Bode
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Figure 6: DC sweep of op-amp

plots obtained by AC analysis; two AC sweeps, obtained at different DC bias points, are
shown. Note that PWP provides excellent matches around each bias point.

If the op-amp is used as a linear amplifier with small inputs, distortion and intermod-
ulation are important performance metrics. As mentioned earlier, one of the strengths of
PWP-generated macromodels is that weak nonlinearities, responsible for distortion and
intermodulation, are captured well. Such weakly nonlinear effects are best simulated us-
ing frequency-domain harmonic balance (HB) analysis, for which we choose the one-tone
sinusoidal input Vin1 −Vin2 = Asin(2π×100t) and Cload = 10pF. The input magnitude A
is swept over several decades, and the first two harmonics plotted in Figure 8. It can be
seen that for the entire input range, there is an excellent match of the distortion component
from the macromodel vs that of the full circuit. Note that the same macromodel is used
for this harmonic balance simulation as for all the other analyses presented. Speedups of
about 8.1× were obtained for the harmonic balance simulations.
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Figure 7: AC analysis with different DC bias

Another strength of PWP is that it can capture the effects of strong nonlinearities ex-
cited by large signal swings. To demonstrate this, a transient analysis was run with a large,
rapidly-rising input; the resulting waveforms are shown in Figure 9. The slope of the in-
put was chosen to excite slew-rate limiting, a dynamical phenomenon caused by strong
nonlinearities (saturation of differential amplifier structures). Note the excellent match
between the original circuit and the macromodel. The macromodel-based simulation ran
about 8× faster.

5 Macromodelling oscillatory systems

Oscillators are ubiquitous in electronic systems. They generate periodic signals, typ-
ically sinusoidal or square-like waves, that are used for a variety of purposes. From the
standpoint of both simulation and macromodelling, oscillators present special challenges.
Traditional circuit simulators such as SPICE [27, 40] consume significant computer time
to simulate the transient behavior of oscillators. As a result, specialized techniques based
on using phase macromodels (e.g., [1,3,10,12,24,28,30,52,58,60]) have been developed
for the simulation of oscillator-based systems. The most basic class of phase macromod-
els assumes a linear relationship between input perturbations and the output phase of an
oscillator. A general, time-varying expression for the phase φ(t) can be given by

φ(t) =
n

∑
k=1

Z ∞

−∞
hk

φ(t,τ)ik(τ)dτ. (8)
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Figure 8: Harmonic analysis of current-mirror op-amp: solid line – full op-amp; discrete point – PWP model

The summation is over all perturbations ik to the circuit; hk
φ(t,τ) denotes a time-varying

impulse response to the kth noise source. Very frequently, time-invariant simplifications
of (8) are employed [19].

Linear models suffer, however, from a number of important deficiencies. In particular,
they have been shown to be inadequate for capturing fundamentally nonlinear effects such
as injection locking [62]. As a result, automatically-extracted nonlinear phase models
have recently been proposed [5, 6, 62–64] that are considerably more accurate than linear
ones. The nonlinear phase macromodel has the form

α̇(t) = vT
1 (t +α(t)) ·b(t). (9)

In the above equation, v1(t) is called the perturbation projection vector (PPV) [6]; it
is a periodic vector function of time, with the same period as that of the unperturbed
oscillator. A key difference between the nonlinear phase model (9) and traditional linear
phase models is the inclusion of the phase shift α(t) inside the perturbation projection
vector v1(t). α(t) in the nonlinear phase model has units of time; the equivalent phase shift,
in radians, can be obtained by multiplying α(t) by the free-running oscillation frequency
ω0.

We illustrate the uses of (9) by applying it to model the VCO inside a simple PLL [53],
shown in block form in Figure 10. Using the nonlinear macromodel (9), we simulate
the transient behavior of the PLL and compare the results with full simulation and lin-
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Figure 10: Functional block diagram of a PLL.

ear models. The simulations encompass several important effects, including static phase
offset, step response and cycle slipping.
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Figure 11: The static phase offset of PLL when fre f = f0.

Figure 11 depicts the static phase offset of the PLL when a reference signal of the same
frequency as the VCO’s free-running frequency is applied. The PLL is simulated to locked
steady state and the phase difference between the reference and the VCO output is shown.
The fact that the LPF is not a perfect one results in high-frequency AC components being
fed to the VCO, affecting its static phase offset. Observe that both full simulation and
the nonlinear macromodel (9) predict identical static phase offsets of about 0.43 radians.
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Note also that the linear phase macromodel fails to capture this correctly, reporting a static
phase offset of 0.

Figure 12 depicts the step response of the PLL at different reference frequencies. Fig-
ure 12(a) shows the step responses using full simulation, the linear phase model and the
nonlinear macromodel when the reference frequency is 1.07 f0. With this reference signal,
both linear and nonlinear macromodels track the reference frequency well, although, as
expected, the nonlinear model provides a more accurate simulation than the linear one.
When the reference frequency is increased to 1.074 f0, however, the linear phase macro-
model is unable to track the reference correctly, as shown in Figure 12(b). However, the
nonlinear macromodel remains accurate. The breakdown of the linear model is even more
apparent when the reference frequency is increased to 1.083 f0, at which the PLL is unable
to achieve stable lock. Note that the nonlinear macromodel remains accurate.
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Figure 12: The step response of the PLL under different reference frequencies.

Finally, Figure 13 illustrates the prediction of cycle slipping. A reference frequency
fre f = 1.07 f0 is provided and the PLL is brought to locked steady state. When a sinu-
soidal perturbation of amplitude 5mA and duration 10 VCO periods is injected, the PLL
loses lock. As shown in Figure 13(a), the phase difference between the reference sig-
nal and the VCO output slips over many VCO cycles, until finally, lock is re-achieved
with a phase-shift of −2π. Both nonlinear and linear macromodels predict the qualita-
tive phenomenon correctly in this case, with the nonlinear macromodel matching the full
simulation better than the linear one. When the injection amplitude is reduced to 3mA,
however, Figure 13(b), the linear macromodel fails, still predicting a cycle slip. In reality,
the PLL is able to recover without slipping a cycle, as predicted by both the nonlinear
macromodel and full simulation.
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Figure 13: Cycle slipping in the PLL under different noise amplitudes.

6 Conclusion

Automated bottom-up macromodelling is rapidly becoming critical for the effective hi-
erarchical verification of large mixed-signal systems. We have provided an overview of
several of the main algorithmic macromodelling approaches available today. Linear time-
invariant methods, the subject of research for more than a decade, have already proven
their usefulness for interconnect analysis. Issues such as the fidelity, compactness, dynam-
ical stability and passivity of generated macromodels have been identified and addressed.
Extensions to linear time-varying systems, useful for mixers and sampling circuits, have
also been demonstrated to produce useful, compact models. Interest in macromodelling
nonlinear systems has grown rapidly over the last few years and a number of promising
approaches have emerged. The important special case of oscillatory nonlinear circuits
has, in particular, seen significant advances which are already close to being deployed
in commercial CAD tools. It is very likely that further research in automated nonlinear
macromodelling will translate into useful tools that are of broad practical use in the future.
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A NEW METHODOLOGY FOR SYSTEM 

VERIFICATION OF RFIC CIRCUIT BLOCKS

Dave Morris, Agilent EEsof EDA
Cheadle Royal Business Park, Cheshire, SK8 3GR England

Abstract

This paper describes a new RFIC design flow methodology and is 
based upon the RFIC Reference Flow recently jointly developed 

by Cadence, Agilent and Helic. The flow described addresses
many of the problems associated with the performance

verification of RFIC circuit blocks developed for wireless systems 

applications. The flow is based upon the Cadence


Virtuoso


custom design platform and utilises simulation engines and

additional capability provided in Agilent Technologies RF Design 
Environment (RFDE). 

1. Introduction

A typical RFIC design project requires a diverse range of engineering 
skills and knowledge to bring a design to fruition. The design team will usually 

include engineers with system design responsibilities and others with circuit 
design responsibilities. It is the system designers who are responsible for

interpreting the wireless system specifications, formulating the RF system
architecture and defining the requirements of individual RF circuit blocks

(amplifiers, mixers etc…). In the past it has been particularly difficult for the RF 
circuit designer to verify the performance of his transistor level designs against 

the wireless system specification. The methodology outlined in this paper fills 
this important gap in the RFIC design flow and addresses the problems of circuit 

and system designers having to try to correlate circuit specifications with the 
wireless system specification.

The methodology outlined provides RF circuit designers with the ability 
to perform verification simulations on their designs against both traditional

circuit specifications (Gain, Noise Figure etc) and the wireless system
specifications (EVM, ACPR etc). 

To demonstrate the new methodology, the RF portion of an 802.11b

transceiver IC has been selected as a test case. The following sections provide 
details of the simulation techniques employed, using time, frequency and mixed 
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time-frequency domain methods, to verify the performance of individual circuit 
blocks against both circuit specifications and system specifications.

Fig.1. Overall 802.11b Transceiver Block Diagram.

2 Summary of a Typical RFIC Design Flow

The design of an RFIC presents a number of both technological and 
scheduling challenges. Large scale RF ICs will typically consist of a wide range 

of on-chip functionality including digital, analog and RF blocks. The ability to 
design and accurately simulate these various functional blocks efficiently is

clearly important, both to reduce the time to tapeout and to increase the
probability of a successful first-spin design. This paper will focus on a new 

methodology, which enables designers to undertake a comprehensive
verification of the RF functional blocks in a seamless manner.

2.1 Top Down System Design

The wireless RFIC design process will usually start with the system
designer modeling the entire RFIC. Typically behavioural modeling will be used

initially to model all of the various functional blocks. In addition, the system 
designer must also create a testbench in which the RF stimulus is generated and 

meaningful measurements can be extracted. The testbench is used to simulate 
the entire RFIC and verify the performance of the RFIC against the key wireless 

specifications such as EVM (Error Vector Magnitude) or ACPR (Adjacent
Channel Power Ratio). This initial simulation or series of simulations provides 

information about the expected ideal performance characteristics of the design, 
together with details of the design partitioning and requirements of the

individual functional blocks. The resulting specifications for the functional RF 
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blocks then form the basis for the RF circuit designer to develop the transistor 
level implementation. 

The RF circuit designer will be provided with a requirements
specification, written in terms of circuit performance parameters such as gain, 

gain compression, noise figure etc. and will simulate a preliminary transistor
level description of the circuit. The simulation method selected may be a time 

domain, frequency domain or mixed time-frequency domain, depending on the 
type of circuit (amplifier, mixer, oscillator…) and the performance parameter 

under investigation. Through an iterative process, and perhaps making use of 
optimisation techniques, the design will be refined until each of the RF

functional blocks performance specifications has been satisfied. At this stage in 
the flow, the circuit designer has verified the performance of the RF circuit 

block against the functional block specifications, but has not yet verified the 
performance of his circuit in the wireless system. This is clearly an important 

gap in the verification process. In the past designers may have relied upon
experience or ‘rules of thumb’ to correlate the circuit performance parameters 
with the wireless system performance parameters. For example, if the noise

figure is ‘X’ dB, then the expected associated EVM may be ‘Y’ %.

The ability to seamlessly perform mixed-level simulations in which a
behavioural model can be replaced by the full transistor level model and

simulated in the system test bench would be highly desirable.

2.2 Bottom Up RF Circuit Verification

It is the responsibility of the RF circuit designer to develop a transistor 
level circuit, which provides adequate performance and satisfies the functional 

block requirements defined by the system engineer. Several factors are key if the 
RF circuit design is going to be successful. Perhaps the most fundamental
requirement for success is a set of device models which are silicon accurate. 

Whilst foundries will typically provide simulation models as part of a process 
design kit (PDK), occasionally, the circuit designer may wish to supplement the

PDK by creating his own models. For example an electro-magnetic (EM)
simulator may be used to create a rich s-parameter model for a spiral inductor, 

or test chips and physical measurements may be used for the same purpose.

Assuming that the RF circuit designer has available a set of silicon
accurate simulation models, traditional circuit simulation techniques may be

employed to accurately predict the circuit performance. Simulations may be
performed in the time domain, frequency domain, or mixed time-frequency

domain. Typically, for RF design, the ability to perform frequency domain
simulation using engines like Harmonic Balance can offer significant benefits. 
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Being a frequency domain simulator, Harmonic Balance allows frequency
dependant models such as dispersive elements or s-parameter models to be
easily included. Similarly there is no simulation time penalty associated with 

selecting widely spaced analysis frequencies. Typical practical examples of
simulations which benefit from frequency domain simulation are low IF mixer 

simulations, intermodulation distortion simulations etc… However, even using 
these advanced circuit simulators, the circuit designer is still only able to verify 

that his circuit satisfies the circuit specifications. They do not provide the ability 
to verify the performance of the circuit under representative drive conditions in 

the wireless system application.

The wireless standards generate waveforms with unique modulation and 
framing structures. The same standards also require designs to be tested based 

on burst structure with pilot, idle, and active portions and with measurements 
specific to a portion of or on the composite waveform. Often these

measurements require meeting specifications for different data rates and
sometimes they need resolution at the bit level, requiring fully compliant
parameterized sources and measurements. The possibility to run this type of 

simulation at the system testbench level but include a transistor level
representation of the circuit / device under test (DUT) in a mixed-level system 

simulation is clearly highly desirable. The recent introduction by Agilent

Technologies of the RFDE Wireless Test Benches (WTB) into the Cadence


Virtuoso


custom design platform now makes this possible. The WTB allows 

both system and circuit designers to assess the performance of a functional RF 
circuit block against the modulated performance figures of merit such as EVM, 

ACPR and BER for a particular wireless standard.

Before describing the WTB concept in further detail, it is necessary to
outline the framework into which the WTB fits.

3. RF Design Environment (RFDE)

The RF Design Environment (RFDE) is intended to enable large-scale

RF/mixed-signal IC design development in the Cadence


Virtuoso


custom

design platform. It integrates Agilent Technologies best-in-class frequency and 
mixed-domain RF simulation technologies into the Cadence analog and mixed 
signal design flow framework. 

RFDE comprises three fundamental elements, the simulation engines

(ADSsim), a specialized library (adsLib) and a results viewer/post-processing
facility (Data Display). The ADSsim simulators are accessed from the Cadence 

Analog Design Environment (ADE) in much the same way that Spectre is
accessed from ADE. This arrangement is illustrated pictorially in Fig. 2
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Fig.2. RFDE Integration into Cadence Virtuoso custom design platform

3.1. RFDE Simulation Engines

At the heart of RFDE lie the simulation engines, referred to as ADSsim. 

These engines provide designers with access to a range of simulation
technology, which has been developed specifically for the simulation of RF

circuits. The following sections provide a brief overview of each of the
simulation types available under RFDE.

Fig.3. ADSsim simulators available within RFDE

173



3.1.1 AC & S-parameter Simulation

The AC/S-parameter simulators are linear frequency domain circuit

simulators. These are used to analyze RF circuits operating under linear
conditions. This simulation technology can be applied very effectively to the 

design of passive RF and small-signal active RF circuits found in many wireless 
applications.

3.1.2 Harmonic Balance Simulation 

Harmonic Balance is a frequency domain simulator that efficiently
produces steady-state results for circuits excited by periodic signals.  The

simulation produces spectral data directly, which does not incur a simulation 
time penalty based on the frequency spacing of multiple large signals, nor from 

having low and high frequency signals present in the circuit.  Also, since the 
signal frequency is available at simulation time, it is possible to include model 

effects that are best described as a function of frequency (e.g. frequency
response, dispersion). A practical example of such a model could be a spiral 
inductor, which could be represented as an s-parameter matrix (using either 

measured data or data simulated using an EM simulator)

The Harmonic Balance method assumes the input stimulus consists of a 
relatively small number of steady-state sinusoids. Therefore the solution can be 

expressed as a sum of steady-state sinusoids, which includes the input
frequencies together with any significant harmonics or mixing terms.



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Where Vk is the complex amplitude and phase at each of a limited set of N
frequenciesω . The simulator converts nonlinear differential equations into the 

frequency domain, where it becomes a system of nonlinear algebraic equations:

)()(*)))((()))(((* ωωω kmkkkkk IjVFFj Htvftvq =++

Where Fk() signifies the kth
spectral component of a Fourier

transformation. The harmonic balance simulator must then simultaneously solve 

this system of N nonlinear algebraic equations for all the Vk values. The
nonlinear devices are still evaluated in the time domain by using an inverse 

Fourier transformation to convert the Vk values into the v(t) waveform prior to 
evaluating the nonlinear q() and f() functions. This means that standard SPICE-

type, nonlinear current and charge waveforms are transformed into the
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frequency domain at each iteration so their spectral values can be used in the 
frequency domain equations. Since most harmonic balance simulators use
Newton-Raphson techniques, the derivatives (nonlinear resistance and

capacitance) must also be computed in the time domain and transformed into the 
frequency domain.

The circuit node voltages take on a set of amplitudes and phases for all 

frequency components. The currents flowing from nodes into linear elements, 
including all distributed elements are calculated by means of straightforward 

frequency-domain linear analysis. Currents from nodes into nonlinear elements 
are calculated in the time-domain. A frequency-domain representation of all

currents flowing away from all nodes is available. According to Kirchhoff’s
Current Law (KCL), the currents should sum to zero at all nodes. The

probability of obtaining this result on the first iteration is extremely small.

Therefore, an error function is formulated by calculating the sum of
currents at all nodes. This error function is a measure of the amount by which 
KCL is violated and is used to adjust the voltage amplitudes and phases. If the 

method converges (that is, if the error function is driven to a given small value), 
then the resulting voltage amplitudes and phases approximate the steady-state

solution.

Fig.4. Harmonic Balance Simulation Flowchart

In the context of high frequency circuit and system simulation, harmonic 
balance has a number of advantages over conventional time-domain analysis:
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o Designers are usually most interested in a system’s steady-state behavior. 
Many high frequency circuits contain long time constants that require

conventional transient methods to integrate over many periods of the
lowest-frequency sinusoid to reach steady state. Harmonic balance on the 

other hand, captures the steady-state spectral response directly.

o The applied voltage sources are typically multi-tone sinusoids that may 
have very narrow or very widely spaced frequencies. It is not uncommon 

for the highest frequency present in the response to be many orders of
magnitude greater then the lowest frequency. Transient analysis would 

require integration over an enormous number of periods of the highest-
frequency sinusoid. The time involved in carrying out the integration is 

prohibitive in many practical cases.

o At high frequencies, many linear models are best represented in the
frequency domain. Simulating such elements in the time domain by
means of convolution can result in problems related to accuracy,

causality, or stability

Typical practical applications of Harmonic Balance include the simulation of 
non-linear noise, gain compression, harmonic distortion, and intermodulation 

distortion in circuits such as power amplifiers and mixers. In addition Harmonic 
Balance lends itself well to oscillator analysis.

3.1.3 Circuit Envelope Simulation

Circuit Envelope's technology permits the analysis of complex RF signals 
by employing a hybrid time and frequency domain approach. It samples the 

modulation envelope (amplitude and phase, or I and Q) of the carrier in the time 
domain and then calculates the discrete spectrum of the carrier and its harmonics 

for each envelope time samples. Thus, the output from the simulator is a time-
varying spectrum, which may be used to extract useful information. When

compared to solutions using time domain, circuit envelope is most efficient 
when there is a large difference between the high-frequency carrier and the low-

frequency time variation.

Circuit envelope simulation combines elements of harmonic balance and
time-domain simulation techniques. Like harmonic balance, circuit envelope

simulation describes the nonlinear behavior of circuits and the harmonic content 
of the signals. Unlike harmonic balance, however, circuit envelope simulation 
extends over time. It is not constrained to describe steady-state behavior only. In 
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effect, circuit envelope simulation depicts a time-varying series of harmonic 
balance results.

In circuit envelope simulation, input waveforms are represented as RF

carriers with modulation envelopes that are described in the time domain. The 
input waveform consists of a carrier term and a time-varying term that describes 

the modulation that is applied to the carrier.

Amplitude, phase, and frequency modulation, or combination of these can
be applied, and there is no requirement that the signal be described as a

summation of sinusoids or steady state. This makes it possible to represent 
digitally modulated (pseudo random) input waveforms realistically.

Fig.5. Circuit Envelope Simulation

In circuit envelope simulation, the discrete time-varying spectrum of the 

carrier and its harmonics is simulated at each time point over the time interval. If 
the circuit includes frequency mixing intermodulation terms are also computed 

at each time point. Amplitude and phase data at each time point in the
simulation is then saved into the simulation results file. These results, in the time 

domain, show amplitude, phase, I/Q, frequency, and harmonics as a function of 
time for the output and any other node of the circuit if desired.
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By taking the Fourier transform of the amplitude and phase data from the 

simulation of any spectral component (for example the fundamental), frequency 
domain results around that spectral component can be presented. The Fourier

transform is used (in effect) to convert the amplitude and phase data from the 
simulation back into the frequency domain. This makes it possible to examine 

results such as spectral regrowth, adjacent-channel power, intermodulation
distortion, and phase noise.

Fig.6. Circuit Envelope Time Domain & Frequency Domain Results

Typical practical applications of Circuit Envelope include the analysis of 
amplifier and mixer circuits operating in pulsed RF environments or digitally 
modulated RF environments. Measurements of spectral regrowth and adjacent 

channel power ratio (ACPR) may be studied. Other circuit types that are
analysed efficiently in circuit envelope include phase locked loops (PLL’s),

Gain Control Loops (AGC’s), Voltage Controlled Oscillators (VCO’s), Voltage 
Controlled Amplifiers (VCA’s), and Modulators.

3.1.4 Transient/Convolution Simulation

The Convolution Simulator is an advanced time-domain simulator that 

extends the capability of High Frequency SPICE by accurately simulating
frequency-dependent components (distributed elements, S-parameter data files, 

transmission lines, etc.) in a time-domain simulation. The Convolution
Simulator evaluates high-frequency effects such as skin effect, dispersion, and 
higher frequency loss. 
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Fig.7. Convolution Simulation

Convolution converts the frequency-domain information from all the
distributed elements to the time-domain, effectively resulting in the impulse

response of those elements. The time-domain-input signals at the element’s
terminals are convolved with the impulse-response of the element to yield the 

output signals. Elements that have exact lumped equivalent models –including
nonlinear elements – are characterized entirely in the time domain without using 

the impulse responses.

Typical application examples include analyzing transient conditions
where the effects of dispersion and discontinuities are significant, and observing 
the effects of off-chip elements, and chip-to-board interactions in IC

simulations.

3.1.5 Momentum Simulation

Momentum is a planar electromagnetic (EM) simulator that enables RF 
and microwave designers to significantly expand the range and accuracy of their 

passive circuits and circuit models. The ability to analyze arbitrary shapes, on
multiple layers and to consider real-world design geometries when simulating 

coupling and parasitic effects, makes Momentum an indispensable tool for
customized passive circuit design. The simulator is based on the Method of

Moments (MoM) technology, which is particularly efficient for analyzing planar 
conductor and resistor geometries. The method of moments (MoM) technique is 
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based upon the work of R.F. Harrington. It is based on older theory that uses 
weighted residuals and variational calculus. Detailed information on the method 
of movements and Green's theorem can be found in Field Computation by 

Moment Methods [1]. 

Momentum may be accessed from the Cadence Virtuoso layout
environment and may be used to compute S-, Y-, and Z-parameters of general 

planar circuits. These EM accurate models can then be used directly in RFDE 
circuit simulators including Harmonic Balance, Convolution, Circuit Envelope 

and Wireless Test Bench. 

3.1.6 Wireless Test Bench

A Wireless Test Bench (WTB) is a collection of pre-configured

parameterised sources, measurements, and post-processing setups based on
published specifications of a wireless standard, packaged in an executable

simulation flow.

Wireless Test Benches offer system-level wireless signal sources and

standards measurements from within the Cadence


Virtuoso


custom design 

platform. Several pre-configured wireless test benches are available as an RFDE 

option, and provide fully parameterized sources and measurements to help meet 
today's complex wireless standards. Currently these include WLAN, 3GPP and 
TD-SCDMA.

Additional flexibility allows System architects to develop their own

customized test benches early in the development cycle and export them from 
Agilent's Advanced Design System (ADS) into RFDE. RFIC circuit designers

can then access the test benches from within the Cadence


Virtuoso


custom

design platform to verify their circuit designs against the wireless system
specifications.

3.2 The adsLib library

RFDE provides an additional library of components for application with 
ADSsim. These components include a number of simulation related components 

such as signal sources including controlled, frequency domain, time domain, 
noise and modulated sources. These sources are typically used in harmonic 

balance or circuit envelope analysis. In addition, the library also contains a
number of simulation models, which help extend the scope of simulation to 

include some off-chip circuitry. For example an extensive library of models is 
included for standard transmission line constructs such as microstrip, stripline 

etc. The key benefit of having these models available is that it becomes
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relatively easy to include some off-chip design, distributed matching for
example and simulate this together with the on-chip design.

3.3 The Data Display

Following a simulation using one of the RFDE simulation engines, the 
simulation results are written to a file called a dataset file. The Data Display is 

the environment used to access the simulation results and display the data in an 
appropriate way, for example data may be plotted on a scalar plot, a smith chart, 

a text listing etc. In addition the data display environment also provides the
capability to post process simulation data by allowing the user to create

mathematical expressions to extract useful performance measurements.

4 WLAN 802.11b Transceiver Simulations

The transmit section of an 802.11b transceiver IC will be used as a vehicle 
to demonstrate the RF system verification flow described in the previous sections. 
The circuits & simulations described in the following sections, form part of the 

RFIC Reference Flow recently jointly developed by Cadence, Agilent and Helic.

Some of the key steps associated with the simulation and verification of a 
number of individual RF functional blocks will now be described. Initially

verification will be performed against the circuit specification parameters. An 
important extension to the verification process will also be described which

allows the circuit designer to verify the circuit performance against the RF
wireless system (802.11b) specification parameters. 

The RF functional blocks utilised in this 802.11b transmit chain include a 

Voltage Controlled Oscillator (VCO), frequency divider, transmit mixer,
baseband chain, and power amplifier. Details of the RF design partitioning can 
be seen in Fig 8.

Fig.8. WLAN 802.11b Transmit Chain Block Diagram.
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4.1 VCO Simulations

Oscillator circuits are well suited to being simulated in the frequency
domain using the harmonic balance simulator available with RFDE. Oscillators 

are a unique class of circuits - they have no inputs (other than DC sources) and 
generate an RF signal at some frequency. The goal of the simulation is to

determine both the spectrum of the output signal as well as its frequency.

Two alternative methods may be employed in the course of setting-up an 
oscillator simulation using RFDE harmonic balance. Either the designer may

place a special simulation component into the oscillator feedback loop, or the
designer must identify a nodal connection in the simulation setup. In the former 

case, the simulator uses the formal theory of loop gain to determine the point of 
oscillation where the loop gain = 1+j0. Whilst this technique is robust, it can

cause problems downstream in the RFIC design flow, specifically during layout 
versus schematic (LVS) checking. In the later case, a special voltage source is 
connected to the specified node(s) by the simulator. This source generates a 

voltage at only the fundamental frequency of oscillation; it does not load the 
circuit at any other frequency. The oscillator analysis then adjusts the frequency 

and injected voltage until the current supplied by this source is zero. Theoretically 
this is solving for the point where the admittance (current injected divided by 

voltage value) of the source is zero. When the source supplies no current but a 
non-zero voltage is present, this is the point at which the oscillation is self-

sustaining.

Harmonic balance is also able to handle parameter sweeps (such as tuning
voltage) very efficiently because the harmonic balance engine utilises the

simulated results from parameter n as a starting point for subsequent simulation 
using parameter (n+1). 

Being a frequency-domain simulator, harmonic balance is also able to
utilise frequency-domain models, which can be highly desireable. For example, in 

this case an on-chip spiral inductor is used in the resonator structure of the VCO 
and the enhanced model accuracy of the s-parameter model over an equivalent 

circuit model may prove vital for a silicon accurate simulation. The s-parameter
model could originate from various sources. For example it may come from

network analyzer measurements on a test chip, or it may come from an electro-
magnetic simulation. In this case the RFDE EM simulator (Momentum) was 

utilised to create an s-parameter model for the inductor. The ability to set-up and
run Momentum simulations directly from the Cadence Virtuoso Layout

environment simplifies the process of model creation considerably by avoiding 
the need to transfer layout information between disparate tools.
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In setting up the VCO simulation, the designer must specify an initial guess 
for the frequency of oscillation.  This initial guess does not need to be specified 

particularly accurately, because a harmonic-balance search algorithm will vary 
the operating frequency to find the oscillation frequency.

In this simulation, the tuning voltage, Vt, is being swept to assess the

tuning characteristic of the oscillator. The simulator performs a separate oscillator 
analysis for each swept variable value, then attempts to find the actual oscillation 

condition for each value. Following the analysis, it is possible to display the
frequency of oscillation and the output power of that frequency as a function of 

the tuning voltage Vt.

The results of the VCO analysis are provided in Fig.9, this data display shows 
the waveforms, frequency versus tuning voltage, output spectrum and tuning 

sensitivity. Typically a phase noise simulation would follow this type of basic 
oscillator analysis.

Fig.9. VCO Simulation Results
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4.2 Upconverter Mixer Simulations

There are a number of simulations that a designer may wish to run on the 

upconverting mixer.  These include voltage conversion gain versus input (IF) 
amplitude, voltage conversion gain versus LO amplitude, as well as input and 

output-referred third-order intercept point simulations. Harmonic balance is
particularly well suited for mixer simulations, which often require closely

spaced input tones for IP3 simulation.  Also, the IF or baseband frequency may 
be orders of magnitude lower than the RF frequency, but harmonic balance

simulation time is independent of the spacing between analysis frequencies.

4.3 Power Amplifier Simulations

RFDE provides the RF circuit designer with a range of capabilities that are 
useful through the whole design and verification phase of the project. This section 

will focus on the development and verification of a power amplifier (PA) block to 
illustrate some of the key steps in the design and verification simulations.

During the early stages of the design, it is likely that the designer will be 
interested in simulating fundamental characteristics of the selected transistor such 

as I-V curves and Gm-versus-bias and possibly performing load pull, and stability 
analysis simulations.  After the preliminary design has been developed, the PA 

performance will be verified against traditional circuit parameters such as gain, 
gain compression, TOI, noise figure etc. Importantly, RFDE also provides a

means for the designer to extend the level of verification by allowing simulation 
of the PA transistor level circuit using a realistic representation of the complex 

modulated RF signal encountered in the wireless system. System level
measurements such as EVM, BER or ACPR will typically be made following 

such a simulation.

Sections 4.3.1 & 4.3.2 provide details of how RFDE simulation may be 

used in the early stages of the PA design, to assess biasing, stability and
impedance matching requirements. An iterative process of refinement would then 

be used to create the finished design. This process is not described in this paper. 
Sections 4.3.3 and 4.3.4 provide details of how the finished PA design might be 

simulated to verify compliance against the circuit level specifications. Section
4.3.5 provides details of how RFDE may be used to verify the performance of the 

finished PA against the WLAN (802.11b) system specifications.

184



4.3.1 I-V Curve Simulations

This section illustrates an I-V curve simulation of the PA device. The

results shown in Fig.10 were achieved using the DC and s-parameter simulation 
capability provided in RFDE. In this case, parametric sweeps have been used to 

sweep both drain and gate voltages in order to generate the IV curves. Note that
the RFDE data display environment is used to display simulated results. Post

processing of simulated results is also possible by writing mathematical
expressions into the data display environment.

Fig.10. PA Device: Simulated I-V Curve Data

4.3.2 Load-Pull Contour Simulations

Power amplifier designers often perform load pull simulations on their

devices to determine the complex load impedance required to maximise power 
delivered, maximize power-added efficiency, or minimize intermodulation

distortion, etc [2]. 

The simulation setup illustrated in Fig.11 shows the PA output FET with a 

capacitor and resistor connected between the gate and drain to improve stability, 
ideal bias networks, and a source and load.  The bias networks have current 

probes and wire names, for calculating the DC power consumption, which is 
required for computing the power-added efficiency (PAE).  There are also current 

probes and wire labels at the RF input, for computing the input impedance, and at 
the RF output, for computing the power delivered to the complex load impedance.

Harmonic balance simulation will be used for this analysis. During the 

simulation both the phase and magnitude of the load reflection coefficient are 
swept. Note that only the load reflection coefficient at the fundamental frequency 

is being swept.  The reflection coefficients at harmonic frequencies are set to 
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arbitrary user defined values (usually impedances close to an open or a short give 
best power-added efficiency).

Fig.11. Load Pull Simulation Schematic.

Typically when running a load pull simulation, a designer might start out 

with a coarse sampling of the entire Smith Chart, and then limit the ranges of the 
phase and amplitude sweeps.  A 1-tone harmonic balance simulation is run for 

each combination of reflection coefficient phase and magnitude.

Fig.12. Load Pull Simulation Results –Power Delivered & PAE Contours
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4.3.3 Power Amplifier Verification : Gain, 1-dB Compression, PAE

In this section we will see how RFDE simulation engines may be used

effectively to simulate the finished power amplifier circuit. We are interested here 
in verifying that the PA performance satisfies a number of key circuit

performance specifications such as 1-dB gain compression point, third order
intercept point etc.

Firstly, a simulation will be undertaken to examine the gain compression of 

the PA. Harmonic Balance is used to sweep the available RF source power and 
measurements are made on the corresponding RF output power. This simulation 

provides the designer with details of the small-signal gain, the 1-dB compression 
point and the shape of the compression characteristics (i.e. Is it a slow roll-over

into compression or a hard compression).  In this case the RF source power is 
swept from -30 to -12.5 dBm using 2.5dB steps, then from -11 to -4 dBm using 

1dB steps.

Fig.13. PA Gain Compression & PAE Simulation

Following the simulation, the gain compression results may be plotted in 

different ways. Fig.13 illustrates how some simple equations can been used to
calculate and plot the gain compression as a function of either RF input or RF 

output power level. Similarly, equations have been used to calculate the power 
added efficiency (PAE) of the amplifier at any given RF input/output power level. 

From these results we are able to extract the following circuit specification
measurements.

o Small Signal Power Gain = 30.4dB

o 1-dB Gain Compression Point = 21.8dBm
o PAE (@ 1-dB GCP) = 16%
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4.3.4 Power Amplifier Verification : Two Tone TOI

In this section we will see how RFDE simulation engines may be used 

effectively to extend the verification of the power amplifier design by performing 
a two tone intermodulation simulation to assess the third order intercept point 

(TOI) performance. Typically intermodulation simulation/testing is performed
with two or more tones, closely spaced in frequency. In such situations, the 

harmonic balance simulator provides a particularly efficient simulation method 
since the harmonic balance simulation time is independent of both the absolute 

frequencies specified for the test tones and the test tone spacing.

To simulate the TOI (third-order intercept) point of the PA, a similar
arrangement will be used to that described in section 4.3.3. However for this 

simulation, two large-signal tones will be used as the RF input test signal.  The 
two input tones are applied at frequencies 2.450GHz and 2.451GHz.  The

harmonic balance analysis is setup to sweep the available composite source power 
from -30 to -15 dBm in 2.5 dB steps, and then from -14 to -8 dBm in 1 dB steps.

The harmonic balance simulation setup provides the user with the ability to 
specify how many harmonics of the fundamental test tones to include in the

analysis. In addition, the user may specify the highest order intermodulation
(mixing) product to include in the simulation. Increasing the order will lead to a 

more accurate simulation, but will also require more time and memory. For this 
simulation, we are interested in the third order products and so the highest order

intermodulation product was set to 5. 

Fig.14 shows the simulated input and output-referred TOI points, in
addition to the small-signal power gain, PAE, DC power consumption, and gain 

compression.  The output power at the 1-dB gain compression point occurs at a 
lower level with two input tones, than with one input tone.  Note from the plots of 
the fundamental and 3rd-order terms versus input power that slope of the 3rd-

order term varies dramatically from the classically predicted 3:1 gradient line, 
especially as the amplifier is driven into compression.  It is important to ensure 

that the IP3 point is computed from values of the fundamental and 3rd-order
terms that are well below the compression point.  Otherwise the TOI point, which 

is computed from an extrapolation, will be incorrect.  For this amplifier, the 
output-referred TOI point is about 36 dBm, and the input-referred TOI point is 

about 5.8 dBm.
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Fig.14. PA Gain Compression, PAE and TOI Simulation

As the RF input signals become large enough to drive the amplifier into 

compression, the third-order intermodulation distortion becomes higher than
would be predicted by extrapolation from the TOI point.  This implies that the 

distortion generated by the transistor level amplifier may be worse than predicted 
by a behavioral model using just a TOI parameter to model the intermodulation 

distortion. In other words, although we appear to be satisfying the circuit
specifications for the power amplifier, it is possible that the behavioural modeling 
used in the top-down system level simulations was not sufficiently rich to capture 

some potential problems and there is a possibility that the power amplifier will 
not function correctly in the WLAN 802.11b system application.

4.3.5 Power Amplifier Verification in WLAN 802.11b System

In the previous sections we verified the performance of the power amplifier 

design against circuit level performance parameters. We have also identified the 
possibility that behavioural modeling used by the system designer during the top-

down design phase may not be adequate to accurately model the distortion
generated by the actual transistor level power amplifier. This in turn leads to 

uncertainty about whether the power amplifier distortion will lead to non-
compliance against the wireless system level specifications.
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This section describes an additional verification step, which can now be
taken to confirm whether or not that the power amplifier will function correctly in 
the wireless system application. This step will utilise the Wireless test Bench 

(WTB) simulation capability in RFDE. The WLAN WTB utilises test signals and 
measurements defined in the standards [3-7]. Fig.15 illustrates the top-level

schematic created for the WTB simulation. Notice that the schematic contains 
neither signal sources nor measurement terminations. In fact this schematic

represents only the device under test (DUT), which in this case is simply the 
power amplifier circuit. Notice also that the schematic uses ideal baluns on the 

RF input & output to interface the differential inputs and outputs of the power 
amplifier to the WTB sources and measurements.

Fig.15. Power Amplifier Top Level Schematic

The WTB simulation capability is accessed from the Analog Design
Environment (ADE) in the same way as any of the other RFDE simulators. 

Having selected the WTB simulator, the user is presented with the simulation 
setup dialogue box detailed in Fig.16
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Fig.16. WTB Simulation Setup

Currently the WTB provides verification capability for WLAN, 3GPP and 
TD-SCDMA standards. In addition, custom WTBs can be created in Agilent 

Technologies Advanced Design System (ADS) and exported from ADS for use 
in the Cadence ADE. 

The setup dialogue prompts the user to define the node on the DUT that 

should be connected to the modulated RF signal source, and to select the node 
on the DUT that should be connected to the termination & measurement portion 

of the WTB. A further series of setup options allows the designer to decide 
precisely which measurements he would like to perform.

In this example the RF source and measurement frequency was set to 

2.462GHz, channel 11 of the WLAN 802.11b standard. Initially the power 
amplifier was simulated with an input RF power level of -10dBm.

Following the WTB simulation a pre-configured data display window
opens. Fig.17 illustrates the spectrum measured on the output of the power

amplifier. With a –10dBm RF input level, the amplifier is operating just below 
the 1-dB compression point and the spectrum is within the specification limits 

indicated by the mask. The EVM measurement was also available following the 
simulation and in this case was 2.2%.
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Fig.17. WTB Simulation Results : Spectrum Measurement@-10dBmInput

The simulation was then repeated using an input power level of –9dBm.
This corresponds to operating the power amplifier at its 1-dB compression point. 

In this case the spectrum fails to stay within the mask limits and the EVM has 
increased to 2.7%. One simple conclusion from this analysis is that the PA

should not be operated at or beyond the 1-dB compression point in this WLAN 
802.11b application.

5. Conclusions

This paper has outlined some of the key features and benefits available to 

RFIC circuit designers utilising Agilent Technologies RFDE simulators within 

the Cadence


Virtuoso


custom design platform. In particular, a new

methodology has been described which allows RFIC circuit designers to close the 
verification gap by simulating transistor level circuit designs using realistic

representations of the complex modulated RF signals encountered in wireless 
system applications. Thus allowing the circuit performance to be evaluated in 

terms of system level parameters such as EVM, BER or ACPR.
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Abstract

This paper describes a platform-based design approach for RF

systems. The design approach is based on a common, modular

architecture, a collection of reusable, configurable RF building

blocks, and a method for implementing transceivers using these

building blocks.

1. Introduction

The number of systems that use radio links is increasing quickly, and, in parallel

to that, the number of standards for such radio links is increasing quickly as

well. Recently, we have seen for example WLAN systems based on IEEE

802.11b, 802.11a, 802.11g, 802.11n standards, WMAN systems based on IEEE

802.16a, IEE802.16d, and IEE 802.16e standards, WPAN based on the

Bluetooth standard and its extensions to medium and high data rates, ultra-

wideband (UWB) in two fundamentally different types (multi-band OFDM and

time domain) as proposed for standardization in IEEE 802.15.3a, Zigbee,

cordless standards such as DECT, PHS, CT0, CT1, CT2, cellular standards such

as GSM in 450MHz, 480MHz, 850MHz, 900MHz (in standard, extended, and

railway variants) bands, DCS 1800, PCS 1900, with or without GPRS and

EDGE extensions, AMPS, IS-95, IS-98, IS-136, UMTS, PDC in high and low

bands, CDMA2000 and TD-SCDMA. This list is just a subset of relatively

recent and popular communication standards. In the area of broadcast standards,

a similar growth in radio link standards is ongoing.

This creates new challenges for system and semiconductor designers. The most

obvious one is the challenge to develop systems and components for each of

these different standards in time and with limited resources. To complicate

matters, many applications require multiple radio links, either for different

purposes (e.g. Bluetooth in a cellular phone) or for compatibility with different

systems at various locations (e.g. different types of cellular phone networks in

different countries). The number of radio links that a typical consumer expects
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to find in especially handheld equipment is increasing as well. Modern high-end

cellular phones typically include multi-band cellular radio links in addition to

WLAN and WPAN radio links, as well as FM radio broadcast receivers. In the

near future, this will probably be extended with television reception (DVB-H

and/or DVB-T) and GPS radio links. Also, near-field communication links,

ultra-wideband links and WMAN radio links are expected to appear in handheld

terminals in the not-too-distant future.

The introduction of multiple radio links in a single device, such as a handheld

terminal, is often not as simple as putting multiple radio components next to

each other. There are at least four issues to consider:

1. Co-existence of multiple radio links.

2. Interference between transceivers.

3. Antenna placement, interaction, and interface with multiple transceivers.

4. Optimization/sharing of resources.

These issues can be solved more easily by a combined and integrated design of

the multiple radio links. With N radio link types, however, this could ultimately

require the design of 2
N
combinations of radio transceivers. Since the number N

is already becoming so big that developing the individual radio transceivers in

time and with limited resources is becoming non-obvious, the development of

2
N
multi-mode multi-band radio transceivers using traditional custom design

approaches for each design is impossible.

Figure 1: Solutions for multi-mode multi-band transceivers

Several approaches are being considered to solve this problem (Figure 1),

ranging from the current approaches such as full-custom design and various

forms of reuse, to a full software radio consisting of an antenna, data converters,
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and all remaining signal processing in software. These approaches, and the

transceivers developed using them, have different trade-offs with respect to cost

and flexibility. Custom design tends to result in transceivers with the ultimate

cost optimisations, since there is almost unlimited flexibility in the design phase.

Even the dimensions and layout of individual devices can be optimised using

this approach. However, the investment in effort and time needed to develop a

single transceiver in this way is larger than with any other method.

Reuse is a way to reduce the development effort and time of transceivers by

reusing parts of previous transceiver developments. In the strict sense, this

would be “black-box” IP reuse, where circuits are reused without changing (or

even knowing) their internal implementation. This results in reduced flexibility

during design, and can also result in a transceiver with a higher cost than a fully

custom-designed transceiver, in return for a faster and cheaper development

effort. Because the transceiver can now enter the market earlier, it can have a

higher value, depending on the price erosion of the specific market. In practice,

RF reuse is often implemented in a less strict manner, where the circuits to be

reused are modified and optimised to get a better trade-off between time &

effort invested and cost & performance of the result. It is expected that this

practice will shift over time towards more strict and formal reuse methods,

enabled by a growing experience with reuse, better reuse methods and

processes, and a higher level of acceptance by individual designers.

On the other extreme are software defined radio and software radio, that aim to

provide a single product solution to multiple (and ultimately all) radio

requirements. In software radios, all signal processing is done completely in

software, whereas in software defined radio the signal path is still partially in

analog and/or dedicated digital hardware. In this case, the parameters of the

signal path can be adjusted through software. Both software radio and software

defined radio offer a different type of flexibility than custom designed

transceivers and transceivers based on reuse: the properties of the radio can be

changed after it has been fabricated, allowing it to be adapted to new

requirements without the need to modify the hardware. Especially in cases

where fabrication is slow and/or expensive, this flexibility adds a lot of value in

allowing the quick and cheap development of multi-mode multi-band

transceivers.

It is even possible to change the properties of a transceiver during operation, to

deal with changes in environment, properties of the signal, or even to

communicate with systems based on a different standard. This flexibility does

come at a price, however, since the extra complexity of software defined radios

and software radios results in extra cost, higher power dissipation and reduced

performance. These disadvantages are likely to decrease over time because of
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improvements in technology. Also, when the number of modes and bands that

needs to be supported increases, the ease of resource sharing in software defined

radios and software radios will probably compensate for the extra complexity at

some point in the future. For now, software defined radios are subject of

research projects, and software radios are still further into the future.

Platform-based transceivers are an intermediate solution in terms of flexibility

and cost/value optimisation. Platform-based RF design will be discussed in more

detail in the section 2. The system aspects of platform-based RF design will be

discussed in section 3.

2. Platform-based RF design

Platform-based design has become an accepted approach for digital circuits. It is

a logical next step when reuse of sub circuits by itself does not provide a

sufficiently fast time-to-market. A direct translation of the platform-based

design method for digital circuits to RF design is not likely to be successful,

however, because of a number of basic differences between digital and RF

design:

1. Digital design is based on the robustness to noise, interference and non-

linearity that is inherent to the processing of quantized, typically binary,

signals. Distortion is completely irrelevant digital circuits, the desired

signal level is typically equal to the maximum signal level, and noise

levels and crosstalk can be as high as 20dBs below the maximum signal.

In RF circuits, the noise level is much further below the maximum signal,

in many cases 80dB or more, and the desired signal can be around the

noise level while interferer levels exceed the desired signal by several

orders of magnitude. This puts very high requirements on the linearity and

noise performance of RF circuits, often close to the limits that can be

achieved in the IC technology used.

2. Digital design is based on the robustness to delay inherent to the

processing of time-discrete signals. This is achieved at the expense of a

much large margin between clock frequencies and the unity-gain

bandwidth of the individual devices. Typically, the clock frequency is less

than 1% of the unity-gain bandwidth. RF circuits often operate with

signals around 20% of the unity-gain bandwidth of individual devices,

and therefore have a much smaller margin between desired and achievable

performance.

3. The complexity in terms of circuit elements in RF circuits tends to be

much less than in digital circuits. Whereas a typical RF transceiver circuit

has in the order of 1000 devices, modern microprocessors use around 6
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orders of magnitude more devices to implement their highly complex

required functionality.

Generally, the complexity of digital circuits is in the management of the desired

functionality, whereas the complexity of RF circuits is in the management of

undesired behavior. The platform-based approaches to digital design target an

improvement in the management of desired behavior. Since the desired behavior

of typical RF circuits is very simple, these approaches add little value to existing

RF development methods. Obviously, a different approach to platform-based RF

design is needed, that focuses on the management of undesired behavior.

The sensitivity for this undesired behavior in RF circuits is caused by the small

margins in time and amplitude between desired and achievable performance.

This makes very accurate modeling and simulation of all (parasitic) properties of

RF circuits crucial. Since there are so many possible parasitic effects that could

potentially affect RF performance, it is not (yet) feasible to model all of them

accurately. As a result, there is often a significant discrepancy between the

performance of a circuit as predicted by a circuit simulator and the measured

performance of the actual IC. “First time right” IC design is much more usual

for digital IC’s than for RF IC’s. The iterations through fabrication usually

dominate the overall development time. Figure 2 illustrates this, using typical

numbers for RF IC design projects.

Figure 2 Typical RF transceiver design timeline

The deficiencies in modeling can be divided into two categories:

1. Deficiencies in the modeled behavior of an individual sub circuit.

2. Deficiencies in the modeled interaction between multiple sub circuits.
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The first category can be eliminated by a strict reuse approach at the sub circuit

level. If only proven sub circuits are used in a design, of which all relevant

parameters are accurately known, then there should be no surprises of the first

category when measuring the fabricated IC. In practice, such strict reuse seldom

occurs, since circuits need to be adapted to a new technology, or to different

requirements of a new transceiver
1
.

The second category includes effects such as substrate crosstalk, temperature

effects and gradients, power supply noise generation and sensitivity, interaction

through package parasitic elements such as bondwires and pins, impact of load

and source impedances (especially when these are non-linear), parasitic effects

of interconnect between sub circuits, etc.

Both categories can be addressed with a platform-based design method. A

platform-based RF design method consists of:

• A common, modular architecture.

• A library of reusable, configurable building blocks that are optimized for

use in this architecture.

• A method for developing multi-mode multi-band transceivers using these

IP blocks and architecture.

The common architecture ensures that the building blocks fit together without

modifications, enabling strict reuse of these blocks. Also, the number of blocks

required for covering a significant application area is reduced, since only a

single architecture needs to be supported. Finally, the building blocks can be

transferred to a new technology and verified with limited effort once such a

technology becomes available.

The impact on time-to-market of the interaction between sub circuit blocks is

addressed by assembling the sub circuits into transceiver through system-in-

package (SiP) integration rather than monolithic integration (Figure 3). This has

two effects:

1. The interaction between the blocks is limited because of the larger

physical separation between the blocks, as well as the division of power

supply nets and lack of a common (monolithic) substrate.

2. Any remaining interactions can be addressed at the SiP integration level,

without the need to iterate over fabrication loops through the IC fab. Since

SiP fabrication tends to be much faster than monolithic integration, this

further reduces the time-to-market. In addition, with the increasing cost of

IC mask sets, the development cost will be reduced as well.

1
An additional reason is the “not-invented-here syndrome” that some

organizations and individuals suffer from. Although this is a very serious

consideration, it is outside the scope of this paper.
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The cost of a SiP transceiver, using appropriate technologies and design

approaches, tends to be similar to a monolithic transceiver. Even if the cost is

slightly higher, the difference is usually a lot less than the price erosion in the

time gained by the improved time-to-market. When the market matures, next

generations of the product can be more integrated towards a monolithic

transceiver.

Figure 3 Drawing of a typical SiP with individual building blocks assembled on a

substrate and surrounded by SMD components.

When defining a platform, a very important choice is the scope. The scope can

be defined as the combination of all specifications for which a transceiver

implementation based on the platform can be made. In design space, the

specification of such a transceiver is represented by a single point (Figure 4).

The scope of a platform therefore is a collection of such points, referred to as a

“scope specification cloud” in the context of this paper. The specification of a

transceiver depends on the specifications of the building blocks. For example,

the noise figure of the transceiver depends on the gains and noise figures of the

individual building blocks. For a specific architecture, there is a unique

translation from building block specifications to transceiver specification.

The inverse is not true, however: the same transceiver specification can be

achieved by an infinite number of combinations of specifications for the

building blocks. Therefore, there are degrees of freedom in deriving the

specification clouds of the building blocks from the platform scope specification

cloud. Since it is important to keep the number of building blocks low to reduce
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initial investment and maintenance costs of the building block library, these

degrees of freedom can be used to reduce the number of building blocks. This

can be accomplished in two steps:

1. Using the degrees of freedom in the decomposition of the specification

cloud, the points in the design space for the individual building blocks are

clustered together in a small number of groups.

2. The building blocks are configurable, so that a single block can achieve

the specifications represented by the multiple points in such a group, if the

points are not too far apart.

The specification parameters of a configurable block are represented by a cloud

in design space (Figure 4). Using these two steps, the total number of blocks can

be drastically reduced.
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Figure 4 Design space for the platform and for the individual building blocks.

One common aspect of design methods that exceed the full custom level is that

these methods can be split into two parallel processes and corresponding design

flows (Figure 5):

1. The generation of IP blocks.

2. The design of a product based on these IP blocks.
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Figure 5 Platform-based design flows for developing building blocks (IP blocks)

For platform-based RF design, the first process is very similar to the IC design

of transceiver sub circuits. The main differences are:

- The circuits need to be configurable.

- The sub circuits need to be designed as stand-alone building blocks on

individual IC’s.

- The specifications for the circuits are derived through the platform

scope decomposition as described above.

Design of configurable RF circuits in the context of platform-based RF circuit

design is described in [1] and [2]. The configuration of these circuits is achieved

through configuration pins that change the parameters of the circuit depending

on the value of these pins. Platform-based RF system design for the

development of transceiver products using these configurable RF circuits will be

discussed in the next section.

3. Platform-based RF system design

A number of new problems at RF system design level need to be solved when

using a platform-based approach. These include:

- Defining a common, modular architecture.

and for developing transceivers (products) based on these building blocks
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- Creating specifications for a minimum set of building blocks to cover the

platform scope.

- Transceiver system simulations using behavioral models based on

measured performance of the building blocks.

- Characterization of the building blocks.

- Validation of the block specifications.

- Selection of the best blocks and configuration settings to implement

transceiver specifications

These problems and their solutions will be discussed in individual sub-sections

in the remainder of this section. As an example, a platform scope is used in these

subsections consisting of transceivers for the following standards:

• GSM-450, GSM-480, GSM-850, GSM-900, GSM-900 extended, GSM-

900 railways, DCS-1800, PCS-1900, with and without GPRS and EDGE

extensions

• IS-91 (NAMPS, CAPS), IS-95/98 (digital mode), IS-136 (digital mode)

• DECT

• Bluetooth

• WLAN IEEE 802.11b, 802.11g, 802.11a (USA/EU/Japan modes)

• GPS (receive-only)

• All multi-mode multi-band combinations of these standards

By grouping related standards together, this list can be reduced to 15 single

standards and their multi-mode multi-band combinations.

3.1. Defining a common, modular architecture

A common architecture for platform-based RF systems design needs to support

all transceivers within the scope of the platform with acceptable cost, size and

performance. This can be achieved by checking each potential architecture

exhaustively against all points in the platform scope specification cloud.

Obviously, existing transceivers that meet the requirements for a point in the

platform scope can be used to skip the related checks. In this way it was

determined that a zero-IF/low-IF architecture can be used as a common

architecture for the scope defined at the beginning of this section. A super-

heterodyne architecture would also meet the performance requirements of this

scope, but doubts with respect to cost and size of the total transceiver (including

external filters) made this a less desirable alternative.

The granularity of the building blocks in this common architecture is a trade-off

between flexibility and cost efficiency. Small building blocks enable more

flexibility (with in the extreme case individual transistors and passive

components), whereas larger building blocks can be more cost-efficient,

especially if the building blocks become so small, and the number of

connections so large, that the building blocks become bondpad limited. This
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might also increase the assembly cost due to the many interconnections required.

For the platform scope described at the beginning of this section, the optimum

trade-off was found to be at around 5 building blocks per transceiver SiP for the

assembly (die- and wirebonding) and (laminate) substrate technologies currently

available.

Given this number of building blocks, the partitioning boundaries need to be

defined in such way that the number of connections between the modules is

minimal, since this will reduce assembly cost, bondpad overhead of the building

blocks, and power dissipation of the interfaces between the building blocks. The

potential advantage of using different technologies for different building blocks

was also taken into account. The result is shown in Figure 6. The transceiver is

partitioned into:

• A down-converter (LNA/mixer)

• An up-converter (upmixer/driver)

• An LO generator (VCO/synthesizer)

• A power amplifier (PA)

• An IF block (filter/VGA)

Figure 6 Partitioning of the common, modular architecture
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The interfaces between the blocks need to be standardized in order to allow

flexible combinations of different blocks. For practical reasons, all interfaces

have been defined as 100 balanced signals (2 50 ). The balancing reduces

emission of signals and susceptibility to interference from other signals. The

100 impedance level allows for easy measurements and characterization. It

also ensures that transmission lines for this impedance can be realized on almost

any substrate technology.

The interfaces in this architecture are:

• Antenna to down-converter

• Up-converter to PA

• PA to antenna

• IF block to and from baseband

• Down-converter to IF block

• IF block to up-converter

• LO generator to down-converter

• LO generator to up-converter

From these interfaces, the first four also exist in traditional single-chip

transceivers with an external PA. The bottom four are extra, but two of them are

low-frequency and can easily be implemented in a power-efficient way. This

leaves only two extra RF interfaces compared to a traditional transceiver

partitioning, and therefore it can be expected that there will be only a very

limited increase in power dissipation because of these interfaces. For multi-

mode multi-band transceivers, the number of building blocks can quickly

increase, depending on the amount of sharing required. An optimized

granularity, e.g. by combing up- and downconverters with the LO generator in a

single block, provides better flexibility versus efficiency trade-offs for such

transceivers.

3.2. Creating specifications for a minimum set of building blocks

There is not yet an algorithm for finding the minimum number of configurable

building blocks that, together, cover a scope specification cloud. Such an

algorithm would require a formal description of the performance trade-offs that

can be achieved through configurability. This could be based on [3]. It would

also require an estimate of the cost in terms of performance, power dissipation,

and chip area as a function of the configuration range. If not for this cost, a

single building block with an infinite configuration range would be the obvious

solution. A universal configuration versus cost trade-off function has not been

found yet either, although work in this area is being carried out for specific

circuits [2].
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Since an algorithm for finding the minimum number of blocks is not yet

available, a set of building blocks was defined by a small team of very

experienced RF designers. They studied the specification clouds of the for many

individual parameter combinations. Examples of specification clouds for such

parameter combinations are shown in Figure 7 and Figure 8. They then

developed scenarios for the decompositions of the scope cloud into specification

clouds for the building blocks, using their experience with previous transceiver

circuits and sub circuits to estimate realistic configuration ranges.

Without any grouping, the 15 standards would have required 75 building blocks.

The team of RF designers ended up with 19 blocks, using conservative estimates

of achievable configuration ranges. It is expected that work as described in [1]

and [2] will result in further reduction of this number. Even so, the result is

already quite useful since it results in a reduction of the development effort by a

factor of about 4 for single-mode single-band transceivers, and a factor of about

59 when including all multi-mode multi-band transceivers in this scope

specification cloud. This shows the reuse potential of platform-based RF system

design.
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3.3. Transceiver system simulations using behavioral models

When designing a transceiver at the system level using a platform-based

approach, simulation of the transceiver at the transistor level is quite unattractive

for several reasons:

• It is less efficient than simulation using behavioral models at the building

block level, especially when running complex simulations such as bit-

error rate simulations including the baseband.

• It is less accurate because the transistor level models are based on

measurements of individual devices and do not model all parasitic effects

such as substrate, temperature, interconnect etc. (see section 2).

Behavioral models can use parameters based on measurements of the

actual building blocks, and include the effects of all parasitic elements in

the circuit.

• In the future, building blocks might be shared between companies, and it

might become important to prevent disclosure of the internal structure of

such blocks, while still sharing the resulting behavior.

Fortunately, a lot of work has already been carried out on RF behavioral models

[4][5][6], and many EDA suppliers provide RF behavioral model support in

their system simulators. These models are typically of a somewhat smaller

granularity than the building blocks described in this paper, but this can be

worked around by combining several of these models into a sub circuit which

then serves as the behavioral model for the building block. This approach is used
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in ADS as shown in Figure 11. The parameters for these models are obtained

through characterization based on measurements of the actual building blocks,

and stored in tables that contain the relevant parameter values for each

combination of configuration parameters.

3.4. Characterization of the building blocks

The characterization of the building blocks requires a lot of measurements, since

each of the performance parameters of the building block needs to be measured

at each combination of configuration parameter settings. Even with only two

configuration pins, and only ten values of each configuration parameter, all

performance parameters need to be measured 100 times. With 19 building

blocks, this is only practical using an automated measurement set-up. The power

supply and configuration pin voltages are set through programmable power

supplies. The input signals are generated by a pair of signal generators that can

be modulated through an AWG, in order to cover the different standards. Two

generators are used to allow for two-tone IP3 measurements. A third generator

provides the LO signal for the up-converter and down-converter building blocks.

Alternatively, the input signal can be generated by a noise source for noise

figure measurements through an automatic RF switching network. The output

signal can be analyzed, again through an automatic RF switching network, by a

spectrum analyzer. The measurement results are automatically saved in a file

that can be used as input for the table-driven behavioral models in the system

simulator. A diagram of the automated measurement set-up is shown in Figure

9.
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Figure 9 Schematic diagram of the automated characterization set-up
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The measurement set-up as it is currently being used is shown in Figure 10.

Figure 10 Automated measurement set-up for characterization of configurable RF

building blocks

3.5. Validation of the block specifications

After the definition of the building blocks, it is necessary to validate that indeed

all standards, as represented in the scope specification cloud, can be covered.

This has been accomplished by using the behavioral models and a system

simulator. The model parameters are derived from the specifications of the

building blocks, and the simulator is used to check the system specifications for

these blocks connected according to the common, modular architecture (Figure

11).

Figure 11 Validation test bench
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The flow used to validate the coverage of the platform scope is shown in Figure

12. For each standard, a number of tests are run through the system simulator. If

the specifications for the point in the platform scope specification cloud are not

met, the configuration parameters of one or more building blocks are adjusted

and the simulation is run again. If in any test any configuration parameter of any

building block is changed, all previous tests are invalidated and the validation

for this specific point in the platform scope is restarted. Only when all tests are

passed with a single combination of configuration parameters, the specific point

in the platform scope is validated. The building block specifications are only

validated when all points in the platform scope are validated.

Figure 12 Validation flow

3.6. Selection of blocks and configuration settings

When using a platform-based system design approach, one of the first design

choices is the selection of the most appropriate building blocks and the settings

of the configuration parameters for these blocks. Even for a single-mode single-

band transceiver, 5 blocks need to be selected from the library of 19 blocks,

giving 720 possible combinations. Each of these building blocks has 2

configuration parameters, and at least 10 values for each parameter would have

to be considered, giving 10
10
possible parameter combinations for each

combination of building blocks. Exhaustively trying all possible combinations of

building blocks and parameter settings is therefore not yet practical.
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Genetic algorithms were found to be a suitable approach to solving this

complexity problem [7], and more specifically, a differential evolution

algorithm [8] was used. This algorithm finds the solution of the problem

described above in about 20 seconds on a modern PC, well within acceptable

time limits.

4. Conclusions

A platform-based design approach is feasible for RF transceiver design. It

covers an application area, as defined by the platform scope specification cloud,

with a small number of reusable, configurable building blocks, and is capable of

much higher reuse counts than is typical for non-platform-based reuse

approaches. Moreover, it provides an evolutionary path towards software-

defined radio in the future.
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Abstract 

Data converters (ADCs and DACs) are the most widely used 

mixed-signal integrated circuits. The relentless push towards 

higher performance and lower costs has made data converter 

testing increasingly challenging, especially for those deeply 

embedded in a large system on chip (SoC) or system in package 

(SiP). With no solutions visible on the horizon, the ITRS has 

named BIST of analog and mixed-signal circuits as part of some 

identified “most daunting challenges” facing the semiconductor 

industry. This paper introduces some practical solutions for high 

performance ADC and DAC testing that can be used in both 

production test and built-in-self-test environments. In particular, 

four data converter testing strategies will be reviewed: 1) a 

stimulus error identification and removal algorithm enabling all 

transition points testing of 16 bit ADCs using 7 bit linear signal 

sources; 2) a cyclically switched DDEM DAC implemented as a 

on-chip stimulus source for ADC code density test, achieving 

better than 16 bit linearity; 3) a high-speed high-resolution DAC 

testing strategy using very low resolution digitizers; and 4) a BIST 

strategy using low resolution DDEM ADC for high performance 

DAC testing. 

1. Introduction 

Data converters (ADCs and DACs) are identified as the most prominent 

and widely used mixed-signal circuit in today’s integrated mixed-signal circuit 

design. With the increasing resolution and/or increasing conversion speed, 

testing of data converters is becoming increasingly more challenging [1, 2]. As 

more analog and RF circuitry is integrated in high-volume systems-on-a-chip 

(SoCs) applications [1] most of today’s data converters are deeply embedded in 

large system design, which adds significant extra difficulty in testing. Built-in-

self-test is the most promising solution to test those deeply-embedded data 
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converters [2-4]. More significantly self calibration based on BIST can lead to 

post-fabrication performance improvement. 

The ubiquitous belief in the IC test community is that in order to 

accurately test a data converter, instruments for generating stimulus input and/or 

taking output measurements must have accuracy that is at least 10 times or 3 bits 

better than the device under test (DUT). This widely accepted rule has been 

written into several IEEE standards. Guided by these and other literature, the 

data converter design and test community has invested numerous efforts 

attempting to integrate high accuracy testing circuitry on-chip for the purpose of 

achieving ADC/DAC BIST [5-8]. However, in BIST environments, sufficiently 

high accuracy and high speed instrumentation circuitry is extremely difficult to 

obtain due to the requirement of implementing it on a small sacrificial die area. 

The reported on-chip stimulus sources or measurement devices either cost too 

much design effort and die area, or lack the capability to test data converters 

with modestly high resolution. For example, the best on-chip linear ramp 

generator [5] is only 11-bit linear, which is sufficient for testing only up to 9-bit 

ADCs if the test error is expected to be at the ¼ LSB level. To overcome this 

bottleneck, test methods that can use low-cost stimulus sources and low-cost 

measurement devices but still achieve accurate testing results for high 

performance data converters must be developed before practical BIST of data 

converter can become reality. [9-10].  

In this paper, we review four recently developed methodologies that offer 

great potential for becoming practical solutions to high performance data 

converter test and BIST. The first method is an ADC test algorithm called 

stimulus error identification and removal (SEIR) [11, 12]. The algorithm use two 

easy-to-generate nonlinear signals offset by a constant voltage as stimulus input 

to the ADC under test and use the redundant information in a system 

identification algorithm to identify the signal generator. Once the signal 

generator is identified, its error component can be compensated for in the ADC’s 

input output data. This in turn allows for the accurate testing of the ADC. 

Furthermore, a simple test setup strategy can make the algorithm insensitive to 

test environment nonstationarities. Simulation and experimental results show 

that the proposed methodology can accurately test 16-bit ADCs using 7-bit 

linear signals in an environment with more than 100 ppm nonstationarity in the 

test window.  

While the first method can provide accurate test of all transition points of 

the ADC, it does require floating point DSP capability that may not be readily 

available in stand alone ADC products. The second method provides a very-low-

cost on-chip stimulus source for use in the traditional code density test of ADCs. 

The stimulus source is implemented as a minimum sized all-digital DAC, 

controlled by a very simple cyclic switching logic using the Deterministic 

Dynamic Element Matching (DDEM) technique [13, 14]. The DAC has 12 bit 

apparent resolution and the fabricated DACs have 9 to 10 bit INL linearity 
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performance. Experimental results show that the DDEM DAC stimulus source 

can be used to test 14-bit ADCs with test error bounded by ±0.3 LSB. It 

outperformed any previously reported on-chip stimulus source by at least 4 bits 

in terms of ADC BIST performance. The robust performance, low cost and fast 

design make the DDEM DAC a qualified on-chip stimulus source for high 

performance ADC BIST.

The third method is concerned with at-speed full-code transition level 

measurement for high-speed high-resolution DACs [15]. Since DAC 

speed/resolution performance is typically higher than corresponding ADC 

performance, at-speed testing of high performance DACs is very challenging. 

The proposed method uses very low resolution ADCs as the high speed digitizer. 

Appropriate dithering is incorporated in the test algorithm to effectively increase 

the ADC quantization resolution and to prevent information loss due to large 

quantization errors. Simulation results show that the static linearity of 14 bit 

DACs can be tested to better than 1 LSB accuracy, and dynamic performance of 

more than 85 dB SFDR can be tested with 1 dB accuracy, using 6-bit ADCs. 

Experimental results demonstrate accurate testing of 12 bit DACs using 6-bit 

and 7-bit ADCs. 

Like the second method, the fourth method is intended for a code-density 

based BIST solution well suited for on-chip DAC linearity testing instead of 

ADC testing [16]. Also similar to the second method, the fourth method employs 

the DDEM technique but uses it with a simple low-resolution flash ADC which 

will be used as the measurement device for digitizing the DAC output. A simple 

second step fine quantization stage and a simple input dithering DAC are also 

incorporated. Numerical simulation shows that the proposed flash DDEM ADC, 

which has a 6-bit coarse DDEM stage, an 8-bit fine stage and a 5-bit dithering 

DAC, with linearity of all the blocks less than 6 bits, is capable of testing 14-bit 

DACs accurately. 

2. Precision ADC Test with SEIR 

This section will briefly review the SEIR algorithm. More details can be 

found in [11, 12]. An n-bit ADC has N=2
n

distinct output codes. The static 

input-output characteristic of the ADC can be modeled as 
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where D is the output code, x is the input voltage, and Tk is the k-th transition 

voltage. The ADC integral non-linearity (INL) at code k, INLk, is defined as
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The overall INL is the maximum magnitude of INLk’s, 

|}.{|max k
k

INLINL (3)

A real ramp signal can be modeled as 

),()( tFtxtx os (4)

where xos is a DC offset, t is a linear component, and F(t) is a nonlinear 

component. Without affecting the linearity test results, (4) can be normalized 

and written as  

).()( tFttx (5)

Transition time tk is defined to be the time instance at which the ramp signal is 

equal to the kth
transition level, 

).( kk txT   (6) 

If F(t) is known and tk’s are measured, Tk, INLk and ADC linearity can be 

calculated by using equations above. However, the input nonlinearity F(t) is 

usually unknown. To identify this nonlinearity, it is expanded over a set of M
basis function Fj(t)’s with unknown coefficient aj’s as 
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M

j
jj tFatF (7)

The SEIR algorithm uses two stimulus ramp signals with a constant offset :

)()(1 tFttx (8)

)()( 12 txtx (9)

Correspondingly, two sets of histogram data Hk,1’s and Hk,2’s and two estimates 

for a transition level Tk, can be obtained: 
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where ek,1 and ek,2 are estimation errors and the transition times are estimated 

from the histogram data Hk,1’s and Hk,2’s as 
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By subtracting (10) from (11), we can eliminate the involvement of the unknown 

transition level Tk, and obtain an equation involving only the M aj’s and . As k
takes different values, we obtain N-1 such equations. They can be used to 

robustly estimate the unknowns by using the standard least squares (LS) method 

to minimize the error energy: 
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With the knowledge of ramp nonlinearity aj’s, we can remove their effects on 

the histogram data and accurately identify the transition level as 
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Thus ADC’s linearity performance can be estimated by applying (2) and (3). 

Figure 1 gives an example where a 14-bit ADC is under test by using 16 

parameters for input nonlinearity identification.  

14-b

ADC

x1(t)
Input

Identification 

Signal 

Generator 

Hk,1, 2
14

 counts

x2(t)
Hk,2, 2

14 counts

ADC

Test 

16 Parameters

Figure 1 Test of a 14-bit ADC using SEIR algorithm. 

Extensive simulation has been conducted in Matlab using behavioral level 

models of the ADC and the signal generator. Different ADC architectures 

(including flash as well as pipeline) have been simulated with various resolution 

levels (from 10 bits to 16 bits). Signal generators with different levels of 

nonlinearity ranging from 2 bit linear to 7 bit linear have been used. The 

constant shift levels have also been varied from 0.1% to 2% of the ADC input 

full range. Measurement noise in the test environment is assumed to be Gausian 

and independent with zero mean and variance comparable to one LSB. Thermal 

nonstationairty of the test environment is also included. Figure 2 illustrate one 

representative example of testing a 14 bit ADC. The upper graph contains two 

curves, the actual INLk plot and the estimated INLk plot of the ADC. The 

difference between the two is shown in the lower graph, indicating testing 

accuracy to the 14 bit level. Figure 3 shows the testing results for 64 randomly 

generated 16-bit ADCs using 7 bit linear ramp signal and 32 samples per ADC 

code bin. The results show that test errors are consistently with 0.5 LSB. 
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Figure 2 A representative example of a 14-b ADC 

Figure 3 Linearity testing of 64 different 16-bit ADCs with 7-bit linear 

ramps, 32 samples per ADC code, maximum error within 0.5 LSB 

Commercially available 16-bit ADCs were also tested to verify the 

performance of the SEIR algorithm. The sample used as the device under test 

was a laser trimmed 16-bit successive-approximation register (SAR) ADC with 

excellent linearity performance of about 1.5 LSB typical INL. Description of the 

test hardware will be omitted here. It suffices to say that experienced engineers 

at Texas Instruments tested the INLk of the ADC using both the traditional 
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method and the SEIR method. 32 samples per code were used to keep the test 

time reasonable. The two nonlinear signals were synthetically generated with a 

nonlinear waveform having about 7-bit linearity. The DC offset between the two 

signals was set to about 0.05% of full range. Proper time-interleaving between 

the two signals was used to cancel up to the fifth order gradient errors due to 

environmental nonstationarity. Test results are shown in Figure 4. Results from 

the traditional method using 20 bit linear source were plotted as the top curve. 

The corresponding measured INL is 1.66 LSB. Results from the SEIR algorithm 

using 7-bit linear signals with 10 basis functions were plotted as the lower curve. 

The estimated INL with nonlinear signals is 1.77 LSB. The difference in INL
estimation is only 0.11 LSB. 

Figure 4 INLk measurement of a 16 bit high performance SAR ADC. Top: test 

results with 20-bit linear signal. Bottom: test results with 7-bit linear signals 

3. DDEM DAC for ADC Testing 

In this section we will briefly review the Deterministic Dynamic Element 

Matching approach as applied to a current steering thermometer-coded (TC) 

DAC to produce a signal source for ADC BIST [13, 14]. Normally an n-bit 

current steering TC DAC has 2
n
-1 current elements. For any input code k in the 

range of [0, 2
n
-1], the first k current elements out of the total 2

n
-1 are selected 

and turned on. The output current from these k elements can be forced to flow 

through a resistor RC, and the voltage across RC can serve as the output voltage 

for code k. For a normal DAC, the element selection for each DAC code k is 

fixed. However, in the DDEM DAC case, for each input code k, the current 

element selection has different combinations. The pattern of the switching 

sequence for all the DAC code k will determine the DAC output properties.  

In an n-bit DDEM DAC, there are N=2
n

current elements (i1, i2, ..., iN)

with one extra element added to a normal DAC. For each input code k, the 

DDEM DAC produces p samples, each with a different current element 

combination. Here p is super-even and termed the DDEM iteration number. The 

DDEM DAC switching pattern is called the Cyclic DDEM Switching Sequence. 
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To show the switching sequence, the current sources are arranged conceptually 

and sequentially around a circle, as seen in Figure 5, to visualize a wrapping 

effect whereby the N
th

current source is adjacent to the first current source. The 

physical layout of the current sources need not have any geometric association 

with this cyclic visualization. p index current elements are selected from all the 

N elements denoted by the sequence i1, i1+q, i1+2q,.., i1+(p-1)q, where q is defined as 

q=N/p. These index current sources are uniformly spaced around the circle. For 

each input code k, Nk1 , the DAC generates p output voltages. Each output 

voltage is obtained by switching on k current sources consecutively starting with 

one of the p index current sources. Thus, the d
th
 sample ( pd1 ) is obtained 

by switching on k current sources consecutively starting with i1+(d-1)q and

continuing around the circle in the clock-wise direction. For example, if n=5, 

N=32, p=8 (q=N/p=4) and k=10, the 1
st

voltage sample would be generated by 

switching on I1 to I10; the 2
nd

 voltage sample would be generated by switching on 

I5 to I14; and so on. 
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Figure 5   Cyclic DDEM switching: n=5,  N=32, p=8, q=4, k=10;  1
st

output sample 

It was shown in [14] that the DDEM DAC can achieve an equivalent 

linearity neq given by, 

DACeq ENOBpn 2log        (16) 

where ENOBDAC is the effective number of bits of the un-switched DAC in 

terms of INL performance.  Hence, each time we double the iteration number p, 
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we can increase the DDEM DAC’s linearity by one bit. This is shown to be true 

for p up to 2^( ENOBDAC). For example, if the un-switched DAC has 12 bit 

apparent resolution with about 9-bit linearity, then we can expect p to increase 

the DDEM DAC’s linearity with p up to about 512.  

To verify our theoretical results, a new DDEM DAC with 12 bit un-

switched resolution and maximum p=512 was designed, fabricated, and tested, 

in 0.5um CMOS technology. The DDEM DAC is composed of current source 

elements and the DDEM control logic. The 12-bit current steering DAC has 

4096 current source elements, which occupies most part of the chip area. As 

DDEM can handle the random mismatching errors, minimum sized devices can 

be used to save the die area. A resulted benefit from using minimum sized 

devices is that parasitic capacitance is also minimized; hence the DDEM DAC 

operation speed can be very high. The adopted current source structure is the 

single-supply positive-output 3 PMOS transistor current source as depicted in 

Figure 6. The three PMOS transistors T1-T3 form the basic current source 

structure. T1’s gate is connected to Vr which provides a biasing voltage, and 

therefore the current flowing through T1 is controlled by Vr. The 4 reference 

switching transistors T4-T7 are also shown in Figure 6. When the control bit is 

high, T2’s gate is connected to Vh and T3’s gate is connected to Vl. Since Vh is 

set to be higher than Vl, when the control bit is high, the current from the drain 

of T1 will go through T3 to the Iop node. Similarly, when the control bit is low, 

T1’s output current will go through T2 to the Ion node. By this way, the current 

source functions symmetrically when the control bit signal is set between high 

and low. Two resistors Rp and Rn are connected to Iop and Ion respectively. The 

current from Iop/Ion will be collected on Rp/Rn, and the voltage difference 

across Rp and Rn serves as the output voltage.  
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Figure 6 Current Steering Element Structure 

Simulation shows that the settling error of the current source in Figure 4 is 

less than 0.02% within 5ns. Actually, the settling errors can also be handled by 

the DDEM algorithm. Hence the DDEM DAC can be operated at a very high 

speed up to hundreds of MHz, benefited from the simple structure and small 

device size. Furthermore, to maximize the speed, the two reference voltages Vh 

and Vl should be set properly. The difference between Vh and Vl should be 

chosen carefully such that when the control bit signal changes, the current from 

T1 can be almost totally switched to either T2 or T3 while during switching none 

of the 3 transistors T1-T3 will go into the deep triode region. The appropriate 

values for Vr, Vh and Vl can be found through transistor-level simulation. 

Since a 12-bit DAC is estimated to have about 9 bit linearity, we limit the 

DDEM iteration number p to be 512. Thus, we group the current source 

elements into 512 groups. Each group contains 8 current elements that share the 

same DDEM control unit. The 8 elements inside each group will be switched on 

sequentially when the DAC’s base clock signal advances, and the DDEM 

control logic clock frequency is 1/8 of the DAC clock frequency. 

The Cyclic DDEM Switching Sequence and the DDEM control logic 

implementation and operation are very simple. The control logic circuit is a 512-

bit shift register ring with each unit controlling one current source element 

group. The simple 6-transistor shift register unit with 2 CMOS inverter and 2 
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NMOS transistor switches in series as shown in Figure 7 was adopted to achieve 

high speed with small die area. Two-phase non-overlapping clock signals whose 

frequency is only 1/8 of the DAC clock frequency are generated on-chip to drive 

the control logic. Starting from the all-zero state, one of the register units is 

selected as the index point and a logical ‘1’ is continuously pumped into this 

unit. Then each time the DDEM control clock signal advances, one more register 

unit is set to ‘1’. Thus the DAC output a monotonic ramp voltage by 

clustering/releasing current on Rp/Rn. More ramps are obtained by changing the 

index point position. 

Non-overlapping clocksNon-overlapping clocks

Figure 7 DDEM control logic unit 

The 12-bit DDEM DAC was fabricated in 0.50µm standard CMOS 

process. The core die size is 1.5mm×1.4mm=2.1mm
2
. The die photo is shown in 

Figure 8. The power supply voltages are 5V for both digital and analog parts. 

When driving the 22 ohm resistance loads, the differential output range is -

1.1~1.1 volts. The actual output range can be tuned by changing the resistance 

loads or the biasing voltage. The DDEM DAC was tested on a Credence Electra 

IMS (Integrated Measurement System) tester. The tester provides the power 

supply, biasing and reference voltages, RESET signal, two-phase non-

overlapping clocks and 9-bit DDEM iteration control signals. The output voltage 

across Rp and Rn is sampled using an 18-bit digitizer. When the DDEM DAC 

was clocked at 100MHz, neat ramps can be observed from the oscilloscope. 

However, since the 18-bit digitizer can not operate at 100MHz, the DDEM 

DAC’s output voltages were only measured using 1MHz clocks.  
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Figure 8 Photo of the DDEM DAC die 

Figure 9 shows that without DDEM, the original 12-bit DAC has an INL 

error of 2.3 LSBs, which means the original DAC is about 9 to 10 bit linear. By 

Equation (16), the DDEM DAC is expected to have an equivalent linearity of 18 

to 19 bits when p=512. 
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Figure 9   INLk of the Original 12-bit DAC (Experimental) 
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To evaluate the DDEM DAC performance, the measured DDEM DAC 

output samples were used as the stimulus source to test simulated 14-bit ADCs. 

In Each test, the estimated INLk curve using the DDEM DAC was compared to 

the ADC true INLk curve, and the difference is recorded as the ADC test error. 

The result for a typical ADC test is shown in Figure 10. The INLk estimation 

error is bounded by ±0.3 ADC LSB, which means the DDEM DAC has 

achieved an equivalent linearity of at least 16 bits ( 7.153.0log14
2 ). The 

actual test performance is 2 to 3-bit lower than what is predicted by theoretical 

analysis. However, the measured performance may be limited by the digitizer 

used which has 18-bit resolution. 
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Figure 10  ADC INLk test curves using 12-bit DDEM DAC 

227



2.5 3 3.5 4 4.5 5 5.5 6 6.5
2

2.5

3

3.5

4

4.5

5

5.5

6

6.5

7
Estimated ADC INL vs True INL

true ADC INL (LSB)

es
tim

at
ed

 A
D

C
 I

N
L 

(L
S

B
)

y=x 

Figure 11  ADCs’ True INL vs Estimated INL 

To verify the robustness of the DDEM DAC performance, the measured 

DDEM DAC was used to test 100 simulated 14-bit ADCs with different amount 

of INL errors. The estimated ADC INL’s using the DDEM DAC as test stimulus 

source versus true ADC INL’s is shown in Figure 11. The ADC INL estimation 

errors (defined as the estimated INL minus the true INL) range from –0.16 to 

0.24 ADC LSB. Table 1 provides a comparison of between this work and other 

on-chip stimulus sources for ADC test in literature. Only those having 

experimental results are listed in this table. As can been seen this new DDEM 

DAC outperforms any previously reported on-chip stimulus source by at least 4 

bits. Since this DDEM DAC design is a “digital” DAC, it can be easily scaled 

down to newer technologies.  Compared to other source generators, this new 

DDEM DAC is very die area efficient.  
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Table 1 Performance Comparison 

4. High performance DAC Testing with Low Resolution ADCs 

A DAC’s static linearity is characterized by its integral nonlinearity (INL)

and differential nonlinearity (DNL). The fit-line INL of an n-bit DAC at code k 

is defined as 
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where N = 2
n
 and vk is the output voltage associated with k. The unit LSB, 

standing for the least significant bit, is the averaged voltage increment, 
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INL0 and INLN-1 are equal to 0 under this definition, which is a straightforward 

result of the fit line definition. The expression of INL is 
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Definitions of code-wise and overall DNL are 
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Dynamic performance of a DAC is usually characterized by its frequency 

response. One of the commonly used spectral specification is the spurious free 

dynamic range (SFDR), defined as the difference between the amplitude of the 

fundamental component and that of the maximum spurious component in the 

output spectrum of the DAC sinusoidal response, 

,...}(dB).3,2,max{1 jAASFDR j
(22)
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In the standard approaches to DAC testing, a high resolution digitizer is 

used to measure the output voltage of the DAC for each DAC input code. For 

static linearity testing, the DAC input code is sequentially increased from 

minimum to maximum at a slow rate to ensure accurate measurement of the 

output. For spectral testing, sinusoidal input is used, and a high speed 

measurement device is required. If the measurement needs to be done on-chip, 

the availability of such measurement devices becomes a great challenge. In 

particular, if one has a high resolution (14+ bits) DAC with update rate in the 

GHz range, there is no available method for at speed test with sufficient 

resolution. 

The proposed strategy uses a low-resolution measurement ADC (m-ADC) 

and a dithering DAC (d-DAC) to test a high-performance DAC, the device 

under test (DUT), as shown in Figure 12. The m-ADC can take the form of a 

flash structure for high-speed sampling. Since its resolution is much lower than 

the DUT, information about the fine details of the DAC output variations will be 

lost due to coarse quantization. To prevent information loss, the d-DAC output is 

scaled by a small factor and added to the output of the DUT before presented 

to the input of the m-ADC. The d-DAC can be simply a known-to-be-

operational device from the same product family of the DUT. 

DAC
under
test

Dithering
DAC

Vref

Vref

Meas.
ADC

Vref

Figure 12 DAC test with a low-resolution ADC and dithering. 

For quasi-static linearity testing, the DAC (DUT) is commanded to 

generate one output ramp for each dithering level. To ensure continuation of 

information, the full dithering range is selected to be 3 LSB of the m-ADC. 

Hence for each DAC input code, 3 or 4 different m-ADC output code may be 

obtained due to different dithering levels. For each DAC input code, the m-ADC 

output is sorted into a histogram of 3 or 4 bins.  

After all the measurement data is collected, a joint identification algorithm 

can be used to identify the m-ADC’s transition levels as well as the main DAC’s 
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output levels. In stead of going through the algorithm itself, we point out that the 

whole setup can be viewed from the perspective of the ADC testing algorithm in 

section 2. The main DAC (DUT) can be viewed as the unknown nonlinear signal 

generator. The d-DAC is providing many different levels of constant offset. The 

difference now is that the m-ADC has fewer parameters to be identified (63 for 6 

bit ADC). Hence, our algorithm first identifies the transition levels of the ADC 

to the 16-bit accuracy level and uses this information together with the dithering 

information to identify the output levels of the main DAC.  

To test DAC spectral performance, the DUT will repeatedly generate a 

periodic waveform and the d-DAC will dither each complete period of the signal 

by a different voltage level. The low-resolution m-ADC will sample the dithered 

waveform. The m-ADC output code together with the dithering information will 

be used to estimate the DAC output voltage level for a given input code. With 

the estimated voltage samples, the SFDR of the DAC output waveform can be 

calculated using FFT. In addition to ramp dithering, sine waves can also be used 

for dithering in spectral testing. Both the DUT and the d-DAC are generating 

sinusoidal signals at different frequencies, while the m-ADC is digitizing the 

dithered waveform 

Large numbers of 14-bit DACs were tested in simulations using 6-bit m-

ADC with 5-6 bit linearity and 12-bit dithering DAC with 9-10 bit linearity. 

Both static and dynamic testing situations are simulated. The proposed algorithm 

can consistently test both the static linearity and spectral performance accurately 

to the 14-bit level. Figure 13 shows a representative case of simulation results on 

testing a 14-bit DAC using 6-bit ADC as measurement device with 12 bit 

dithering. The INLk testing errors indicate the 14 bit testing accuracy was 

achieved. 
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Figure 13 Representative simulation results on INL testing of a 14-bit DAC 

using 6-bit ADC as measurement device. Top: actual and estimated INLk plots; 

bottom: difference between the two 

Figure 14 summarizes the simulation results for SFDR testing of 64 

different 14-bit DACs using 6-bit measurement ADCs with dithering. The 

DACs’ true SFDR as measured using an ideal infinite resolution ADC is on the 

horizontal axis. The SFDR testing errors for each DAC goes to the vertical axis. 

Results in Figure 14 indicate that all SFDR test errors are with 1.5 dB using 

4098 point FFT. Notice that these 64 DACs have true SFDR ranging from less 

than 75 dB to more than 90 dB.

Preliminary experiments were carried out to validate the performance of 

the proposed DAC testing algorithm using low-resolution ADCs. We used a 

Conejo baseboard by Innovative Integration in our experiments. This board has 

four 16-bit DACs, four 14-bit ADCs, and a TI DSP on board. As a comparison 

reference, a sine wave signal with a synthesized distortion was first measured 

232



Figure 14 14-bit DAC SFDR test error using 6-bit m-ADC. 

using a 14-bit ADC. The data length was chosen as 2048 in experiments, 

containing 11 periods. The signal’s FFT spectrum is plotted in Figure 15. The 

measured SFDR was 59.91 dB.  

Figure 15 Estimated spectrum of a synthesized 12-bit DAC using a 14-bit ADC 

as the measurement device 
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The same DAC generating the same signal was then tested by using a 6-

bit ADC with 8-bit dithering. The range of the dithering signal was 5% of the 

output of the DUT. The dithered output was quantized and processed by the 

proposed algorithm.  FFT was used to generate the spectrum plotted in Figure 

16. The estimated SFDR was accurately tested to be 59.23 dB. Since the 

proposed method uses more data points to avoid information loss, this also led to 

a reduced noise floor in the spectrum. 

Figure 16 Estimated spectrum of the same 12-bit DAC but using 6-bit ADC as 

measurement device together with dithering 

For comparison, the same DAC generating the same signal was also tested 

using the same 6-bit ADC as measurement device but without using the 

proposed algorithm. Figure 17 shows the testing results, which are clearly wrong 

since they are very different from those in Figure 15.  
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Figure 17 Estimated spectrum of the same 12-bit DAC but using 6-bit ADC as 

measurement device without the proposed algorithm 

5. DDEM Flash ADC for DAC BIST 

The method in last section can be used to accurately measurement each 

and every DAC output voltage levels. In many applications, the DAC output can 

be guaranteed by design to have a monotonic relationship with the DAC input 

code. In this section, we will review a DDEM ADC based method that is 

suitable for BIST of DAC nonlinearity. Unlike the method in section 3 which 

uses DDEM with a DAC for ADC testing, here we apply DDEM to the resisters 

in a R-string of a low resolution flash ADC for testing DAC nonlinearity. The 

DDEM switching rearranges resistors to form different R-strings, which leads to 

different sets of ADC transition points. Assume mismatch errors in resistors are 

generated from a normal distribution with a zero mean and a standard deviation 

*R0, where R0 is the desired resistance value. The overall distribution of all the 

possible transition points is nearly uniform, which is a desired distribution of 

ADC transition points to be used in DAC testing. 
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Figure 18 Structure of an n-bit DDEM flash ADC 

Figure 18 shows the structure of an n-bit DDEM flash ADC. Similar to a 

typical flash ADC, an R-string with N resistors forms a voltage divider that 

provides reference voltages, where N=2
n
. The decoder converts thermometer 

codes generated by the comparators into binary codes. Different from the 

conventional flash structure, resistors are physically connected as a loop via 

switches in the DDEM ADC. The loop can be broken at different positions by 

opening specific switches to build different R-strings, consequently different 

ADCs. Each time, one of P switches (uniformly spaced along the loop), Si for 

i=(j-1)*q+1, j=1, 2… P, is open, where P is selected so that q=N/P is an integer. 

Connecting the two nodes of the open switch to external reference voltages, a set 

of internal reference voltages is generated. Therefore, P digital outputs are 

available for one analog input, quantized by the DDEM ADC with different sets 

of reference voltages. In this DDEM structure the maximum value of P is N. 
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Figure 19 Switching of a 4-bit DDEM flash ADC with P=4 

Figure 19 illustrates an R-string with 2^4 resisters in a 4-bit DDEM ADC. 

When P=4, one (S1 shown) of the 4 switches (S1, S5, S9, S13) can be open at 

different times to obtain 4 different R-strings, which lead to 4 sets of transition 

points. For each output code of the DDEM flash ADC we have P transition 

points.  It can be shown that the distribution of all the transition points (P*2^n) 

are nearly uniform in the ADC input range.  

Flash ADCs provide the fastest conversion from an analog signal to a 

digital code and is ideal for applications requiring a large bandwidth. However, 

the resolution of flash ADCs is restricted to 8 bits by the large amount of power 

consumption, area, and input capacitance introduced by the 2
n

comparators. To 

make the scheme suitable to high-resolution test, a fine flash ADC quantization 

and an input dithering DAC is incorporated with the DDEM stage. Figure 20 

illustrates the structure of the proposed BIST approach and Figure 21 shows the 

block diagram of the two-step DDEM flash ADC. 
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Figure 20 Block diagram of the proposed BIST scheme 

Figure 21 Block diagram of the two-step DDEM flash ADC 

The two-step structure comprises a sample-and-hold stage, an n1-bit

coarse DDEM flash ADC and an n2-bit fine flash ADC, a residual voltage 

generator, a gain stage, and a digital adder and output latches. The sample-and-

hold stage is needed to compensate for the time delay in the coarse quantization 

and reconstruction steps. The coarse ADC does the conversion for the first n1

bits. A residual voltage is generated by subtracting from the analog input the 

reference voltage right smaller than it, determined by the coarse ADC output, 

and the difference is amplified by the gain stage. In order to avoid missing 

codes, the full-scale range of the fine flash ADC is set to be equivalent to 2 

LSBs of the coarse system. A constant offset voltage is added to the residual 

voltages to move them up to a desired input level for the fine ADC, where the 

middle part of the fine ADC’s input range is. This shift operation can 

compensate for the errors in residual voltages introduced by comparator offset 

voltages. The final output code is a summation of shifted coarse and fine codes. 

In this DDEM structure, mismatches in the coarse resistor strings are desired to 

spread out distributions of transition points after DDEM. This low matching 

requirement dramatically reduces the area consumption of the R-string. Because 

the full scale range of the fine stage is only equivalent to 2 LSBs of the coarse 
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stage, the fine stage can greatly increase the test ability of the whole ADC, and 

accuracy and linearity of the fine stage are not critical to the test performance.

The output of the dithering DAC is added to the output of the DAC under test, 

and the sum is taken as the input to the DDEM ADC. The full scale output range 

of the dithering DAC is adjustable and very small relative to the ADC input 

range, e.g. several LSBs of the original first stage flash ADC. That ensures the 

shifted DAC output signal is still covered by the middle linear part of DDEM 

ADC transition points. For each output of the dithering DAC, output voltages of 

the DAC under test are shifted up by a small offset. It is equivalent to shifting all 

the transition points of the ADC to the opposite direction by an equal amount. 

Assume the resolution of the dithering DAC is nd. The DDEM ADC’s transition 

points are shifted 2
nd times. The nonlinearity error in the dithering DAC 

introduced by component mismatches can be neglected because of its small 

output range.

To verify the proposed structure, simulations in MATLAB are carried out. 

In simulation, a 14-bit DAC is modeled as a device under test. The two-step 

DDEM flash ADC has a 6-bit coarse stage, and an 8-bit fine stage. The resistor 

strings in these two ADCs are generated from a Gaussian distribution with a 

nominal value of 1 and = 0.05 to match practical situations. The linearity of 

the original coarse stage and fine stage are nearly 6 bits and 7 bits respectively.  

Figure 22 shows the INLk estimation error when only the two-step DDEM 

ADC with P=64 is used to test the 14 bit DAC. The max INLk estimation error is 

about 2LSB in 14-bit level, that means the tester has about 12-bit test 

performance. It agrees with our theoretical analysis. 

Figure 22 INLk estimation error with P=64 and no dithering DAC, 14 bits 

DAC under test 
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By adjusting the value of P and adding a dithering DAC, we can reduce 

the estimation error. Figure 23 illustrates the estimation results when P=16 and a 

5-bit dithering DAC is used. The result shows that with the above configuration 

the INLk error is under 0.4LSB in 14-bit level and the INL error is 0.13 LSB. 

Figure 23 INLk estimation error with P=16 and 5-bit dithering DAC, 14 bits 

DAC under test 

In the analysis, we have shown that the test ability of DDEM depends on 

the distribution of the mismatch errors. In order to validate the robustness of the 

algorithm, different DDEM ADCs are implemented. In this simulation, we use 

100 different DDEM ADCs, with the coarse stage nearly 6-bit linearity, to test 

100 different 14-bit DACs. Figure 24 shows the relationship between the 

estimated INL values of different DACs and the true values, where the 

estimation errors are less than 0.586 LSB and the INLs of the DACs are in the 

range from 5 LSB to 25 LSB. The results show that with P equal to 16 and a 5-

bit dithering DAC, the proposed two-step DDEM ADC is capable of testing 14-

bit DACs. 
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Figure 20 Estimated INL vs true INL for 100 14-bit DACs tested by 100 

DDEM ADC 

 6. Conclusion 

We have reviewed a family of practical methodologies that are suitable 

for testing or built-in-self-test of high performance data converters. Every 

method uses practical, easy-to-implement stimulus signal generators for ADC 

testing or low-resolution digitizers for DAC testing, but still achieves high 

accuracy testing results. Such methods offer great potential for being 

incorporated as on-chip test solutions. They can serve as enabling technology 

for general AMS test and BIST in deeply embedded SoC. Finally, these methods 

can be incorporated into on-chip self calibration for performance and yield 

enhancement. 

References 

[1] “International Technology Roadmap for Semiconductors,” 2003 edition, 

http://public.itrs.net/Files/2003ITRS/Home2003.htm

[2] M. Burns and G.W.Roberts, “An Introduction to Mixed-Signal IC Test 

and Measurement,” Oxford University Press, New York, USA 2000 

[3] R. de Vries, T. Zwemstra, E.M.J.G. Bruls, P.P.L. Regtien, “Built-in self-

test methodology for A/D converters”; Proceedings 1997 European 

Design and Test Conference, 17-20 March 1997 pp. 353 -358 

[4] F. Azaïz, S. Bernard, Y. Bertrand and M. Renovell, “Towards an ADC 

BIST scheme using the histogram test technique”; Proceedings 2000 IEEE 

European Test Workshop, 23-26 May 2000, pp. 53 -58 

[5] B. Provost and E. Sanchez-Sinencio, “On-chip ramp generators for 

mixed-signal BIST and ADC self-test”, IEEE Journal of Solid-State 

Circuits, Volume: 38 Issue: 2 , Feb. 2003, pp. 263 -273. 

[6] C. Jansson, K. Chen and C. Svenssson, “Linear, polynomial and 

exponential ramp generators with automatic slope adjustment”,  IEEE 

241



Transactions on Circuits and Systems I: Fundamental Theory and 

Applications, Vol. 41,  No. 2, Feb. 1994,  pp. 181-185. 

[7] J. Wang; E. Sanchez-Sinencio and F. Maloberti, “Very linear ramp-

generators for high resolution ADC BIST and calibration”, Proceedings of 

the 43rd IEEE MWSCAS, pp: 908 -911, Aug. 2000 

[8] S. Bernard, F. Azais, Y. Bertrand and M. Renovell, “A high accuracy 

triangle-wave signal generator for on-chip ADC testing”, The Seventh 

IEEE European Test Workshop Proceedings., pp89 -94 May 2002 

[9] K. L. Parthasarathy, Le Jin, D. Chen and R. L. Geiger, “A Modified 

Histogram Approach for Accurate Self-Characterization of Analog-to-

Digital Converters”, Proceedings of 2002 IEEE ISCAS, Az, May 2002 

[10] K. Parthasarathy, T. Kuyel, D. Price, Le Jin, D. Chen and R. L. Geiger, 

“BIST and Production Testing of ADCs Using Imprecise Stimulus”, 

ACM Trans. on Design Automation of Electronic Systems, Oct. 2003 

[11] L. Jin, K. Parthasarathy, T. Kuyel, D. Chen and R. Geiger, “Linearity 

Testing of Precision Analog-to-Digital Converters Using Stationary 

Nonlinear Inputs,” Int. Test Conf., pp. 218-227, Charlotte, NC, Oct 2003. 

[12] L. Jin, K. Parthasarathy, T. Kuyel, D. Chen and R. Geiger, “High-

Performance ADC Linearity Test Using Low-Precision Signals in Non-

Stationary Environments,” submitted to 2005 International Test 

Conference, Austin, TX, Oct 2005. 

[13] H. Jiang, B. Olleta, D. Chen and R. L. Geiger, “Testing High Resolution 

ADCs with Low Resolution/ Accuracy Deterministic Dynamic Element 

Matched DACs”, 2004 Int. Test Conference, Charlotte, NC, Oct 2004  

[14] H. Jiang, D. Chen, and R. L. Geiger, “A Low-Cost On-Chip Stimulus 

Source with 16-Bit Equivalent Linearity for ADC Built-In-Self-Test”, 

submitted to 2005 International Test Conference, Austin, TX, Oct 2005. 

[15] L. Jin, T. Kuyel, D. Chen and R. Geiger, “Testing of Precision DACs 

Using Low-Resolution ADCs with Dithering,” submitted to 2005 

International Test Conference, Austin, TX, Oct 2005. 

[16] Hanqing Xing, Degang Chen, and Randall Geiger, “A New Accurate and 

Efficient Linearity BIST Approach for High Resolution DACs Using 

DDEM Flash ADCs,” submitted to 2005 International Test Conference, 

Austin, TX, Oct 2005.  

242



Simulation of Functional Mixed Signal Test
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Abstract

The late 1990’s saw an increasing use of virtual test environments

in the test development community, to allow quicker development

of mixed signal test programs. Following the industry downturn in

2001, automatic test equipment (ATE) vendors have had to

reassess their support for virtual test. This paper will detail an

alternative approach developed to address the simulation of mixed

signal test programs.

1. Introduction

Virtual test allows a test development engineer use their test program to drive a

simulation of both the ATE and the device under test (DUT). Figure 1 shows the

typical setup of the virtual test environment.

Fig.1. Typical Virtual Test Simulation Architecture.

The test program runs outside of the simulation environment and the virtual test

software transfers stimulus and response information between the test program

Simulation Environment

ATE Resource Models DUT Model

Test

Program

Virtual

Test

Software
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and the ATE models running in simulation. The debug of the test program and

DUT is accomplished using the standard ATE development tools. Typically the

resources modeled would include digital pin drivers, voltage / current sources,

arbitrary waveform generators and digitizers.

Virtual test was used on several products in Analog Devices Limerick and

demonstrated that significant savings in terms of both ATE debug time and time

to market could be made. However, following the announcement that support

from some of our ATE vendors for virtual test would be phased out due to

financial pressures resulting form the downturn in 2001, a team was established

to investigate an alternative approach to simulation of mixed signal test. As part

of this process the following weaknesses of virtual test were identified.

1) High Maintenance. Virtual test was seen as a high maintenance activity by

the CAD group. This was partly due to complexity of the environment as

well as the need to maintain capability with ATE system software

revisions.

2) Portability. Simulations generated by the test development engineer could

not be easily run by the rest of the development team, as an understanding

of the ATE system software was required. This made it difficult to share

simulation results especially if test development and design were not

geographically co-located.

3) Requirements. As virtual test requires a test program, simulations could

not typically be run until the test development engineer had designed

hardware and commenced their program development. This typically

delayed virtual test being run until just before design completion.

Therefore virtual test was limited in helping define design-for-test

requirements.

2. Tester Independent Simulation

As well as virtual test several other simulation tools were being used by test

development engineers at the time. These tools provided a very basic digital and

analogue capability when compared to virtual test. However it was found that as

much benefit was being gained by the users of these tools when compared with

virtual test users. Measures such as program development time, and pre-tape out

bugs found, were all comparable. Therefore it was decided that any new

simulation tool should try to merge the benefits of these tools in terms of ease of

use, low maintenance, etc. with the benefits of virtual test e.g. rapid ATE

program debug.

Ivy was chosen as the name for the simulation tool.
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An outline of the simulation environment is shown in figure 2 below. In

simulation, the ATE resource models have been replaced with Ivy models of

typical ATE resources. Rather than using the test program to control the

simulation, it is controlled via a simple text file. In taking this approach we have

made the environment test system independent.

Fig2. Ivy Simulation Architecture.

This has major benefits in terms of CAD maintenance because we are no longer

coupled to ATE system revisions. It also makes the tool available to the widest

possible test development audience. Indeed many of the users are not test

development engineers but design engineers, hence addressing the issue of

simulation portability. Since no ATE knowledge is required to use the

environment, simulations may be carried out by any of the development team.

The major concern with adopting this approach was losing the ATE program

debug capability that is a key benefit of virtual test. It will be discussed later

how this has been addressed.

The Ivy simulation environment is controlled via an extendable language. The

command definition file allows the user to change how the stimulus is applied to

the DUT. This allows the same basic Ivy models to supply stimulus to, and

capture response from, a wide variety of devices.
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3. Transaction Level Simulation

Ivy uses the concept of a transaction level simulation. Here the stimulus and

response to the mixed signal device is driven by high level commands, called

from the control script. The command definition file provides Ivy with the

necessary information to translate these high level commands and their

arguments into the required stimulus signals for the DUT. Similarly the DUT

response is captured and processed using information in the command definition

file to provide high level response data back to the user. Figure 3 below

illustrates the information flow during a typical simulation transaction.

Fig3. Transaction Level Simulation Information Flow.

Commands would typically be defined that describe how information is written

to and read from the device. The command definition describes how the data in

the template pattern should be either modified or captured. Hence command

arguments can be used to modify the stimulus pattern, and command return

values can be generated from the DUT responses. For example, a read command

would typically specify the register to be read, and the value being read would

be generated from the DUT response. This resultant control script command and

response for reading 0x55 from register location 0x7d from the DUT would be

as follows:

Input: read 0x7d

Response: read 0x7d -> 0x55
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4. ATE Linkage

In order for the test development engineer to gain the most from simulation it is

imperative that the work undertaken in simulation is easily ported to the ATE

system. Ivy addresses this by defining a new vector file format that is supported

by the majority of ATE systems used in Analog Devices Limerick. This file

format, called a “.sim” file, is a cycle based format that includes timing and

format information, dc levels information and vector information. It completely

describes all of the relevant pattern information. Tools have been developed on

our ATE systems that both directly read this format and save existing ATE

patterns in the .sim file format. Tools have also been developed that will

automatically generate ATE test program code from the command definition file

so that the same transaction level environment is now available on the ATE as in

simulation.

Ivy allows the test development engineer to capture an entire simulation run,

composed of multiple transactions into a single “.sim” file that can be loaded

directly onto the test system. By implementing the above ways of transferring

simulation runs onto the ATE we can drastically reduce the amount of debug

required on the ATE system. By allowing a route from ATE back into

simulation we can also utilize our simulation tools to aid in the debugging of

silicon issues discovered on the ATE system during product evaluations, thus

further reducing ATE system time requirements for the test development

engineer once actual silicon is available.

5. Ivy Capabilities

The simulation environments used in conjunction with Ivy allow a wide range of

mixed signal simulations to be carried out. Ivy is typically used in full chip

simulations using either Adice or an Adice / Verilog co-simulation.

Adice is a circuit simulator developed for use within Analog Devices in the

design of analog, mixed signal, and RF integrated circuits. Adice provides a

flexible, reliable environment for analog designers to explore the many degrees

of freedom in analog circuit design. Additionally, Adice was specifically

designed to perform simulations of large mixed signal chips using arbitrary

mixtures of transistor-level and behavioral-level models of both the analog and

digital circuitry. High level models may be constructed using the generic model

library supplied with Adice. Custom models may be written in the Adice

Modeling Language or subsets of the Verilog and Verilog-A languages for

simulation directly in Adice. Alternatively, co-simulations may be performed

with Adice and a full-featured Verilog simulator.
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In addition to the traditional dc, ac, and transient analyses common among

SPICE-type simulators, Adice can also perform periodic steady state analysis

and linear small signal analysis of periodically time varying circuits. These types

of analysis are useful for RF circuits, switched capacitor circuits, and other

circuits that are driven by a large periodic clock or carrier frequency. An

interface from Adice to SpectreRF (a product of Cadence Design Systems)

provides access to the additional RF simulation features of SpectreRF from

within the Adice environment.

Regression Testing

Ivy allows simulation responses to be compared against known good responses,

thus allowing the development of regression test simulation or self checking test

benches to be developed. When developing regression test simulations using

analogue responses, it is possible to define limits against which the simulated

response may be checked against. The known good response for digital response

may be either user defined, describing expect operation of the DUT, or the

response generated by a known good simulation.

Analogue Performance Simulations

As Adice allows arbitrary mixtures of transistor-level and behavioral-level

models of both analogue and digital circuitry, it is possible to verify

performance of key analogue blocks even when simulating at full chip level. A

full range of analogue source and capture instruments are supported in the Ivy

environment that enable this.

6. Conclusions

Ivy provides a different approach to mixed signal test simulations compared to

virtual test. Because we do not require an ATE test program and hardware to be

developed before running simulations, we allow the test development engineer

to become involved in simulations much earlier in the process. This enables the

test development engineer to become fully involved in the design for testability

and design for manufacturability phases of the design process. Ivy aids in the

design of the test solution, whereas virtual test allows the validation of a

developed test solution. Also as Ivy requires no ATE knowledge in order to be

used it has been taken up by IC design engineers as their mixed signal test bench

for full chip simulations also. This means that it is now very easy for the test

development engineer to take a much fuller role in the simulation verification

phase.
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Part III: Low Power and Low Voltage

Introduction

Scaling and wireless force the circuit designer to Low Power and Low Voltage

designs. The six tutorial papers of this section cover these fields.

The first introductory paper is from Klaas Bult: “Scaling and the consequenses

for Voltage and Power”.

The second paper by Andrea Baschirottlio from the University of Lecce, Italy,

and Picro Malcovati from University of Pavia, Italy, comes up with basic blocks

in “Low-Voltage Low-Power Bias Circuits”.

The third paper by Peter Kinget from Columbia University, USA, discusses a

“0.5 V Opamp Circuit Design”.

The fourth paper by Boris Murmann from Stanford University, USA, describes

“Limits on ADC Power Dissipation”.

Wouter Serdijn from Delft University of Technology, Netherlands, treats “Ultra

Low-Power Low-Voltage Analog Integrated Filter Design”.

Finally Bob Puers from Catholic University of Leuven, Belgium, shows

applications of “Wireless Inductive Transfer of Power and Data”.

Johan Huijsing



The Effect of Technology Scaling on

Power Dissipation in Analog Circuits

Klaas Bult

Broadcom Netherlands - Bunnik - The Netherlands

Abstract

A general approach for Power Dissipation estimates in

Analog circuits as a function of Technology scaling is

introduced. It is shown that as technology progresses

to smaller dimensions and lower supply voltages,

matching dominated circuits are expected to see a

reduction in power dissipation whereas noise domi-

nated circuits will see an increase. These finds are

applied to ADC architectures like Flash and Pipeline

ADC’s and it is shown why Pipeline ADC’s survive

better on a high, thick-oxide supply voltage whereas

Flash ADC’s benefit from the technology’s thinner

oxides. As a result of these calculations an adaptation

to the most popular Figure-of-Merit (FOM) for ADC’s

is proposed. 

1. Introduction

Cost reduction and miniaturization have driven CMOS down the path of

ever shrinking feature sizes and growing die sizes. Since we entered the sub-

micron technologies more than ten years ago, scaling of the supply voltage has

become a technological necessity. In the same period, integration of analog

together with digital circuits on the same die has become an economic necessity.

Systems-on-a-chip (SoC) are now State-of-the-Art. 

Many papers have been published since to discuss the many challenges

especially analog designers face to maintain good performance from their cir-

cuits [1-22], of which the supply voltage scaling is the most dominant one. We

now have more than a decade of experience in this area and porting designs from

one technology to the next has become the daily life of many analog designers.
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On the premises that power can buy any performance, power dissipation

has become the currency to measure the merits of a circuit. Most Figures-of-

Merit (FOM) are based on power dissipation. The question what the effect of

voltage scaling is on power dissipation is a very basic one. Many authors have

predicted an increase in power dissipation as a result of voltage scaling [6, 14,

19, 22], some have predicted equal power dissipation [20] and some have pre-

dicted a decrease in power dissipation [15, 17, 18]. 

The goal of this paper is to present a unified approach to predict power

dissipation under the pressure of voltage scaling and answer questions like why

pipeline converters survive better on thick-oxide high-Vdd approaches whereas

flash-based converters really benefit from technology scaling. A proper choice

of architecture may be strongest trump-card in analog arsenal and selection of

the most appropriate Figure-of-Merit is an important guideline in that choice.

Section 2 presents the general approach for power estimates and ends with

some preliminary conclusions. Section 3 discusses the design implications of the

results found in section 2. Section 4 considers the caveats of the theory used and

discusses the implications of the ITRS 2003 predictions [47]. In section 5 an

adaptation to a well known Figure-of-Merit is proposed and the final conclu-

sions are discussed in section 6.

2. A General Approach for Power-Estimates in Analog Circuits as a func-

tion of Technology Scaling

In this section a more general approach to estimating the effect of Tech-

nology Scaling on Power Dissipation will be proposed. As a vehicle to drive this

discussion, we will focus on a simple gain-stage as shown in fig. 1: a MOS tran-

sistor, biased by a current source, driving a load-capacitor. Many other circuits

could have been chosen for this purpose (i.e. differential pair, source follower, 2-

CL

Id

Distortion

Slewing

Bandwidth

Matching

White Noise

1/f-Noise

Fig.1.   A single-transistor gain-stage.

Settling
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stage OpAmp, etc.), but this circuit combines general purpose and simplicity and

results from the following discussion can in most cases easily be translated to

other examples. For simplicity reasons, we will also assume the current source

and the load capacitance to be ideal, i.e. without parasitic capacitance, resistance

or noise contributions.

We will start by assuming certain design specifications like Bandwidth

(BW), Signal Frequency (Fsig), Distortion (HD2 or HD3) and Dynamic Range

(DR) have to be met. Through the process of scaling those specifications will be

kept constant. The calculation procedure is outlined in the next section.

2.1 Calculation Procedure and Assumptions

In the following we will use a calculation procedure similar to what has

been used in [15]. In order to be able to calculate the minimal necessary power

dissipation we need information from the Process Technology, from System-
Level requirements and from Circuit-Level implementation aspects. Below, the

calculation procedure will be outlined along with the basic assumptions we have

been using to simplify this discussion.

From the Process Technology we need to know the Oxide Thickness Tox

and the supply voltage Vdd. We will assume that the Oxide Thickness scales pro-

portional to the technology’s minimum feature size, expressed as Lmin [15]:

(1)

with  (see Fig.2). For the supply voltage we assume that, below a mini-

mum feature size of 0.7[um], it scales proportional to the technology, i.e. to Lmin

and above 0.7[um], the supply voltage is constant, i.e. 5[V], as shown if Fig. 3.

This has been the case for all technologies up to now [15] and is also predicted to

be the case in the near future [47].

On order to keep the results of the calculations below as broadly applica-

ble as possible, we will assume as little as possible on Circuit-Level. However,

we will assume a constant Voltage Efficiency vol, defined as:

(2)

Tox Lmin=

0.03

vol

Vsig p p–

Vdd

------------------------=
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which means that we will assume that the signal swing in our circuits is a fixed

percentage of the supply voltage, say for instance 80%. We will also assume a

constant Current Efficiency ( cur), defined as:

(3)

which means that we will assume that the total current drawn from the supply is

a fixed multiple of the minimal required bias current, or in other words, we will

assume that the bias current needed in a certain branch is a fixed percentage, say

25% of the total supply current. This overhead is generally used for biasing,

using differential circuits, reserving some headroom for spreads, etc. The valid-

ity and reasoning behind the above assumptions are discussed in section 4.

From the System-Level we need to know the design goals such as the required

circuit Bandwidth (BW) or maximum signal Frequencies (Fsig), the required

Slew-Rate (SR), the required distortion level (THD) and the required Dynamic

Range (DR), defined as:
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Fig.2. Oxide-Thickness Tox and Match-

ing parameter AVth versus mini-
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nel-length Lmin [15].
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, (4)

where Vunwanted can consist of white noise, Vn,white, 1/f-noise, Vn,1/f or offset

voltages, Voffset, and Vsig,rms = Vsig,p-p/ . Although in actual designs the

powers of the individual unwanted signals have to be added to obtain the true

Dynamic Range, in the calculations below we will assume, for simplicity, one

source of unwanted signals to be dominant in each situation.

The Calculation Procedure is then as follows (see Fig.4). Starting from

the supply voltage Vdd, we calculate the signal swing Vsig by using the voltage

efficiency vol. Combining the signal swing Vsig and using the desired Dynamic

Range (DR) allows us to calculate the maximum level of unwanted signals (Vun-

wanted) that can be tolerated in this design. The level of unwanted signals in turn

determines the size of the Load Capacitor (CL). Once we have the value of the

Load Capacitance, we use Bandwidth (BW), Settling (SET), Slew-Rate (SR) or

Distortion (THD) specifications to determine the necessary bias current (Id) for

this design. Using the current efficiency cur, we are able to calculate the

required Supply Current (Idd), which multiplied by the supply voltage Vdd yields

the Power Dissipation (P). The entire procedure is depicted in Fig. 4

2.2 Dynamic Range

The Dynamic Range plays a very dominant role in determining the Power

Dissipation. Using equation (4), we can determine the maximum level of the

power of the unwanted signals:

DR
Vsig rms

Vunwanted
2

-------------------------------------------=

2 2

Vdd

vol

Vsig
Vunwanted

Matching

Noise

1/f-NoiseDR

CL

SET

SR

THD

Id

cur

I
dd

Vdd

P

Fig. 4.  The calculation procedure used in this paper.
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(5)

In the following sections, we will use either matching, thermal noise or

1/f-noise to determine the size of the capacitor needed to obtain the required

Dynamic Range.

2.3 Capacitor Size

2.3.1 Matching Dominated Capacitance

Offset voltages can in certain cases, like the input stages of a Flash ADC,

set the low-end limit for the Dynamic Range. Low offset voltages require large

gate areas and hence large input capacitance. In this section we will assume the

offset voltages to be the dominant unwanted signal:

(6)

As described in [23,24], the offset voltage is dependent on a Technology depen-

dent parameter AVth and the square-root out of the gate-area:

, (7)

in which n equals the number of sigma’s required for sufficient yield. In [25] it

was shown that parameter AVth is proportional to the Oxide-Thickness:

, (8)

in which is a Technology independent constant. The gate-capacitance of the

transistors that have to fulfill the matching requirements can be calculated using:

. (9)

Using (5) together with (6), (7), (8) and (9) yields:

Vunwanted
2 Vsig rms

2

DR
2

--------------------------=

Vunwanted Voffset=

Voffset

n AVth

WL
-------------------=

AVth Tox=

Cgate 0 rWL Tox=
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. (10)

This is the minimum gate-capacitance of the transistors satisfying the matching

requirements. Since Tox is linearly dependent on Technology (see (1) and Fig. 2)

and since Vsig depends on the Technology as shown in Fig. 3, the minimum gate-

capacitance needed for sufficient matching is proportional to Lmin above the

0.7 m Technology and proportional to 1/Lmin below (after) that Technology, as

shown in Fig. 5. From this figure it is clear that for matching requirements, there

is a minimum gate-capacitance occurring at the 0.7 m Technology.

2.3.2 White-Noise Dominated Capacitance

In many cases White Noise (Thermal Noise) is setting the lower end of the

Dynamic Range:

. (11)

Total integrated white noise power is given by:

. (12)

Using (5), (11) and (12) yields:

. (13)

This is the minimum value for the noise limiting capacitance. Fig. 5 depicts the

dependence of Cnoise on the Technology parameter Lmin. As shown, below

0.7 m, Cnoise is inversely proportional to the square of the minimum channel-

length Lmin.

Cgate 0 r
2
n

2
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2

Vsig rms
2

--------------------------=

Vunwanted Vnoise=

Vnoise
2 kT

Cnoise

------------------=

Cnoise kT
DR

2

Vsig rms
2

--------------------------=
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Fig. 5. Matching, 1/f-Noise and Thermal-Noise dominated Minimum Capaci-
tance as a function of the Technologies minimum Channel-Length Lmin.
The numbers in Table 1 have been used for absolute positioning of the
curves.

CL

100pF

10pF

1pF

100fF

10fF

0.01 0.1 1.0

Lmin [ m]

Matching

Noise

1/f-Noise

Capacitance

1fF

100aF

10aF

1aF

Table 1: Constants and Design
Parameters

The numbers in this table have been
used to generate Figs. 5, 10 and 11. 

0 8.85e-12 [C
2
/J m] 

r 4

K1/f 1e-24 [J]

k 1.38e-23 [J/K] 

T 300 [K]

0.9[v]

0.03

n 3

Vgt 100 [mV]

Fsig 10 [MHz]

cur 25 [%] 

vol 80 [%]

DR 60 [dB]

HD2 -60 [dB]

HD3 -60 [dB]

f1 1 [Hz]

f2  100 [MHz]
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2.3.3 1/f-Noise Dominated Capacitance

In a certain number of situations, especially in low frequency applications,

1/f-noise is determining the lower-end of the Dynamic Range. Examples of such

situations may be found in input amplifiers, in for instance Audio applications or

Sensor electronics. In these situations 1/f-noise may be the dominant unwanted

signal:

. (14)

The 1/f-noise power is given by [48, 49, 50]:

(15)

Parameter Kf is a technology determined parameter with a value of approxi-

mately 10-24. In mature technologies Kf is fairly constant and in first order

approximation does not seem to scale with technology [46]. In expression (15)

Cox is the oxide-capacitance per unit area. The gate-capacitance may be written

as:

. (16)

Using (16) in (15) and integrating the total 1/f-noise power between frequency f1
and f2 yields:

, (17)

which in turn becomes:

. (18)

From (18) and (5) we may calculate the 1/f-noise dominated gate-capacitance:

Vunwanted Vn 1 f=

Vn 1 f
2 Kf

CoxWL
--------------------

1

f
---=

Cgate CoxWL=

V
ˆ

n 1 f
2

Kf

Cgate

---------------
1

f
---

f1

f2

fd=

V
ˆ

n 1 f
2 Kf

Cgate

--------------- f2 f1ln=

259



. (19)

This capacitance is the minimum gate-capacitance that results in the desired

Dynamic Range in situations where 1/f-noise dominates the unwanted signals.

Fig. 5 depicts the dependence of this capacitance as a function of Technology. As

is shown, below 0.7 m, C1/f is inversely proportional to the square of the mini-

mum channel-length Lmin.

2.3.4 Relative Capacitor Sizes versus Technology

Fig. 5. depicts the dependency of the various capacitances on Technology
and also their relative sizes. The numbers used for this figure are in Table 1. The

results apply to 1 single device. It can be concluded from this picture, that when

Matching comes in to play, it will be dominant over Thermal or 1/f-Noise

demands with respect to capacitor size. At the 90nm Technology node and with

3-sigma designs for Matching, the ratio between the capacitor size required for

Matching and for Thermal-Noise is about 200 and the ratio between the capaci-

tor size for Thermal Noise and 1/f-Noise is also about 200. Of course, the 1/f-

Noise dominated capacitor size depends on the low and high frequency limits f1
and f2 in (19). But since this dependence is only logarithmic, the value of f2/f1
has very little baring on the final value of the capacitance. 

In the case of Matching, more than 1 device is needed, like for instance in

a Flash-ADC, 2N devices would be needed. This emphasizes the need for match-

ing improve techniques like averaging [42, 43] and offset cancellation [54] in

those designs.

2.4 Current Value

In the previous section we have determined the size of the capacitor

needed to obtain the desired Dynamic Range. In this section we will calculate the

amount of current needed to drive that capacitance with a certain performance.

We will do so under the dynamic performance conditions of Bandwidth (BW),

Slew-rate (SR), Settling (SET) and Distortion. In the case of distortion we will

distinguish between openloop conditions (HD2, HD3), closed loop (feedback)

conditions (HD2-CL, HD3-CL) and Discrete-Time conditions (HD2-DT).

C1 f Cgate

f2 f1 Kf DR
2

ln

Vsig rms
2

--------------------------------------------= =
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In Discrete-Time situations we will find the Clock-Frequency (Fclk) in

many expressions. In order to simplify comparisons with the results from the

Continuous-Time domain, we will assume operation at Nyquist Frequencies:

Fsig = Fclk/2.

2.4.1 General Expression for the Transconductance Gm

To determine the required current value in various design situations, we

need to have an expression for the transconductance gm. To make these calcula-

tions as widely usable as possible, we will use an expression valid in both

Strong- as well as Weak Inversion. In Strong Inversion the trans conductance gm

may be written as:

, (20)

whereas in Weak Inversion we have:

, (21)

with  being the body-effect factor. As it appears, in both situations the

transconductance can be written as the current divided by a voltage:

. (22)

In Strong-Inversion this voltage becomes:

, (23)

whereas in Weak-Inversion:

. (24)

gm

2Id

Vgs V–
t

---------------------=

gm

qId

nkT
----------

Id

40mV
----------------= =

n 1.5

gm

2Id

Vgt

--------=

Vgt Vgs Vt–=

Vgt 2nkT q=
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Fig. 6 shows the voltage Vgt as a function of (Vgs-Vt). As is shown, in Strong

Inversion Vgt is identical to (Vgs-Vt), whereas in Weak Inversion Vgt limits to a

value of about 80mV at room temperature. Equation (22) is now valid at all

points of operation and is a very useful expression. We will use this expression in

the following sections on determining the required amount of bias current Id
under different conditions.

2.4.2 Bandwidth Dominated Current

In certain situations, especially when signal-levels are low, only a certain

Bandwidth (BW) is required. The maximum achievable bandwidth is the Unity-

Gain Frequency (Fu). Any DC-gain A0 that may be required lowers the band-

width by the same amount. This might be achieved by applying a load resistor in

parallel to CL in the circuit of Fig. 1, or by using feedback. In either case, the

bandwidth is set by: 

. (25)

To maintain uniformity with other results to come in this paper, we will use Fsig

for the maximum signal frequency in our expressions: Fsig = BW. Substituting

(22) in (25) and solving for the required current results in:

Vgs-Vt

Vgt

80mV

SIWI

CL

Vsig

Id

Vout Vsig 2 Fsigtsin=

Fig. 7.Preventing Slewing requires a 
charging current larger than: 
ISR 2 FsigVsigCL=

Fig. 6. Vgt as a function of (Vgs-Vt) in 

Strong-Inversion (SI) and in 
Weak-Inversion (WI).

BW
Fu

A0

-------
gm

2 A0C
gate

------------------------------= =
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. (26)

Combining equation (26) with (23) and (24) (see Fig. 6) brings us to the conclu-

sion that Bandwidth is achieved for the lowest current in Weak-Inversion, as that

achieves the lowest effective Vgt.

2.4.3 Slew-Rate Dominated Current

In many situations however, signal swings are larger and only achieving a

certain Bandwidth is not sufficient. In order to prevent Slewing (see Fig. 7), the

required current is:

. (27)

Comparing to (26) shows that, usually, the minimum current to prevent Slewing

is larger than the current required for a certain Bandwidth. However, the two

requirements become equal for:

. (28)

This means that signal-swings have to be small enough so that the active device

is never overwhelmed by the input signal. As Vgt according to (24) and Fig. 6

never goes below 80mV (at room temperature), this means that signal-levels

below 40mV will never cause Slewing.

2.4.4. Distortion Dominated Current in Openloop Condition

In many continuous-time cases however, preventing Slewing is not suffi-

cient either and a certain Distortion level has to be achieved. This situation is

more complex than the previous situations and depends on whether Feedback is

used or not and whether we operate under Continuous-Time or Discrete-Time

conditions. In this section we will assume no Feedback (Open-Loop) and a Con-

tinuous-Time situation. Considering the circuit and its Frequency Domain trans-

fer-function in Fig. 8, it has been shown [51] that:

IBW VgtFsigA0C
gate

=

ISR 2 FsigVsigCL=

Vsig Vgt 2=
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. (29)

However, (29) is a function of the input amplitude Vin. To find the HD2 as a

function of the output signal amplitude Vsig, we have to know the gain between

input and output at the frequency of interest. We will assume a transfer function

as shown in Fig. 8 and furthermore we will also assume that the input signal fre-

quency is in that part of the transfer function where the slope is -1 and below the

Unity-Gain Frequency (Fu). This is the most interesting situation since going

beyond Fu would mean an attenuation instead of a gain and going to frequencies

below the -3dB-Bandwidth of the circuit makes achieving good THD only eas-

ier. Under these conditions (29) may be re-written as:

, (30)

where A equals the gain at Fsig and A is substituted by Fu/Fsig (see Fig. 8). The

Unity-Gain Frequency (Fu) in turn is a function of gm and CL:

. (31)

Substituting (22) and (31) in (30) and solving for Id yields:

. (32)

As is shown in Appendix A, a similar calculation for differential pairs yields a

third-harmonic distortion:

CL

Fu

Fsig

Vin

Vsig

A(f)

Fig. 8. Single-Transistor Gain-Stage and its Frequency-Domain transfer-function
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. (33)

Equation (32) shows that achieving better distortion means increasing power dis-

sipation. Comparing (32) to (27) reveals that, in general, achieving good distor-

tion takes more current than just preventing Slewing. The ratio between the

required currents is:

. (34)

Equation (34) shows that on the edge of Slewing the circuit of Fig. 8 achieves

HD2 = 1/8, in general a very poor distortion number. Requiring better Distortion

numbers increases the bias current inversely proportional to the decrease of the

Distortion.

2.4.5. Distortion Dominated Current in Feedback Condition

Using Feedback improves the Distortion and therefore the required

amount of current for a certain distortion level will go down. Fig. 9 shows the

circuit of Fig. 8 with a negative feedback factor applied to it. An Open-loop

transfer-function A is assumed as depicted in Fig. 9 on the right hand side.   As

many textbooks [48] show, the Distortion in a feedback situation improves with

the amount of loop-gain A . Assuming operation in the point indicated in the

graph of fig. 9 and using (29) divided by A  we obtain:

IHD3
2 2
-----------

VsigFsigCL

HD3

------------------------------=

IHD2

ISR

------------
8

HD2

------------=

CL
Fu

Fsig

Vin

Vsig

Open-loop A

Vg

Fig. 9. Single-Transistor Amplifier in Feedback situation. On the right is the 
Bode-diagram of the Loop-Gain A .
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(35)

in which the gain A was substituted by: A = Fu / Fsig (see Fig. 9). Substituting 

(31) and (22) in to (35) leads to:

, (36)

which may be re-written as:

. (37)

Comparison with (32) reveals that the dominant effect of feedback on the cur-

rent required for a certain amount of distortion is that, instead of dividing by

HD2 (equation (32)), (37) shows a division by , where especially the

square-root helps dramatically in reducing the current demands.

In Appendix B a derivation is outlined similar to the one in this paragraph

where it is shown that in differential pairs the required amount of current for the

3rd Harmonic Distortion (HD3) is:

, (38)

and in general, from a Taylor series expansion:

. (39)
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2.4.6. Settling Dominated Current

Preventing Slewing (section 2.4.3) may not be sufficient in many cases

and settling to an absolute accuracy is required. This is the case in Pipeline

ADC’s for instance. In this case we are operating in a discrete time-domain at a

clock frequency of Fclk. Usually, half a clock period is available for settling. We

will assume that settling to an accuracy of 1/DR is required:

. (40)

Taking the logarithm of both sides of (40) and using (22) for gm yields:

, (41)

which leads to:

, (42)

where operation at Nyquist-frequency (Fsig = Fclk/2) is assumed. The above

equation shows a very weak dependence on distortion and signal swing and

strong dependence on signal frequency, load capacitance and transistor biasing

(Vgt). Comparing this result to Bandwidth dominated situations (equation (26))

reveals that settling to an absolute accuracy is a more stringent requirement than

achieving a certain Bandwidth. The ratio between the two requirements is: 

. (43)

For a 10-bit system (DR = 60dB) that ratio is approximately 8.8, indicat-

ing that settling to an accuracy of 60dB requires approximately 8.8 times more

current than just achieving sufficient Bandwidth for the same signal frequency.

Apart from this Dynamic Range dependent ratio, the behavior of this current

requirement as a function of Technology is the same as that of Bandwidth domi-

nated situations.

1
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Tclk
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----------–exp
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2.4.7. Settling to a certain Distortion-Level

Not in all Discrete-Time applications settling to an absolute accuracy

(1/DR) is required. Sometimes settling until a certain Distortion-Level is

achieved is sufficient, like for instance in many Switched-Capacitor circuits. In

this section we calculate how much current it takes to settle to a certain pre-

described Distortion-Level.

As shown in section 2.4.5 equation (35), the Closed-Loop Continuous-

Time Distortion is:

. (44)

From this we see that to obtain a level of Distortion HD2, a gain would be

required of:

. (45)

In a Discrete-Time situation, this means that we must have settled sufficiently to

obtain the equivalent of this gain. That means:

. (46)

Equating (45) to (46), substituting (22) and solving for Id results in:

. (47)

Assuming Nyquist-Frequency operation, the required current for obtaining a cer-

tain Distortion-level in a Discrete-Time situation is:
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Vin

Vgt

--------
1

A
-------

1

4
---

Vsig

A
2

Vgt

-------------------= =

A
Vsig

4HD2 Vgt

----------------------------=

A
Tclk

2
----------exp

gm

2FclkCL

----------------------exp= =

Id

Vsig

4 HD2Vgt

----------------------------ln FclkCLVgt=

268



. (48)

This expression has a similar shape as the result found in the previous section for

settling. It is very weakly dependent on the distortion and signal swing and

strongly dependent on signal frequency, load capacitance and transistor biasing

(Vgt). Taking the ratio between this result (48) and the result obtained in the pre-

vious section on the required current for settling to an absolute accuracy (42)

results in:

, (49)

which shows that under most circumstances settling to achieve a certain Distor-

tion-Level requires only 25% of the current required for settling to absolute

accuracy.

The requirements for a certain distortion-level in Continuous-Time (37)

versus Discrete-Time (47) conditions are equal if:

. (50)

From this equation it is easy to see that the requirement of a certain continuous-

time distortion-level is always more difficult to meet than the requirement of set-

tling to the required gain for that distortion-level.

2.4.8. Relative Current Values versus Technology

Fig. 10 shows all previously discussed bias-currents as a function of the

Technology (Lmin). The equations used to generate these curves are (26), (27),

(32), (33), (37), (38), (42) and (48). To determine the absolute positions of the

curves, the design parameters listed in Table 1 have been used. As can be seen

IHD2 DT–

Vsig

4 HD2Vgt

----------------------------ln FsigCLVgt=

IHD2 DT–

ISet

-------------------------

Vsig

4 HD2Vgt

----------------------------ln

4 DRln
---------------------------------------=

Vsig

4 HD2V
gt

----------------------------ln
4
---

Vsig

VgtHD
2

------------------------=

269



from the figure, the curves are grouped in 3 different groups: the bandwidth and

settling related group (solid white lines), the distortion in feedback group (grey

lines) and the slew-rate and open-loop distortion group.

The solid white lines include settling (SET), discrete-time distortion (HD2-DT)

and bandwidth (BW). These situations show either no, or very small dependence

on Technology. The current ratio between settling (SET) and bandwidth (BW)

dominated situations is given by (43) and is approximately 8.8 at this level of

dynamic range (DR). The discrete-time distortion curve (HD2-DT) is right in

between these two situations for the somewhat older technologies and goes

slightly in the direction of bandwidth for the newer technologies. All 3 situations

are independent (or almost independent) of Technology.

The grey lines indicates the distortion in feedback circuits (HD2-FB and

HD3-FB). These curves show a decrease in power as a result of Technology scal-

ing, although the effect is less than proportional. It is obvious from Fig. 10 that

feedback helps to achieve a certain distortion-level at a much lower current.

However, the feedback requires a certain loop-gain from the amplifier which in

turn requires a certain amount of current. It is the dependency on the loop-gain of

the current that causes the reduction in current consumption to be less than pro-

portional to the Technology (see (35) and (37)).

10mA

1mA

100uA

10uA

1uA

0.01 0.1 1.0

Lmin [ m]

HD2

BW

SET

SR

HD3-FB

HD2-FB

HD3

HD2-DT

1pF Current
Ibias

Fig. 10.

The effect of Technology Scaling on
the current necessary to drive a
1[pF] capacitance. The numbers
listed in Table 1 have been used to
obtain the absolute position of the
curves. For bandwidth (BW) a gain
of A0 = 1 is used.
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The group with the solid black lines include HD2, HD3 and SR and shows

a reduction in current proportional to Technology. However, especially in the

older technologies, they require significantly more bias-current than the band-

width or settling situations. 

It is important to note from Fig. 10 that there are huge differences in the levels of

current required in the various situations, ranging from 3uA (Bandwidth) to

20mA (HD2, towards the larger Lmin). The bandwidth (BW) dominated situation

requires the least amount of current, as was expected. Again, in this graph a con-

stant Vgt of 100mV is assumed for this situation. In reality, Vgt could be chosen

differently, mostly higher, especially in older technologies (> 0.13 m). This

would cause the curve (actually more a band of curves for this situation) to bend

up towards the older technologies. For newer technologies Vgt is (under most

circumstances) going to get lower but will be limited to 80mV once weak-inver-

sion operation is reached (see also Fig. 6). 

At 100nm Technology (where an assumption of Vgt = 100mV is not far

from reality), the ratio between Slew-Rate and Bandwidth dominated bias-cur-

rent is about 8. The ratio between the Distortion (HD2) and Slew-Rate (SR)

dominated bias-current (given by (34)) equals 125 at HD2 = 60dB, for all Tech-

nologies. It can be concluded that, if (continuous-time) distortion is important, it

will be dominating the required amount of bias-current, rather then Slew-Rate,

Settling or Bandwidth. Discrete-Time distortion (HD2-DT) behaves more like

the bandwidth or settling situation. It only shows a very weak dependence on

Technology. Below the pivotal Technology of 0.7um the current required for

achieving that distortion-level decreases slightly, but not dramatically.

Please note that this graph assumes a fixed load-capacitance and scaling of

the load-capacitance is not included in these results. The next section will

include the effect of Technology scaling on both the load-capacitance as well as

the current.

2.5 Power Dissipation

In the previous paragraphs we have derived expressions for the capacitor

and the current values under different circumstances. Each of the expressions for

the capacitor sizes (section 2.3) can now be combined with each of the expres-

sions for the current value (section 2.4) to obtain a value for the device bias cur-

rent Id. To calculate the current drawn from the supply we will use the inverse of

(3):
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Fig. 11.

The effect of Technology Scaling on
Power Dissipation in:

a). Matching
b) Noise and
c) 1/f-Noise

dominated designs. The numbers
listed in Table 1 have been used to
obtain the absolute position of the
curves. Note that the curves for 1/f-
noise dominated designs are identi-
cal to the curves for the White-
Noise dominated designs, except
shifted down by more than 2 orders
of magnitude.
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Table 2. Expressions for Power Dissipation as a function of Technology
and Design parameters. 

Note that all expressions need to be multiplied by the factor in
the upper-left corner and by the appropriate factor from the 2nd
column.

Power
Estimate

Matching Noise 1/f-Noise

Multiplying
Factor
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. (51)

Multiplying by Vdd yields the Power Dissipation:

. (52)

Table 2 shows an overview of all expressions obtained in the above

described manner. Equation (2) was used to substitute volVdd for Vsig, in order

to show the dependence on the supply voltage. Note the multiplication factor in

the upper left corner which needs to be applied to all results in the table. That

factor, which contains Fsig, DR2, vol and cur, is common to all the results. For

each column there is also a separate multiplication factor in the 2nd row of the

table. Please note that although Noise and 1/f-Noise are combined in to 1 single

column, they do have separate multiplication factors in the 2nd row.

To get a feeling for the relative values of these expressions Fig. 11 was

produced. In order to get a consistent comparison, the numbers from Table 1

have been used again. Please note that the different y-axis in Fig. 11a, 11b and

11c are shifted from each other. Although the numbers chosen as design goals

are arbitrary, it is clear from this figure that if Matching is important (Fig.11a), it

will dominate the power requirements. The worst-case corner occurs when the

capacitance is determined by matching and the current by (openloop) distortion

requirements. It is also clear that the effect of 1/f-noise on power dissipation is

indeed very small.

2.5.1 Power Dissipation in Matching dominated designs

The most striking aspect of the matching dominated power dissipation

depicted in Fig. 11a, is that non of the curves scale up with technology. This

means that all matching dominate designs are either indifferent or benefit from

technology scaling. In the cases of the bandwidth-limited and discrete-time

designs (the white lines), the power dissipation goes down until the pivotal tech-

nology of 0.7um after which it remains flat and independent of technology.

These situations however do require the least amount of power.

Idd

Id

cur

-----------=

P IddVdd=
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2.5.2 Power Dissipation in White and 1/f-Noise dominated designs

Fig. 11b shows the noise dominated design situations. Note that all the

curves are relatively low compared to the curves from Fig. 11a. It is noteworthy

that, in contrast to the matching dominated design situations, non of the curves in

Fig. 11b show a decrease in power dissipation when technology progresses to

smaller dimensions. The openloop distortion and slew-rate curves put the highest

demands on power dissipation, but remain flat and independent of technology,

whereas all other curves show an increasing power as a result of technology scal-

ing. Note that the curves in Fig. 11c (1/f-Noise) are a scaled copy of the curves in

Fig. 11b (White Noise). This can also be seen in Table 2. From that table it is

clear that the ratio in power dissipation between these two situations is

kT/(ln(f2/f1)Kf), which is approximately 200 at room temperature.

2.6 Preliminary Conclusions

Assuming our starting points as stated in section 2.1 are still valid (to

which we will come back in paragraph 4), we may come to the following conclu-

sions.

Matching dominated design requires the highest amount of power dissipa-

tion for a given set of design specifications. The combination with openloop dis-

tortion (solid black lines in Fig. 11a) is the most severe with respect to power, but

is also more rare in real designs. Slew-Rate and matching is a combination that

behaves in the same way as matching and distortion. An example of such a com-

bination can be found in the pre-amps of Flash ADC’s. Matching together with

distortion specifications in a feedback situation (grey lines in Fig. 11a) is a very

common combination. An example of such a situation is for instance a Track &

Hold amplifier during the track-phase, while driving a Flash-based ADC. But

although these situations require the highest amount of power dissipation, the

scaling with technology is beneficial, as the power decreases with the technol-

ogy’s minimum feature-size.

The opposite can be said about the combination of noise and distortion in

feedback (the grey lines in Fig.11b). This is a very common situation and can be

found for instance in a Track & Hold amplifier in track-mode (driving a Pipeline

ADC), in Fixed-Gain amplifiers or in some continuous-time filters (like Opamp-

RC filters). The required amount of power is significantly lower than in match-

ing dominated situations and also significantly lower than in openloop situations.

However, this combination does not benefit from technology scaling, but shows
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an increase in power dissipation for shrinking technologies. For HD2-FB we find

an increase of about 3 times per decade of technology scaling, whereas for the

more common HD3-FB an increase of about 2 times is found.

The combination of noise and openloop distortion, as may be found in

LNA’s and gm-C filters, shows no dependence on technology in Fig. 11b (solid

black lines). This means that these types of circuit could scale well, as long as

the signal-swing scales with the supply voltage (equation (2)) and does not get

dictated by external factors.

Table 3: Designs examples categorized according to the dominating perfor-
mance parameters.

As already concluded in section 2.4.6, direct comparison between the

required power-levels for achieving a certain distortion-level in Continuous-

Time versus Discrete-Time situations (HD2 versus HD2-DT) shows that it is

easier to achieve a certain distortion-level in Discrete-Time situations than in

Continuous-Time situations. However, Technology scaling has an adverse effect

on the power dissipation in Discrete-Time situations if combined with Noise

requirements (solid white lines in Fig. 11b). As can be clearly seen in Fig. 11b,

for bandwidth limited (BW), discrete-time distortion limited (HD2-DT) or set-

tling limited designs (SET), the power dissipation will go up for shrinking tech-

Design
Situation

Matching Noise & 1/f-Noise

BW - Sensor Pre-Amp

- LNA

HD2-DT
HD3-DT

- T&H in Hold-mode

  driving a Flash-ADC

- Switched-Capacitor Circuits

- T&H in Hold-mode while

  driving a Pipeline ADC

SET - Folding ADC’s - Pipeline ADC

- Cyclic ADC

SR - Flash-ADC

- Sub-Ranging ADC

HD2-FB
HD3-FB

- T&H in Track-mode

  driving a Flash-ADC

- OpAmp-RC Filters

HD2
HD3

- LNA

- gm-C Filters
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nologies. This is a point of concern since this could apply to many design

situations. As will be discussed in section 3, these conclusions ask for a judicious

choice of architecture to take advantage as much as possible of the benefits tech-

nology scaling is offering.

Table 3 shows an overview of design examples classified according to the

parameters that dominate the capacitance and the current

2.7 Data from Literature

To show that the estimates for power dissipation derived in this section are

close to reality, information on 6-bit ADC’s was gathered out of the open litera-

ture [59-73] to enable a comparison between measured data on power dissipation

and power esitimates based on the above theory. Six bit ADC’s were chosen for

this comparison as most 6-bit design share the same architecture, that of a Flash-

ADC as depicted in Fig. 13. 

We assume a Track & Hold Amplifier, 2 arrays of pre-amplifiers, an array

of comparators and decoding logic. Furthermore we assume that there are 64

pre-amplifiers or comparators in each array. It is reasonable to assume that the

power dissipation of the Track & Hold Amplifier equals the total power dissipa-

tion of the pre-amps of the first array and that the sum of the power dissipation of

the 2nd array and the comparator array also equals the power consumed by the

first array. In that case we have 3 sections with equal power dissipation: the T&H

amplifier, the 1st array of pre-amps and the combination of the 2nd array of pre-

amps and the comparators. 

We use equations (10) and (27) to obtain a Matching and Slew-Rate domi-

nated power estimate of 1 single pre-amp of the first array and multiply that

times 64 for the number of stages and times 3 to include the T&H amplifier, the

2nd array of pre-amps and the comparators. Each paper [59-73] quotes an num-

ber for the Effective Number of Bits (ENOB) and Resolution Bandwidth. In our

estimates we use 2ENOB as an estimate for the Dynamic range (DR) and the Res-

olution BW as an estimate for the maximum signal frequency Fsig. Table 4 gives

an overview of the numbers used in the estimates. 

Using the above approach we made estimates for the power dissipation of

each design based on the ENOB and Resolution BandWidth numbers. Fig. 12

shows a plot of the Power Dissipation quoted in the paper versus our estimate for

that design. The thick line indicates the position at which the estimated power
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Table 4: Constants and Design Parameters used in generating Fig. 12. 

N 3 x 64 = 192

Fsig Resolution BW from paper

DR 2ENOB from paper

vol 60 [%]

cur 25 [%]

1.0 [V]

n 3 sigma

Fig. 12. Power Dissipation of 6-bit Flash ADC’s from literature [15] versus 
a Power Estimate using the method described in this section.
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T&H

HD3-FB SR SR
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Fig. 13. A Flash-based ADC. The dominant capacitance and current deter-
mining factors are indicated in the figure.
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HD3-FB HD3-DT HD3-DT

Noise Noise Noise

Fig. 14. A Pipeline ADC. The dominant capacitance and current determin-
ing factors are indicated in the figure.
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extactly equals the measured power dissipation. As can be seen from Fig. 12, the

estimate is very close to the real power dissipation, with in most cases the mea-

sured power dissipation some what higher than the estimate. There are 3 designs

that quote a slightly lower power dissipation than what we estimated. Keep in

mind though that none of the papers quoted a yield number (n sigma) or men-

tioned anything about voltage ( vol) or current efficiency ( cur). For those

parameters the estimates of table 4 were used.

With most of the designs very close to the power estimate and at least

within half an order of magnitude, Fig. 12 shows that the power estimation pro-

cedure described in this section are not merely of theoretical value, but are very

close to reality.

3. Design Implications

The results from the previous paragraph indicate that there are huge differ-

ences in both power-level as well as the way the power dissipation scales with

technology, dependent on the architecture chosen. In order to achieve minimum

power-level in general and benefit as much as possible from the technology scal-

ing, important choices have to be made on architectural level. In this paragraph

we will indicate some of the consequences of the finds of the previous para-

graphs.

3.1 Necessity of Matching Improvement Techniques

As was concluded in the previous paragraphs, and is also clearly shown by

Fig. 11, matching demands increase power dissipation enormously. On top of

that, one has to consider that, when matching is concerned, usually multiple ele-

ments (N) come in to play, as was clearly shown in the example of section 2.7

(N=192). This stresses the need for techniques that improve matching, like for

instance Averaging [42, 43], Calibration [56, 57], Offset-cancellation [54],

Chopping and Dynamic Element Matching [58]. Orders of magnitude improve-

ment in power dissipation can be obtained and sometimes combinations of dif-

ferent techniques can be used. 

Using these techniques brings great benefits but usually does not change

the behavior of the architecture with respect to the influence of technology scal-

ing on power dissipation. However, if pushed to the extreme, an initially match-

ing dominated architecture may end up to become noise dominated instead.
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3.2 Pipeline versus Flash-based ADC’s

Figs. 14 and 15 show generic circuit diagrams of a Flash and a Pipeline

ADC. Indicated in the figures are the dominant capacitance and current deter-

mining factors. 

As is shown, the Flash-ADC is limited by matching and Slew-rate and

scales with technology as indicated by the grey line labeled SR in Fig. 11a. The

worst-case point in the diagram of Fig. 13 however, is the Track & Hold ampli-

fier driving the matching dominated input capacitance of the Flash-ADC, which

scales less than proportional to technology, as shown by the curve labeled HD3-

FB in Fig.11a. This would lead to the conclusion that as technology shrinks, the

power dissipation in the ADC goes down faster than the power dissipation in the

T&H amplifier. This coincides with what designers are observing these days,

that the T&H amplifier becomes more and more dominant in the power dissipa-

tion of a Flash-based ADC.

The Pipeline-ADC (Fig. 14) is dominated by noise and distortion in a

feedback situation (HD3-FB). The dependence of power dissipation of this ADC

on technology is shown in Fig. 11b, as indicated by the grey line labeled HD3-

FB. As the figure shows, this combination of requirements leads to a power dis-

sipation which increases as technology progresses to smaller dimensions. Fortu-

nately, the increase is not very strong and equals to approximately a doubling of

the power dissipation for every decade in technology scaling. Nevertheless, it

can be concluded here that Pipeline-ADC’s do not benefit from technology scal-

ing. This also agrees with what designers are experiencing nowadays and

explains why Pipeline-ADC’s are usually designed using Thick-Oxide transis-

tors running from a higher supply voltage (i.e. 3.3[V] or 2.5[V] in a 1.8 [V] or

1.2 [V] process).

Comparing the power-scaling of Flash-based ADC’s to Pipeline ADC’s

could lead to a preliminary conclusion that Flash-based ADC benefit from tech-

nology scaling while Pipeline-ADC’s have to resort to the thicker oxides usually

available in deep sub-micron processes. This raises the question whether over

time more ADC design will be Flash-based.
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4. Caveats and ITRS predictions

The results calculated in paragraph 2 and the preliminary conclusions

from paragraph 3 are all based on the assumptions stated in paragraph 2.1. Linear

scaling of the technology was assumed, together with continuing improvement

of matching as a result of technology scaling. Moreover, a constant current and

voltage efficiency was assumed, of which at least the latter may be questionable.

In this paragraph we will discuss some of these starting points and evaluate to

which extend the conclusions from the previous paragraph remain valid.

4.1 Scaling of Matching

In the early phases of a technology node matching is usually considerably

worse than when the process is well matured. This inevitably leads to discus-

sions among designers about the scaling of matching. Theory [25] predicts that

1.00.1
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Lmin [ m]
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HD3-FB

HD2-FB

HD3

HD2-DT

Noise
Power

10
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ITRS 2003

Fig. 15. The ITRS 2003 predictions of

the high-performance and

low-power digital supply volt-

age for 90nm, 65nm, 45nm,

32nm and 22nm technologies. 

Fig. 16. The result of the less aggressive supply voltage scaling predicted by

the ITRS 2003 on Noise dominated designs. All the curves (except

for the SR, HD2 and HD3) bend down to a reduced power dissipa-

tion.
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matching keeps improving with thinner oxides. This theory is based on the

notion that threshold voltage mismatch between matched pairs of transistors is

predominantly based on fluctuations of dopants in the channel. As the charge

fluctuations are calculated back to a mismatch voltage the gate, by dividing

through the oxide-capacitance, thinner gate-oxides reduce the input-referred Vth-

mismatch. History (Fig. 2) shows that, until now, that has indeed been the case

and predictions of the Mixed-Signal Design Roadmap of the ITRS2001 [46] also

align with equation (8). 

More recent work however, showed that fluctuations of the poly-silicon

gate depletion charge [55] and fluctuations of fractions of the source and drain

implants penetrating through the gate material [45] start contributing consider-

ably to Vth-mismatch. With the supply voltage shrinking and the number of inte-

grated transistors on a typical large digital system getting in to the hundreds of

millions (requiring 6 designs), threshold-voltage mismatch starts to effect the

noise-margins in digital design [44]. This shifts the importance of mismatch

from a niche high precision analog corner to the mainstream of digital design

and as such will get much more attention. New solutions will be invented to

combat these issues such that digital design will stay on Moore’s track and ana-

log design will only benefit from that.

4.2 Moving from Strong- to Weak-Inversion increases Distortion

Lowering of the supply voltage will not only lower the available head-

room for signal-swing, but also reduced the bias-voltages (Vgt) thereby pushing

the devices from strong-inversion in to weak-inversion. While weak-inversion

operation has great benefits and entire industries are built on it, the inherent dis-

tortion of the voltage to current transfer is higher in weak-inversion than in

strong-inversion. This is due to the more non-linear nature of the exponential

relation in weak-inversion as compared to the square-law behavior in strong-

inversion. However, as indicated by (35), output referred distortion benefits from

a large gain A from input to output. A large gain requires a large gm and the ratio

between gm and Id is largest in weak-inversion. So, where weak-inversion exhib-

its the larger intrinsic distortion, it does benefit from the highest gm/Id ratio. It

can be shown that the increase in distortion in an openloop situation for a given

amount of current, by going from strong to weak-inversion, does not exceed 2x.
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4.3 Intrinsic Gain (gmrout) reduces

The intrinsic MOS-transistor gain, gmrout, has been decreasing as technol-

ogy-scaling allows for smaller channel-length. Even the mechanism that pre-

dominantly determines the output-impedance has changed. Where it used to be

channel-length shortening, it is now Drain-Induced Barrier-Lowering (DIBL)

that governs the output impedance. The predictions of the Mixed-Signal Design

Roadmap of the ITRS2001 [46] on this is that at minimum channel-length a min-

imum value of 20 would be maintained over all technologies, at least until the

22nm node is reached in 2016. 

The calculations performed in paragraph 2 and especially the preliminary

conclusions of paragraph 2.6 are based on the assumption of a constant voltage

efficiency as defined by (2). The constant reduction of the supply voltage, the

less than proportional reduction in threshold voltage and the 80 [mV] lower limit

of Vgt (Fig. 6) may endanger that assumption. Several papers [26-40, 52] have

been published addressing this problem. Two of the most severe problems are

Switches and OpAmps.

Switches at a low supply voltage may pose a significant problem. The use

of transmission-type switches (NMOS and PMOS in parallel) may not be an

option as the on-resistance may vary too much over the range from Vss to Vdd.

There may be even situation where the sum of the NMOS and PMOS Vth’s are

larger than the supply voltage Vdd an a gap appears somewhere in the middle of

the range where there is no conduction. Use of an NMOS-switch only can some-

times be a solution, but does shift the usable signal range close to Vss and often

limits the signal swing too much. 

Many papers and several techniques have been published to combat this

situation. Use of low-Vth devices may be a solution [26, 27], but at higher cost.

Several different clock-boosting techniques [28-31] have been proposed, though

the necessary circuitry is fairly complicated and use of those techniques is usu-

ally limited to just a few critical switches. Reliability is also a problem, since it is

hard not to stress the devices.

The Switched OpAmp technique [32-36] is a true circuit solution that does

not stress the process, but due to the necessity of powering down amplifier

stages, the maximum clock-rate is reduced to allow for sufficient recovery-time.

4.4 Voltage Efficiency
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OpAmps at a very low supply voltages have problems with the available

signal swing at the output as well as a very limited common-mode range at the

input. The limited input common-mode range often does not allow non-inverting

amplifier architectures. Even for inverting architectures CM level-shift tech-

niques may be necessary [34, 41]. The limited supply voltage may not allow for

cascoding and certainly prohibits the use of telescopic architectures. This pushes

the designs in the direction of two-stage designs, in order to obtain sufficient

gain. The first stage only needs to handle a very limited signal swing at its output

and can be cascoded, whereas the second stage does not require a large gain and

can be implemented as a regular common-source amplifier. However, this does

reduce the maximum achievable unity-gain frequency.

Maybe the most positive news in terms of voltage efficiency is the ITRS

2003 [47] prediction of the supply voltage Vdd as shown in Fig. 14. The same

figure also the shows the progression of the supply voltage up until now. Appar-

ently a shift in the predictions has taken place where the new view on supply

voltage scaling is that it will be substantially less aggressive. The predictions are

that even the low-power digital Vdd will not go below 0.5V, at least until 2018.

Good circuit performance at 0.5 [V] supply, even in today’s processes have

already been shown [52].

A less aggressive supply voltage scaling also would have a significant

effect on the power dissipation estimates from Fig. 11. While it does not have

any effect on the HD2, HD3 and SR curves (they are Vdd independent), all the

other curves (HD2-FB, HD3-FB, SET, HD2-DT and BW) will bend down to a

lower power dissipation than what is predicted in Fig. 11. This is an important

result, as these situations, if combined with Noise (Fig. 11b), all have a tendency

of showing an increasing power dissipation for shrinking technologies. Fig. 16

shows the results of the less aggressive supply voltage scaling as predicted by

the ITRS 2003 (Fig. 15), on the power dissipation in Noise dominated circuits

(similar to Fig. 11b). As can been seen from the figure, this has a significant pos-

itive effect on the prediction of power dissipation and almost brings the increase

of power dissipation to a halt.

Gate-leakage is a phenomenon relatively new to CMOS design. It is

caused by tunneling directly through the thin oxide of the MOS device and

shows an exponential dependence on the voltage across the oxide [53]. In [22] it

is shown that gate-leakage could effect circuit design in a number of aspects. The

4.5 Gate-Leakage
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intrinsic current gain (gmrout) is rapidly deteriorating as a function of both tech-

nology as well as channel-length. The same thing is true for device matching.

The dependence on channel-length is less of a problem as the channel-length

itself is under the control of the designer, but the degradation as a function of

technology is more serious and could become a significant problem at 45nm and

beyond [22]. Gate-leakage also affects the maximum hold-time of a capacitor in

a feedback-loop around an OpAmp and as such puts a lower limit on the clock-

frequency of Switched-Capacitor and Track & Hold circuits. A positive aspects

of this phenomenon however, is that the problem becomes more prone when the

transistor size becomes large relative to the capacitor size, which is when the cir-

cuit is pushed to its high-frequency limit. At that moment however, a lower limit

on the clock-frequency may be less of a concern.

5. Figure of Merit

To be able to compare designs that are comparable in their goals but

slightly different in various performance parameters, Figures-of-Merit (FOM)

are often introduced. A very common FOM for ADC’s is:

, (53)

which is often expressed in pJ per conversion. Note that strictly speaking this is

actually a ‘Figure of de-Merits a lower result is better. From the results of Table

2 however, we see that all expressions for Power Dissipation have the term

FsigDR2 in common. Equating DR = 2ENOB and Fsig = ResBW leads to the

conclusion that:

(54)

would make a better FOM. For matching dominated designs normalizing on Tox
or Lmin is even more appropriate:

. (55)

Both (54) and (55) do give a different perspective on what is the ‘best’ design.
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6. Conclusions

A general approach to power dissipation estimation has been proposed. It

has been shown that in general the capacitor size is set by either matching or

noise requirements together with the dynamic range and the maximum available

signal swing, which in turn is mainly determined by the supply voltage. The cur-

rent necessary to drive this capacitance is determined by dynamic performance

parameters like slew-rate, settling or distortion. The final power dissipation is

found by selecting the appropriate combination of design parameters and expres-

sions have been presented for the power dissipation in all these cases.

It has been shown that matching dominated designs exhibit a decreasing

or equal power dissipation for shrinking technologies whereas noise dominated

designs show an increasing or equal power dissipation. It has also been shown

that matching dominated designs require the highest amount of power dissipa-

tion, which stresses the need for matching improvement techniques like averag-

ing, calibration, offset cancellation, dynamic element matching or chopping

techniques.

As flash-ADC’s are matching based, they benefit from technology scaling.

Hence they use regular thin-oxide devices and operate from the regular supply

voltage. Pipeline converters however, are noise limited and are adversely

affected by technology scaling. As a result they benefit from the use of thick-

oxide devices and operate usually from a higher supply voltage.

Several caveats to these power dissipation predictions are mentioned, in

which gate-leakage and reduced scaling of matching may be most threatening.

Finally, an adapted Figure-of-Merit for ADC’s is proposed, to better reflect the

merits of the circuit as opposed to the merits of the technology.
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Appendix A

In this appendix the 3rd-order distortion in openloop situations is calcu-

lated for a differential pair in a similar way as was done for the 2nd-order har-

monic distortion in section 2.4.4. 

Differential circuitry is often used to suppress influence from common-

mode signals and also to cancel out any even order distortion. If a differential

pair is used for that purpose, the dominant harmonic will be the 3rd-order distor-

tion HD3. In general, the shape of the 3rd-order distortion will be of the form

[51]:

, (A.1)

where m=8 is assumed here for simplicity. Using the same reasoning as in sec-

tion 2.4.4, we may re-write this expression in terms of the voltage swing at the

output (Vsig) in the following way:

. (A.2)

Substituting (31) and (22) in (A.2) and solving for Id yields:

. (A.3)

When comparing (A.3) to equation (33) shows that it is usually a lot easier to

achieve good distortion in differential circuits then in single-ended circuits. The

square-root term reduced the required amount of current dramatically.
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Appendix B

In this appendix the 3rd-order distortion in closed-loop situations is calcu-

lated for a differential pair in a similar way as was done for the 2nd-order har-

monic distortion in section 2.4.5. 

Here we start with equation (A.1) and apply feedback with a loopgain of

A  to it:

. (B.1)

Using the same reasoning as in section 2.4.5, we may re-write this expression in

terms of the voltage swing at the output (Vsig) in the following way:

. (B.2)

Substituting A by Fu/Fsig yields:

. (B.3)

Substituting (31) and (22) in (B.3) and solving for Id yields:

. (B.4)

In general higher harmonics may be calculated in a similar fashion:

. (B.5)
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Abstract 

In this presentation several solutions for operating analog circuits at 

low power and/or low voltage will be discussed. Different ap-

proaches will be presented at transistor level, at circuit level and at 

system level. 

1. Introduction 

Technological evolution and market requirements are pushing towards low-voltage 

and low-power integrated circuits. This need comes from technology shrink (which 

lowers the breakdown voltage of the devices) and from the increasing demand for 

portable (battery operated) systems, as illustrated by the power supply voltage 

forecast of the ITRS Roadmap reported in Fig. 1. 
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Fig. 1 – Evolution of the power supply voltage as a function of the technology node according to 
the ITRS Roadmap 

Before entering into the discussion on low-voltage and low-power basic circuits it 

is worth to clarify a couple of fundamental questions: 

• does low-voltage imply low-power for analog circuits? 

• what does low-voltage really mean? 
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For the digital systems the power consumption is proportional to C·VDD
2
. There-

fore, the reduction of the supply voltage together with the reduction of the parasitic 

capacitances C in scaled technologies definitely corresponds to a reduction of the 

power consumption. On the other hand, for analog systems the situation is often 

the opposite, since the reduction of the supply voltage, if no specific countermea-

sures are taken, results in a reduction of the signal amplitude that can be processed, 

and, as a consequence, of the dynamic range that can be obtained with the same 

power consumption. In fact, for a given supply VDD, the maximum voltage swing 

possible in an analog system is about 

Eq.(1) SW = V
DD

2V
OV

,

where VOV denotes the upper and lower saturation voltages of the output stage of an 

analog circuit (typically VOV is the overdrive voltage of a MOS transistor). The 

power consumption (P) can be obtained multiplying VDD by the total current I:

Eq.(2) P = V
DD

I .

On the other hand, if the noise N2
, as in most analog systems, is limited by the 

thermal component, it is inversely proportional to a fraction of the total current I:

Eq.(3) N 2 1

I
=

V
DD

P
.

The analog system dynamic range (DR) can then be written as 

Eq.(4) DR =
SW 2

N 2

V
DD

2V
OV( )2

1

I

=
P

V
DD

V
DD

2V
OV( )2

.

A given DR therefore requires a power consumption proportional to 

Eq.(5) P
DR V

DD

V
DD

2V
OV( )2

or a current consumption given by 

Eq.(6) I
DR

V
DD

2V
OV( )2

From Eq.(5) and Eq.(6), it appears that both the power and the current consump-

tion of analog circuits increase when VDD decreases while maintaining constant the 

dynamic range, as qualitatively shown in Fig. 2. 
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Fig. 2 – Power consumption vs. power supply for a given dynamic range 

This can be also seen from Table I, where the performance of some significant ana-

log systems is compared. They are all modulators, but their performance is lim-

ited by thermal noise. They are compared using two possible figures of merit (FP

and FI)

Eq.(7) F
P

=
4 k T DR2 BW

P

and

Eq.(8) F
I

=
4 k T DR2 BW

I
=

4 k T DR2 BW V
DD

P
.

The figure of merit FP takes into account the power dissipation, while FI the cur-

rent consumption. Therefore, FI does not consider the obvious power consumption 

reduction due to the scaling of VDD, i.e. it considers only the increase in power con-

sumption required to maintain the dynamic range. 

TABLE I – PERFORMANCE COMPARISON

Reference Year VDD

[V] 

DR

[dB] 

BW

[kHz] 

P

[mW] 

FP

[ 10
6
]

FI

[ 10
6
]

Dessouky [1] 2001 1 88 25 1 261 261 

Peluso [2] 1998 0.9 77 16 0.04 332 299 

Libin [3] 2004 1 88 20 0.14 1493 1493 

Gaggl [4] 2005 1.5 82 1100 15 193 289 

Rabii [5] 1997 1.8 99 25 2.5 1316 2369 

Williams [6] 1994 5 104 50 47 443 2214 

Nys [7] 1997 5 112 0.4 2.175 483  2415 

Wang [8] 2003 5 113 20 115 575 2875 

YuQing [9] 2003 5 114 20 34 2448 12240 
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It appears that the value of FI for systems operating at 5 V (even if realized with 

technologies not at the state-of-the-art) is better than that for more recent imple-

mentations at low-voltage. The same applies for FP with some exceptions (such as 

[5] and [3]) where specific low-voltage techniques have been used to limit the 

power consumption penalty. In spite of this general power consumption increase, 

low-voltage analog circuits are needed for mixed-signal systems-on-a-chip, where 

the supply voltage is determined by the digital section requirements, and therefore 

proper solutions for the power-efficient implementation of analog building blocks 

at low voltage must be developed. 

From Fig. 2 it also appears that there is a certain value of the supply voltage 

(VDDmin_STD) below which an analog circuit designed with standard techniques can-

not any longer operate. To allow an analog circuit to operate with supply voltages 

below VDDmin_STD again specific design techniques are required. This consideration 

is useful to answer the second fundamental question. We can define “low-voltage 

system” a system that operates with a power supply voltage lower than VDDmin_STD

(i.e. a system for which specific design techniques for low voltage operation are 

required). 

The value of VDDmin_STD depends on the kind of circuit considered. Therefore, it is 

not possible to give a universal definition of “low voltage”, but this definition de-

pends on the function and the topology of the considered circuit or system. For ex-

ample in a bandgap reference voltage generator it is quite easy to identify 

VDDmin_STD with the value of the bandgap voltage in silicon (1.2 V) plus VOV. When 

VDD < 1.2 V + VOV, indeed, the traditional reference voltage VBG = 1.2 V obviously 

cannot be any longer generated, thus requiring specific circuit techniques to pro-

duce a lower output voltage with the same characteristics of stability and accuracy. 

In sampled-data systems it can be demonstrated that the value of VDDmin_STD is lim-

ited by the proper operation of the switches. This is because the availability of 

good switches allows the operational amplifiers to be properly operated and biased.  
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Fig. 3 – Switch conductance with large VDD Fig. 4 – Switch conductance with low VDD

For a given technology, the switch conductance is passing from the situation of 

Fig. 3 with a large value of VDD to the situation of Fig. 4 with a low value of VDD.
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A critical voltage region centered around VDD/2 appears where no switch is 

conducting and then rail-to-rail output swing cannot be achieved. The value of 

VDDmin_STD can then be extracted analyzing the operation of the transmission gate, 

as in Fig. 5. 

Swing

Vsat_opamp

VDC=VDD/2

Analog
SwitchVTH

N+
Vo

v

VDD

V
THP+Vov

Fig. 5 – Transmission gate with minimum supply voltage 

The most critical situation is when the signal to be sampled is equal to VDD/2. In 

this case, the use of transmission gates is efficient for: 

Eq.(9) V
DDmin _ STD

> V
THN

+ V
THP

+ 2 V
OV

The use of transmission gates allows us to exploit standard techniques (for both 

operational amplifiers and switches). Therefore novel solution for the design of 

low-voltage sampled data systems are needed either at circuit or at system level 

only when the power supply voltage is: 

Eq.(10) V
DD

> V
THN

+ V
THP

+ 2 V
OV
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Fig. 6 – The foreseen maximum supply voltage for the next years 

Notice that VDDmin_STD is technology dependent and for the forecast technologies in 

the future years (see Fig. 6), this condition is going to appear for technologies be-
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yond 30 nm (even beyond 65 nm when considering worst cases and design mar-

gins). 

For other kind of circuits, such as continuous-time filters or operational amplifiers 

the value of VDDmin_STD is again different and can be typically determined with sim-

ple considerations based on the circuit topology. 

In the following sections we will consider the most important techniques for im-

plementing circuits (Section 2) and systems (Section 3) operated with power sup-

ply voltages approaching or lower than VDDmin_STD and for minimizing the power 

consumption penalty associated with low-voltage operation. 

2. Low-Voltage Circuit Techniques 

In this section we will review different circuit techniques for achieving low-voltage 

operation with high-efficiency (i.e. minimizing the power consumption penalty). In 

particular, we will consider low-voltage design issues in the MOS transistors and 

in some of the most important analog building blocks, namely current mirrors, 

bandgap references, operational amplifiers and common-mode feedback circuits. 

2.1 MOS Transistors 

The minimum voltage required to operate a MOS transistor is typically determined 

by two parameters, namely the threshold voltage VTH and the overdrive voltage 

VOV = VGS – VTH, as for example in Eq.(9). Therefore, in order to achieve low-

voltage operation the designer has to minimize these two parameters. The thresh-

old voltage can be lowered by modifying the process (technologies with low-

threshold transistors are sometimes available at the expense of higher production 

cost) or by using special circuit techniques. However, in most cases, VTH is a fixed 

parameter, on which the designer has no control. On the other hand, the overdrive 

voltage is under the designer control. By minimizing VOV and/or the bias current, 

however, the MOS transistors end up operating in the weak inversion region, 

which is therefore the most common operating condition of the transistors in low-

voltage and low-power circuits [10]. The drain current of a MOS transistor in the 

weak inversion region is given by: 

Eq.(11) I
D

= I
S

e

VG VTH

n VT e

VS

VT e

VD
VT

,

where VT = k·T/q denotes the thermal voltage and n the slope parameter. Transis-

tors operated in this region feature advantages and disadvantages, summarized in 

Table II. 
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TABLE II – ADVANTAGES AND DISADVANTAGES OF MOS TRANSISTORS OPERATED IN THE WEAK 

INVERSION REGION

Advantages Disadvantages 

Minimum VOV Maximum drain current mismatch 

Minimum gate capacitance Maximum output noise current for a given ID

Maximum ratio g
m

I
D

and voltage gain Low speed, f
T

µ V
T

2 L2

In particular, it is worth to consider the output current mismatch, which has impact 

on the achievable performance of several circuits. The output current mismatch in 

a MOS transistor is given by 

Eq.(12)
I

D

I
D

= 2 +
g

m

I
D

T

2

,

where B and T are the mismatches of = µ C
ox and VTH, respectively. In the 

weak inversion region g
m

I
D is maximum and hence the second term of Eq.(12) 

increases, leading to a large mismatch. With typical values of B and T the output 

current mismatch of MOS transistors in the weak inversion region can be as large 

as 10%. Nonetheless, in bandpass applications, the offset may be not critical and 

then MOS device may be efficiently operated in weak inversion [11]. 

An interesting idea for reducing the value of the MOS transistor threshold voltage 

without modifying the process is to bias the device with a negative bulk-source 

voltage (VBS < 0) [12]. Indeed, the threshold voltage of a MOS transistor is given 

by

Eq.(13) V
TH

= V
TH 0

+ 2
F

V
BS

2
F( ) ,

where VTH0 is zero bias threshold voltage, the bulk effect factor and F the Fermi 

potential. The bulk bias VBS is normally positive, which leads to an increase of the 

threshold voltage with respect to VTH0. However, by biasing the transistor with 

VBS < 0 V, we can actually decrease the threshold voltage (see Eq.(13)). To reduce 

the threshold voltage as much as possible, the device has to be bulk biased as high 

as possible. However, this will forward bias the bulk-source diode, which is also 

the base-emitter diode of the associated parasitic bipolar transistor, thereby turning 

on this BJT. The absolute value of VBS is limited by how much current this BJT can 

tolerate. Moreover, the parasitic BJT introduces additional noise in the MOS tran-

sistor and might lead to latch-up. 

2.2 Current Mirrors 

Current mirrors are among the most important building blocks for realizing analog 

integrated circuits. The conventional current mirror, shown in Fig. 7.a, requires at 
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least a power supply voltage VDDmin = VTH + 2·VOV to properly operate (VOV is re-

quired by the input current source) and therefore it is not a particularly critical 

block for low-voltage operation. The output impedance of this current mirror, 

however, is relatively low and is worsening in scaled down technologies, making 

the use of this circuit unpractical in many cases. The traditional way of increasing 

the output impedance of a current mirror is the use of cascode structures (Fig. 7.b). 

A coscode current mirror, however, requires a minimum supply voltage 

VDDmin = 2·VTH + 3·VOV, which enables the use of this structure only for 

VDD > 1.8 V. 

Iin

IoutVDD

VSS
(a)

Iin

IoutVDD

VSS
(b)

Iin

IoutVDD

VSS
(c)

Vb

Fig. 7 – Conventional current mirror (a), conventional cascode current mirror (b), high swing 
cascode current mirror (c) 

The most common solution for achieving a sufficiently large output impedance in a 

current mirror without increasing VDDmin is the so called “high-swing” current mir-

ror, whose schematic is shown in Fig. 7.c. This circuit requires a minimum power 

supply voltage VDDmin = VTH + 2·VOV as the conventional current mirror, but 

achieves an output impedance of the same order of magnitude as the cascode cur-

rent mirror, as illustrated in Fig. 8. 
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Fig. 8 – Output current and output resistance as a function of the power supply voltage for the 
conventional, cascode and high-swing current mirrors 
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2.3 Bandgap Reference Voltage Generators 

Conventional bandgap reference structures produce a reference voltage of about 

1.2 V with minimum sensitivity to temperature variations. Of course, as already 

mentioned, when the supply voltage goes down below 1.2 V + VOV (VDDmin_STD), it 

is no longer possible to use the conventional structures [13]. 

Two components build up the output voltage of a bandgap reference circuit. One is 

the voltage across a directly biased diode (VBE) and the other is a term proportional 

to the absolute temperature (PTAT). The negative temperature coefficient of the 

former term compensates for the positive temperature coefficient of the latter. If 

VT = k·T/q is used to obtain a PTAT voltage, it is well known that (at ambient tem-

perature) it has to be multiplied by approximately 22 to compensate for the tem-

perature dependence of the diode voltage. If this condition is satisfied, the gener-

ated bandgap voltage becomes approximately VBG = 1.2 V. Using a supply voltage 

(VDD) lower than VDDmin_STD = 1.2 V + VOV, a fraction of VBG with appropriate tem-

perature features has to be generated. Since the bandgap voltage is given by 

Eq.(14) V
BG

= V
BE

+ n
k T

q
,

a fraction of the conventional bandgap voltage is achieved by scaling both terms of 

Eq.(14), using currents terms proportional to VBE and to VT, respectively. These 

currents are suitably added and transformed into a voltage with a resistor. The 

temperature dependence of the resistors used is compensated by fabricating them 

with the same kind of material. Fig. 9 shows the schematic diagram of a circuit, 

which implements the described operation [14]. 

– +

M1

R0 R2

M2
M3

R3

Vref

N

R1

VA VB

I2I1

I3

1

Q1 Q2

VC

R1 = R2

Fig. 9 – Schematic of the low-voltage bandgap circuit. 

Two diode connected bipolar transistors with emitter area ratio N drain the same 

current, leading to a VBE equal to VT·ln(N). Therefore, the current in R0 is PTAT. 

The operational amplifier forces the two voltages VA and VB to be equal, thus 

producing a current in the nominally equal resistors R1 and R2 proportional to VBE.

As a result, the current in M1, M2 and M3 (I1 = I2 = I3) is given by: 
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Eq.(15) I
1

=
V

T
ln N( )
R

0

+
V

BE

R
1

.

The output voltage is then given by 

Eq.(16) V
out

= I
1

R
3

= V
T

R
3

ln N( )
R

0

+ V
BE

R
3

R
1

=
R

3

R
1

R
1

ln N( )
R

0

V
T

+ V
BE

The compensation of the temperature coefficients of VT and VBE is ensured by 

choosing values of N and of the R1/R0 ratio which satisfy 

Eq.(17)
R

1
ln N( )
R

0

= 22.

Moreover, since transistors M1, M2 and M3 maintain almost the same drain-source 

voltage VDS, independently of the actual supply voltage, the power supply rejection 

ratio of the circuit is only determined by the operational amplifier. By inspection of 

the circuit, it can be observed that the minimum supply voltage is determined by 

VBE + VOV. However, the supply voltage used must also ensure proper operation of 

the operational amplifier (at least VTH + 2·VOV + VOV for a CMOS implementation) 

and, indeed, this is the true limit of the circuit. 

2.4 Operational Amplifiers 

The MOS transistor output impedance of scaled-down technologies decreases and, 

as a consequence, also the achievable gain-per-stage decreases. In addition, at low 

supply voltage, stacked configurations (for example cascode) are not possible. 

In this situation a sufficiently large operational amplifier (opamp) gain can be 

achieved by adopting multistage structures which, however, for stability reason, 

tend to have a relatively small bandwidth as compared with single stage structures. 

On the other hand they present the advantage of allowing us, at the first order, to 

separately optimize the different stages. In this way it is possible to operate with 

the input common-mode voltage (Vin_DC) and the output common-mode voltage 

(Vout_DC). 

Regarding the input stage, the most feasible solution in order to reduce noise cou-

pling and offset appears to be the differential structure. The simplest differential 

input stage is shown in Fig. 10. In this case, PMOS input transistors with NMOS 

load devices have been used as an example. The minimum supply voltage for 

proper operation (VDDmin) is given by 

Eq.(18) V
DDmin

= max 3 V
OV

+ V
outpp

,V
in _ DC

+ V
TH _ P

+ 2 V
OV{ }

The first condition is forced by the three stacked devices M1, M3, M5 that have to 

operate in the saturation region (i.e. VDS > VOV), assuming an output swing Voutpp.
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vi+ vi–

VDD

vo– vo+

vcm

vb
M1

M2 M3

M5M4

(2)

(1)

Fig. 10 – Differential input stage 

The second condition is forced by the sum of the VGS drop across the input device 

and the VDS of the PMOS current source. In the case of VTH larger than VOV + Voutpp

and Vin_DC = 0 (which appears to be the optimal bias voltage for the input stage), 

the theoretical minimum supply voltage VDDmin is obtained and it is given by 

Eq.(19) V
DDmin

= V
TH

+ 2 V
OV .

Regarding the output stage, the key issue is to maximize the output swing, thus 

leading to Vout_DC = VDD/2. 

The complete scheme of a differential amplifier is shown in Fig. 11 [15]. It allows 

to satisfy both the above conditions. 

vi+ vi–
vo+

VDD

vo–

vcm

vb

VDDVDD

Fig. 11 – Complete two-stage amplifier 

In this circuit the folding structure has been used to ensure that the VD of M4, M5 is 

biased slightly higher than one VOV above ground. This allows us to maintain all 

the devices (for the possible exception of the cascode device itself) in saturation 

region at all times. This is because either at the source of the cascode device and at 

the gate of the NMOS device in the output stage the voltage swing is quite small. 

The minimum supply voltage VDDmin for this circuit is still given by VTH + 2·VOV,

assuming that VTH is the largest between the NMOS and the PMOS threshold volt-

ages. The structure of Fig. 11 corresponds to a fully differential amplifier. In the 

case of a single–ended structure, a current mirror must be implemented to realize 

the differential-to-single ended transformation. The use a diode connected MOS in 

the signal path, typical of classical current mirror topologies, is not possible since it 

would increase the minimum supply voltage. Fig. 12 shows a possible circuit ca-

305



pable of operating with VDDmin = VTH + 2·VOV: a low-voltage current mirror is used 

(indicated with dashed line). 

vi+ vi–

VDD

vo

vb

VDDVDD

Low-voltage current mirror

Fig. 12 – Single-ended opamp with low-voltage current mirror 

In alternative to the above class-A input stage, a class-AB input stage is also avail-

able [2]. It is based on the input differential pair of Fig. 13. Applying a differential 

signal to this circuit, two equal output currents (Iout) are generated. The complete 

class-AB opamp scheme, which uses also the low-voltage current mirror, is shown 

in Fig. 14. It is able to operate with VDDmin = VTH + 2·VOV. This stage can be used 

when a large capacitive load is present and the power consumption must be re-

duced. However, as it is usually the case in a class AB stage, its structure is rela-

tively complex, thus increasing noise and offset. 

iout

iout IB

vi+ vi–

VDD

VDD

vi+ vi–

vo– vo+

Fig. 13 – Class-AB input pair Fig. 14 – Class-AB opamp 

An interesting circuit for low-voltage applications is the bulk driven opamp. In this 

circuit, whose simplified schematic is shown in Fig. 15 [16], the input signal is ap-

plied to the bulk of two MOS transistors. This technique allows us to achieve rail-

to-rail input common-mode swing requiring a supply voltage as low as 

VDDmin = VTH + 2·VOV. The drawback of this circuit is that the transconductance 

value changes dramatically (about 2 times) with the common-mode  input voltage. 

Moreover, the equivalent input referred noise of a bulk-driven MOS amplifier is 
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larger than the conventional gate-driven MOS amplifier because of the small trans-

conductance provided by the input transistors. 

Vin Vip

Vout

VDD

VSS

Ibias

Fig. 15 – Bulk driven opamp 

2.5 Common-Mode Feedback 

For a fully differential opamp an additional common-mode feedback (CMFB) cir-

cuit is required to control the output common-mode voltage. This can be done us-

ing a continuous–time or a sample–data (dynamic) approach. 

For a continuous–time solution, the key problem is that the inputs of the CMFB 

circuit must be dc–connected to the opamp output nodes, which are located around 

VDD/2. For low supply voltage VDD/2 is lower than VTH. No MOS gate can therefore 

be directly connected to the opamp output node. Fig. 16 shows a circuit that uses a 

passive level shifter to circumvent this limitation. In this case a trade-off exists be-

tween the amplitude of the signal present at the CMFB circuit input and the 

amount of level shifting. In addition the resistive level shifter decreases the output 

stage gain. Finally, this scheme operates with a VDDmin which is VTH + 3·VOV, i.e. 

larger than the value by the rest of the opamp. This means that in some cases the 

CMFB becomes the limiting factor for the VDD minimization. 

V
DD

V
cm

V
o
+

V
o
–

V
CMFB

V
b

Fig. 16 – Low-voltage continuous-time CMFB circuit 

On the other hand, for a dynamic CMFB circuit the key problem is to properly turn 

on and off the switches. This could be easily done using a voltage multiplier and 

for this case no further discussion is necessary. Two further solutions (active and 

passive) for a low-voltage dynamic CMFB circuit are shown in Fig. 17 ([17], [18], 

[15]). 
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Fig. 17 – Low-voltage sampled-data CMFB circuits 

The circuit of Fig. 17.b operates as follows. The main differential opamp is as-

sumed to operate during phase 2, while during phase 1 it is turned-off and its out-

put nodes are connected to VDD. During phase 1 capacitor CDC is connected be-

tween ground and node VCM(1) (i.e. it is charged to VCM(1) – 0 V); VCM assumes the 

ideal value obtained with a replica bias branch including the diode-connected MOS 

device M0 in the current mirror active only during phase 1. On the other hand, ca-

pacitors CP and CM are both charged to VCM(1) – VDD. During phase 2 (which corre-

sponds to the active phase of the opamp) the current mirror MD is turned-off and 

the charge conservation law can be applied to node VCM. Therefore, choosing 

C1 = C2 = CDC the opamp output common-mode voltage is set to VDD /2. In addition 

capacitors CP and CM are properly charged in order to operate like a battery be-

tween the output nodes and the control voltage VCM, which can be used to bias the 

opamp. All the switches used in this scheme are connected to ground (and imple-

mented with NMOS transistors) or to VDD (and implemented with PMOS transis-

tors). This means that the proposed scheme can operate from a supply voltage as 

low as VTH + 2·VOV, which is the same limit as the main differential opamp. 

3. Low-Voltage Low-Power Analog Systems 

As for the MOS transistor operation, and for the circuit solutions, in this section 

possible system-level solutions for reducing the overall power consumption and/or 

for operating at low-voltage will be presented. No systematic approach appears 

possible and then this is just a list (unavoidably incomplete) of possible solutions. 

In addition the target of low-power does not typically implies low-voltage and so 

separate discussions are carried-out and different solutions are given for each of 

the two targets. 
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3.1 Low-Power Solutions 

The possible approaches for reducing the power consumption at system level are 

mainly related to operation timing in the device under development and to the ac-

curate control of the signal swing. This is of course directly applied for sampled-

data systems (mainly realized with Switched-Capacitor or Switched-Current tech-

niques), while few examples of continuous-time systems will be given. 

The main power reduction techniques based on operation timing are: 

• The duty-cycle technique: this corresponds to turn-on active circuits only when 

they are needed, while the circuits are turned-off for the rest of the time. These 

circuits consume power only when they are turned-on and the overall average 

power consumption is reduced. This is only possible when the system allows 

that the output signal of the circuit to be turned-off is not needed during the off-

state. This means that the signal processing is required only in certain periods. 

On  the other hand, the circuits have to be able to quickly recover the state ac-

quired before the turn-off, and this recovering has to be done within the avail-

able time slot. 

• The time-sharing technique: once that it is possible to disable the operation of 

some parts of the device, these parts, instead of being turned-off (with the duty-

cycle technique), may be connected to different parts of the device, avoiding the 

duplication of active device and, as a consequence, of their power consumption. 

3.1.1 The duty-cycle technique 
The duty-cycle technique corresponds to activate the consuming circuit (or a part 

of it) only for the necessary time for signal processing, while for the rest of the 

time it is turned-off. A descriptive timing diagram is shown in Fig. 18. During the 

turn-on time the circuits is turned-on; in this time slot the circuit is recovering its 

nominal operation condition from turn-off condition, and then it is not processing 

the signal. During the signal processing time, the circuit is effectively processing 

the signal. After this the circuit is turned-off and remain idle for the turn-off time. 
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Fig. 18 – The duty-cycle technique 

In some cases, the duty-cycle is not fixed and the circuit is turned on only when it 

is needed by the application, by an ‘activation’ signal. In some other cases, the sys-

tem is not requiring this feature, and the turn-on/off timing is regulated by a fixed 

clock. The average power consumption can now be expressed as: 
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Eq.(20) P
av

=
P

on
T

on

T
on

+ T
off

The relative weight of Ton with respect to the total period (Ton + Toff) gives the net 

power saving advantage of the technique. Thus this technique would give a signifi-

cant advantage when Ton<< Toff. Notice that Ton includes also the turn-on time, 

which is dependent on time constants of the full system, which can be electrical or 

of different nature (mechanical, thermal, etc…). These time constants should be 

minimum, but in some cases they are out of the control of the circuit designer and 

so they may severely impact on the application of this technique. In the following a 

couple of cases, which are representative of the concept, are given. Both of them 

refers to sensor interface, which are power demanding during sensing, but the sys-

tem requires a measurement with a very low data-rate (1/min or less). 

Fig. 19 – The gas-sensor structure 

Fig. 20 – The electronic compass structure 
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Fig. 19 shows a gas-sensor system under development [19]. In this system a meas-

urement is required only every two minutes. In the structure the most power hun-

gry block is the heater, which has to supply a larger current to heat the sensor to 

the target temperature. Thus the adopted solution is to turn on/ff the full structure 

every two-minutes and leaving the system active only for the time needed for the 

start-up (which includes and in dominated by the thermal time constant of the sen-

sor substrate to be heated to 200° C) and for the measurement, which are in total 

about 500 s. The duty-cycle is then of 5·10
–4

%. As a consequence the overall av-

erage power consumption is 1/240.000 time lower than the full operation power 

consumption. 

A similar concept will be used in a fully-integrated dual-axis electronic compass 

under development, shown in Fig. 20 [20]. In this case the magnetic sensor is a 

flux-gate, which has to be excited with a large current (to saturate the ferro-

magnetic material). On the other hand the required measurement rate is about 1Hz, 

while the measurement process (including also the start-up, which in this case is 

negligible) requires only 0.2 ms. A 0.2% duty-cycle can then be adopted, with the 

consequent power consumption reduction. 

Similar concepts are also available in many other situations, like, for instance, in 

some telecommunication systems, in which the receiver is completely turned-on 

only when a coming signal to be processed has been recognized. This reduces the 

receiver power consumption when no signal is coming. In same way, also the 

transmitter is turned-off when no transmission is required, which may occurs when 

the terminal is inactive or in a TDD communication scheme during the time frame 

not allowed for the transceiver. In this case the power saving is considerable since 

the Power Amplifier is one of the most power hungry block in the transceiver. 

3.1.2 The time-sharing technique 
The time-sharing technique is an improvement of the duty-cycle technique and cor-

responds to the use of the same circuit (which would be disabled in a duty-cycle 

scheme) in different positions of the systems. This means that some parts of the 

circuit may be in idle state and only one part of the circuit is active. As a conse-

quence the application of this technique is possible only in those cases in which the 

output signals in some nodes are not read, and the relative driving force can be 

nulled. Many examples of this technique are given in SC circuits. In the basic SC 

biquadratic cell of Fig. 21.a, the opamp embedded in the 1
st

integrator is active 

only during phase 1, while the opamp of the 2
nd

integrator is active only during 

phase 2. As a consequence, the same opamp can be shared between the two inte-

grators., as shown in Fig. 21.b.  

For a power budget, in the standard scheme of Fig. 21.a, the two opamp has to 

settle exactly in the same time slot of the single opamp of Fig. 21.b. As a 

consequence each of the two opamp of Fig. 21.a consumes the same power of the 

single opamp of Fig. 21.b. This means a net power saving of about 50%. 
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Fig. 21 – Time-sharing operations for a SC biquadratic cell 

The main limitations of this solution are the following: 

• the voltages of two integrator output nodes may be largely different, and so the 

opamp (whose output node is switched between the two output nodes) is forced 

to quickly update its output voltage and this is achieved with a slew-rate, which 

may be larger than that required for the opamp of Fig. 21.a;  

• the opamp used in different integrators requires to connect/disconnect the inte-

grating capacitor, and this may corrupt the information stored as a charge on the 

integrating capacitor due to charge injection, clock feedthrough, etc. 
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Fig. 22 – Time-sharing operations for a SC cascade 
structure 

The concept above described 

for the basic biquad cell, can be 

extended to more complex SC 

structures, like cascade of 

biquads as shown in Fig. 22 

[21], ladder structures [22], and 

 modulators [11]. In these 

cases some opamps are used in 

different positions and at an op-

erating rate (fop) higher than the 

external rate (fext) of the system. 
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Examples of the time-sharing are also given by several SC compensation scheme. 

In these cases, some features of the active devices (typically the opamp) should re-

quire a large power to fit the specification. The alternative approach is then to de-

sign a low-performance opamp and use one time slot to calibrate it. This concept 

can be done for the improvement of the overall SC system performance w.r.t. to 

opamp limitations [23], [24], [25], [26], [27], in: 

• 1/f & low-frequency noise & offset (CDS technique) 

• finite opamp gain 

• finite opamp bandwidth (double-sampling technique) 

Fig. 23 shows a very popular SC

structure implementing the Corre-

lated Double Sampling (CDS) tech-

nique. During phase 1, the struc-

ture is self-calibrating to reduce the

offset and 1/f noise at the output

node and to compensate for the ef-

fects of the opamp finite gain (at

least for low-frequency input sig-

nal). As a consequence, the opamp

could be designed to exhibit lower

1/f noise and offset performance, but

with lower power consumption. 
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Voff

X

1
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2
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Fig. 23 – A ‘time-sharing’ structure with CDS 
for offset, 1/f and finite gain compensation 

Another application of the time-sharing operation is given by the double-sampling 

technique, which gives an immediate advantage of two to the opamp speed re-

quirements, which reflects on lower power consumption. The output value of the 

standard SC integrator of Fig. 24.a is read only at the end of 2, and the time avail-

able for the opamp to settle is Ts/2. The equivalent Double-Sampled structure is 

shown in Fig. 24.b. The capacitor values for the two structures are the same, and 

thus they implement exactly the same transfer function. The time evolutions for the 

two structures are compared in Fig. 25. 
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Fig. 24 – Standard and Double-Sampled SC integrator structures 
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In the Double-Sampled integrator 

the opamp has to settle within 

phase A, which is as long as the 

sampling period Ts. Therefore for 

the Double-Sampled SC integra-

tor, the time available for the 

opamp to settle is doubled w.r.t. 

the standard solution. This advan-

tage can be used to reduce at low 

sampling frequency: a smaller 

bandwidth to be guaranteed by 

the opamp reduces its power con-

sumption. 

Fig. 25 – Standard (Line I) and Double-sampled (Line 
II) SC integrator operation 

The cost of the double-sampled structure is the doubling of all the switched-

capacitors. In addition, in the case of a small mismatch between the two parallel 

paths, mismatch energy could be present around Fs/2 [28]. 

3.1.3 Dynamic reduction in  modulator ([29], [4]) 

Another possible approach to reduce power consumption has been applied to 

modulator. It based on the concept that the power consumption depends also on the 

signal amplitude (slew-rate, etc…). For this reason, in the scheme of Fig. 26 the 

input signal is forwarded to the quantizer input. This means that the loop filter is 

processing only the quantization noise, whose amplitude can be strongly reduced if 

a multibit quantizer is adopted. In this way a small output swing is required to the 

loop filter, which may exhibit better linearity at lower power consumption. 

H(z)
Vi Bo

Fig. 26 - LP Modulator 

3.1.4 Dynamically  power-optimized  circuits ([30]) 
Another approach to reduce/optimize the overall power consumption consists in 

adapt the current level w.r.t. the signal level. An example of this concept is shown 

in Fig. 27. 

For low signal level, lower noise is required to achieve a given DR and so large 

power consumption is needed. This corresponds to operate with phase DR active. 

On the other hand, for large signal level, the power consumption can be reduced 

and so the opamp on the bottom can be turned-off. In both phase the transfer func-

tion is the same. The critical issue of this technique is the time needed for the bot-

tom part when it is turned-off to be updated before being connected to the top part. 
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Fig. 27 - Dynamically optimize active-RC building block 

3.2 Low-Voltage Solutions 

3.2.1 Low-Voltage Continuous-Time Systems 
LV continuous-time systems may be divided in open-loop (like gm-C filters) or 

closed-loop (like active-RC filters) structures.  

Any discussion about open-loop structure deals with the differential stage voltage 

limitations, as already discussed in the opamp section. The minimum voltage sup-

ply (VDDmin) is limited by the output-to-input connection of two similar stages, as 

shown in Fig. 28. This means that the VDDmin depends both on input and output 

stage limitation, and it is given by: 

Eq.(21) VDDmin=(VGSdiff + Vsat_top)+2·Vsw+Vsat_bottom= VTH +3· Vov + 2·Vsw
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Fig. 28 – LV Gm-C filter connection 

As a further definition of the above expression, the VGSdiff is correlated with the 

maximum signal amplitude i.e. with Vsw. A slightly reduction of the VDDmin is 

achievable by using a pseudo-differential structure [31], which avoids the use of 
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the tail current generator Mi2 and, as a consequence, the contribution of Vsat_top is 

cancelled. Of course a pseudo-differential structure exhibits a worse CM-signal re-

jection and a worse CM-signal control. To guarantee these features at the same 

level of fully-differential stages, additional circuitry in necessary, which increases 

the overall power consumption. 

On the other hand, in the design of a closed-loop structure the use of the virtual 

ground separates the dependence of VDDmin on both input and output stage. To 

maximize output swing, the output stage is designed to fix Vout=VDD/2. The supply 

minimization deals with the virtual ground, i.e. the input common-mode voltage of 

the embedded opamps. Fig. 29.a shows a possible solution for the basic active-RC 

integrator embedded in a closed loop system. Without any level shift (i.e. no Io and

no RB), for cell coupling it has to verify Vi=Vo=VDD/2. This would require a signifi-

cantly large VDDmin (given approximately by VDDmin=VDD/2+VTH+2·Vov. Assuming a 

rail-to-rail output stage i.e. VDD =2·Vsw+2·Vov, it results:

Eq.(22) VDDmin=Vsw+VTH+3·Vov

A VDDmin reduction is obtained with a level shift from the output to the input, de-

coupling the input stage requirements from the output stage requirements. The 

level shift can be realized as shown in Fig. 29. In Fig. 29.a the level shift is realized 

with a current source Io. The input stage is optimizing by biasing Vb just one Vov (as 

required by the Io current source). The optimum value for the current Io to set 

Vout_DC = VDD/2 is given by: 

Eq.(23)
Io =

VDD
2

–Vb

Ri

Using this scheme the minimum supply voltage is given by: 

Eq.(24) VDDmin = (VTH+2·Vov) + Vb =(VTH+2·Vov) + Vov = VTH + 3·Vov
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Overall feedback network
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Overall feedback network

VB
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(b) 

Fig. 29 – LV Active-RC dumped integrator 

The above VDDmin is just one Vov of the absolute minimum supply voltage for ana-

log circuits. The above scheme could be conceptually implemented by replacing 

the current generator Io with a resistor RB connected to VR that sinks the current 

(VB–VR)/RB, as shown Fig. 29.b. In this scheme, the opamp output dc-voltage is:  
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Eq.(25) Vout_dc = VB· (1+RIN/RB) —VR · RIN/RB

which is not limited to Vsat of the current source, but can be extended to be very 

close to the rail (but cannot reach it).  

The above simple schemes are the high-

level generalization of a number of bias-

ing scheme operating at low-voltage 

(like the switched-opamp technique de-

scribed in the following paragraphs). An 

example of its application in a mixed 

continuous-time sampled-data system is 

the sampler of SAR ADC  that is shown 

in Fig. 30 [32]. 
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3.2.2 Low-voltage Sampled-data Systems (Switched-capacitor - SC) 
In the following the case of SC 

circuits will be addressed, since 

they appear a good compromise 

between circuit complexity and 

achievable performance. The

typical SC integrator is shown in 

Fig. 31, where it is indicated that 

different supply voltages can be 

used to bias the opamps and the 

switches (and their relative driv-

ing circuits). 
Fig. 31 – Typical SC integrator 

3.2.2.1 Processing a reduced signal amplitude with standard SC solutions 
The fundamental limitation to the operation of SC circuits at low-voltage are due to 

switches operations. From Fig. 4, it appears that at low-voltage using standard 

complementary switches results in a reduced (or zero) possible signal swing. In 

addition, this signal swing is strictly possible only in two regions: one is closed to 

ground and the other is closed to VDD. In these region using complementary 

switches is no more advantageous, and so single MOS switches (NMOS-only or 

PMOS only) can be used. An NMOS-only switch may then be adopted when the 

signal swing is closed to ground, while a PMOS-only switch would be used when 

the signal swing is closed to VDD. This however makes the possible signal swing to 

depend on the power supply. In fact, let's consider the case of a NMOS-only switch 

connected to a signal biased at VDC and with a signal swing VSW. The resulting 

switch conductance is shown in Fig. 32. 

In this case the minimum supply voltage VDDmin results to be given by: 
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Eq.(26) VDDmin = VDC + VSW + VTHN(VDC+VSW) + Vov

Notice that the NMOS threshold voltage VTHN depends on the voltage, whom the 

switch is connected to, i.e. (VDC+Vov) due to the body effect. As a consequence, 

VDDmin depends directly and indirectly on VSW. This low-voltage SC design ap-

proach has been adopted in the design of a Sample&Hold whose scheme is shown 

in Fig. 33 [33]. It presents a pseudo-differential (PD, i.e. two single-ended struc-

tures driven with opposite signals) double-sample (DS, i.e. the input is sampled 

during both clock phases) structure. It operates as follows. During phase 1, C1P and 

C1M sample the input signal, referred to VDD. During phase 2, C1P and C1M are con-

nected in the opamp feedback, producing the output sample
1
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Switch operations are guaranteed by proper control of the voltage at the node 

where the switches are connected to, as shown in Fig. 34. The opamp input dc-

voltage is set to ground by the feedback action. Switch S2 is then realized with a 

single NMOS device. Switch S4 is connected to VDD, and then it is realized using a 

PMOS device. The input signal dc-voltage Vin_dc is set close to ground: this allows 

to realize S1 with a single NMOS device. The opamp output dc-voltage (Vout_dc) is 

then fixed at the value: 

Eq.(27) Vout_dc = VDD – Vin_dc

and results to be close to VDD. S3 is then realized with a PMOS device. The mini-

mum supply required by the structure is then fixed by proper operation of switches 

S1 and S3, and it is given by: 

                                        
1

This structure offers the following advantages. The PD structure avoids the implementation of a Common-Mode Feedback 

circuit, a critical block for low-voltage circuits. The DS structure avoides any opamp reset phase which causes in single-sampled 

structures large output steps. Slew-rate requirements are then relaxed, also because the opamp has to charge only the output load, 

and not the feedback capacitor. Furthermore the opamp always operates with feedback factor equal to one, achieving maximum 

speed of response. Finally a negligible droop-rate is expected assuming an opamp MOS input device without input current.
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Eq.(28) VDDn>Vin_dc +Vsw +VTHn(Vin_dc+Vsw)+Vov

Eq.(29) VDDp > Vsat + 2·Vsw + Vov + VTHp(Vout_dc – Vsw)

where Vsw is the peak of the single-ended signal amplitude, VTHn and VTHp are the 

maximum values of the NMOS and PMOS threshold voltages obtained for the 

body effect evaluated at the maximum level of the signal swing. Vsat is the mini-

mum distance from VDD for the opamp output node before it enters in the saturation 

region. As previously anticipated, VDD depends from the signal swing directly and 

indirectly, through the dependence of the VTH from the signal value. This aspects 

can be studied plotting the available output swing vs. the power supply VDD. In the 

proposed design the following values have been used: Vov=50mV, Vsat=80mV. The 

VDDmin vs. differential output swing is given in Fig. 35. The line with the stars indi-

cates the technological typical case for both NMOS and PMOS, while all the other 

lines indicate all the possible combinations of NMOS and PMOS worst cases for 

the used 0.5 m CMOS technology. For the typical case 600mVpp output swing are 

possible with 1.2V power supply. 

Vov

Vin_DC Vsw

Vsw

Vout_DCVsw

Vsw
VTH_NMO
S

Vsat (opamp)

VTH_PMOS

Vov

VD
D

GND

Fig. 34 – Voltage drop across the switches Fig. 35 – VDDmin vs. output swing 

The main advantage of this approach is the fact that it uses only standard block de-

sign (at the cost of a reduced and technology-dependent signal swing) and so there 

are no critical limitations to operate with a high sampling frequency. 

3.2.2.2 Processing a rail-to-rail signal amplitude with novel solutions 
As the supply voltage reduces, accordingly the available output swing strongly re-

duces, and, as a consequence, also the DR. It is therefore mandatory to maximize 

the output swing, which has to be rail-to-rail (using Vout_dc=VDD/2). This can be 

done with the following approaches: the on-chip supply voltage multiplier, the on-

chip clock multiplier and the switched-opamp technique. These design approaches 

are different with respect to the supply used for the switch section and for the 

opamp section (as shown in Fig. 31). Depending on this choice of opamps and 
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switches supply, switches and opamp operation are guaranteed in different ways 

and, as a consequence, particular problems, which limit its applications arise.  

3.2.2.2.1 On-chip supply voltage multiplier ([34]) 
If the SC designer wants to re-use all his know-how, the only possible design ap-

proach is to generate on-chip an auxiliary supply VDDmult to be used to power the 

complete SC filter. In this way the SC filter is designed using the available analog 

cells for opamps and switches, operating from the multiplied supplied voltage (i.e. 

with VDDswitch=VDDopamp=VDDmult).  

The on-chip supply voltage multiplier suffers from the following limitations: 

• the technology robustness: the scaled-down technology presents the maximum 

acceptable electric field between gate and channel (for gate oxide break-down) 

and between drain and source (for hot electrons damage) must be reduced and 

this results in an absolute limit to the value of the multiplied supply voltage; 

• the need to supply a dc-current from the multiplied supply forces to use an ex-

ternal capacitor: an additional cost, not feasible for other system considerations; 

• the conversion efficiency of the charge-pump cannot be 100% and this could 

limit the application of this approach in battery operated portable systems; 

For these arguments this approach appears the least feasible for future applications 

and it will not be discussed any further. 

3.2.2.2.2 On-chip clock voltage multiplier  ([35], [36]) 
A second and more feasible alternative to

operate low-voltage SC filters is the use of

on-chip clock multiplier to drive only the

switches, while the opamps operate from

the low-supply voltage. Thus the voltage

multiplier has only to drive the capacitive

load due to the switch gates, while it is not

required to supply any dc-current to the

opamp. No external capacitor is then re-

quired and the SC filter is fully integrated.

Using this design approach the switches

can operate as in standard SC circuit work-

ing with higher power supply. 

CsVi

CLK

Input
switch

VG

Sampling
switchBuffer

Fig. 36 – A possible clock multiplier 

On the other hand, the opamp has to be properly designed in order to operate from 

the reduced supply voltage. In particular the opamp input dc-voltage is necessary 

to be set Vin_DC=0 (this will explained later), while the opamp output dc voltage is 

set to Vout_DC=VDD/2 to achieve rail-to-rail output swing. These dc levels are not 

equal and so a voltage level shift must be implemented. Such a level shift can be 

efficiently implemented using SC technique. In this way the operation is possible 

due to the full functionality of the switches at any input voltage using the multi-

plied clock supply. In the scheme of Fig. 31, assuming V2=Vout_DC and V3=Vin_DC

gives the proper dc-voltage at the opamp input and at the output nodes. This design 
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approach, like the previous one, suffers from the technology limitation associated 

to the gate oxide break-down. Even in presence of these problems, this approach is 

very popular since it allows the filter to operate at high sampling frequency. Using 

this approach, tens of Ms/s sampling frequency in pipeline A/D converters have 

been reported [35]. This design solution can be improved by driving all the 

switches with a fixed Vov ([1], [36]) In this case a constant switch conductance is 

ensured and this reduces also signal-dependent distortion. It however requires a 

specific charge-pump for each switch, increasing area, power consumption and 

noise injection. 

3.2.2.2.3 Switched-OpAmp Technique ([37], [15]) 
The 'Switched-OpAmp' (SOA) technique allows to avoid any voltage multiplier. 

The basic considerations leading to the SOA technique are the following: 

• the optimum condition for the switches driven with a low supply voltage is to 

be connected either to ground or to VDD. Switch S4 in Fig. 31 is connected to 

virtual ground. As a consequence the opamp input dc-voltage has to be either 

ground or VDD. This allows also to minimize the required opamp supply voltage 

• biasing the opamp dc output voltage at VDD/2 allows to achieve rail-to-rail out-

put swing; 

• proper operations of switch Sout connected to the opamp output node are not 

guaranteed if the supply voltage is reduced below VDDmin of Eq.(9). Its function-

ality has then to be guaranteed in some different way. 

The use of the 'Switched-OpAmp' solution fits all the previous points. Fig. 37 

shows the SOA SC integrator [14-16]. In this scheme the critical switch Sout is re-

moved and its function is is replaced by turning on and off the op–amp driving 

force through Sa. The switch critical problem is then moved to the opamp design. 

The opamp input dc-voltage is biased to ground: this minimizes the opamp supply 

requirements and guarantees proper operation for S4 of Fig. 37.  
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C2p C2n

C1n

CIN

VDD

CDC

C2n C1p

C2n

C1n

Overall feedback network

CF

Sa

Sa

Fig. 37 – Switched-Opamp SC integrator 

In this scheme all the switches are connected to ground (and realized with a single 

NMOS device) or to VDD (and realized with a single PMOS device). In this way all 

321



the switches are driven with the maximum overdrive, i.e. VDD–VTH. The minimum 

supply voltage required for proper operation of the switches is then given by: 

Eq.(30) VDDmin = VTH + Vov

where VTH is the larger of the two threshold voltages (N–type and P–type). The 

VDDmin value is of the same order as the minimum supply voltage for the digital 

CMOS circuits operation. 

As previously described, also for the SOA technique is necessary to implement a 

level shift due to the difference between the opamp input and output dc-voltages. 

This is efficiently implemented in the scheme of Fig. 37 with the switched-

capacitor CDC, which gives a fixed charge injection into virtual ground. The charge 

balance at the opamp input node allows to evaluate the amount of the level shift as: 

Eq.(31) - CIN·Vout_DC – CDC·VDD=CIN·(Vin_DC - VDD) + CDC·Vin_DC = 0 

Since Vin_DC is set to ground, the opamp output dc-voltage Vout_DC is fixed at: 

Eq.(32) Vout_DC = VDD ·
CIN

CDC

To set Vout_dc to be equal to VDD/2 it is necessary to design CDC= CIN/2. This allows 

to satisfy all the points previously stated with the scheme of Fig. 37. This concept 

can be also shown considering the scheme of Fig. 29.b as the equivalent continu-

ous-time scheme of  Fig. 37. The key advantage of the SC technique is that the 

proper phasing of CDC realizes a negative impedance, and this allows to fix 

Vin_dc=0. The main problems presented by the SOA can be summarize as follows: 

• only the non-inverting and delayed SC integrator has been up to now proposed 

in literature. Thus, a sign change must be properly implemented to close the ba-

sic two-integrators loop and to build high-order filters. This problem is still 

open for the single ended structure and the only proposed solution is using an 

extra inverting stage; 

• any unaccuracy in the CDC size gives an extra offset at the output node which 

limits the output swing;  

• any noise and disturb present on VDD is injected into the signal path. 

A fully differential structure can alleviate all of the above problems. In fact: 

• a fully-differential architecture provides both signal polarities at each node, 

which allows to build high order structures without any extra elements (e.g. in-

verting stage); 

• any disturbance (offset or noise) injected by CDC results in a common mode sig-

nal which is largely rejected by the fully-differential operation.  

Nonetheless the above advantages, fully–differential structures present a drawback, 

which is their need for a Common Mode FeedBack (CMFB) circuit, which be-

comes critical at low supply voltage as discussed in the previous sections. In addi-

tion to this, the SOA design approach still suffers for the following open problems: 
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• a SOA structure uses an opamp which is turned on and off. The opamp turn on 

time results to be the main limitation in the increasing the sampling frequency; 

• the output signal of a SOA structure is available only during one clock phase, 

because during the other clock phase the output is set to zero. If the output sig-

nal is read as a continuous-time waveform the zero-output phase has two ef-

fects: a gain loss of a factor of 2, and an increased distortion. This second draw-

back is due to the large output steps resulting in slew-rate-limited signal tran-

sient and glitches. However when the SOA integrator precedes a sampled-data 

system (like an ADC) the SOA output signal is sampled only when it is valid 

and both the above problems are cancelled; 

• the input coupling switch sees the entire voltage swing and so is still critical: 

only ac-coupling through a capacitor appears a good solution, up to now. 

3.2.2.2.4 Turn-on time reduction: the Unity-Gain Feedback technique ([38])
The Unity-Gain Feedback technique allows to reduce the turn-on time of the 

opamp. This technique does not to completely turn-off the opamp during the off 

phase, but it biases it in a stand-by condition. 

The relative scheme for the basic SC 

integrator is shown in Fig. 38. In the 

off phase, the output nodes are driven 

by a battery in the feedback to VDD–

Vsat, without turning-off the opamp. 

This dramatically reduces the turn-on 

time, allowing the use of higher sam-

pling frequency. A possible draw-back 

of this approach is the residual signal 

at the output during the off-phase. 
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Fig. 38 – The Unity-Gain-Feedback Technique 
SC integrator 

3.2.2.2.5 The input series switch 
One of the main lacks of the SOA technique is the implementation of the series 

switch to be connected at the input signal, which can exhibit rail-to-rail signal 

swing. The input signal cannot be directly connected to a gate since its dc-voltage 

is set to VDD/2, which is higher than VTH. Thus a possible solution consists in con-

necting the input signal to a passive impedance to be connected to a some kind of 

virtual ground. 

3.2.2.2.5.1 The Active Switched-Opamp series switch ([39]) 
Fig. 39 shows the conceptual scheme of a possible solution: it consists in a 

switched-buffer, implemented with a switched-opamp in inverting configuration. 

In the case of Vbatt=0V and Vin_DC set to ground (as previously described), and 

Vout_DC fixed to VDD/2, Vs_DC results to be set to -VDD/2, not a feasible value for the 
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previous stage operation. On the other hand, if Vbatt=VDD/2, node X acts like a vir-

tual ground set to VDD/2, and the bias condition becomes: Vout_DC=VDD/2–Vs_DC. Us-

ing Vs_DC=VDD/2 for rail-to-rail input swing of the preceding stage, Vo_DC is set to 

VDD/2. Notice that in R1 and R2 only signal current flows and, with R1=R2, Vo fol-

lows Vs with negative unitary gain. 
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Fig. 39 – The series switch scheme 
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Fig. 40 – The switched-opamp buffer 

Fig. 40 shows the complete circuit. In this circuit the battery Vbatt is implemented 

with SC technique and operates as follows. During phase 1 capacitor C1 is charged 

to VDD, while capacitor C2 has no charge on its nodes since they are both connected 

to VDD. During phase 2 capacitors C1 and C2 are connected in parallel. Using 

C1=C2, across both capacitors a voltage equal to VDD/2 results. In this phase no 

charge is added to C1 and C2, which then act like a battery from opamp input node 

(set to ground) to node X which results to be set to VDD/2, as required. During 

phase 2 the feedback network (R1-R2) is active since the opamp inverting input 

node is set to ground. This forces VX to be set to VDD/2, as required, and Vo(2) fol-

lows Vs(2). The value of Vo(2) is sampled on Cs which is the input capacitor for the 

following stage in which it injects its charge during the following phase 1. 

3.2.2.2.5.2 The switched-RC technique ([40]) 
An alternative solution for the input series switch is given by the switched-RC 

technique, as shown in Fig. 41.  
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Fig. 41 – The switched-RC integrator technique 

In this case, the opamp driving force is never turned-off. However, canceling the 

series switch would results is a large output current when the output node is con-
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nected to the reference voltage (ground or VDD). Thus, at the driving opamp output 

node a series resistance is connected in order to limit the output current. 

The main draw-back of this technique is that, when the series switch would be 

turned-off, there is a residual signal (given by the resistive partition of R1 with the 

on-resistance of MSP) which is continuously injected in the integrator. And this sig-

nal partition is also non-linear due to the switch on-resistance non-linearity. 
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0.5 V ANALOG INTEGRATED CIRCUITS

Peter Kinget, Shouri Chatterjee, and Yannis Tsividis
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Abstract
Semiconductor technology scaling has enabled function density
increases and cost reductions by orders of magnitudes, but for
shrinking device sizes the operating voltages have to be reduced.
As we move into the nanoscale semiconductor technologies, power
supply voltages well below 1 V are projected. The design of MOS
analog circuits operating from a power supply voltage of 0.5 V is
discussed in this paper. The scaling of traditional circuit topolo-
gies is not possible anymore and new circuit topologies and bias-
ing strategies have to developed. Several design examples are pre-
sented. The circuit implementations of gate and body-input 0.5 V
operational transconductance amplifiers and their robust biasing
are discussed. These building blocks are combined for the realiza-
tion of active varactor-tuned RC filters operating from 0.5 V using
standard devices with a |VT | of 0.5V in a standard 0.18 µm CMOS
technology.

1 Introduction
Analog circuits provide the connection of digital computing signal process-

ing systems to the physical world. As such the true power of digital signal and
information processing can only be exploited if analog interfaces with corre-
sponding performance are available. Cost and size considerations push towards
a co-integration of the analog interfaces and the digital computing/signal pro-
cessing on a single die, thus in the same technology.

The International Technology Roadmap for Semiconductors (ITRS) [1] gives
us a unique opportunity to look into the projected future of semiconductor tech-
nology and identify design challenges early (Fig. 1). The linewidth of CMOS
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Figure 1: (a) Supply voltage and threshold voltage scaling and (b) on-chip
clock frequency scaling according to [1]

technologies is projected to keep scaling deeper into nanoscale dimensions for
the next two decades so the functionality density, the intrinsic speed of the de-
vices and thus the signal processing capability will keep increasing. However,
in order to maintain reliability, to reduce power density and to avoid thermal
problems, the maximum supply voltage has to be scaled down appropriately.
Fig. 1 shows the projections for the supply voltage and on-chip clock frequen-
cies. The supply voltage scaling is beneficial for digital circuits since it reduces
the power consumption quadratically. To maintain good ON/OFF characteris-
tics of the MOS transistors for digital logic the transistor’s threshold voltage VT
cannot be reduced as aggressively because static leakage levels would become
too large. A minimum standard VT of about 0.2 to 0.3 V is foreseen. By about
the year 2013 at the 32 nm node a power supply voltage of 0.5 V is projected
for high performance digital circuits. Also important to note is the fact that the
scaling of the supply voltage for nanometer technologies is mainly driven by re-
liability and breakdown concerns. Consequently any internal voltage boosting
of the external low voltage may not be possible.

These low power supply voltages and the relatively high device threshold
voltages are a major obstacle for the realization and performance of analog cir-
cuits. Smaller supply voltages result in smaller available signal swings. The
reduction of circuit errors due to thermal noise or offset voltages often leads
to higher power consumption [2–6]. In addition, devices used in high speed
linear circuits need to be biased in moderate or strong inversion with a mini-
mum voltage overdrive (VGS −VT) (approx. 0.15 to 0.2 V) resulting in a VDS,sat
requirement of about 0.15 V. Typical analog building blocks require a supply
voltage which is several VDS,sat plus the signal swing, or a VT plus several VDS,sat
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plus the signal swing. At supply voltages below 1 V the design of analog cir-
cuits becomes very challenging since the traditional circuit techniques run out
of voltage headroom (see e.g., [5–10]).

These challenges can be addressed with technology modifications or with
circuit design solutions. A straightforward technology solution is to add thick
oxide devices that are less aggressively scaled; these are slower but can operate
with larger supply voltages (see Fig. 1(a)). They allow a resizing or sometimes
even a reuse of I/O and analog building blocks. Another technology option
is to include low VT [11] or native devices (zero VT). These offer some extra
headroom in circuits [12], but low VT devices typically require an extra mask;
native devices are typically less well characterized or modeled and sometimes
have less reproducible characteristics. Extra semiconductor processing steps
and masks result in extra cost and turn-around time. Since the analog interfaces
typically occupy only 5 to 30% of the die area on large system-on-a-chip (SoC)
circuits, the increased cost is hard to justify economically in large volume ap-
plications.

In the past decade we have witnessed significant design innovations to re-
duce the supply voltage of analog circuits from 5 V to 3.3 V, to 2.5 V, and
recently to 1.8 V and even 1.3 V. Clock voltage boosting [13,14], the switched-
opamp circuit technique [15], back-gate driven circuits [16–18], rail-to-rail
input stages [19, 20], multi-stage amplifiers with nested-Miller compensation
[19, 21, 22], and level-shift techniques [23] are a few examples. Several am-
plifiers operating at 1 V [18], [24], [25] and down to 0.9 V [26] have been
demonstrated. Sub-1V analog-to-digital converters [27–30] have also been re-
cently demonstrated.

2 Low voltage analog circuit design challenges
and opportunities

Operating a MOS device at low voltages For applications requiring high
bandwidths or high clock and sampling rates, MOS devices are biased in the
strong inversion region, i.e., (VGS −VT) ≥ 0.2 V [31]. The device acts as a
voltage controlled current source or transconductor as long as VDS ≥ VDS,sat
with VDS,sat = (VGS −VT)/α so that it operates in saturation. Typical values
for α are between 1 and 1.5 and a good estimate for VDS,sat at the edge of
strong inversion is about 0.15 V [31]. A MOS transistor can also be operated
in its weak inversion region for (VGS −VT) ≤ -0.05 V or −0.1 V. This offers
very high transconductance/current efficiencies and low power operation but
the bandwidth is limited. The minimal VDS to maintain the device in saturation
is now about 4kT/q to 5kT/q, or 0.1 to 0.125 V [31]. So, in any region of
operation, we need to maintain a drain-source bias of about 0.15 V . It is im-

331



portant to remark that this requirement is independent of the threshold voltage
VT of the device. On the other hand, the gate-source bias for the device VGS is
VT +(VGS −VT) and is thus strongly dependent on the VT of the devices as well
as the region of operation.

Challenges at 0.5 V The most basic way to achieve amplification with a MOS
transistor is the common source configuration with an active load1 as shown in
Fig. 2. The required input (gate) bias is VT +(VGS −VT) and the optimal output
(drain) bias is VDD/2 for an output swing of VDD −2VDS,sat. At 0.5 V VDD two
limitations can occur: the output bias is typically smaller than the input bias2;
and, the input swing is very limited. Clearly, it becomes very difficult to design
circuits with large input and output swings. However, as long as a sufficiently
large gain exists between input and output, this is not a strong limitation.

With a 0.5 V supply, it is very difficult to use a common drain configuration
(Fig. 2). The output can swing sufficiently but since there is no gain between
the input and the output, the input bias and signal swing would require voltage
levels above the supply.

In a common gate configuration the input signal, output signal and 3VDS,sat
are stacked; even if we assume a large voltage gain for the stage, the available
output swing is too small for most applications. A common gate stage (or
folded cascode) can be embedded in an amplifier if followed by sufficient gain
so that no significant swings are needed at the common gate output. Similarly,
cascode topologies with all devices in saturation3 are excluded at 0.5 V since
they require a stack of the output swing and 4VDS,sat (about 0.6 V).

Of the basic transistor configurations only the common source configuration
has the potential to operate at supply voltages of 0.5 V. It is again important to
remark that this limitation stems from the required VDS,sat of about 0.15 V and
is independent of the value of VT .

Feedback and virtual grounds The input and output bias level differences
can be accommodated by using feedback topologies which keep the amplifiers
inputs at virtual ground and allow for a level-shift between the output and the
virtual ground notes as illustrated in Fig. 3 [5, 23]. Similar level shifts can be
accommodated in switched capacitor circuits.

1We assume the active load is implemented with a single transistor biased as a current source.
2Only if VT is very small or negative, or if the (VGS −VT) is kept very small – which implies the device goes

into weak inversion, – equal input and output bias can be achieved.
3To get the full benefit of a cascode topology we need to use cascode devices in the signal device and active

load device, resulting in a stack of 4 devices.
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and large output swings can be achieved [5, 23].
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Opportunities at 0.5 V: the body terminal Operation from a small supply
voltage (≤ 0.5 V ) offers the advantage that the risk of turning on any of the par-
asitic bipolar devices in the circuit is largely eliminated, provided that supply
transient overvoltages are adequately kept under control. This enables the use
of forward biasing for the body-source junction which results in a reduction
of the threshold voltage VT [32–35]. Traditionally only the body terminal of
pMOS devices could be accessed in n-well processes, but modern MOS pro-
cesses offer the availability of nMOS devices in a separate well so that their
body terminal can be biased independently.

Forward body bias has been used in digital applications to tune the VT
so that a more consistent circuit performance over process and temperature
and thus a higher yield is obtained [32–34, 36]. Interestingly, a Low-Voltage-
Swapped-Body-Bias (LVSB) design style has been proposed [37] where the
body of the nMOS is tied to the positive supply and the body of the pMOS
is tied to the negative supply. High speed or low power consumption is ob-
tained and correct functionality for an operating temperature up to 75oC has
been demonstrated [37]. As mentioned, forward body bias also allows to adjust
and reduce the threshold voltage of the device. In [38,39] e.g., we typically use
a forward bias of 0.25 V which results in a reduction of the VT by 50 mV for a
standard device in a 0.18 µm CMOS technology.

The availability of the body terminal thus offers two opportunities. The
signal can be applied to the body (back-gate) of the device [16–18,38] whereas
the gate is used to bias the device; or, when we apply the signal to the gate,
we can use the body (back-gate) to control the bias of the device [39]. Both
techniques will be illustrated in the subsequent sections.

Bipolar devices The built-in potential of silicon PN junction is about 0.7 V
which excludes bipolar devices for true low voltage circuits at 0.5 V.

3 Fully Differential Operational
Transconductance Amplifiers

Fully differential circuits [40, 41] are standard in contemporary analog in-
tegrated circuits due to their large signal swing and better supply and substrate
interference robustness. At 0.5 V, we have to rely on those properties even
more and fully differential topologies are a must. It is important to point out
that the correct operation of differential topologies relies on the availability of
good common-mode rejection; not only needs the differential-mode gain to be
significantly larger than the common-mode gain, but also the common-mode
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gain needs to be sufficiently smaller than 1 in the presence of positive feedback
loops in the common-mode signal path.

Two stage, folded cascode transconductance amplifiers, shown in Fig. 4, are
often used for low voltage applications (see e.g., [6, 23, 42]). The differential
pair is the standard input structure for an operational (transconductance) ampli-
fier. For a differential input signal, the differential signal current is proportional
to the gm of the input pair; for a common-mode input signal, the common-mode
output current is determined by the conductance of the tail current source and
is thus very small; the small response to common-mode signals in combination
with a wide-band common-mode feedback (CMFB) provide a small common-
mode gain and strong common-mode rejection [40, 41].

The signal ranges and biasing in a differential pair are illustrated in Fig. 5.
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Due to the stacking of three devices, its output swing is very limited; how-
ever, by adding a second gain stage after the input stage this limitation can be
overcome as shown in Fig. 4. The main challenge is the required input bias
of VT +(VGS −VT) +VDS,sat; supposing the inputs can be biased at 0.5 V, the
resulting maximum allowed VT is only 0.15 V for strong inversion operation.
Even when such a low VT is available, in practice the inputs of the OTA will
need to be about 0.15 V below the supply – see, e.g., Fig. 3 – so that strong
inversion operation of this stage becomes impractical with a 0.5 V supply. So,
for any technology where VT is larger than 0.15 V there is a need to develop
differential input structures with good common-mode rejection.

The design of wide-band common-mode feedback loops is also very chal-
lenging at 0.5 V. The output common-mode is set at 0.25 V (VDD/2) for max-
imum swing so that it is very difficult to develop a wide-band error amplifier.
We will discuss local common-mode feedback as an alternative solution in sub-
sequent sections.

Telescopic amplifiers [40,41] are also widely used for analog integrated cir-
cuits thanks to their relative simplicity and intrinsic high operation speed. High
gain is achieved in these configurations by using (folded) cascode topologies
and is further enhanced with gain boosting. None of these topologies can be
easily used at 0.5 V due to required device stacks and limited output swing.
At 0.5 V we have to rely on multi-stage topologies to achieve sufficient gain.
Due to the unavailability of the common drain stage the realization of a low
output impedance required for the implementation of an operational amplifier
also becomes very difficult and we are limited to operational transconductance
amplifiers. For most on-chip applications the loads are capacitive or the load
impedances can be kept sufficiently large that this is not a very significant limi-
tation, especially in feedback circuits where the loop gain reduces the effective
output impedance.

In the subsequent paragraphs two OTA designs will be introduced that can
operate from a 0.5 V supply. We will also briefly discuss the application of
such OTAs in a larger analog signal processing function.

3.1 Body-input OTA
Single-ended body-input operational amplifiers have been investigated for

low voltage applications down to 0.7 V [16], [18], [24], [25], [26]. At supply
voltages of 0.5 V or below, there is low risk for latchup in the circuit (assuming
that supply transient overvoltages are limited) and the signals can be connected
to the body node of the MOS devices without restrictions. For an input common
mode at VDD/2 (0.25 V), a small forward bias for the body-source junction is
also introduced; this lowers the VT and further increases the inversion level.
Operation near the weak-moderate inversion boundary is preferred, in order to
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attain a relatively large gmb.
A very low voltage basic body-input stage is shown in Fig. 6 [38]. The two

inputs are at the bodies of pMOS transistors M1A and M1B and the gmb of
these devices provides the input transconductance. These devices are loaded by
the nMOS transistors M2A and M2B which act as current sources.

Transistors M1A and M1B are a pseudo-differential pair and do not provide
any common-mode rejection. Therefore, local common-mode feedback is used.
Resistors RA and RB detect the stage’s output common-mode voltage which
is fed back to the gates of the pMOS devices M1A, M1B, M3A and M3B
for common-mode rejection. A DC level shift between the output common-
mode voltage at 0.25 V and the gate bias at 0.1 V is created by pulling a small
current through RA and RB with M4. To further improve the differential gain
devices M3A and M3B are added; the body-inputs of M3A and M3B are a
cross coupled pair that adds a negative resistance to the output and boosts the
differential DC gain; the gate inputs are used to further decrease the common-
mode gain.

In the following gmbN is the body transconductance, gmN is the gate transcon-
ductance, and gdsN is the output conductance, of device MN. The differential
DC gain is:

Adiff =
gmb1

gds1 +gds3 +gds2 +1/RA,B −gmb3

(1)

The common-mode DC gain is given by:

Acm = − gmb1

gds1 +gds3 +gds2 +gmb3 +gm1 +gm3

(2)

Note that Adiff is of the order of gmb/gds and is thus large, whereas Acm is of
the order of gmb/gm and thus intrinsically smaller than 1. M3A and M3B are
sized conservatively so that gmb3 cancels out 60% of gds1 + gds3 + gds2 + 1/R.
This gives us a gain boost of 8 dB.
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In [38] an implementation of this input stage in a 0.18 µm CMOS process is
presented. Standard devices with a |VT | of about 0.5 V were used. A differential
gain Adiff of 25 dB and a common-mode gain Acm of −11 dB is obtained
for this stage resulting in a common-mode rejection of 36 dB. An important
advantage of the local feedback is the rejection of common mode signals up to
high frequencies without the need for a fast error amplifier.

To obtain adequate gain, identical gain blocks can be cascaded so that a
two stage OTA is obtained as shown in Fig. 7. The amplifier is stabilized by
adding Miller compensation capacitors CC with series resistors for right half-
plane zero cancellation [40, 41]. The frequency response has a gain-bandwidth
product approximately given by gmb1/(2πCC) where gmb1 is the body transcon-
ductance of the input transistors of the first stage; the second pole frequency is
at g′mb1

/(2πCL) where g′mb1
is the body transconductance of the input transistors

of the second stage and CL is the load capacitance.
A prototype designed in 0.18 µm CMOS [38] operates from 0.5 V, con-

sumes 110 µW and achieves a DC gain of 52 dB and an open loop unity-gain
frequency of 2.5 MHz with a 20 pF load. In spite of the low supply voltage, an
excellent common-mode rejection of 78 dB and a supply rejection of 76 dB at
5 kHz are obtained. However, the smaller body transconductance and the large
capacitance from the body to the substrate are the limiting factors for noise
performance and the bandwidth of this solution.

3.2 Gate-input OTA
In order to achieve higher speed and better noise and offset performance

it is preferred to connect the input signals to the gate terminal of the device.
Moreover, it is desirable to bias the devices towards strong inversion (or in
moderate inversion) to obtain high operation speeds. As discussed earlier, at
0.5 V VDD the tail current source in a differential pair has to be removed in
order to fit the input common mode level within the power supply.

In Fig. 8 a very low voltage gate-input amplifier stage is shown [39]. The
pseudo-differential input pair, M1A and M1B, amplifies the differential input
voltage over an active load, M2A and M2B; the resistors R1A, R1B, provide local
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common-mode feedback through the active load. This input stage is operated
from a 0.5 V supply with a 0.4 V input and output common-mode level to
operate all nMOS devices in moderate inversion. A level shifting current Ils
develops a 0.3 V drop across R1A and R1B so that the gates of M2A and M2B
are biased at 0.1 V. The bodies of M2A and M2B are connected to the gates to
improve their overall transconductance and to further reduce the common-mode
gain. To lower their VT , the body of the input devices M1A and M1B is forward
biased by an on-chip biasing circuit.

M1A M1B

M2A M2BM3A M3B

M4A M4B

M5A M5B

M6

R1A R1B

Vin
-Vin

+

Vout
- Vout

+

VDD ( 0.5 V )

Vbn

Ils

Vb,neg

Figure 8: Schematic of one stage of the amplifier

The ratio of the transconductance of M1A and M1B to the total transconduc-
tance of M2A and M2B sets the common-mode gain. However, in the process
used the pMOS transconductance is not large enough compared to the nMOS
transconductance to obtain a sufficiently low common-mode gain and therefore
a common-mode feed-forward cancellation path [43] is added through M5A,
M5B, M6 and M3A, M3B. In M3A, M3B and M 6, the gate and the body are con-
nected to each other to obtain a forward bias across the body-source junctions;
this moves these devices towards moderate inversion. The differential gain is
further enhanced with a cross-coupled pair, M4A, M4B in the first stage which
acts as a negative conductance and decreases the output conductance. As an
added benefit, the common-mode gain is also further reduced. The body of this
cross-coupled pair is set through a on-chip controlled bias voltage, Vb,neg.

In the following, gmN is the gate transconductance, gdsN is the output con-
ductance, and gmbN is the body transconductance, of device MN . The overall
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Figure 9: Two-stage fully differential operational amplifier with Miller com-
pensation

DC small signal differential gain is:

Add =
V +

out −V−
out

V +
in −V−

in
=

gm1

gds1 +gds2 +gds3 +gds4 +1/R−gm4

(3)

The common-mode small signal gain is given by:

Acc =
V +

out +V−
out

V +
in +V−

in
= −

gm1 −gm5

gm3+gmb3
gm6+gmb6

gm4 +gm2 +gmb2

(4)

If the W/L ratios of M1, M3, M5, M6 are such that
(W

L

)
1 /

(W
L

)
5 =

(W
L

)
3 /

(W
L

)
6,

then the common-mode gain will be zero. In this design, we made
(W

L

)
3/

(W
L

)
6 =

0.5 · (W
L

)
1 /

(W
L

)
5 so that we get 6 dB of rejection through the common-mode

feed-forward path. Overall each stage has a differential gain Add of 25 dB and
a common-mode gain Acc of −10 dB.

To obtain a DC gain of about 50 dB two gain stages are cascaded to form a
two stage operational transconductance amplifier as shown in Fig. 9. The input
stage’s output common-mode bias of 0.4 V guarantees that the input devices
of the second stage are correctly biased. The output common-mode voltage
of the second stage is set to 0.25 V by decreasing the DC drop accross R2A
and R2B to 0.15 V. Similarly to what is done in the input stage, an negative
resistance implemented by pair M11A and M11B is used in the second stage,
only its body terminal can operate from the low common voltage at the output
and its body transconductance is used to provide a negative conductance; its
gate transconductance is put in parallel with the input transconductance.

The operational amplifier is stabilized through the Miller capacitors CC
across the second stage. The gain-bandwidth product is approximatelygm1/(2πCC)
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where gm1 is the gate transconductance of M1A and M1B and the second pole fre-
quency of the amplifier is at gm8/(2πCL) where gm8 is the gate transconductance
of M8A and M8B and CL is the output load capacitance. The series resistor RC
moves the zero introduced by CC from the right-half-plane to the left-half-plane.

A prototype gate-input OTA was designed and fabricated in a 0.18 µm
triple-well CMOS process [39]. The OTA has a DC small signal gain of 55 dB,
a nominal unity gain bandwidth of 15 MHz and a phase margin of 600 for a
load of 10 pF; it consumes 80 µW from a 0.5 V supply.

4 Bias circuits
Robust biasing strategies are crucial to obtain circuits with a consistent per-

formance over process, temperature and supply voltage variations. At 0.5 V, the
need for robust biasing only becomes more pressing, since any shifts in the bias
points can significantly affect the signal swings (and thus the dynamic range) or
the device operation points. To illustrate some biasing techniques for ultra-low
voltages we will review the automatic on-chip generation of the bias voltages
and current for the gate-input OTA in Fig. 9 [39].
Error amplifier Typical bias loops make extensive use of active feedback
loops in combination with replica circuits. These loops require an error am-
plifier to servo the bias voltages or currents to their desired value. Most of the
0.5 V amplifier design techniques presented so far rely on the bias circuits, and
thus the error amplifier design can not rely on them.

A carefully sized inverter can be configured as an ultra-low voltage inverting
error amplifier that compares the input voltage to its input transition voltage
and amplifies the difference. With a 0.5 V supply and an input transition of
0.25 V the amplifier’s devices operate in weak inversion. The transition voltage
of the error amplifiers can be adjusted by controling the bodies of the nMOS
devices. This is done automatically by using a reference error amplifier in a
negative feedback arrangement as shown in Fig. 10. The amplifier consists of
three identical stages as shown. The input transition voltage is set to VDD/2
independent of variations in process and temperature as follows: if the input
transition voltage of “ErrorAmpA” is smaller than Vtest, the input voltage of
“ErrorAmpB” decreases, the output voltage Vinv of “ErrorAmpC” decreases,
the biasing of the nMOS devices is reduced, and the input transition voltage
increases. Similarly, when the input transition voltage is larger than Vtest, the
feedback will react and decrease the input transition voltage. The feedback loop
accurately sets the input transition voltage to the Vtest = VDD/2, or 0.25 V in
this case. The feedback loop is stabilized with CC and a zero-canceling series
resistor RC.
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Figure 10: Reference error amplifier biasing loop to fix the input transition
voltage to VDD/2.

An error amplifier with its body biased from Vinv in Fig. 10 is now func-
tionally equivalent to an inverting differential amplifier with its non-inverting
terminal tied to a 0.25 V reference. The use of such error amplifiers is described
in the following subsections.

Generation of a level shift voltage The gate-input OTA in Fig. 9 requires
an accurate level shift voltage to bias the pMOS load transistors compared to
the output common-mode level. This level shift is set with the bias current
Ils through a resistor (see Fig. 9). A current source is designed using a single
nMOS device. To increase the inversion level of this device, its bias voltage
is applied both through the gate and the body. A replica of this current source
is used in the biasing circuit as shown in Fig. 11. The error amplifier servoes
the current in the current source so that a voltage drop of VDD/2 is established
across a replica resistor. The voltage developed by this circuit, Vls, is connected
to M7 and M12 in Fig. 9, as shown there. By appropriate sizing the resistors
and current sources in the amplifiers the desired level-shifting voltage drops
can now be generated in the OTA.

DC output common mode control The bias voltage Vbn in Fig. 9 adjusts the
biasing level of the nMOS input devices in relation to the pMOS load devices
and allows to control the output common-mode voltage of the OTA. The biasing
loop shown in Fig. 12 adjusts the Vbn of a replica of one amplifier stage with an
input common-mode voltage of 0.4 V so that its the DC output common-mode
is 0.25 V. The generated Vbn is then used in all gate-input OTAs on the same
chip. Note that the error amplifier based loop is only used to set the DC value of
the output common-mode and is not part of the common-mode feedback which
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Figure 11: Generation of level-shift voltages

is provided locally in each amplifier.
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Figure 12: Biasing bodies of input nMOS devices and setting the DC output
common-mode.

5 Application example: 0.5 V active filter
We now discuss an example application of 0.5 V gate-input OTAs in the

design of a fully integrated active R-C filter [39]. In order to operate an active
filter from a 0.5 V power supply we have to address the additional challenge of
filter tuning.

The available tuning options are limited at 0.5 V. Standard devices cannot
be used as switches in the signal path so that switching capacitors and resistors
in or out the signal path (see e.g., [44]) is not possible. MOSFET-C techniques
[45,46] using standard devices would require tuning voltages above the supply
voltage to accommodate sufficient signal swing and linearity. The design of
linear, tunable transconductors at 0.5 V is also very challenging.
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Figure 13: Tunable 0.5 V integrator

In [39] a varactor-R filter structure is presented where the filter capacitors
are partly replaced with variable MOS capacitors (varactors) as shown in the
lossy integrator schematic in Fig. 13. The gate of the varactors is at 0.4 V,
the source and drain are connected to each other and are at 0.25 V. The body
voltage is now biased to control the inversion in the device. The gate-source
capacitance can be varied widely by moving the device from weak inversion
towards strong inversion by changing the tuning voltage applied to the body.
The varactor capacitance per unit area is low, and this capacitance is voltage
dependent, but these drawbacks are mitigated by the fact that only a small var-
actor is used in parallel with a larger fixed capacitor.

Using this tunable integrator, a 5th-order low-pass elliptic filter with a 135 kHz
cut-off frequency operating from 0.5 V has been demonstrated [39] based on a
frequency-scaled version of the design in [45]. The complete filter schematic
is shown in Fig. 14. Note that level shifting resistors are used to set the correct
common-mode level at the inputs of the OTAs; since the OTA input nodes are
kept at virtual short due to the loop gain in the feedback, the level shift resistors
do not influence the filter characteristics.

A prototype was designed using standard devices with a |VT | of 0.5 V in a
0.18 µm CMOS technology and also included an on-chip PLL operating from
0.5 V to generate the filter tuning voltages, and on-chip biasing circuits to gen-
erate the bias voltages and currents for the gate-input OTAs.

The filter was extensively characterized (see [39]). Fig. 15 shows the mea-
sured frequency response for the filter operating using power supply voltages
from 0.45 V to 0.60 V which clearly demonstrates the robust operation of the
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Figure 14: Low-voltage 5th order low-pass elliptic filter

filter and its biasing and tuning loops. The simulated and measured overall dy-
namic range – ratio of input amplitude at which there is 1% THD to the input
referred noise – is about 57 dB when operating from 0.5 V supply with a cur-
rent consumption of 2.16 mA. Correct functionality was verified for ambient
temperatures from 5oC to 75oC.
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Figure 15: Measured filter transfer characteristics at different power supply
voltages with the on-chip tuning PLL active.

6 Conclusions
In this paper we reviewed the challenges of designing analog circuits operat-
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ing with a power supply of 0.5 V. We introduced two different fully differential
OTA topologies that maintain good characteristics while being able to operate
at 0.5 V using standard MOS devices with a |VT | of 0.5 V in a 0.18 µm CMOS
technology. The use of such OTAs to build analog signal processing circuits
was illustrated with the design of a 0.5 V 5th order fully integrated active filter.
This work demonstrates that analog circuits can be designed to operate from a
0.5 V supply, even when the device nominal threshold is as high as the supply
voltage itself. It can thus be expected that, with lower-threshold devices, 0.5 V
analog circuits can attain even better performance.
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Abstract

The need for low power A/D conversion in a large number of 

applications has fueled a trend towards ever-improving ADC 

power efficiency. This article investigates practical limits to this 

development by analyzing the minimum power needed in the 

constituent building blocks of today’s ADCs. A comparison with 

state-of-the-art experimental data shows that future improvements

in power efficiency may be limited to less than one order of 

magnitude, unless future work strives to depart from traditional 

paradigms on a circuit and system level. 

1. Introduction 

With the recent shift towards digital information processing, low power A/D 

conversion has evolved as a key requirement in many electronic systems.

Especially in portable applications, restrictions on the available power or energy 

tend to dictate a stringent upper bound for the maximum affordable energy per 

A/D conversion. 

While feature size scaling has enabled the possibility of implementing extremely

fast ADCs in standard CMOS technology [1], the resulting power dissipation at 

these technology limits is often prohibitively high. In modern applications, 

where the power budget is typically only a fraction of a Watt, power efficiency

rather than technology speed upper bounds ADC throughput. 

Over the past decade, tremendous progress has been made in reducing ADC 

power dissipation. Hence, one is tempted to ask: Are we approaching 

“fundamental” limits? How much more improvement can we hope for? These 

questions are difficult to answer with great precision, but this article attempts to 

provide a feel for what is possible in today’s technology. 

In the following discussion, we will limit ourselves to the analysis of popular 

ADC topologies in terms of their constituent building blocks; namely gain 

stages, integrators, and preamplifier-latch circuits in CMOS technology. As a 
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result, the derived results will allow us to speculate only about the limits of 

evolutionary progress, and must neglect the impact of fundamentally different 

and potential disruptive approaches, as for instance photonic conversion [2]. 

Following this introduction, Section 2 will review some of the previously stated

fundamental limits pertaining to the most primitive analog signal processing 

elements. After a comparison with state-of-the art data, Section 3 adds practical 

and technological aspects that lead to an improved basis for reasoning about

realistic limits. Sections 4 and 5 comment the observed results, while Section 6 

outlines promising future directions. 

2. Fundamental Limits 

Fundamental limits for power dissipation in basic analog circuit blocks have

been stated in a number of publications [3-9]. In the following discussion, we 

invoke some of these previous results, while limiting ourselves to voltage mode

processing. Furthermore, we assume that only capacitors are available for 

energy storage, neglecting the fact that inductors may in some cases help lower 

the power dissipation of a particular function [10, 11]. 

First, consider an amplifier that drives a single capacitor with a rail-to-rail 

continuous time sinusoid of frequency fsig. Assuming that the relevant thermal 

noise contribution is given by the total integrated noise

C

Tk
P B

n , (1)

it follows that the minimum power dissipation of the driving amplifier is 

sigB fSNRTkMP . (2)

In the above expressions, kB is the Boltzmann constant, T is the absolute

temperature, SNR is signal-to-noise ratio, and M is a constant that depends on 

amplifier topology. A minimum value of M=8 corresponds to ideal class-B 

operation [3]. For a class-A amplifier, it follows that M=8 [6]. The additional

factor of stems from the class-B/class-A peak efficiency ratio, given by 

( /4)/(1/4).

While continuous time signal processing has recently gained popularity in

sigma-delta ADCs, the majority of converters are still based on switched 

capacitor circuits. Hence, we now derive similar expressions for the case in 

which the amplifier processes a sampled data signal, rather than a pure sinusoid.

For simplicity, we focus on the popular case of class-A amplification. Fig. 1 

illustrates the general setup for this derivation. The amplifier input is driven by a 

sampled data representation of a sine wave sampled at Nyquist frequency

(fs=2 fsig) and peak amplitude. In the following paragraphs, we consider two 

different settling characteristics. 
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Fig. 1. Class-A sampled data processor. 

First, assume that the amplifier output slews from its reset state to the signal 

value (Vsig) within 1/2 sampling period. The minimum quiescent current in the

driving amplifier is then given by 

sigsigbias fVC4
dt

dV
CI . (3)

Assuming that the entire supply voltage is used for signal swing, the power 

dissipation becomes 

biassig IV2P . (4)

With

C
Tk

V5.0
SNR

B

2
sig

, (5)

we can now combine the above equations to yield 

sigB fSNRTk16P . (6)

Consider now a second case in which the amplifier does not slew, and settles 

with a purely linear response of the form (1-e-t/
). In this case, the minimum

amplifier bias current is set by the value needed in the initial transient (largest

dV/dt). By differentiating, we find 

1
VCI sigbias , (7)
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where is the settling time constant of the amplifier. Assuming that N time

constant are needed to achieve the desired settling precision, it follows that 

N

1

f4

1

sig

, (8)

Since the amplifier output is typically required to settle within a very small 

fractional error of Vsig, (5) remains approximately valid and we can combine the 

above equations to obtain 

sigB fSNRTkN16P (9)

An estimate for the minimum value of N can be found by considering that the 

circuit must usually settle to within at least 1/2 LSB precision at a certain bit 

resolution B. Neglecting all other error contributors, and with the crude 

assumption that B [SNR(dB)-1.76]/6.02, it follows that 

9

)dB(SNR
2ln

2

2

2

1
lnN 02.6/]76.1)dB(SNR[

B (10)

For instance, at SNR=60dB, N 6.7; and at SNR=90dB, N 10.

The above result indicates that purely linear settling is significantly less power 

efficient than the (fictitious) case of complete slewing. Many practical sampled

data circuits slew initially, and then transition into linear settling. In this case, 

the power dissipation lies somewhere between the values given by (6) and (9). 

It is interesting to compare the above power limits to actual ADC data. Fig. 2 

shows the derived asymptotes together with experimental data reported at the

IEEE International Solid-State Circuits Conference (ISSCC). In this data set,

bandpass-type ADCs were included using the available conversion bandwidth in 

place of fsig. Whenever SNR was not specified in the experimental results, SNDR
(signal-to-noise and distortion ratio) was used as a crude replacement. 

As a first observation from Fig. 1, one should note that the power efficiency of 

the experimental parts varies by more than two orders of magnitude at almost

any given SNR level. This spread can be attributed to several factors. First, the 

power efficiency of ADCs has been improving over time, which can be seen by 

the gap between data fits based on consecutive four-year periods (1998-2001 

and 2002-2005). Secondly, it is clear that not all reported ADCs were optimized

for low power, and more importantly, they all differ in robustness and 

functionality. For instance, oversampled bandpass ADCs tend to expend 

additional power at the benefit of reduced anti-aliasing filter requirements and 

integrated downconversion. 
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Fig. 2. Experimental ADC data and fundamental asymptotes for analog circuits 

containing a single amplifier and capacitor. 

Despite the shortcomings of the above single-metric survey, it is clear and not 

very surprising that today’s ADCs exceed the fundamental power limits by 

orders of magnitude. After all, these asymptotes hold only for single capacitor 

circuits and do not include unavoidable architectural and circuit overhead that is 

needed to realize a functional ADC in today’s technology. 

3. Architectural Considerations 

In this section, we now augment the above results in order to derive an improved

basis for reasoning about more realistic and ADC specific power limits. To 

accomplish this, we include several additional factors such as architectural

complexity, excess noise, and efficiency in voltage and current usage. Clearly, 

such an analysis can only be carried out with specific ADC realizations in mind.

Therefore, the final results should not be viewed as globally fundamental, but

rather as an answer to the question: “How much further can we improve ADC 

power based on evolutionary progress, without changing the underlying circuit 

principles?” To begin, we loosely partition the SNR axis into three regions: 

High, medium and low SNR.
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3.1. High SNR

From an implementation perspective, it is not surprising that the fundamental

limit lines in Fig. 2 are closest to actual data in the high SNR region. ADCs with 

high resolution are typically implemented using sigma-delta or successive 

approximation register (SAR) architectures. In these converters, the power 

dissipation is usually dominated by a single analog processing stage (e.g. first 

stage integrator in a sigma-delta ADC, precision comparator in SAR ADC). 

As an example, we now analyze a primitive, but more realistic implementation

of a sampled data amplifier. The circuit shown in Fig. 3 conceptually resembles

an integrator used in today’s switched capacitor (SC) sigma-delta ADCs. In 

order to reduce algebraic overhead, we make a few simplifying assumptions. In 

particular, we neglect loading due to the feedback network and flicker noise. We 

set all explicit capacitances in Fig. 3 to an equal value and account only for 

power dissipated in the active common source stage. Furthermore, we initially 

assume that the circuit settles linearly. 

gm1
C

gm2

2 1'

1
C

C

Vbias

VDD

Vout

Vin

  1

Ibias

Cg

Fig. 3. Switched capacitor stage. 

Using a derivation similar to that of (9), it is straightforward to show that 

sig
bias

1m
sigBf

V
I

g
1

,1maxfSNRTk
1

nN16P . (11)

In this expression, nf accounts for excess circuit noise and =C/[2C+Cg] is the

circuit’s feedback factor. The variable quantifies the fraction of supply voltage 

used for signal swing and is given by 
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DD

sig

V

V2
. (12)

The excess noise factor nf can be identified by computing the total output 

referred noise in the redistribution phase ( 2)

C

kT
n

g

g
1

1

C

kT

C

kT
2PPP f

1m

2m
2,n1,nn , (13)

where is the MOS devices’ white noise factor [12]. The last term in (11) arises 

from biasing considerations, which we will consider next. 

Using (7) and the fact that this circuit’s time constant is 

1mg

C1
, (14)

it follows that settling with a purely linear response requires 

sigbias

1m

V

1

I

g
. (15)

If gm1/Ibias is chosen smaller than the right hand value of (15), the circuit still 

settles linearly, but the power dissipation increases with the last term in (11),

which is then larger than one. It is interesting to note that in this case, the power 

dissipation is no longer independent of the available signal swing. If gm1/Ibias is

increased beyond a value that satisfies (15), the circuit will begin to slew, and 

the power dissipation is ultimately bounded by a certain slewing limit, similar to 

that discussed in Section 2. 

In practice, the choice of gm1/Ibias varies between designs, and is a strong 

function of speed objectives. To proceed, we simply assume that (15) holds with 

equality. Depending on the particular design, this may be either optimistic or 

pessimistic with respect to the power dissipation predicted by (11). 

Fig. 6 shows the resulting plot of (11) (labeled as “SC Stage”), with the 

following parameter choices: =1, =0.5 (Cg=0, i.e. infinite device fT), gm1=gm2

(nf=6) and 2/3. The plot also contains limit lines for other SNR regions and 

topologies, which we will discuss next. 

3.2. Medium SNR

ADCs in the medium SNR range have been implemented using a wide variety of 

architectures and circuit topologies. For simplicity, we focus here on two 

popular, and in some sense complementary approaches: Switched-capacitor 

pipeline ADCs and continuous time sigma-delta modulators.

Fig. 4 shows a simplified, conceptual block diagram of a tapered pipeline ADC, 

emphasizing only the required signal path amplifier stages and the position of 
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the comparators. For simplicity, we assume that each stage resolves one bit, and 

thus requires an amplifier gain of two. In practice, the amplification is 

accomplished using a switched capacitor stage similar to that of Fig. 3. 

22 2

C C/2 C/4 C/2m

2

MSB LSB

Fig. 4. Ideally tapered pipeline ADC signal path. 

As shown in [13], the power-optimum tapering factor for the sampling

capacitances in each stage is approximately equal to the stage gain. Hence, in an

ideally tapered pipeline that corresponds to our example, the first stage’s

sampling capacitance C is reduced by a factor of two in each stage, down to 

C/2
m
, where m is the total number of amplifiers used. In this ideal case, the first 

stage consumes about half of the total power and contributes half of the total 

input referred noise. Therefore, an ideally tapered pipeline ADC will consume

approximately four times the power of a single switched capacitor gain stage

designed for the same SNR.

Unfortunately, ideal stage tapering is hard to achieve in practice. Consider for 

instance a 14-bit design (13 amplifier stages) with a typical value of C=5pF. In 

this case, C/128 corresponds to only 40fF. At such levels, the physical 

dimensions of the capacitors become very small, and the actual stage input

capacitance tends to be dominated by unavoidable parasitics from switches, 

comparators and wires. As a result, stage scaling terminates at a certain 

capacitance level in most practical designs. 

Table 1 below constructs a numerical example on how this effect may impact

the power dissipation of a pipeline ADC. As a starting point, consider a 14-bit

design (13 amplifiers). If capacitance scaling discontinues at C/128, this means

that the last two stages will carry additional, unwanted capacitance. Assuming

that power dissipation is proportional to capacitance, this translates into a small 

power penalty (relative power is 4.06 compared to 4 in ideal case). The penalty

worsens in designs with lower resolution, since a larger fraction of backend

stages carry unwanted capacitance. 

Fig. 6 shows a limit line for pipeline ADC power dissipation using the relative 

power numbers at the bottom of Table 1 as a multiplier for the single stage 

switched capacitor power dissipation (Section 3.1). 
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Table. 1. Pipeline ADC capacitor scaling example. 

Number of Amplifiers 13 12 11 10

1 1/4 1/16 1/64

1/2 1/8 1/32 1/128

1/4 1/16 1/64 1/128
1/8 1/32 1/128 1/128
1/16 1/64 1/128 1/128
1/32 1/128 1/128 1/128
1/64 1/128 1/128 1/128
1/128 1/128 1/128
1/128 1/128

Stage Capacitances 

1/128

C 2.03 0.54 0.17 0.086

Csingle 1/2 1/8 1/32 1/128

Relative Power

Pipeline/Single SC Stage 

( C/Csingle)

4.06 4.32 5.44 11.01

Note again that this end result is fairly crude since it avoids a large number of 

technicalities. For instance, we neglected to account for the decrease in settling 

requirements in LSB stages and also the relative cost for a gain of two (instead 

of one, as assumed in section 3.1). Nevertheless, the key point here is to observe

that the steep slope of 4x increase in power per bit (~6dB increase in SNR) does 

not hold at moderate resolution. 

Alternative to pipeline ADCs, the implementation of medium SNR ADCs using 

continuous time sigma-delta architectures is gaining popularity. In these

converters, power dissipation is dominated by the continuous time integrators, 

which are often implemented using active-RC or Gm-C stages.

In the following analysis, we will look at the power dissipation of a Gm-C

integrator as an example. Fig. 5 shows a conceptual implementation using a 

simple MOS differential pair. Assuming that the input of this circuit is not

driven beyond the weakly nonlinear range of its transfer function, we can 

express the differential output current available to the capacitive load as

3

ov

id

ov

id

bias

od

V

v

8

1

V

v

I

i
, (16)

where Vov=VGS-Vt is the quiescent point gate overdrive of the differential pair 

transistors, which are assume to be ideal square law devices. 

359



VDD VDD

Ibias

vid/2 -vid/2

CC

iod

Fig. 5. Conceptual schematic of a Gm-C integrator. 

In order to keep nonlinear distortion below a certain limit, one must restrict the 

differential input below a small fraction of the quiescent point gate overdrive.

For instance, considering third order intermodulation (IM3), it can be shown that 

2

ov

max,id
3 V

v

32

3
IM . (17)

Assuming that the implementation is constraint by IM3, it is now interesting to 

investigate how much of the bias current (Ibias) can be steered into the capacitive 

load. For this purpose, we introduce the current steering efficiency 

bias

max,od
cur I

i
. (18)

By approximating (16) with its linear term, and using (17) and (18), it then 

follows that. 

3
ov

max,id
cur IM

3

32

V

v
. (19)

For instance, in order to achieve IM3=60dB, cur 0.1. This means that a 

maximum of only 10% of the invested bias current can be steered into the load. 

It is straightforward to show that this argument still holds in a resistively 

degenerated differential pair. Degeneration increases the useable input voltage

range, but also reduces transconductance, and therefore does not alter the current 

steering efficiency. 

Factoring this penalty into the fundamental class-A limit of (2) (with M=8 ), we 

can now find the minimum power dissipation of our primitive Gm-C integrator: 
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3IM
3

32

1
fSNRTk

1
n8P sigBf ,

(20)

where is defined by (12). In the above result, it is assumed that the relevant 

noise contribution is the total integrated noise given by (1). It can be argued that

this result is pessimistic, because a certain amount of noise is typically filtered 

out by subsequent circuitry [7]. Since this effect is hard to quantify, mostly

because we would also need to include the additional power spent for filtering, 

we conclude this discussion by regarding (20) as a reasonable bound for 

approximate arguments. In Fig. 6, (20) is plotted for nf=2, =2/3 and assuming

IM3=SNR (Line labeled “Gm-C Stage”). 

3.3. Low SNR

As discussed in [5], the power dissipation imposed by thermal noise is usually 

orders of magnitude below that dictated by matching and/or minimum realizable 

capacitance. To see this, consider e.g. SNR=30dB (~5-bit resolution). Using (5), 

with Vsig=0.5V as an example, yields C=16aF, which is an unrealizable 

capacitance from a practical perspective. 

To derive an applicable power bound for the low SNR region, we consider the

example of a matching-limited, flash-type ADC. As shown in [5], the minimum

power dissipation of a matching limited circuit is given by 

2

Vos

rms,sig
sig

2
VTox 3

V
fAC24P , (21)

where Cox and AVT are technology constants, and Vos is the standard deviation of 

the accuracy limiting offset voltage. In this result, it is assumed that all the

power is spent driving matching limited gate capacitance using a class-B 

amplifier. We now expand this result as follows: 

Assume a B-bit, flash-like structure, which necessitates 2
B

matching

limited components

Set 3 Vos equal to 1/2 LSB of the converter 

Assume class-A operation (additional factor of )

Include dynamic power dissipation (Edyn=dynamic energy per clock cycle 

(one half of signal cycle) and component)

With these modifications, (21) becomes 

sig
B

dyn
B32

VTox f2E22AC
1

12P . (22)
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The above expression is plotted in Fig. 6 with B=[SNR(dB)-1.76]/6.02 and 

=2/3 (Curve labeled “Flash”). All other parameters are chosen based on typical

0.13 m technology data: Cox=15fF/ m
2

and AVT=3mV m [14]. A typical logic 

gate in 0.13 m technology consumes about 6fJ per cycle [15]. With the 

assumption of a minimum digital complexity on the order of 10 gates needed for 

latching, buffering and decoding the final flash output, a value of Edyn=60fJ is

used.
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Fig. 6. Experimental ADC data and practical asymptotes 
for ADC power dissipation. 

4. Comments and Interpretation 

The above derivations are based on a number of crude assumptions, some of 

which are pessimistic, but not unreasonable for comparisons on a log-scale. For

simplicity, a large number of additional practical factors were not considered. 

Most designs consume extra power e.g. for biasing, reference generation, 

clocking and front-end S/H circuitry. Furthermore, their SNR performance can 

be impaired by quantization noise and differential nonlinearity (low and medium

SNR). In addition, a significant amount of power overhead is usually needed to 

construct high-gain multistage amplifiers that help ensure good precision, 

linearity and low drift. 
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Despite these missing factors and approximations used, the main observation

from Fig. 6 is obvious: Today’s ADCs, optimized for low power, have come

very close to practical power limits imposed by their architectures and 

underlying circuit topologies. 

In terms of technology, the result of Fig. 6 is based on only a few assumptions

and typical parameter values for 0.13 m CMOS designs (fractional swing, 

minimum capacitance, matching coefficient, dynamic energy). Further scaling in 

feature size will hold mixed blessings for different SNR objectives and 

topologies. As discussed in [16], it is likely that power will decrease only in 

circuits that are limited by matching (low SNR). This prediction is based on the

assumption that matching coefficients (e.g. AVT) will continue to scale down

proportional to oxide thickness. 

At moderate and high SNR, the implications of reduced supply voltages are 

often viewed as a detrimental factor, leading to the common prediction that

power will increase with feature size reduction in noise limited designs (e.g. 

[17]). In reality, we haven’t seen such an increase for several reasons. First, the 

skills and creativity of designers usually lead to inherently more power efficient, 

optimized circuits with each process generation. Secondly, it is often the case

that the increased device speed of new technologies can be traded in for power 

savings. Higher transit frequency allows biasing MOS devices in moderate or 

even weak inversion, where the transconductor efficiency gm/ID is significantly 

larger than in strong inversion. This tradeoff is implicitly factored into equation 

(11). As long as gm/ID can increase proportional to the reduction in supply

voltage, the power dissipation of noise limited circuits is unaffected by 

technology scaling. This situation applies to ADCs that are scaled in feature size 

while keeping their throughput constant, e.g. at video rate. 

5. Figure of Merit Considerations 

Several Figures of Merit (FOM) have been introduced to compare the 

performance of ADC designs using a single number. The most popular figure of 

merit is given by [18, 19]

sig
ENOB1

f2

P
FOM , (23)

where ENOB=(SNDR[dB]-1.76/6.02) is the converter’s effective number of bits. 

This metric is based on the purely empirical observation that a fit to ADC data

across all performance regions tends to show an approximate 2x power increase 

per bit. For instance, the bold trend line in Fig. 2 (ISSCC 2002-2005) has a slope 

of 1.8x per 6-dB increase in SNR. 

An alternative FOM that is tied to fundamental tradeoffs is given by [16] 
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sig
ENOB22

f2

P
FOM , (24)

which suggest a power increase of 4x per bit added. This slope corresponds to 

that of the fundamental limit lines in Fig. 2, and is also in line with several local 

slopes of the projected technology limits (Fig. 6). For instance, the slope of the

“Pipeline” curve is approximately 4x/6dB at the high SNR end.

From the discussion presented in this paper, it is clear that figures of merit must

be used with care. For instance, it is unreasonable to compare particular designs 

with very different SNR objectives using any single number figure of merit. This 

is simply because in practice, the tradeoffs between resolution and power are far 

more complex than those implied by (23) or (24). 

One way to address this problem is to introduce more complex figures of merit 

that contain architecture and technology parameters [16, 20]. Such FOMs, 

however, tend to be subjective, and would also need to change with the 

introduction of new technologies. As a simple alternative, it is often suitable to 

compare P/fsig of particular designs with approximately the same SNR or SNDR.

In cases where the tradeoff slopes are obvious (e.g. fully noise limited design), a

FOM in the form of (24) may be suitable to account for the merit of SNR within

a small region of comparison (e.g. SNR=80…90dB).

As seen from Fig. 2, the metric P/fsig is also well suited for general surveys on

state-of-the art (as opposed to comparing a small set of particular designs), since

it allows visualizing the rates of progress across the various SNR regions. 

6. Future Opportunities and Conclusion 

Unless we manage to depart from the current route of evolutionary progress, 

mostly driven by refinements in device technology and pure circuit 

optimization, it is unlikely that ADC power can improve by more than an

additional order of magnitude in the future. While this outlook seems bleak, it is 

also clear that there exists a wealth of alternative directions and unrealized 

opportunities on all levels of ADC design. 

Today, the majority of applications view ADCs as static “black boxes” that

deliver precisely linear transfer functions with fixed speed and SNR, determined

by peak performance requirements. Especially in radio receivers, large average
power savings are possible when ADC resolution and speed are dynamically

adjusted to satisfy the minimum instantaneous performance needs. Furthermore,

it is conceivable to embed ADCs within a system as weakly non-linear, but 

digitally correctable “one-to-one mappers” rather than perfect quantizers. For 

instance, within a communications system, it is possible to “equalize” the ADC 

together with the communication channel itself [21, 22].

On a circuit level, the potential benefit of a “digitally assisted” approach for A/D 

conversion has long been recognized. While a single A/D conversion with
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SNR=60dB consumes about 1.5nJ (Typical P/fsig= 2 P/fs 3nJ, see Fig. 2), the 

same energy can be used to toggle roughly 250,000 logic gates in 0.13 m

CMOS technology (6fJ/gate). Fig. 7 shows a graph where this calculation has 

been generalized for various SNR levels and digital feature sizes (L). This chart 

is based on typical ADC energy per conversion numbers that follow from the 

bold fit line of Fig. 2 (ISSCC 2002-2005), and assuming that digital switching 

energy scales approximately with L·VDD
2
 (VDD values taken from CMOS scaling 

roadmap). Especially at high SNR, several tens of thousand gates can be 

considered as “free” in terms of energy overhead, and can be used for digital 

calibration and postprocessing. 
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Fig. 7. Number of energy equivalent logic gates as a function of digital feature 
size and ADC SNR. Example: A single conversion using an ADC with 60dB SNR 

consumes as much energy as switching ~250,000 gates in 0.13 m technology. 

As shown in [23], digital post-processing capabilities can be leveraged to 

replace precision amplifiers in a pipeline ADC with simple, low power open-

loop stages. It is foreseeable that more such advanced digital compensation

techniques will be developed in the future. By digitally eliminating all forms of 

static and dynamic nonlinearity errors in ADCs, it may ultimately be possible to

approach class-B efficiency limits.

Overall, future improvements in ADC power dissipation are likely to come from 

a combination of the above aspects: Improved system embedding and reducing 

analog circuit complexity and precision to the bare minimum.
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Ultra Low-Power Low-Voltage Analog
Integrated Filter Design

Wouter A. Serdijn Sandro A.P. Haddad and Jader A. De Lima

Abstract

Filtering is an indispensable elementary signal processing function in many elec-
tronic systems. In many critical applications, e.g., in portable, wearable, implantable
and injectable devices, one should maximize the dynamic range and, at the same
time, minimize the power consumption of the filter. This joint optimization can take
place in different phases, the filter transfer function design phase, the filter topology
design phase, and the filter circuit design phase.

In the filter transfer function design phase, the filter’s functional input-output
relation is mapped on a suitable filter transfer function. Two approximation tech-
niques are introduced: the Padé approximation and the L2 approximation. The
Padé approximation is employed to approximate the Laplace transform of the de-
sired filter transfer function by a suitable rational function around a selected point.
The L2 approximation offers a more global approximation, i.e., not concentrating
on one particular point, and has the advantage that it can be applied in the time
domain as well as in the Laplace domain.

In the filter topology design phase, the filter transfer function is mapped on a
suitable filter topology. For this, the filter transfer function is written in the form of
a state-space description, which subsequently is optimized for dynamic range, spar-
sity and sensitivity. In the determination and optimization of the dynamic range
the filter’s controllability and observability gramians play an important role. Dy-
namic range optimization boils down to transforming the controllability gramian
such that it becomes a diagonal matrix with equal diagonal entries, transforming
the observability gramian such that it also becomes a diagonal matrix, and capaci-
tance distribution. To improve the state-space matrices’ sparsity the dynamic-range
optimized matrices can be transformed into a form that describes an orthonormal
ladder filter. After applying capacitance distribution, a filter topology is found that
is not too complex and has a dynamic range that is close (i.e., within a few dBs) to
optimal.

Finally, in the filter circuit design phase, the filter topology is mapped on a
circuit. A classification of integrators is presented. Falling in the category of trans-
conductance-capacitance (gm-C) integrators, a novel nA/V CMOS transconductor
for ultra-low power low-frequency gm-C filters is introduced. Its input transistors are
kept in the triode-region to benefit from the lowest gm/ID ratio. The gm is adjusted
by a well defined (W/L) and VDS , the latter a replica of the tuning voltage VTUNE.
The resulting design complies with VDD=1.5V and a 0.35µm CMOS process. Its
transconductance ranges from 1.1nA/V to 5.5nA/V for 10mV ≤ VTUNE ≤ 50mV.
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To illustrate the entire filter design procedure, a dynamic translinear Morlet filter
is designed. Simulations and measurements demonstrate an excellent approximation
of the Morlet wavelet base. The circuit operates from a 1.2-V supply and a bias
current of 1.2µA.

Index Terms

Filters, Integrators, Analog Integrated Circuits, Low Voltage, Low Power, Dy-
namic Translinear, Log-Domain, Gm-C, State Space Optimization, Dynamic Range,
Sensitivity, Sparsity

I. Introduction

FILTERING is an indispensable elementary signal processing function in many
electronic systems. Filters are either used for selection, i.e., to separate desired

signals from other signals and noise by making use of their differences in energy-
frequency spectra, or for shaping, i.e., to change the energy-frequency spectrum of
a single, desired signal. In practice, a piece of electronic apparatus that does not
contain at least one rudimentary filter can hardly be found.

Traditionally, filters operated in the continuous-time domain and have been de-
signed as resistively terminated lossless discrete inductor-capacitor (LC) filters. When
we wish to realize the filter on chip, however, often, at least for most sub-gigahertz
applications, this implies giving up the use of inductors. The Laplace transform of
filter transfer functions that can be realized with capacitive and resistive elements
only have real poles in the left half of the complex Laplace plane, while often transfer
functions with complex poles are called for. These are only realizable if active circuits
are added.

With the introduction of active circuits in filters, resulting in active filters, two fun-
damental problems are introduced. First, unlike passive reactances, active elements
produce noise and distortion. For this reason, active filters are bound to exhibit a
limited dynamic range, defined as the ratio of the largest and the smallest signal
level that the filter can handle. Second, unlike passive reactances, active elements
dissipate energy. Thus power has to be supplied. In many critical applications, e.g.,
in portable, wearable, implantable and injectable devices, one should maximize the
dynamic range and, at the same time, minimize the power consumption of the filter.
This joint optimization can take place in different phases:

1. the filter transfer function design phase,
2. the filter topology design phase, and
3. the filter circuit design phase.

In the first phase, the filter transfer function design phase, the filter’s functional
input-output relation is mapped on a suitable filter transfer function, whose Laplace
transform can be described by a strictly proper rational function of low order. For
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obvious reasons only the implementation of a causal stable filter is feasible, meaning
that it will have a proper rational transfer function that has all its poles in the
complex left half plane and the degree of the numerator polynomial does not exceed
the denominator degree.

In Section II, two approximation techniques will be introduced: the Padé approxi-
mation and the L2 approximation. The Padé approximation is employed to approxi-
mate the Laplace transform of the desired filter transfer function by a suitable rational
function around a selected point. The L2 approximation offers a more global approx-
imation, i.e., not concentrating on one particular point, and has the advantage that
it can be applied in the time domain as well as in the Laplace domain.

In the second phase, the filter topology design phase, the filter transfer function
is mapped on a suitable filter topology. In such a topology, the input node, the
output node and the filter’s main building blocks, the integrators1, are interconnected.
An equivalent method for describing the topology of the filter is the state space
description, in which matrices are used to describe the connectivity of the integrators
and the coupling of the input and the output. An n-th order filter can always be
constructed by means of n integrators.

In Section III, the filter’s state-space description will be optimized for dynamic
range, sparsity and sensitivity. It will be shown that dynamic range optimization
boils down to transforming the controllability gramian such that it becomes a diagonal
matrix with equal diagonal entries, transforming the observability gramian such that it
also becomes a diagonal matrix, and capacitance distribution. To improve the state-
space matrices’ sparsity the dynamic-range optimized matrices can be transformed
into a form that describes an orthonormal ladder filter. After applying capacitance
distribution, a filter topology is found that is not too complex and has a dynamic
range that is close (i.e., within a few dBs) to optimal.

Finally, in the filter circuit design phase, the filter topology is mapped on a circuit.
This includes the implementation of the integrators, the interconnection circuitry and
their biasing subcircuits in a suitable IC technology. In Section IV, a novel nA/V
CMOS transconductor for ultra-low power low-frequency gm-C filters will be intro-
duced, employing transistors operating in strong inversion and in the triode region.
Contrary to previous designs, its transconductance depends on the size of the input
transistors and a control voltage only.

To illustrate the entire filter design procedure, in Section V a 10th-order dynamic
translinear Morlet filter will be presented. Simulations and measurements will demon-
strate an excellent approximation of the Morlet wavelet base. The circuit operates
from a 1.2-V supply and a bias current of 1.2µA.

1 Although there is no preference for either a differentiator or integrator from a transfer-function or topo-
logical point of view, at circuit level, the use of differentiators often gives rise to high-frequency problems or
instability. Therefore, in a filter, almost always integrators are employed.
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II. Designing the filter transfer function

In the filter transfer function design phase, the aim is to generate a transfer function
that satisfies the desired specifications, which may concern, in the frequency domain:
the amplitude (or magnitude) response, the phase response — together with the am-
plitude response grouped in the two so-called Bode plots —, the group delay, the
cutoff frequency, the passband/stopband loss, the passband/stopband edges, the am-
plitude/phase/delay distortion; and in the time domain, the impulse/step responses
(including the overshoot, delay time and rise time).

The available methods for generating the filter transfer function can be classified
as closed-form or iterative. In closed-form methods, the transfer function is derived
from a set of closed-form formulas or transformations. Some classical closed-form
solutions are the so-called Butterworth, Chebyshev, Bessel-Thompson and elliptic
approximations. Iterative methods entail a considerable amount of computation but
can be used to design filters with arbitrary responses.

If the desired filter transfer function does not have an explicit expression, then the
splines interpolation method [1] can be used to generate the desired (idealized) filter
transfer function that can be used as a starting point for the filter design process.

Taking into account that in active filters the power consumption and the dynamic
range are proportional and inversely proportional to the order of the filter, respec-
tively, in this phase, the joint optimization of power consumption and dynamic range
means finding a low-order approximation of the Laplace transform of the desired filter
transfer function. In the sequel we will deal with two, relatively unknown, techniques
to come to such an approximation: the Padé approximation and the L2 approxima-
tion.

A. Padé approximation

The Padé approximation [2] is employed to approximate the Laplace transform of
the desired filter transfer function G(s) by a suitable rational function H(s) and is
characterized by the property that the coefficients of the Taylor series expansion of
H(s) around a selected point s = s0 coincide with the corresponding Taylor series
coefficients of G(s) up to the highest possible order, given the pre-specified degrees of
the numerator and denominator polynomials of H(s). If we denote the Padé approx-
imation H(s) at s = s0 and of order (m,n), with m ≤ n, by

H(s) =
p0(s − s0)

m + p1(s − s0)
m−1 + · · · + pm

(s − s0)n + q1(s − s0)n−1 + · · · + qn

, (1)

then there are n + m + 1 degrees of freedom, which generically makes it possible to
match exactly the first n + m + 1 coefficients of the Taylor series expansion of G(s)
around s = s0. As this matching problem can easily be rewritten as a system of
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n+m+1 linear equations in the n+m+1 variables p0,p1, · · · ,pm, q1, · · · , qn, a unique
solution is obtained that is easy to compute. Moreover, a good match is guaranteed
between the given function G(s) and its approximation H(s) in a neighborhood of
the selected point s0.

However, there are also some disadvantages which limit the practical applicability
of this technique [3]. One important issue concerns the selection of the point s0. Note
that a good approximation of G(s) around one point in the (complex) Laplace domain
is not a requirement per se. A second important issue concerns stability, which does
not automatically result from the Padé approximation technique. For example, if
emphasis is put on obtaining a good fit for a particular s0, it may easily happen that
the resulting approximation becomes unstable. The trade-off between a good fit near
a certain point s = s0 and stability is a non-trivial problem. A third issue concerns
the choice of the degrees m and n of the numerator and denominator polynomials of
the rational approximation H(s). An unfortunate choice may yield an inconsistent
system of equations or an unstable approximation.

B. L2 approximation

An alternative to the Padé approximation is the so-called L2 approximation, which
offers a number of advantages [3]. First, on the conceptual level, it is quite appro-
priate to use the L2 norm to measure the quality of an approximation H(s) to the
function G(s). Another advantage of L2 approximation is that it can be applied in
the time domain as well as in the Laplace domain. According to Parseval’s equality,
minimization of the squared L2 norm of the difference between G(s) and H(s) over
the imaginary axis s = jω is equivalent to minimization of the squared L2 norm of
the difference between g(t) and h(t).

Particularly in the case of low order approximation, the L2 approximation problem
can be approached in a simple and straightforward way using standard numerical
optimization techniques and software.

III. Designing the filter topology

After we have completed the design of the filter transfer function, it is time to
design the filter topology. As there are many possible state-space descriptions for a
certain transfer function, there are many possible filter topologies. We will concentrate
on finding a filter topology that is optimized for both dynamic range and power
consumption.

As is well known from linear systems theory (see, e.g., [4]) any causal linear filter
of finite order n can be represented in the Laplace domain as a state-space system
(A,B,C,D) described by a set of associated polynomial equations of the form:

sX(s) = AX(s) + BU(s), (2)
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Y (s) = CX(s) + DU(s), (3)

where U(s) denotes the scalar input to the filter, Y (s) the scalar filter output and
X(s) the state vector. The transfer function of the filter is given by:

H(s) = C(sI − A)−1B + D. (4)

A system’s dynamic range is essentially determined by the maximum processable
signal magnitude and the internally generated noise. It is well known that the system’s
controllability and observability gramians play a key role in the determination and
optimization of the dynamic range [5], [6]. The controllability (K) and observability
(W ) gramians are derived from the state space description and are computed by
solving the equivalent Lyapunov equations

AK + KAT + 2πBBT = 0, (5)

AT W + WA + 2πCT C = 0. (6)

As the dynamic range of a circuit is defined as the ratio of the maximum and
the minimum signal level that it can process, optimization of the dynamic range is
equivalent to the simultaneous maximization of the (distortionless) output swing and
the minimization of the overall noise contribution. In [7], Rocha gives a geometric
interpretation of the optimization of the dynamic range. A visualization of the op-
timization procedure can be seen in Fig. 1, for a system with three state variables.
The output swing is related via the controllability gramian to the space of ‘occurring’
state-space vectors. Under the assumption of a random input signal, the shape of
this space is generally a multidimensional ellipsoid. The constraint that each integra-
tor has a maximum representation capacity (M) defines a multidimensional cuboid,
which, for a distortionless transfer, should contain the former mentioned ellipsoid
completely. As the mean square radius of the ellipsoid is equivalent to the maximum
output swing, the output swing is maximal when the mean square radius is. This can
occur if and only if the ellipsoid becomes a spheroid. In that case the controllability
gramian is a diagonal matrix with equal diagonal entries, which means that all axes
of the ellipsoid have equal length. Thus, the first optimization step boils down to a
similarity transform, such that the controllability gramian of the new system becomes
a diagonal matrix with equal diagonal entries. In the second step of the optimization
procedure, the system is optimized with respect to its noise contribution. Rocha de-
fines another ellipsoid, which describes the noise that is added to the state vector in
each direction. While preserving the result of the first optimization step, it is possible
to rotate the state space, such that the observability gramian becomes a diagonal ma-
trix as well. In that case, the axes of the noise ellipsoid are aligned with the ‘system
axes’.
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In [7] it is shown that, in order to maximize the dynamic range of the system, one
should minimize the objective functional, which represents the relative improvement
of the dynamic range and contains all parameters which are subject to manipulation
by the designer. The objective functional is given by

FDR =
maxi kii

(2π)2

∑

i

αi

Ci

wii, (7)

where kii and wii are the main diagonal elements of K and W , respectively, αi =∑
j |Aij| is the absolute sum of the elements on the i-th row of A, and Ci is the

capacitance in integrator i.
Finally, profiting from the well-known fact that the relative noise contribution of

an integrator decreases when the capacitance and bias current increase, we apply
noise scaling, i.e., we match an optimal capacitance distribution to the noise contri-
butions of each individual integrator, viz. the diagonal entries of W combined with
the coefficients in matrix A, resulting in [7]

Ci =

√
αiwiikii

∑
j

√
αjwjjkjj

. (8)

Fig. 1. Dynamic range optimization based on the similarity transformation of K and W and
capacitance distribution. The coordinate axes represent the state variables and the cuboid represents
the maximum signal amplitude (M) that the integrators are able to handle. (a) The initial state
space representation (ellipsoid) is usually not well adapted to the integrator’s representations capacity
bounds (cuboid). (b) The (rotated) ellipsoid’s principal axes are now aligned to the coordinate axes,
as a result of the diagonalization procedure to the matrices K and W. (c) Finally, the optimized state
representation is obtained by scaling the state variables and the noise. Note that the sphere represents
the maximum possible mean square radius which can be fitted into the integrator’s capacity cuboid.

The drawback of a dynamic-range optimal system is that its state-space matrices
are generally fully dense, i.e., all the entries of the A, B, C matrices are filled with
nonzero elements. These coefficients will have to be mapped on circuit components
and will result in a complex circuit with a large number of interconnections. For high-
order filters it is therefore necessary to investigate how a realization of the desired
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transfer function having sparser state-space matrices would compare to the one having
maximal dynamic range. Also, when designing high-order filters, it is very desirable to
concentrate on circuits that are less sensitive to component variations. It is known that
an optimal dynamic range system will also have optimal, i.e., minimal, sensitivity [8].
For a less complex circuit, it is possible, for instance, to reduce A to upper triangular
by a Schur decomposition and by this reducing the number of non-zero coefficients
in A. However, this transformation leads to an increase in the system noise and
consequently to an increase in the objective functional (7). Another possibility is the
orthonormal ladder structure [9], which is significantly sparser than the fully dense A
matrix of the dynamic-range optimal system and the Schur decomposition and still
presents a good behavior with respect to sensitivity. Fig. 2 shows a block diagram
of a general orthonormal ladder filter [9]. As shown in the block diagram, the filter
output is obtained from a linear combination of the outputs of all integrators.
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Fig. 2. Block diagram of an orthonormal ladder filter, (a) Leapfrog structure; (b) Output summing
stage

The A matrix of an orthonormal ladder filter is tridiagonal and is very nearly skew-
symmetric except for a single nonzero diagonal element. The B vector consists of all
zeros except for the Nth element. Another property of orthonormal ladder filters is
the fact that the resulting circuits are inherently state scaled, i.e., the controllability
gramian is already a identity matrix. The drawback of this structure is that the
system is not optimized with respect to its noise contribution. However, if an optimal
capacitance distribution is applied to this suboptimal system, it can still yield some
extra gain compared to the case of equal capacitances. Often this leads to a filter
topology that is not too complex and has a dynamic range that is close (i.e., within
a few dBs) to optimal.
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IV. Designing the filter circuit

After an optimal filter topology has been selected and the appropriate coefficients
have been chosen, it’s time to design the filter circuit, or more specifically, design the
filter’s main building block, viz. the integrator.

A. Four integrator classes

In order to be able to construct the filter topology, the transfer of the integrators
should be dimensionless. On a chip, the integrating element is a capacitor, which
can be employed as a (passive) capacitance or as part of an active transcapacitance
(amplifier) and whose transfer has a dimension equal to [Ω]. To realize a dimensionless
integrator transfer function, we thus need an additional (trans)conductance. Hence,
four types of integrators can be distinguished:

a conductance-capacitance integrators,
b conductance-transcapacitance integrators,
c transconductance-capacitance (gm-C) integrators, and
d transconductance-transcapacitance integrators.

Fig. 3 depicts the four integrator types that implement a voltage-to-voltage integra-
tion.
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conductance

trans-

conductance
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Fig. 3. Four classes of integrators

The conductance-capacitance integrator does not use active components. Both the
required conductance and integration are implemented passively. As a result, using
this type of integrator, it is not possible to implement filter transfer functions with
complex poles.
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The second type of integrator, the conductance-transcapacitance integrator, does
not have this drawback and is thus used more often. In this type of integrator, the
realization of the actual integration function is an active transcapacitance, often com-
prising an operational amplifier (op amp) having a capacitor in its (shunt) feedback
path. The opamp can be designed to operate rail-to-rail at the output terminals,
so full advantage is taken of the supply voltage, which entails an optimal dynamic
range. The conductance can be integrated as a diffused resistor, but it could also be
implemented as an MOS transistor in the triode region thus yielding a MOSFET-C
integrator [10].

The third integrator type, the transconductance-capacitance (gm-C) integrator,
makes use of active conductances, i.e., transconductances. The advantage of transcon-
ductors is that they are able to operate at relatively high frequencies, because their
parasitic capacitances are in parallel with the integrator capacitors. Thus, they can
be accounted for easily in the dimensioning of the required capacitor [11]. A ma-
jor drawback, however, is that it is very difficult to implement transconductors with
rail-to-rail input capability.

The fourth type of integrator is the transconductance-transcapacitance integrator.
This integrator has no advantages over the second and third integrators mentioned.
An important disadvantage is the use of two active parts, both adding to the distor-
tion, the power consumption and the noise production.

In conclusion, the second and third type of integrators are preferred when designing
filters. For both types of integrators an active part is required.

B. ELIL and ELIN

As integrators consist of two parts, a (trans)conductance and a (trans)capacitance,
based on the relation of the intermediate quantity to the input and/or output quantity,
linear integrators, our main filter building blocks, can be further classified into two
categories [12]:

• externally linear, internally linear (ELIL), and
• externally linear, internally non-linear (ELIN).

Most of the known integrator types fall into the first category, being ELIL. In ELIL
integrators the intermediate quantity is linearly related to the input and output quan-
tities. Among them are the integrator topologies that are commonly referred to as
gm-C, MOSFET-C, opamp-RC, RC and even (albeit discrete time rather than con-
tinuous time) switched-capacitor (SC) integrators. As in ultra low-power (i.e., nano-
and micro-power) applications, resistors would become too large for integration on
chip, occupying a large chip area, having a small bandwidth or have large absolute
tolerances, and MOSFET conductances are bound to a limited dynamic range, we will
not deal with these any further in the sequel. Instead, we will introduce a novel type
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of transconductor, employing MOSFETs operating in the triode region as (active)
transconductors.

For the second category, that of ELIN integrators, it holds that their external behav-
ior is precisely linear, yet the intermediate quantity is non-linearly related to its input
and output quantities. In here we find the subcategory of instantaneous compand-
ing2 integrators, i.e., the degree of compression/expansion at a given instant depends
only on the value of signals at that instant [12], [13]. Belonging to this subcategory,
the class of dynamic translinear [13] (also known as log-domain [14], [15], [16] or ex-
ponential state-space [17]) is probably the most well known. To the subcategory of
companding integrators, albeit discrete-time rather than continuous-time, also belong
switched current [18] and switched MOSFET [19], [20] integrators. We will give an
example of a dynamic translinear wavelet filter for biomedical applications in the next
section.

But first, as promised, we will introduce a transconductor employing MOSFETs
operating in the triode region.

C. A compact CMOS triode transconductor

On-chip realizations of large time constants are often required to design low cutoff-
frequency (in the Hz and sub-Hz range) continuous-time filters in applications such as
integrated sensors, biomedical signal processing and neural networks. To limit capac-
itors to practical values, a transconductor with an extremely small transconductance
gm (typically a few nA/V) is needed.

Previous works on low-voltage low-power CMOS techniques for obtaining very-low
transconductances essentially concentrated on the combination of voltage attenuation
at the input, source degeneration in the transconductor core and current splitting
at the output [21], [22], [23], [24], keeping the transconductor input transistor(s) in
saturation; whereas the lowest gm/ID ratio is obtained in strong-inversion triode-
region (SI-TR).

In [25], a low-gm pseudo-differential transconductor based on a four-quadrant mul-
tiplication scheme is presented, in which the drain voltage of a triode-operating tran-
sistor follows the incoming signal. Nevertheless, because triode operation needs to
be sustained, the input-signal swing is rather limited. Moreover, this solution only
applies to balanced structures. Although triode-transconductors, in which the signal
is directly connected to the input-transistor gate, have been successfully employed
in high-frequency gm-C filters [26], [27], their potential for very-low frequency filter
design has not been addressed as yet.

Here we present a novel SI-TR transconductor for application in ultra low-power
low-frequency gm-C filters, in which, contrary to previous approaches, the transcon-

2 Companding is a combination of compressing and expanding
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ductance, gm, is being controlled by a voltage rather than by a current. In a SI-TR
MOSFET, by connecting the source terminal to one of the supply rails, a control volt-
age applied to the drain linearly adjusts gm, as the latter scales with the drain-source
voltage VDS. Since (W/L) offers a degree of freedom in the design of a particular
transconductance, VDS values well above the equivalent noise and offset of the bias
circuit can be set, while still obtaining a very-low gm. Consequently, filters with more
predictable transfer functions can be implemented. Owing to its extended linearity,
the SI-TR transconductor also handles larger signals, with no need for linearization
techniques.

The proposed transconductor is depicted in Fig. 4 [28]. Input transistors M1A-M1B

Fig. 4. Proposed triode-transconductor

have their drain voltages regulated by an auxiliary amplifier that comprises M2A-
M2B, M3A-M3B and bias current sources M5A-M5B. A simple current mirror M4A-M4B

provides a single-ended output. All transistors are assumed to be pair-wise matched.
Although the gate-source voltages of M3A and M4A are stacked, their values are below
the threshold voltages, so that the circuit still complies with low-voltage requirements.
The gate-voltage of M2A-M2B is set to VC = VTUNE − VGS2 , whereas VB imposes a
bias current IB through M5A-M5B. Both voltages VB and VC are generated on chip.
Referring VTUNE to VDD, the transconductance of the entire circuit becomes:

gm = gm1 = β1VTUNE, (9)

with β1 = (W/L)1µpCox.
P-type input transistors were chosen because of their lower mobility and 1/f-noise

coefficients as compared to similar parameters of n-MOSFETs. Except for M1A-M1B

that stay in SI-TR, all remaining devices work in weak inversion and saturation. As-
suming M5A and M5B to be ideal current sources, the transconductor output resistance
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rout is given by
rout ≈ rds1(1 + gm2rds2) (10)

Even though a common-drain configuration (M3B) is seen from the output node,
the transconductor still exhibits a relatively high output resistance, as the loop gain
around M2B and M3B is relatively large.

Internal voltages VB and VC are derived from the circuit shown in Fig. 5. The
generator is structurally alike the transconductor, with M1G, M2G and M3G matched
to their counterparts. An opamp equates the drain voltage to external voltage VTUNE,
so that VC ≈ VTUNE |VGS2G

|. Since VGS2G
= VGS2A

= VGS2B
, the expected value of VC is

achieved. A low-voltage OTA, with a topology similar to the one in [27], is employed
as opamp. A proper setting of the current gain B (B > 1) in current mirror M4G-
M5G guarantees an optimal signal swing at both input and output, ensuring class-A
operation of the transconductor.

Fig. 5. Bias generator

Analysis of the noise performance of the proposed transconductor reveals that, as
gm1rds1 � 1, the noise is dominated by the noise contributions of M2A and M2B. Their
equivalent input noise voltage power spectral densities Svn,2A/B,eq, in [V2/Hz] equal

Svn,eq =
2kT/gm2

(gm1rds1)
2 (11)

which is the minimum one can achieve from an SI-TR transconductor.
As the gate length of M1 is chosen considerably long to obtain a very-low gm1 , its

1/f noise is naturally minimized.
To back up the theoretical analysis, a SI-TR transconductor with gm in the order

of nA/V was designed. The design complies with VDD = 1.5V and a standard 0.35µm
n-well CMOS process, with typical parameters VTn = 0.50V, VTp = -0.60V, gn =

0.58V1/2, gp = 0.45V1/2, µn = 403cm2/Vs, µp = 129cm2/Vs and Cox = 446nF/cm2.
Flicker-noise coefficients are KFn = 2.81e-27A2s/V, KFp = 1.09e-27A2s/V, AFn =
1.40, AFn = 1.29 and EFn = EFp = 1.
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The tuning interval ranges from 10mV to 50mV, which implies 1.1nA/V ≤ gm1 ≤
5.5nA/V. The optimal VAGND is 0.6V, theoretically limiting the signal amplitude to
185mV. Transistor sizes (in µm/µm) are (W/L)1 =(1.2/600), (W/L)2 = (10/100),
(W/L)3 = (12/2.4) and (W/L)4 = (W/L)5 = (40/40). These dimensions maximize
the signal swing at both input and output and trade off 1/f-noise and layout area.
At nominal VTUNE = 20mV, the calculated gm1 and common-mode current ID1,CM

are
2.2nA/V and 0.63nA, respectively. Setting B=1.5 results in IB ≈ 0.25nA, a good
compromise between signal swing, 1/f-noise, thermal noise and auxiliary-amplifier
power consumption.

Simulations were carried out using PSPICE 9.2 with Bsim3v3 models. For a 1kΩ
load, fixing Vin− at VAGND and sweeping Vin+, the gm1 dependence on the tuning
voltage (10mV ≤ VTUNE ≤ 50mV) is plotted in Fig. 6. The transconductance remains
almost constant in the linear region, scaling linearly with VDS1 .

Fig. 6. Dependence of gm on signal level and tuning

Transconductor noise figures from PSPICE are in excellent agreement with the per-
formed noise calculations. The transconductor equivalent noise voltage for a 100mHz–
10Hz bandwidth is 260µVRMS. Similarly, the input-referred noise of the VC generator
is 42µVRMS, so that for the lowest VTUNE of 10mV, a tuning-to-noise ratio (TNR) of
47dB is obtained. Given that transistor geometries are well defined in modern fabri-
cation processes, gm can be controlled to a good extent, as it relies on (W/L)1 and
VTUNE only.

V. A 10th-order ultra low-power low-voltage dynamic translinear
wavelet filter

This last section illustrates the design procedure outlined in the previous sections
for implementing a filter whose impulse response is a Morlet [29]. The real part of this
particular wavelet is of special interest for the local analysis of non-stationary signals
as can be found in electrocardiograms. Its application in pacemaker frontends makes
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an ultra low-power implementation mandatory. In the coming subsections, we first
derive a suitable Morlet filter transfer function. Subsequently, we optimize the Morlet
filter state-space description. Finally, we implement the optimized (orthonormal)
ladder structure with log-domain integrators as main building blocks. Simulations
and measurements that prove the correctness and robustness of the proposed design
methodology will be provided as well.

A. Designing the Morlet filter transfer function

The design of the Morlet filter transfer function takes off with the (real part of the)
desired impulse response g(t) of the Morlet filter, i.e., a Gaussian-windowed sinusoid:

g(t) = cos(5
√

2t)e−(t−3)2 , t ≥ 0. (12)

Since only causal filters can be implemented, this function is truncated at t = 0 and
a time shift t0 = 3 is introduced. The choice of this time shift involves an important
trade-off that has to be made with care. If t0 is chosen too small, the truncation
error becomes too large. On the other hand, if t0 is chosen too large, the function
to be approximated will become very flat near t = 0. This effectively introduces a
time-delay, which implies that a good fit can only be achieved with a filter of high
order and thus compromises the power consumption.

The Laplace transform of (12) is not yet a suitable rational function and thus a
low-order approximation has to be made. A [8/10] Padé approximation yields [30]:

H(s) = 0.9s8−13s7+177s6−618s5+345s4+7·104s3−4·105s2+2·106s−3·106
s10+13s9+336s8+3·103s7+4·104s6+2·105s5+2·106s4+8·106s3+4·107s2+9·107s+3·108 . (13)

Fig. 7 depicts the ideal (g(t)) and the approximated (h(t)) Morlet filter impulse
responses, respectively. A good fit can be observed.

B. Designing the Morlet filter topology

Applying the state-space optimization method described in Section III, we find that
the objective functional FDR becomes equal to 96.98. This is the absolute minimum
value of the objective functional associated with this transfer function.

To improve the state-space matrices’ sparsity without compromising the dynamic
range and sensitivity to parameter variations too much, an orthonormal ladder struc-
ture is implemented. The A, B, C and D matrices of this structure for the defined
transfer function are given by:
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Fig. 7. Impulse response of the Morlet filter: the ideal impulse (dashed line) and the approximated
impulse (solid line)

A =





0 6.54 0 0 0 0 0 0 0 0
−6.54 0 1.83 0 0 0 0 0 0 0

0 −1.83 0 6.59 0 0 0 0 0 0
0 0 −6.59 0 2.72 0 0 0 0 0
0 0 0 −2.72 0 6.37 0 0 0 0
0 0 0 0 −6.37 0 3.89 0 0 0
0 0 0 0 0 −3.89 0 6.27 0 0
0 0 0 0 0 0 −6.27 0 5.88 0
0 0 0 0 0 0 0 −5.88 0 10.47
0 0 0 0 0 0 0 0 −10.47 −13.31





,

B =





0
0
0
0
0
0
0
0
0

2.05





,

C = [ 0.75 −1.34 0.75 0.68 −0.57 0.44 −0.002 −0.10 0.04 0 ],
D = [ 0 ] (14)
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In order to minimize the noise contribution, an optimal capacitance distribution is
applied, resulting in a normalized capacitance distribution (C1, ...,C10) = C′(0.142, 0.162,

0.110, 0.117, 0.086, 0.091, 0.073, 0.080, 0.073, 0.061) , where C ′ represents the unit-less value
of the total capacitance expressed in F. This leads to an objective functional FDR =
147.90, which is not so far from the optimum case. The dynamic range has decreased
by only 1.83dB.

C. Designing the Morlet filter circuit

A simple bipolar multiple-input low-power log-domain integrator [31] will be used as
the basic building block for the implementation of the above state space description.
This log-domain integrator is shown in Fig. 8 [31]. A pair of log-domain cells with
opposite polarities and an integrating capacitor form the core of the integrator. Vip

and Vin are the noninverting and inverting input voltages, respectively, and the input
currents are Iip and Iin, which are superimposed on the dc bias currents. The output
voltage Vo is given by the voltage across the capacitor. The circuit is composed of two
identical log-domains cells, a voltage buffer and a current mirror. The log-domain cells
Q1-Q2 and Q3-Q4 generate the log-domain currents Ic2 and Ic4, respectively. A voltage
buffer realized by Q5-Q6 is inserted between them. Therefore, the output log-domain
voltage Vo at the emitter of Q2 also appears at the emitter of Q4. Finally, to obtain a
log-domain integrator equation, we use a current mirror Q7-Q8 to realize the difference
between the two log-domain currents on the capacitor node. The connection from the
bases of transistors Q7 and Q8 to the collector of Q6 closes the feedback loop around
Q6 and Q7. This connection is convenient because it ensures that the overall voltage
headroom is minimized. The equation that relates the input and output voltages to
the current flowing in the integrating capacitor becomes

Ci
dVo

dt
= (Io + Iip)e

Vip−Vo

VT − (Io + Iin)e
Vin−Vo

VT . (15)

Notice that the input and output voltages of the integrator are at the same dc level.
Therefore log-domain filter synthesis can easily be achieved by direct coupling of these
integrators.

D. Synthesis of the log-domain state-space filter

By applying a simple mapping to the linear state-space equations (14), we can
obtain the corresponding log-domain circuit realization which employs the above log-
domain integrator.

The block diagram of the log-domain implementation of (14) is illustrated in Fig.
9, using the universal log-domain cell symbol described in [32] and shown in Fig. 8b.
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Fig. 8. a) The multiple-input low power log-domain integrator, and (b) its symbol [30]

Note that each column of the filter structure corresponds to a row in the state-space
formulation. The parameter Aij is implemented by the corresponding log-domain
integrator with bias current IAij

, defined by a current matrix AI

AI = VT Ci · A (16)

The input section, as governed by the state-space vector B, is realized by the first
row from the top of Fig. 9. The parameter B is related to the current by

B =
Io

VT Ci

(17)

Consequently, the B coefficients are not individually controllable by bias currents,
and they have to be set equal to each other or to zero. Fortunately, this is the case
in (14), where only one non-zero parameter of the B vector is present, as then it is
not necessary to transpose the state-space system. The bias current vector CI , which
controls the vector C, is defined as

CI = Io · C (18)

E. Simulation and measurement results

To validate the circuit principle, we have simulated the log-domain state-space filter
using models of IBM’s 0.18µm BiCMOS IC technology. The circuit has been designed
to operate from a 1.2V supply. Fig. 10 shows the impulse response of the wavelet
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Fig. 9. Complete state-space filter structure

filter. The excellent approximation of the Morlet wavelet can be compared with the
ideal Morlet function to confirm the performance of the log-domain filter. Fig. 11
shows the Monte Carlo analysis for process and mismatch variation of the technology
in use. As evident from the Monte Carlo simulation (i.e. after 100 runs), the system
characteristics show insensitivity towards both absolute and relative variations in the
process parameters. Even though the impulse response may be slightly affected, the
targeted wavelet analysis will be preserved.

Subsequently, the Morlet filter was implemented in the same IC technology. Fig. 12
shows a photomicrograph of the chip. The 10 integrator capacitors are clearly visible.
Fig. 13 shows the measured impulse response. An excellent agreement with both the
simulated impulse response and the ideal Morlet function (Fig. 10) can be observed.

The total filter’s current consumption is 1.5µA with a 100pF total capacitance. The
output current presents an offset of approximately 46.61pA. The rms output current
noise is 66.97pA, resulting in a DR at the 1-dB compression point of approximately
30dB. The power efficiency of any bandpass continuous-time filter is a figure of merit
to be able to compare various filter topologies and can be estimated by means of the
power dissipation per pole, center frequency (fc), and quality factor (Q) defined as
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Fig. 11. Monte Carlo analysis (a) process variation, (b) mismatch variation

[33]

Power per pole & bandwidth =
Pdiss

n · fc · Q, (19)

where Pdiss is the total power dissipation and n is the order of the filter. The power
efficiency of this filter equals 11.83pJ.

By changing the values of the bias currents along a dyadic sequence, one can obtain
the impulse responses of a dyadic scale system, as illustrated in Fig. 14. Alternatively,
one also may change the capacitance values, Ci. To implement a wavelet system, which
usually consists of 5 dyadic scales, one needs to implement a filter bank (a parallel
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Fig. 12. Photomicrograph of the implemented Morlet filter

structure) with a total capacitance of 193.75pF, preserving the same bias current.
This result indicates that a wavelet system is feasible.

Finally, in order to show that the same procedure can be applied for high frequency
applications, we tuned the frequency response of the filter by varying the bias current
over about four decades with center frequencies ranging from 5.8kHz to 58MHz, while
preserving the impulse response waveform. Again, one can obtain the wavelet scales
around this frequency (i.e. 58 MHz) by either scaling the current or the capacitance
value accordingly. The performance of the filter is summarized in Table I.

VI. Conclusions

Filtering is an indispensable elementary signal processing function in many elec-
tronic systems. In many critical applications, e.g., in portable, wearable, implantable
and injectable devices, one should maximize the dynamic range and, at the same time,
minimize the power consumption of the filter. This joint optimization can take place
in different phases, the filter transfer function design phase, the filter topology design
phase, and the filter circuit design phase.

In the filter transfer function design phase, the filter functional input-output rela-
tion is mapped on a suitable filter transfer function. Two approximation techniques
were introduced: the Padé approximation and the L2 approximation. The Padé ap-
proximation is employed to approximate the Laplace transform of the desired filter
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Fig. 13. Measured impulse response

transfer function G(s) by a suitable rational function around a selected point. The
L2 approximation offers a more global approximation, i.e., not concentrating on one
particular point, and has the advantage that it can be applied in the time domain as
well as in the Laplace domain. It is based on the minimization of the squared L2 norm
of the difference between the desired transfer function and the approximation H(s)
over the imaginary axis s = jω, which is equivalent to minimization of the squared L2

norm of the difference between g(t) and h(t).

In the filter topology design phase, the filter transfer function is mapped on a
suitable filter topology. For this, the filter transfer function is written in the form of a
state-space description, which subsequently is optimized for dynamic range, sparsity
and sensitivity. In the determination and optimization of the dynamic range the
filter’s controllability and observability gramians play an important role. Dynamic
range optimization boils down to transforming the controllability gramian such that it
becomes a diagonal matrix with equal diagonal entries, transforming the observability
gramian such that it also becomes a diagonal matrix, and capacitance distribution.
To improve the state-space matrices’ sparsity the dynamic-range optimized matrices
can be transformed into a form that describes an orthonormal ladder filter. After
applying capacitance distribution, a filter topology is found that is not too complex
and has a dynamic range that is close (i.e., within a few dBs) to optimal.

Finally, in the filter circuit design phase, the filter topology is mapped on a circuit.
A classification of integrators was presented. Falling in the category of transcon-
ductance-capacitance (gm-C) integrators, a novel nA/V CMOS transconductor for
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obtained by varying the current (from 0.125nA to 2nA) or the capacitance (from 100pF to 6.25pF).

ultra-low power low-frequency gm-C filters was introduced. Its input transistors are
kept in the triode-region to benefit from the lowest gm/ID ratio. The gm is adjusted
by a well defined (W/L) and VDS, the latter a replica of the tuning voltage VTUNE.
The resulting design complies with VDD=1.5V and a 0.35µm CMOS process. Its
transconductance ranges from 1.1nA/V to 5.5nA/V for 10mV ≤ VTUNE ≤ 50mV.

To illustrate the entire filter design procedure, a dynamic translinear Morlet filter
has been designed. Simulations and measurements demonstrate an excellent approx-
imation of the Morlet wavelet base. The circuit operates from a 1.2-V supply and a
bias current of 1.2µA.
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Technology 0.18µm BiCMOS
Bias current Io = 1nA Io = 10µA
Total capacitance 100pF 100pF
Supply voltage 1.2V 1.8V
Center frequency (fc) 5.8kHz 58MHz
Power dissipation 1.5 µW 24.3mW
Dynamic Range (1-dB) 30 dB 30 dB
Noise current (rms) 66.97pA 481.3nA
Supply voltage range 1V - 1.6V 1.7V - 2.1V
Power dissipation per pole
fc and Q 11.834pJ 13.96pJ

TABLE I
Performance per scale for two different operating frequencies

Technology Foundation.
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Abstract

This text discusses the possibilities when designing a wireless 

inductive link that works both as an energy link, to power up a 

remote device, as well as a communication link to retrieve data 

and to write data to the same remote device, using the same set of 

inductive coils. Datatransmission from the measurement system to 

a base unit is achieved by applying absorption modulation, 

datatransmission to the measurement system by applying 

amplitude modulation. Some basic formulae and design 

considerations are given, and a full example applicable to an 

implantable device is given. 

1. Introduction 

Inductive links find a widespread use in modern medicine, and are more 

precisely in use in implantable electronic devices. Pacemakers, defibrillators and 

cochlear implants are already well established examples, while retinal implants 

[1–4], neuro-muscular stimulation and recording devices [5–9] and instrumented 

orthopaedic implants [10,11] are still under development or used on a laboratory 

scale. For most of these long-term implantable devices, inductive powering is 

preferred to batteries because of reliability reasons. Datatransmission is 

sometimes integrated in these systems (uplink in case of the recording devices, 

downlink in case of stimulation devices), or a second wireless link is used. The 

present paper discusses a system that contains all in one.

A schematic overview of the system is given in Fig. 1. It will be optimised 

towards maximal power transfer efficiency and misalignment tolerance: a 

minimal amount of power transfer should be guaranteed within certain limits of 

coil separation and lateral or angular misalignment. The system that will be 

demonstrated is developed for a “smart” orthopaedic implant [11]: the 
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algorithms for the processing, storage and transmission of the measured data can 

be reprogrammed in situ, using the downlink datatransmission, while the 

measured data can be transmitted to a PC base station, using the uplink data-

transmission. In general, the proposed system, that consists of two coils only,

can be used for the powering, control and data retrieval of any isolated device, 

that is within reach of the near field of such a coil, but is not connected to it. In

Section 2, the inductive link principles are introduced and the calculation and 

optimisation of the link is discussed. Section 3 describes the design of the 

complete inductive powering system and Section 4 the integration of bi-

directional data-transmission. In Section 5, misalignment analysis of the link is 

discussed. Finally, Section 6 shows a example, and some conclusions are drawn. 

Fig.1. Basic block diagram of an inductive link for power and data transfer. 

2. Powering the secondary coil 

Coupled coils are used to transfer energy to remote electronics. The a.c. voltage 

induced in a secondary coil is then rectified to supply some remote circuitry 

(Figure 2, top). A voltage regulator is also added to smooth out the variation on 

the induced voltage caused by variations in the coupling and loading conditions.

It is a common practise in inductive link design, to represent the power 

consumption of the remote electronics, the rectifier and the regulator by an 

equivalent a.c. resistor R load 2 . Note that the value of this resistor is function of 

the amplitude of the received voltage: the larger this voltage, the more the

regulator hast to cut power and the more it dissipates.
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Fig.2. Representation of the load circuit by an equivalent resistor. 

Figure 3 demonstrates how the transfer efficiency from input source Vprim to the 

equivalent a.c. load is calculated. The coil-loss resistors RS1 and RS2 have been 

added to model the link losses. The link efficiency is computed from the 

resistive dividers RS1 - Req in the primary and Rload 2 - RS2 in the secondary: 

This expression becomes easier to interpret by using the coil quality factors QLS1

and QLS2, where

The maximal link efficiency is only function of two parameters : k
2
QLS1 and QLS2

This maximal efficiency increases with the coil coupling and quality factors. It 

remains, though, impractically low for realistic quality factors (in the range of 

100) and weak to moderate coupling (k below 5 %). One of the reasons of the 

poor link efficiency at low coupling comes from the secondary leak inductance 

LS2 (1-k
2
). This inductance is much larger than the useful load RS2 at weak 

coupling and demands for a high induced voltage k.n.v1. A higher v1 involves 

higher primary coil current and hence higher (resistive) losses. It is therefore 

common in inductive link design to cancel the secondary leak inductance with a 

capacitor C2 (Figure 4).
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Fig.3: The equivalent link circuits for the calculation of the link efficiency 

Fig.4. Cancelling of the secondary leak inductance LS2 (1-k
2
) with a series 

capacitor C2.
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The maximal link efficiency for such a series-tuned link is calculate and equals: 

This maximal link efficiency is only function of one single parameter 

k
2
QLS1QLS2. Figure 5 clearly shows that secondary resonance indeed improves

the link efficiency. This diagram, though, may be a bit misleading, because it

erroneously suggests that a lower secondary coil quality factor corresponds to a 

higher link efficiency in case of a non-resonant secondary. The reason is that

X=k
2
QLS1QLS2 is taken as horizontal coordinate. A lower secondary coil quality 

factor for the same X, automatically implies a higher primary coil quality factor. 

The corresponding reduction in the primary dissipation overcompensates the 

increased secondary loss. Some lines of constant k
2
QLS1 have therefore been 

added to indicate that increasing QLS2 for the same k
2
QLS1 really increases the 

efficiency. Note that high-efficiency series-resonant links can only be realized 

for small load, as a high load dampens the secondary tank resonance too much.

A series-resonant link has thus a current-source output characteristic. A voltage-

source type output is achieved by parallel resonance of the secondary. The idea 

of canceling the leak inductance remains, but the tank capacitor is now placed in 

parallel to the secondary coil.

Fig.4. The maximal link efficiency for links with series resonant secondary 

compared to the link efficiency of non-resonant links as a function of X 
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2.1. Primary coil driver

A dedicated amplifier is needed to drive high currents into the primary coil in 

order to generate the magnetic fields required for the power transfer. The driver 

requirements were summarized by Gutmann in [12]

•It is preferable to use a switch-mode amplifier where the active elements 

operate as a switch so they only draw currents without carrying a voltage. This 

will drastically minimize the dissipation in the active elements and avoid its 

breakdown.

•The driver output should be a pure sinusoid because only the fundamental 

component is received at the secondary. The harmonic components do not 

contribute to the power transfer with a tuned secondary coil, but do cause losses 

in the primary. 

•The primary inductance is tuned with a resonant capacitor. The latter is to 

cancel out the large primary leakage inductance that typically occurs with small 

coupling factors. This leakage inductance causes a large primary coil voltage, 

given the large coil currents that are required for the inductive powering. 

Basically, the primary leakage inductance can be compensated by either a series 

or a parallel capacitor. Both ways have their benefits and drawbacks. The use of 

a series-resonant capacitor lowers the amplifier output voltage but matches the 

demand for a high output current. The amplifier’s output stage needs high-

current transistors that require a large base or gate current that also contributes 

to the driver losses (power MOSFETs have a large gate capacitor due to their 

large die sizes and take thus large a.c. gate currents). Inductance canceling with 

a parallel-resonant capacitor lowers the amplifier output current but maintains 

the need for a high output voltage. The output stage then contains high-voltage 

transistors that have large parasitic capacitors. The conclusion is that neither 

series-tuning nor parallel-tuning enables low-voltage and low-current operation. 

Luckily, the class-E amplifiers feature a double-tuned circuit. They feature a 

series-tuned coil with a second capacitor in parallel. This offers an elegant 

solution as it combines the benefits of low-current operation of a parallel 

resonance with the low-voltage operation of a series resonance.

There are primarily two approaches for driving a link primary: 

•Most links use a small-signal master oscillator (MO) followed by a power 

amplifier (PA) connected to the primary coil. This MOPA set-up works fine, but 

at higher coupling, an effect known as pole splitting occurs (Figure 6). If the coil 

coupling is raised, the apparent primary inductance lowers and the primary 

resonance frequency augments. This effect is negligible at low coupling, but 

coupling factors (above about 10 %), do get primary tanks out of resonance. A 

feedback loop in their primary coil driver can be introduced to automatically 
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adapt the driver frequency to the changing tank tuning [13]. Pole splitting also 

occurs for the secondary tank. The equivalent secondary impedance of the

driven primary tank dampens the secondary tank and lowers its resonance 

frequency with increasing coupling. This effect is, however, small.

Fig.6 : Pole-splitting effect simulated on a link with a series-resonant primary 

and a parallel-resonant secondary, synchronous tuned at 20 MHz. LS1 = LS2 = 

1.96 µH, RS1 = RS2 = 5.18  , Rload2 = 1 k

2.2. Link optimisation

Fig.7 : The power flow in the inductive powering system

Numerous publications appeared on link design and optimisation since the 
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original paper of Shuder et al. [14]. Most authors use their own notations and 

give their own design procedure that fitted their specific application. This makes

it for the interested reader difficult to obtain an overview of the field of available

circuits and techniques, and to compare the optimization methods. But, a closer 

look reveals that most designs can be reduced to two basic philosophies: 

optimization of the link efficiency link, assuming secondary tank 

resonance, and 

de-sensitizing the link gain to coupling variations by critical 

coupling, assuming a resonant primary and a resonant secondary 

tank.

The differences between the design procedures are mostly found in the 

assumptions and simplifications that were (often implicitly) taken, with a strong 

dependency on the envisaged application. It is, for instance, common to assume

that k
2
QLS1QLS2 is much larger than one. However, we found that this assumption

is hard to maintain at low coupling factors. 

Note that these methods only focus on finding the set of coils and capacitors that

delivers the most optimal link efficiency link (Figure 7). The inductive powering 

system is never considered as a whole, assuming that the driver, rectifier and 

regulator losses are small compared to the link loss. This assumption is again

hard to hold at small coupling. The weak coupling leaves the primary coil driver

more or less freewheeling and makes the driver’s losses dominant in the overall 

system’s energy budget. Another important and popular assumption is that the 

coupling does not influence the tank resonance frequencies. The tanks are 

calculated as separated circuits with a resonance determined by their own L and

C. This becomes a problem at the higher end of the coupling scale, where pole

splitting occurs. 

2.3. Link efficiency

The primary link efficiency is defined as the ratio of the power Psec that reaches 

the secondary circuit to the power Plink in put into the inductive link. It is 

calculated as the ratio of the power dissipated in Req to the total power dissipated 

in both Req and R S1 (Figure 8).

Hence,

or
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where

Fig.8: The power distribution in an inductive link. The concept is illustrated on 

a class-E driven link. 

The total link efficiency is the product of the primary and the secondary link 

efficiencies. The expression is valid for all links with a parallel-resonant 

secondary, regardless whether the primary coil is tuned or not. 
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3. Link design

Table 1 

Geometric specifications of the inductive link 

Primary coil   Secondary coil

Shape   15 turns pancake/disk   12 turns solenoid 

Diameter (mm) 60 20

Nominal distance (mm)   30   30 

Operating frequency (kHz)  700    700 

A design tool for the calculation of the electrical and magnetic properties of 

inductive links [15] based on formulae proposed by [16–19] can be implemented

in MATLAB. The tool includes the influence of parasitic effects such as skin 

and proximity effect [20–21] and parasitic capacitance [22]. Together with the 

link formulae, the design tool can yield the optimization of the inductive link 

towards maximal efficiency and misalignment tolerance. Table 1 gives an 

overview of the obtained geometrical specifications. Maximization of the 

misalignment tolerance results in a pancake/disk shaped primary coil, with a 

larger diameter than the secondary coil. A rule of thumb that can be obtained 

from the optimization, is that maximal efficiency is obtained for a primary coil

diameter that equals twice the distance between the two coils. The operating 

frequency is set at 700 kHz in order to avoid biological tissue damage. For the 

500 kHz to 4 MHz band, no biological effects have been reported, in contrast to 

the extreme low frequency (ELF) band and the microwave (MW) band [23,24]. 

The only possible health risks for the proposed frequency are burns or temper-

ature raise in tissue [25] and electroshocks due to unwanted contacts. As the 

used power level is lower than the maximal allowed level [26], the risk for burns 

or temperature raise is minimal and by using appropriate insulation of the coils, 

electroshocks are avoided. 

The electrical and magnetic properties of the link can also be simulated using 

Finite Element software, such as FASTHENRY [27]. In Table 2, 

FASTHENRY-simulations, calculations using the MATLAB-scripts and 

measurements are compared. Q represents the quality factor of a coil, k is the 

coupling factor of the inductive link.

It can be seen that both simulations and calculations give a good approximation

of the measurements. Only for the quality factor of the primary coil Q1, both 

methods give an overestimation. This is probably due to the fact that the used 
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formulae and the FASTHENRY-tool are developed for microcoils and not very 

well suited for larger coils. Although both methods give a comparable result, the 

MATLAB-scripts are preferred to the FASTHENRY-simulations, as they offer 

the possibility of being integrated in an optimization loop and both set-up and 

calculation times are shorter.

Table 2 

Simulated, calculated and measured properties for the inductive link 

   Simulated  Calculated  Measured 

L1  (µH)      9.87       9.39     10.3 

Q1   220.0   215.0   137.0 

L2  (µH)      3.80       4.15       4.03 

Q2       52.0     62.5     45.0 

M  (µH)      0.31       0.31       0.29 

k       0.051      0.050      0.045 

The complete inductive powering system is depicted in Fig. 8. The primary coil 

is driven by a Class E amplifier [28]. The Class E topology was chosen for its 

high efficiency, which is theoretically 100%. Taking into account the parasitic 

losses, such as the resistance of the RF Choke LRFC and the on resistance of the 

switch S, realistic efficiencies of about 80% are obtained. 

The secondary circuit consists of a simple rectifier and regulator circuit. The 

capacitor is added to the secondary coil to form a resonant receiver circuit at the 

operating frequency. In this way, the power transfer efficiency is increased. The 

chosen topology consists of a minimal amount of components in order to 

minimize the dimensions of the implantable circuit. 

The input impedance of the implantable monitoring device Rload and the rectifier 

and regulator circuit can easily be transformed into the impedance Rload2, as 

shown in Fig. 8 middle. It can be transformed into the bottom Fig. 8. In this 

way, the Class E amplifier can be easily designed. Both the primary and the 

secondary circuit can be built using low cost, commercial off the shelf (COTS) 

components. 

The inductive powering system was designed to deliver 50 mW to the 

implantable device, at a supply voltage of 5 V. The total power transfer 

efficiency, which is given by the multiplication of the primary circuit efficiency, 

the link efficiency and the secondary circuit efficiency, is 36%, while the 

calculated power transfer efficiency is 44%, mainly due to the parasitic losses of 

the inductive link. The supply voltage of the Class E amplifier is 2 V. 
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4. Integration of the bidirectional data communication

Up-link : Absorption modulation. Figure 9 shows the inductive power link, 

adapted for absorption modulation [29]. A MOS transistor S, used as a switch is 

introduced in the secondary circuit.  By turning the switch S on and off, the input

impedance of the secondary circuit is varied. This impedance variation is 

transmitted in a load variation of the primary circuit.  This load variation can be

‘sensed’ by measuring the current through the primary coil L1.  Therefore, a 

transformer L3-L4 is introduced in the primary circuit.  The current variation 

through the coils L1-L3 is now transformed to a voltage variation over L4.  This 

signal can then be decoded, using an envelope detector.  A high pass filter, a low 

pass filter and a comparator are used to restore the signal. 

Figure 9. Inductive power link adapted for datatransmission from the 

implantable measurement system to the base unit, using absorption modulation

A second diode D2 is also added in the secondary circuit, to avoid leakage 

currents to the capacitors.  Care has been taken that the absorption modulation

does not jeopardize the desired power delivery to the measurement circuit. 

The major advantage of using absorption modulation for uplink

datacommunication is the low power consumption: the secondary circuit is not 

acting as a transmitter and power transfer is still possible during data-

transmission. The major drawback is a limited transmission range. The gate 

voltage of S is chosen in such a way that the modulation depth is 5%. Due to the 

load variation, the Class E amplifier detunes from its ideal operation into a 

Classes C–E regime [30]: the amplifier only runs in a Class E regime for a 

single load condition, for which it is originally designed. At other load 

conditions, the amplifier runs in the lower efficient Classes C–E regime. This 

reduces the efficiency of the amplifier, but an overall power transfer efficiency

of 23.4% can still be maintained. 
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Down-link : Amplitude modulation. Figure 9 shows the inductive power link,

adapted for datatransmission from the base unit to the measurement system.

Amplitude modulation is applied to the Class E driver [31], using a MOS 

transistor S in the driver circuit (acting as a switch) and a resistor R. Amplitude

modulation has the advantage of enabling simple encoding and decoding 

circuits. The major drawback is the decrease in efficiency of the Class E driver. 

However, this modulation is preferred to frequency or to phase modulation for 

its basic encoding and decoding circuits, as in this way, the dimensions of the 

implantable circuit can be kept small. The decoding circuit consists of an 

envelope detector, a bandpass filter and a comparator. All blocks are built using 

commercially off-the-shelf compononents operating at 5 V, and can be powered 

by the inductive powering system. To make sure that the decoding circuit can be 

powered from the inductively delivered voltage level, the receiver capacitor is 

split into a voltage divider C1-C2 and the high impedance input of the decoding 

circuit is connected to it. 

Figure 10. Inductive power link adapted for datatransmission from the base unit 

to the implantable measurement system, using amplitude modulation 

Bi-directional datatransmission.  The complete system, capable of powering 

and bi-directional datatransmission consists of the combination of the circuits 

shown in Fig. 9 and Fig. 10.  In this way, a half-duplex communication link is 

achieved. The maximal bit rate achieved under test was 60,000 bits/s, with a 

carrier frequency of 700 kHz. For practical applications, however, the bit rate is 

set to 19,200 bits/s to match an RS232 link to a PC. 

In Fig. 11 the different types of coil misalignment are defined. The decrease in 

power transfer efficiency of the inductive powering system is caused by the 

lower mutual inductance M due to the coil misalignment. It can be that this will
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5. Misalignment analysis 

Figure 11. Definition of the misalignment parameters: d = distance,  = lateral 

misalignment,  = angular misaligment. 

result in a lower link efficiency link. The link input impedance Zlink will

decrease as well, causing the Class E amplifier to run in a Classes C–E regime, 

resulting in a lower primary circuit efficiency. 

Fig. 12 shows the power transfer efficiency of the inductive powering system as

a function of the distance between the two coils. It can be seen that the predicted

values, obtained from calculations with the above mentioned design tool, give a 

good approximation of the effective efficiency. The power transfer efficiency 

during downlink transmission equals the efficiency without data-transmission,

while a maximal difference of 50% in efficiency was measured during uplink 

transmission (absorption modulation). A power transfer efficiency of 30% (15% 

during uplink data-transmission) is guaranteed for a coil separation of 4 cm.

Fig. 12. Power transfer efficiency as a function of separation 
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In Fig. 13, the power transfer efficiency is plotted versus the lateral 

misalignment of the two coils. Again, the calculated values give a good 

prediction of the measured efficiency. For a lateral misalignment of 3 cm (50% 

of the primary coil radius), a power transfer efficiency of 29% is guaranteed. 

During uplink transmission, this efficiency falls to 13%.

Fig. 14 gives the measured power transfer efficiency as a function of the angular 

misalignment, compared to the calculated efficiency. For an angular mis-

alignment of 45°, an efficiency of 29% is guaranteed during powering without 

data-transmission and with downlink data-transmission and an efficiency of 

13% during powering uplink data-transmission. 

Fig. 13. Power transfer efficiency as a function of lateral misalignment 

Fig. 14. Power transfer efficiency as a function of angular misalignment 
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6. Example of such a link

Orthopedic implants like nailplates, hip prostheses, … can be instrumented with 

sensors to measure e.g. temperature, overload or fatigue stress on the implant or 

(unwanted) movement of the implant caused by loosening of the implant.

If these measurements are carried out for a longer period of time, percutaneous 

links or batteries are avoided to power the implanted measurement system. 

Instead, inductive links are used to deliver power to the implant. Figure 15 

shows a schematic drawing of an inductive powering system that is designed to 

monitor the fracture healing of a femur bone. By monitoring the stress in the 

implant, important information on the fracture healing can be obtained. 

Moreover, the technique allows for a faster and optimal therapy. 

Fig. 15: Inductive powering used for fracture repair monitoring and improved 

therapy [11]

The coupling consists of a driver (in this case a Class E amplifier), two coils, a 

rectifier and a regulator.  The two coils, of which one is implanted, form a

loosely coupled transformer.  The externally placed, primary coil is driven by a

power amplifier. Figure 16 illustrates the external driver with the (large) flexible 

outer coil. The coil generates an alternating magnetic field of 700 kHz, which is 

partly picked up by the secondary, implanted coil. The sinusoidal signal, 
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received in this way, is then rectified and stabilized at the desired internal supply 

voltage for the internal load.  This load is the electronic read-out and conversion 

circuitry of the sensors.  These consist in strain monitoring devices, the signal of 

which is then transmitted to the outside world. In Figure 17 the total implant is 

shown, where the internal coil is housed in a ceramic box, fabricated out of a 

biocompatible, machinable ceramic (Macor
TM

). This box contains the secondary 

coil, rectification and stabilization circuitry. The stress monitor sensor and its 

interface electronics are housed in a cavity inside the metal implant. Connection 

between both parts is performed by hermetically sealed feedtrough connections. 

 Fig. 16: External power driver (Class E-type) with external coil 

Fig. 17 : The total implant for fracture repair therapy monitoring 
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This paper presents a unique inductive powering system, that combines power 

transfer with bi-directional data-transmission. The design of the system has been 

highly automated, using a self-developed design tool. This design tool gives a 

good prediction of the effective properties of the system. Although low cost 

commercial off the shelf components were used, an overall efficiency of 36% 

was obtained for the delivery of 50 mW over a distance of 30 mm. Moreover, 

bi-directional data-transmission has been added to the inductive powering 

system, which makes the system suitable for implantable monitoring and 

stimulating devices. Future work will focus on the miniaturization of the 

secondary circuit, resulting in an implantable ASIC. 

7. Conclusions 

Power delivery to and bi-directional datatransmission with an implantable 

system were proven to be successful, using the proposed circuit.  The use of one 

single link makes the system easily applicable.  Datatransmission from the 

implantable system to the base unit can be used for the retrieval of 

measurements and to correct for misalignment, datatransmission to the 

implantable system can be used to instruct the implantable system (e.g. 

measurement results on-demand, perform a calibration, stimulation, …).  In a 

next step, the secondary circuit will be miniaturised, allowing the system to be 

applied for many biomedical applications such as auditory and visionary aid 

prostheses, neural prostheses, instrumented orthopedic implants, ....  The system 

can also be used for industrial applications, such as measurements on rotating 

parts.
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