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Preface

This book is about radio frequency (RF) transceiver system design
for wireless communication systems. Most digital communications texts
focus on the system design of the digital base-band rather than the RF
section. The text is written for RF system design engineers as well as RFIC
design engineers involved in the design of radios for digital communication
systems. It is also appropriate for senior undergraduates and graduate
students in electrical engineering.

The text develops systematic design methods of RF receivers and
transmitters along with a corresponding set of comprehensive design
formulas. Attention is given equally to the analysis of the RF systems. The
book is focused on mobile communication systems implemented in RF
application specific integrated circuits (ASICs) but it is applicable to other
wireless systems such as, for examples, WLAN, Bluetooth and GPS. It
covers a wide range of topics from general principles of communication
theory, as it applies to digital radio designs, to specific examples on the
implementation of multimode mobile systems. It is assumed that the reader
has a good RF background, basic knowledge of signal and communication
theory, and fundamentals of analog and mixed signal circuits.

Completion of this book is the result of helps and encouragement
from many individuals, to all of whom I express my sincerest thanks and
appreciation. To Dr. Bjorn Bjerede, I wish to pay tribute for his constant
encouragement, many valuable inputs and technical discussions during the
course of writing this book. I am deeply indebted to Professor Peter Asbeck
of UCSD, for his time to review the whole manuscript, and his very useful
comments and helpful suggestions. Much of my RF knowledge and analysis
skill were learned and developed when I was engaged in research at the
Center for Electromagnetic Wave Theory and Application headed by
Professor Kong, in the Research Laboratory of Electronics at MIT. I would
like to express my sincerest gratitude to Professor Jin Au Kong of MIT for
his creating and providing an academic environment in which there is much
knowledge sharing, learning, and searching. My knowledge of wireless
communication systems and RF transceivers was learned and accumulated
from practical designs when working for wireless companies, such as, PCSI,
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Rockwell Semiconductor Systems and Torrey Communications, and
especially for Nokia. I would like specially to thank my ex-colleague Dr.
Leon Lin for initiating some Matlab programs for nonlinear system
simulation. Within Nokia I wish to gratefully acknowledge managers for
providing the opportunity for me to work on RF system design of multiple
R&D projects, and to thank colleagues for sharing their knowledge and lab
results. Special thanks are given to Mr. Greg Sutton and Dr. George
Cunningham for their time to review some of the text.

In addition, I would like to express my gratitude to technical
reviewers, Dr. Sule Ozev, Prof. Osama Wadie Ata, Mr. Paul D. Ewing, Dr.
Rolf Vogt, and Dr. Jaber Khoja for their time and very useful comments. I
also wish to thank the staff of Springer, especially Editorial Director, Mr.
Alex Greene and his assistant Ms. Melissa Guasch for their effective
supports and advices. Finally yet importantly, I would like to thank my wife
and family for understanding, patience, and unwavering support.

Qizheng Gu
April, 2005



Chapter 1

Introduction

1.1. Wireless Systems

In wireless systems, the connection between equipments, such as a
mobile station and a base station, is by means of electromagnetic waves
instead of a cable or a wire. In this sense, optical and infrared
communications systems are also wireless systems. However, the wireless
systems discussed in this book are only those based on the connection
medium of radio frequency (RF) electromagnetic waves. The present
practicable limits of radio frequency are roughly 10 kHz to 100 GHz [1].
Wireless systems at present commonly operate in hundreds MHz or a few
GHz frequency. Electromagnetic waves with a frequency in these regions
have a propagation distance with an acceptable attenuation and a good
penetrating capability through buildings and vehicles and are able to carry
wide-band signals.

1.1.1. Mobile Communications Systems

Mobile communications started in 1920s, but the real mobile
communication era began in the early 1980s. The cellular mobile system,
advanced mobile phone service (AMPS), first operated for commercial
telecommunication service in the United States in 1983. All the first-
generation mobile communications systems — including AMPS, TACS
(total access communications system) in the UK., NTT (Nippon Telephone
and Telegraph) systems in Japan, and NMT (Nordic Mobile Telephones) in
Europe — are analog systems.

The second-generation mobile systems — digital mobile systems —
were introduced in late 1980s. There are several competing worldwide
digital standards, such as the global system for mobile communications
(GSM), 1S-95/98 code-division multiple-access system (CDMA), 1S-136
time-division multiple-access system (called as U.S. TDMA or D-AMPS),
and the personal digital cellular (PDC) system in Japan. GSM systems
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normally operate in the 900 MHz frequency band. The GSM specification
translated to higher frequency 1800 MHz band is known as the digital
communication system (DCS) but also called as 1800 MHz GSM. 1S-95/98
CDMA systems and IS-136 DAMPS usually operate in either 800 MHZ
cellular band or 1900 MHz PCS band. The second-generation mobile
systems, as the first-generation systems, are still used mainly for voice
communications. However, the efforts to bring the data capability to existing
mobile systems in the wireless industry have not slowed down. The general
package radio system (GPRS) and the emhanced data rate for GSM
evaluation (EDGE), so-called 2.5-generation technologies were then born
one after another. An EDGE up to 384 kbps is an evolutionary technology
for GSM systems. It allows these systems to provide voice, data, Internet,
and other connectivity solutions.

The need for more voice capacity to accommodate more callers
reliably and to generate more revenue through increased billable minutes of
use of high-speed data services, 384 kbps mobile and 2 MHz fixed, to cater
to the needs of an increasing mobile user community, corporate local
network access, wireless Internet access, and global roaming have pushed
the limits of existing 2G networks [2]. In late 1990s, the third-generation
systems, ¢dma2000_1x and wide-band code division multiple access
(WCDMA) systems, emerged. The new-generation systems are able to
support all these needs and to provide video and multimedia services as well
as voice communications.

1.1.2. Wireless Local Area Network (WLAN)

Wireless LAN 1is seen as the technology that will enable the most
convenient link between existing wired networks and portable computing
and communications equipments, such as laptop computers and personal
digital assistants (PDAs), at the office, hotel, company, or campus level.
Building company- or campuswide data communications through the
WLAN can reduce the need for wiring among several buildings. In general,
the applications of the WLAN systems can be simply between two
computers or between a computer and a wired network, all the way up to a
complete network with many users and a great number of data paths.

In mid 1997, the Institute of Electrical and Electronics Engineers
(IEEE) finalized the initial standard for WLANs, IEEE 802.11. This
standard specifies a license-free (ISM band) 2.4 GHz operating frequency
with data rates of 1 and 2 Mbps using a direct sequence or a frequency-
hopping spread spectrum. The 802.11 is not a single but a family of
standards addressing WLAN. The IEEE 802.11a standard defines a WLAN
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system based on the orthogonal frequency division multiplexing (OFDM)
technology that splits an information signal across 52 separate subcarriers to
provide a transmission-of-data rate up to 54 Mbps and throughputs over 24.3
Mpbs, and the operating frequency of the system is in the license-free (UNII
band) 5.15 to 5.35 GHz and 5.725 to 5.875 GHz bands. The 802.11a
devices, as the other 802.11 based devices, share the channel on a time-
division multiple-access (TDMA) basis. The 802.11b specifies a WLAN
system using direct sequence spread spectrum (DSSS) to achieve the
maximum 11 Mbps transmission-of-data rate in 2.4 GHz band. To benefit
from the high data rates in 2.4 GHz band, a new standard, 802.11g, that is
based on the OFDM and fully backward compatible with the 802.11b
standard was developed in early 2000. The high-data-rate WLANSs like the
802.11a and 802.11g systems satisfy requirements of multimedia
applications including streaming HDTV-quality video in the home, high-
speed Internet, and file transfer.

The supplement standards, 802.11e, 802.11f, 802.11h, and 802.111
are defined to enhance the capability of IEEE 802.11-based WLANSs. The
802.11e is for enhancements of the quality of service (QOS). The 802.11f
provides a recommended practice for an interaccess-point protocol. The
802.11h extends the spectrum and transmit power management at 5 GHz for
European operation. The 802.111 enhances MAC layer security.

The wireless local area networking emerged from the
communication market in late 1990s and now has become one of major
forces driving wireless communications technologies.

1.1.3. Bluetooth

Bluetooth is a wireless personal area network (WPAN) and was
intended for the short distance (~ 10 m) connectivity and communications
between devices in a room where cables had been used. Bluetooth operates
in the unlicensed 2.4 GHz industrial, scientific, and medical (ISM) band.
This band is 83.5 MHz wide, beginning at 2.4 GHz and ending at 2.4835
GHz. The frequency-hopping spectrum spread (FHSS) technique is used in
Bluetooth. Signals of Bluetooth devices hop in a pseudo random manner
among 79 defined channels spaced at 1 MHz. In this sense, Bluetooth
occupies the entire ISM band, but at any instant only a small portion of the
band (~1 MHz) is ever occupied. The frequency-hopping rate of the
Bluetooth signal is 1600 hops per second.

The Bluetooth device should have low cost and low current
consumption. It supports only up to a data rate of 720 kbps. To maintain its
low current consumption and cost characteristics, its typical transmission
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power is around 1 mW or O dBm. The Bluetooth receiver has sensitivity
—70 dBm or better. The minimum performance of a Bluetooth radio is
defined in [2].

The main application of the Bluetooth is pervasive connectivity
among a myriad of small office- or home-located wireless devices, including
Bluetooth-enabled computers, telephones, home environment, security and
small-ffice or home-management systems. Furthermore, some of these
devices will have Bluetooth-enabled subdevices, such as wireless cameras,
keyboards, mice, headset, and microphones. All these devices are wirelessly
interconnected using the protocols of the Bluetooth.

A wireless personal area network (WPAN) standard, IEEE 802.15.1,
has been developed based on the Bluetooth protocol. Since the Bluetooth,
WPAN and the 802.11b/g WLAN operate in the same 2.4 GHz ISM
frequency band, to alleviate potential problems with the coexistence
interference, the coexistence solutions for these systems have been
extensively discussed in the industry and proposed by the IEEE 802. 15.2
coexistence task group, Bluetooth special interest group and 802.11 working
group [3-4].

1.1.4. Global Positioning System (GPS)

The global positioning system (GPS) is made up of 24 satellites,
which orbit 12,000 miles above the earth, constantly transmitting the precise
time and their position in spaces. GPS receivers use triangulation of signals
from the satellites to determine their precise locations on earth. GPS
satellites know their location in space and GPS receivers can determine their
distance from a satellite by using the travel time of a radio message from the
satellite to the receiver.

Commercial GPS operates at the frequency of 1575.42 MHz and a
1.023 Mchip/sec pseudo noise (PN) sequence spread spectrum is used to
spread its ranging signal resulting in a bandwidth 2.046 MHz. The
sensitivity of a stand-alone GPS receiver is —130 dBm or better. The
commercial GPS is commonly used in vehicle-tracking systems and
navigation systems for automobile driving or boat sailing. Embedding GPS
capability in mobile stations has become a Federal Communications
Commision (FCC) requirement. In the mid-1990s, the FCC required that
wireless mobile stations should embed GPS capability and the wireless
service providers include features that would make the FEnhanced 911
(E£911) availableé to their customers. In this application, the wireless network
assistant GPS receiver must have a close to —150 dBm sensitivity [5]. The
GPS may become a technology for everyday convenience. GPS-capable
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mobile computers or PDAs and portable GPS devices will advise the user of
the nearest hotel, restaurant, point of interest, or gas station [6].

1.1.5. Ultra Wide-band Communications

The witra wide-band (UWB) technology will be used in
communications for the wireless personal area networks (WPAN) typically
operating within ~10 meters [7]. The USB was defined as any signal that
occupies more than 500 MHz in the 3.1 to 10.6 GHz band. The Federal
Communications Commission’s ruling limits UWB EIRP power to -41.25
dBm/MHz over the above band, and the emission limits vary according to
frequency bands, such as rolling-down to —~75 dBm/MHz in the GPS band.

In the UWB communications, two technical approaches are
commonly used. One is based on ‘impulses,’ actually extremely short digital
pulses in the subnanosecond range (1 to 1000 picosecond). To carry
information, impulse trains can be modulated with either position,
amplitude, or phase. The pulses can be modulated directly by the base-band
signal instead of using a high-frequency carrier. Another is the multiband
approach. The concept is to utilize multiple-frequency bands (say, 528 MHz
for each band [8]) to efficiently use the UWB spectrum by frequency
hopping over multiple UWB bands. These signals do not interfere with each
other because they operate at different frequency bands within the UWB
spectrum. Each of the UWB signals can be modulated to achieve a very high
data rate. Several digital modulation techniques commonly employed in
wireless communications, such as OFDM, can be used on each individual
UWB signal. The advantage of the multibands approach is that they are
extremely adaptive and scalable. The number of bands used in
communications can vary. The bands can dynamically be adjusted to remove
the affected bands with interference or to avoid using the band already
utilized by another service.

The ultra wide bandwidth of UWB signals potentially has very high
data rates of up to 480 Mpbs. It is worth knowing that based on Shannon’s
information theory, the information-carrying capacity is linearly
proportional to bandwidth and logarithmically with power, making it very
attractive to increase the bandwidth for achieving a high data rate. Limiting
UWB to a very short distance is the key as it isolates the wide-band
transmission to a very local area. The UWB is being targeted at WPANS,
audio and video distribution within the home, as well as a cable replacement
option for USB and FireWire. The standard of the WPAN based on the
UWRB technology, IEEE P802.15.3a, requires a data rate of 110 Mpbs at 10
meters with up to 4 bands and a power consumption of less than 100 mW,
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The rates will be scaled up to 200 Mpbs at 5 m, with rates increasing down
past4 m [9].

1.2. System Design Convergence

Convergence in the wireless worlds of communications, computing,
global positioning systems, and consumer electronic devices is an irresistible
trend today. The growing complexity of today’s wireless products results
largely from the rapid convergence of traditionally separate technologies.
One inevitable consequence of the convergence is the impending integration
of voice, data, image, video, music, the Internet, instant messaging, home
automation, and GPS.

The design task in this converging world is tough to do because of the
merging of once-distinct systems. The best way to overcome the challenges
caused by the converging technologies is to successfully incorporate RF
analog-digital, hardware-software, system-on-a-chip (SoC), and printed-
circuit-board (PCB) designs. RF analog systems must be designed in
sequence with digital systems, not as a separate exercise. The blurring of
distinctions and proper partitioning between hardware and software make it
critical to architect the system properly before deciding on the
implementation. Increased complexity and the shrinking size of wireless
products have resulted in designing and using highly integrated SoCs to
reduce number of discrete devices on the PCBs as possible [10-11].

The age in which each of us lived in our own cozy design
environment, caring little about what was going on in others, has passed
[11]. Today, the key to success in our wireless system and product designs is
knowledge proliferation across technical disciplines. There is no exception
for the RF system design either. The design of the RF system in wireless
products must cross technical boundaries to incorporate digital, DSP, and
SoC designs.

The early cellular phone looked like and felt like a brick. Today’s
multiband and multimode mobile phone can be kept in a small pocket and
has multiple functions — such as GPS-based E911, Bluetooth-enabled short
distance connectivity, and digital camera — other than the voice and data
communications. It is impossible to shrink the multi-function mobile phone
into a pocket size without using highly integrated circuits (ICs), i.e., SoC
solutions. The highly integrated RF analog chips that can be considered as
SoCs came to the market later than digital BB ICs in the middle of 1990’s.
For instance, the so-called o chip set consisting of one digital base-band
chip and four RF analog chips for the personal handy-phone system (PHS)
mobile stations was developed by Pacific Communication Science Inc. in



Introduction 7

1994. Actually, the SoC not only makes a complex wireless product able to
fit in a small-form factor but also is a unique enabler for implementation of
the direct conversion architecture receiver. Since a transceiver is now built
as a system of an IC chip, RF system design of the transceiver is tightly
associated with the development of relevant RF analog ICs. The relevant ICs
must be designed and developed according to the selected radio architecture,
given system partitioning and the defined specifications of individual stages
that resulted from the RF system design.

The RF system is actually a subsystem of the overall wireless digital
transceiver. It is apparent that the performance of the digital base-band and
the RF analog systems of the transceiver will affect each other. The digital
base-band demodulator performance and processing gain determine the
maximum allowed noise figure of the RF receiver for a defined sensitivity.
The group delay distortion of channel filtering in the RF receiver chain
impacts minimum requirement of the signal-to-noise/interference ratio
(SNIR) to achieve a certain data bit error rate (BER). The RF receiver
automatic gain control (AGC) loop is closed in the digital base-band (BB)
since the received signal strength is measured in the digital domain instead
of using analog power detector as in old days. On the transmitter side, the
transmission power level is entirely controlled by the digital base-band, and
the DC offset and the imbalance between in-phase (I) and quadrature (Q)
channels in the transmitter analog block are compensated by means of
adjusting BB digital signal level in the I or Q channel. The interfaces
between the RF and digital BB are the analog-to-digital converter (ADC) in
the receiver and the digital-to-analog converter (DAC) in the transmitter,
respectively. The dynamic range or resolution of the ADC and the DAC
impacts the gain control range and filtering requirements of the RF receiver
and transmitter. The RF system design, thus, together with the digital BB
design (or what is referred to as RF-BB co-design), becomes necessary, and
to be competent for this a qualified RF designer must possess enough
knowledge in the digital base-band system and modern communications
theory.

Another area that needs to be seriously considered in the RF system
design is the digital signal processing (DSP) and associated software.
Today, RF design demands more and more supports from the DSP. The RF
analog block gain controls of transceiver AGC loops are usually executed by
means of the DSP embedded in the digital base-band. Operating mode
change, frequency band switch, and/or channel selection of a multimode and
multiband wireless transceiver are carried out through software. In the
wireless mobile station, the DSP is also heavily used in power management
to dynamically control the power amplifier and IC biases according to
transmission power. Some radio architectures, such as the direct conversion
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and low IF receivers, need more supports from the DSP than ever requested
by the superheterodyne receiver. These architecture receivers without the
DSP cooperation to compensate DC offset, to correct I and Q channel
imbalance, and/or to run more complicated AGC system cannot perform
properly as expected in the best case or even may not work in the worst
case. The DSP and software will play a much more important role in the
future software-defined radio (SDR), in which the ADC and DAC have been
pushed as close to the antenna as possible and the RF front-end including RF
filters and antennas are programmable as well as the digital base-band.

We are facing all these challenges in RF system-design convergence.
In this book, the RF system of wireless transceivers will be developed based
on highly integrated RF analog integrated circuits. The fundamental
approaches and formulas presented in this book, however, can be definitely
applied in discrete RF system design. To cope with the design convergence,
fundamentals of the digital base-band system are introduced in the next
chapter. The design incorporating the DSP will be described wherever it is
needed.

1.3. Organization of This Book

This book consists of six chapters. It systematically describes RF
system design methodology for transceivers used in various wireless
systems, particularly for those in mobile stations. Practically used radio
architectures are discussed in detail. RF receiver and transmitter system
designs are firmly backed by relevant formulas, and simple but efficient
design tools for RF receiver and transmitter can be then developed in terms
of the Excel spreadsheet or the Matlab program. Almost all examples in this
book are based on mobile stations of different protocol wireless systems.

Fundamentals of the general system and the digital base-band are
introduced in Chapter 2. Understanding them is very significant in today’s
RF system design. Linear system theory is the foundation for analysis and
design of RF and digital base-band systems. The system analysis and design
can be carried out either in the time domain or in the frequency domain in
terms of Fourier transformations. Nonlinear modeling and simulation
approaches, which are important for evaluating performance of power
amplifier and other nonlinear devices in the transmitter, are addressed. Noise
and random processes play substantial roles in communications, and they are
extensively discussed in Chapter 2. The last section of this chapter presents
digital base-band system related topics including the sampling theorem and
process, jitter and quantizing noises, commonly used modulation schemes,
pulse shaping technology and intersymbol interference, error probability of
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detection and carrier-to-noise ratio estimation for achieving certain bit or
frame error rate.

Chapter 3 mainly discusses different radio architectures and their
design considerations. Selection of radio architecture is the first thing to do
when developing an RF transceiver. The architecture discussions in this
chapter are based on mobile stations adopted in wireless communication
systems, such as GSM, CDMA, etc., but they are generally also applicable
to other wireless transceiver. The most popularly used radio architecture was
the superheterodyne transceivers. It has outstanding performance in receiver
sensitivity, selectivity, and current consumption, and therefore it was
commonly employed in all kinds of wireless systems. The direct-conversion
or so-called zero IF, architecture transceiver is currently becoming more
popularly used in wireless than the superheterodyne radio. Its extraordinary
advantages and technical challenges are discussed. The modern RFIC and
DSP technologies make the direct-conversion architecture implementation
feasible. The third radio architecture addressed in this chapter is the low IF
one. This architecture overcomes the technical issues of the direct
conversion radio at a cost of more difficulty in obtaining needed image
rejection. Today most GPS receivers are using low IF architecture, and some
GSM mobile station receivers employ this architecture too under certain
DSP supports. The last radio architecture is based on band-pass sampling,
which steps further forward to the software-defined radio (SDR). In this
architecture, the ADC and the DAC play the RF quadrature down- and up-
converter roles, and most of analog function blocks are moved to the digital
domain except the RF front-end, i.e., RF filters, low noise amplifiers (LNA)
in the receiver, and power amplifiers in the transmitter.

Receiver RF system analysis and design are discussed in Chapter 4.
Formulas for receiver performance evaluation are derived and presented in
an individual section of the receiver key parameter analysis. They are the
foundation of the receiver system design. Noise figure of a receiver is first
analyzed since it determines one of the most important receiver parameters,
sensitivity. Impacts of the transmitter power leakage and antenna mismatch
on the receiver sensitivity are also analyzed. The relationship between the
receiver linearity and the intermodulation spurious response attenuation is
discussed in a generic way. In the CDMA mobile station receiver, there is a
special requirement referred to as single-tone desensitization, which results
from the AM transmission leakage cross-modulating a strong interference
tone caused by the third-order nonlinearity of the receiver LNA. An
approximate estimation approach of the single-tone desensitization is
presented in the fourth subsection. The selectivity of adjacent and alternate
channels is a commonly used specification in the wireless systems with
channelization. They are determined mainly by the phase noise of local
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oscillators at the adjacent and the alternate channel frequencies and at the
receiver filtering characteristics as analyzed in Section 4.5. The automatic
gain control (AGC) system has substantial importance for any configuration
recetver. The basic design principles of a receiver AGC loop are discussed.
The last section describes the receiver system design method and
performance evaluation approach. A Matlab program for the receiver
performance evaluation is provided in the appendix of this chapter.

Chapter 5 discusses transmitter system analysis and design. Similar
to the previous chapter, formulas for transmitter performance evaluation are
provided in individual sections of transmitter key parameter analysis.
However, in the transmitter case, simulation instead of calculation may be
necessary to evaluating nonlinear effects of devices in the transmitter chain
on some transmitter parameters. Transmission power and spectrum are first
discussed. In the successive sections, calculation approaches of modulation
accuracy or so called waveform quality factor of a transmission signal are
presented, and main factors that degrade the modulation accuracy are
analyzed. Another key parameter of a transmitter is the adjacent/alternate
channel power. The main contributor to the adjacent/alternate channel power
is the nonlinearity of the transmitter chain. Simulation methods and
approximate formulas for the adjacent/alternate channel power calculation
are provided in the fourth section of this chapter. Out-of-channel band noise
and spurious emissions of a transmitter are usually interference sources to
adjacent channel mobile stations and other system equipments, and their
level is tightly restricted. The calculation of noise and spurious emission of
the transmitter is introduced in the fifth section. The transmitter AGC is
usually incorporated with power-management controls through adjusting
device bias or switching the device on or off. In Section 5.6, a preliminary
discussion of the transmitter AGC and power management is presented. The
final section of this chapter describes the transmitter system design
considerations including architecture comparison and system block
partitioning. A Matlab program for calculating adjacent/alternate channel
power can be found in Appendix 5C.

The last chapter of this book provides RF system design examples
of wireless mobile transceivers. A system design of multi-mode and multi-
band superheterodyne transceiver is first discussed. The designed mobile
transceiver is able to operate in GSM (GPRS), TDMA, and AMPS systems
and to run in the 800 MHz Cellular band and 1900 MHz PCS band. The
second application example is an RF system design dedicated to the CDMA
direct conversion transceiver. Among wireless mobile communication
systems, the CDMA system has the toughest performance requirements on
its mobile stations as a result of its complexity and operation bandwidth
allocations. It discusses in detail how the challenges of CDMA direct-
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conversion transceiver can be efficiently overcome through a proper RF
system design.
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Chapter 2

Fundamentals of System Design
2.1. Linear Systems and Transformations

2.1.1. Linear System

A system refers to any entity that produces a unique output in
response to a legitimate input. In wireless communications, communication
channels, base stations, mobile stations, receivers, transmitters, frequency
synthesizers, and even filters all are physical systems with different
complexity. Mathematically, a system can be described in

y(O)=Tx@)], (2.1.1)

where x(#) is the input (or excitation), y(¢) is the output (or response), ¢ is an
independent variable usually representing time, and T is the operation
performed by the system. Then the system is also viewed as a transformation
(or mapping) of x(¢) into y(?).

A system is linear if and only if the principle of superposition holds
— 1.e., its output can be expressed as a linear combination of responses to
individual inputs:

Tloyx, (£) + oy x, ()] = oy T x ()] + a, Tx, ()], (2.12)

where o and o, are arbitrary scalars. A system that does not satisfy the
superposition relationship (2.1.2) is classified as nonlinear.

There is a class of linear systems called linear time-invariant (LTI)
systems that play particularly important role in communication system
theory and design. A system is referred to as time-invariant if a time shift,
in the input signal x(#-7) causes the same time shift in the output signal y(¢).
This is expressed as

y(t —1) = L[x(t - 7)], (2.1.3)
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where L is LTI system operator. LTI systems provide accurate models for a
large number of building blocks in a communication system. Important
examples of LTI systems include many of the basic devices used in base and
mobile stations, such as filters, isolators, duplexers, and amplifiers operating
in their linear region.

The LTI system can be completely characterized by what is referred
to as the impulse response of the system, which is defined as the response of
the system when the input is an impulse signal &) —i.e.,

h(t) = L[S(1)]. (2.1.4)

The impulse signal &) also known as impulse function or Dirac delta
function, is defined by its effect on a test function ¢(¢) as follows:

O]¢(l)5(t)dt =¢(0), (2.1.52)

and in general, a delayed delta function &¢-2,) is defined by

j HOS(t—t,)dt = §(2,) . (2.1.5b)
The &) function possesses the following properties:
siy=1" 70 2.1.6)
e t=90 o
and
j&(t)dt =1, 2.1.7)
250

where ¢1is a small value approaching zero.

The time response of LTI systems to their inputs can be simply
derived by performing convolution of the input and the impulse response of
the system. From (2.1.5b), the input x(¢) can be expressed as

@D

x(t) = jx(r)a(t - 7)dr. (2.1.8)

—0
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The response y(¢) of a LTI system to an input x(¢) is

—n -0

y(@) = Lx(®)]= L[ ij(r)é(t - 'r)dr} = o].x(r)L[é(t —-7)ldr

o0

= jx(r)h(t — )t = x(t) * h(t) . (2.1.9)

—00

In (2.1.9), * denotes the convolution.
It is worth while to note an example of the response of a LTI system
with an impulse response /(f) to a complex exponential input signal

x(t)=e’, where j =vJ-land o =2afis referred to as angular
frequency. From (2.1.9), we have

YOy =Le™ )= [h(@)e” " dz
o (2.1.10)
=/ [h()e P dr = H(f)e"™,
where

H(f)=|H(f)|e’"V = o]h(r)e"ﬂ’ﬁdr. (2.1.11)

In (2.1.11), IH (f )] and ZH(f) are amplitude and phase of function H(f),
respectively. (2.1.10) tells us that the response of a LTI system to a complex
exponential signal with a frequency f =®/27 is still a complex

exponential signal with the same frequency. Thus, e’” is the eigenfunction

of the LTI system and H(f) is the eigenvalue of L associated with e’ . This
result provides a foundation of Fourier analysis.

2.1.2. Fourier Series and Transformation

Fourier series and transformation convert time-domain signals to
frequency domain (or spectral) representations. This conversion, in many
cases, provides better insight into the behavior of certain types of systems.
Based on Fourier series and transformation, a frequency-domain approach of
analyzing LTI systems called Fourier analysis has been developed. This
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approach makes analyzing some LTI systems in the frequency domain easier
than directly in the time domain.

A periodic signal x(f) with a period 7, can be expanded into a
complex exponential Fourier series as follows if it satisfies the Dirichlet
conditions:®

x(t)= Y x, e =, 2.1.12
0 :;_wk f, T (2.1.12)

where x; are known as the complex Fourier coefficients and are given by

X, = }1— L x(t)e ™ gt (2.1.13)

where l denotes the integral over any one period. The complex coefficients

x; can be expressed as
X, =|xle™. (2.1.14)

where |xk| and @, are amplitude and phase of the kth harmonic of x(7). A
plot of |xk| versus the frequency is called amplitude spectrum of the

periodic signal x(¢), and a plot of ¢, versus frequency is referred to phase
spectrum of x(¢). When x(?) is real, from (2.1.1.3) we have

X_, =X, (2.1.15)

In (2.1.14), x: means the complex conjugate of x, .

The average power of a periodic signal x(¢f) over any period is
defined as

1 2
PeT jr ()|t (2.1.16)

§ 1. x(f) is absolutely integrable over its period — i.e., L | x(t)|dt < w; 2. The

number of maximum and minimum of x(¢) is finite and 3. The number of
discontinuities of x(f) in each period is finite.
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Substituting (2.1.12) into the above equation, we obtain the following
expression:

w0

?1— jr (o) dt = 3wl 2.1.17)

k=—o

This 1s called Parseval’s identity. It says that the average power of a period

signal x(f) is equal to the sum of the power contents of its harmonics or its
spectral lines.

For a nonperiod signal x(f), we can image that the signal has a
T — . Assuming x(f) satisfies the Dirichlet conditions given in the foot

note of the previous page, we can introduce new variables df =1/T, and
2nf = = ko, to (2.1.12) and (2.1.13) and obtain

x(t)= o][ o]‘x(f)e'jz’*frdrjeiz’wdf. (2.1.18)

—00 \ —0

Let us define the Fourier transform of x(¢) as

0

X(f) = jx(t)e-ﬂ’*ﬂdz = Fx()]. (2.1.19)

—o0

Then (2.1.18) becomes the inverse Fourier transform of X{(¥):
x(0)= [X(Pe™df = F[x (1)), (2.1.20)

where notations F and F"' denote the Fourier transform and inverse Fourier
transform, respectively. Equations (2.1.19) and (2.1.20) are referred to as a
Fourier transform pair. In general, X(f) is a complex function, and it is also
referred to as voltage spectrum of the signal x(7).

Comparing equations (2.1.8) and (2.1.18), we derive that

S(t-1) = jeﬂ’?f = gf (2.1.21a)

—00

or in general
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o0

S(t) = jeﬁ’?f df . (2.1.21b)

-0

Equation (2.1.21) expresses that the impulse signal x(¢) =d(f) can be

resulted from the inverse Fourier transformation of a spectrum X(f) = 1 —

i.e., the spectrum of the impulse signal &) is a constant equal to 1, as shown
in Fig. 2.1.

«1) A

>t »f

Figure 2.1. Impulse signal and its spectrum

In the following, we present some Fourier transformation properties,
which are useful in the RF system design, and the other properties can be
found in many textbooks [1-2].

e Linearity. The Fourier transform operation is linear. If x,(¢) and x,(¢)
possesses Fourier transforms X;(f) and X,(f), respectively, then for any
two scalars o and B, results in

Flox, (1) + fix, )} = X, (f) + BX, (f) . (2.1.22)

o Convolution. If the time functions x(¢) and A(f) both have Fourier
transforms, then

Flh(®) * x(O)] = Fh(D)]- Flx()]=H(f)- X(f). (2.1.23)

The Fourier transform of the convolution of two time functions is the
product of their Fourier transforms in the frequency domain.

e Modulation. The Fourier transform of a modulated carrier, x(¢)e’*?'
1s

b

Flx()e”*"" = X(f - f,). (2.1.24)
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The Fourier transform of an amplitude modulated signal,
x(t)cos(27f,t), has a form

Flx(t)cos2af,t)] = —;—F x(t)(ejm’,,r + e—jZ;;th)]
=X )X G- 1)

e Time shifting. A time shift of ¢, from its origin results in a phase shift of
-27f't, in the frequency domain —i.e.,

Flx(t—t,)]= X(f)e /*"" (2.1.25)

e Parseval’s relation. If X(f)=F[x(t)] and Y(f)= F[y(t)], then

ee)

j x(O)y" (Odt= [X(N)Y'(f)df . (2.1.26)

—oC

Note that if y(f) = x(¢), we have Parseval’s identity for the Fourier
transform

[l de = flxo) ar . (2.1.27)

This expression is similar to (2.1.17) of the periodic signal. It explains
that the energy content of the signal x(f) can be computed by integrating

the energy spectral density ]X (f )|2 of x(f) over all the frequency.

2.1.3. Frequency Response of LTI Systems

Comparing (2.1.11) with the Fourier transform (2.1.19), H(f) is the
Fourier transform of the impulse response /(¢) of a LTI system. The Fourier
transform of the time response y(¢) for a LTI system with an input x(¢) is the
product of X(f) = F[x(¢)] and H(f) as given in (2.1.23) —i.e,,

Y(f)=Flh@)*x(O] = H(NHX (). (2.1.28)
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The function H(f) is defined as the transfer function of the LTI
system, and it is expressed as the system output frequency response Y(f)
divided by its input response X(f) or the Fourier transform of the impulse
response y(¢).

_ jencry _ YU T ~jarf
H(f)=|H(f )"V "X jh(t)e Tt (2.1.29)

The transfer function H(f) uniquely characterizes a LTI system. ‘H f )l is

called the amplitude response or gain of the system, and ZH(f) the phase

response in radians. The gain is usually expressed in decibels (dB) by using
the definition

G(f)=20log,|H(f)|- (2.1.30)

The bandwidth of a system is defined as the spectral region of
constancy of the amplitude response ’H (f )l or the gain G(f) of the system.
There are many different bandwidth definitions used in communications,
such as the noise bandwidth of a receiver, the equal ripple bandwidth of a
Chebyshev filter, etc. A commonly used bandwidth is called the 3 dB
bandwidth that is defined as the frequency range over which the amplitude
response |H (f )I remains within l/ /2 times its maximum values — 1.e., the
frequency range over which the gain drops by less than or equal to 3 dB.

A real LTI system, such as a filter or communication channel, is
usually a dispersive (frequency-selective) device. The phase response
ZH(f)of the dispersive system is usually a nonlinear function of the

frequency. Some delay is introduced into the output in relation to the input
of the system when a signal passes through it. Assuming that an input signal
consists of a narrow-band signal defined as

x(t) = m(t) cos(2af, 1),

where m(f) is a low-pass information-bearing signal with its spectrum
limited to the frequency interval | f ISW, and f, >>W, we may
approximately express ZH(f) as

LH(f)z4H(f0)+(f—fo)aéaLf(f)|f=ﬂ]. (2.1.31)
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Define phase delay 7, and group delay, 7 ¢ » respectively, as

ZH(f)

T, = o (2.1.32)
and
T, = —2-1778—42;(—ﬂ|f:fu. (2.1.33)
Then (2.1.31) turns into
LH(f) =277, -27(f - f,)7,. (2.1.34)
If the device has a constant gain g,, its transfer function is
H(f)= g, e /At 2mU=Loree) (2.135)

It can be proved that the output response of the device to the input
x(t) = m(t)cos(2af,t) has the form

y(@t)y=g,m(t -7 )cos[2xf,(t —7 )]

The carrier cos(27f,t) is delayed by 7 ,seconds, and therefore 7, represents

the phase delay. The information-bearing envelope m(f) is delayed by
7, seconds, and hence 7, represents group delay.

2.1.4. Band-Pass to Low-Pass Equivalent Mapping and Hilbert Transform

The signals that we deal with in RF system design are usually
modulated carriers, which are processed in band-pass systems. An
amplitude- and phase-modulated narrow-band signal can always be
represented by means of in-phase and quadrature components as

x(t) = a,(t)cos2af,t —a, (t)sin2xf ¢, (2.1.36)
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where a,(¢) is the in-phase component, a,(¢) is the quadrature component,

and f, is the carrier frequency. The spectrum of the signal x(f) is limited to
frequencies within a bandwidth +B of the carrier frequency f,, and usually
Jo >> 2B. For example, among the wireless mobile communication systems,
the wide-band CDMA (WCDMA) signal has the broadest bandwidth, 2B =
3.78 MHz, but the carrier frequency f;, is within the band 1920 to 2170 MHz
in the cellular frequency band.

The systems used in the wireless communications are often band-
pass systems with impulse response A(f) and transfer function H( ). The
impulse response A(f) of a LTI system, which has a frequency response
limited to frequencies within +B of the carrier frequency f,, can also be
represented in terms of two quadrature components as

h(t) = hy (t)cos 2af ¢ — hy (£)sin 271, (2.1.37)

where %,(¢) and hy(f)are in-phase and quadrature components,

respectively.

It is usually too much involved if we directly analyze modulated
carriers or directly perform simulation of band-pass systems. This is due to
computer-based modern analysis and simulation by using sampled signals
and discrete system models. From sampling theorem [3], we know that a
discrete model uniquely represents a continuous signal only if the sampling
frequency is at least twice the highest frequency in the signal spectrum. In
the previous example, the spectrum of the band-pass signal x(f) has a band
within f, — B < f<f, + B. Thus the sampling frequency has to be 2f, + 2B or
higher to obtain an accurate analysis or simulation. This is apparently not an
efficient way even if possible.

In fact, the analysis and simulation of the modulated carriers and
band-pass systems can be simplified by utilizing their low-pass equivalents.
The modulated carrier signal (2.1.36) can be written as

x(t) = a(t) cos[27f,t + ¢(t)] = Re[a(t)e/*De/*7' ], (2.1.38)

where a(t)=.ja; + aé is  the  amplitude  modulation, and

o) = tan'l[aQ ® / a, (t)] is phase modulation of the signal. The modulation
signal on the right side of (2.1.38)

mit) = a(t) - e/*" (2.1.39)
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contains all the message information, and is of a low-pass nature. It is
referred to as the complex low-pass equivalent or the complex envelope of
the signal. The bandwidth of () is 2B, and the narrow-band condition £,
>> 2B is usually satisfied. Under the same condition, the band-pass system

with an impulse response /(f) can be evaluated through an equivalent low-
pass impulse response

Iy () =hy (6)+ jhy (D) . (2.1.40)

The sampling rate in the analysis or simulation of the low-pass signals
and/or systems should be on the order of 2B.

As will be seen it is possible that the analysis or simulation of the
band-pass signals and/or systems is greatly simplified by utilizing their low-
pass equivalents. To form a low-pass equivalent of a band pass-signal like
x(f) given in (2.1.36), we need a signal x(¢) similar to x(f) but having a -90°
phase shift—i.e.,

X(t) = a,(t)sin27f t +a, (t)cos 2af,t . (2.141)

A complex function referred to as analytic signal of x(f) or as pre-envelope
of x(¢) is defined as [1]

x, (1) = x(t) + j3() . (2.1.42)

Substituting (2.1.36) and (2.1.41) into (2.1.42), we obtain the pre-envelope
having a form

x, () =[a, () + jay (D> = a(t)e’ Ve’ (2.1.43)

It is the same as that in the square brackets on the right side of (2.1.38).

Taking the carrier e’*7" off from (2.1.43), we obtain the complex low-pass
equivalent signal possessing the same form as (2.1.39). The spectrum of
x,(t)is

X (N)=4,(f = 1)+ i (S~ 1) (2.1.44)

The Hilbert transform of a time function results in + 90° phase shift
of the function. The Hilbert transform of x(f), which is denoted as X(¢), is
defined by
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#(6) = Hlx(t)] =~ J’ 0 4o = ey . (2.1.45)

ﬂ_wt—-T 7wt

The inverse Hilbert transform, by means of which the original function x(¢)
is recovered from x(¢), is defined as

x(f) = H'[x(t)] = —% '[ti(_—?dr (2.1.46)

Hilbert transform has the following useful properties:

e Fourier transform. If X(f) is the Fourier transform x(¢), the Fourier
transform of the Hilbert transform is

FIR()]= X(f)=~jX(f)sgn(f), (2.1.47)
where sgn(f) is a sign function

-1, £<0

L 20’ (2.1.48)

sgn(f) ={

® Quadrature filtering. The Hilbert transform of x(¢) = cos2xft is
x(t) = H[cos2nf t] = sin 27f t . (2.1.49)

e Double Hilbert transform. The Hilbert transform of the Hilbert
transform of x(¢) is - x(f) —i.e.,

HI3()] = 3(t) = —x(¢) . (2.1.50)
Therefore, from (2.1.49) we have
Hsin27rf t}= —cos2xf,t . (2.1.51)

® Band-limited modulation. If modulation signals aff) and ap(f) have
band-limited spectrum — i.e.,

4,(f)=4,(/)=0 fOTif'ZZB
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— then the Hilbert transform of the modulated signal
x(1) = a,;(t)cos2zf t —a,(t)sin27f ¢ is given by (2.1.41)

3(t) = a, (t)sin 21,1 + a, () cos 2af, 1 (2.1.41)

provided that f, >2B.
® Orthogonality. x(t) and its Hilbert transform x(#) are orthogonal:

oo

x(t) = jx(t)fc(t)dz =0 (2.1.52)

—0o0

Using the pre-envelope (2.1.43), the modulated signal (2.1.36) can
be expressed as

x(t) = Re[x, (1)] = Re[%, (£)e’*™']. (2.1.53)
The low-pass equivalent signal or complex envelope is formally defined as
X () =x, (e =a,(0)+ jay(t) = a(t)e’?” (2.1.54)

Comparing (2.1.54) with (2.1.39), we know that they are exactly the same.
The low-pass equivalent signal is actually the modulation signal.

The spectrum of the low-pass equivalent signal X, (¢) can be derived
from the spectrum of the pre-envelope x, (¢). Using (2.1.42) and (2.1.47),
we obtain the spectrum of the pre-envelope of x(¢) is

2X(f), f=20
0, <0

(2.1.55)
Therefore, the low-pass equivalent spectrum of the band-pass signal x(¢) can
be derived to have the following form

X+(f)=X(f)+jf((f)=X(f)+j[—jsgn(f)]X(f)={

2X(f+ 1o) f 21,

XL(f)=A;(f)+jAQ(f)=X+(f+f0)={0 feg

(2.1.56)
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Assuming that the band-pass signal x(¢) has a spectrum as shown in
Fig. 2.2a, the spectra of x, (f) and X, (¢) are depicted in Fig. 2.2b and Fig.
2.2¢, respectively.

X

X(1,)

—fo+Bl tf‘;—_fo—*-BZO fO_Bzﬁf0+B1f

(2)
X, (f)
2X(f,)

0 fo—BZf‘; f0+Blf

(b)
X, (f)
X(f,)

-B, 0 B

(©)

Figure 2.2. (a) Amplitude spectrum of band-pass signal x(¢);(b)
amplitude spectrum of pre-envelope x, () ; and (c) amplitude

spectrum of low-pass equivalent X, (¢)

Using the low-pass equivalent definition (2.1.54), we can easily
derive the low-pass equivalent of the band-pass system (2.1.37) to be

hy (0) = h, (e 7" = by (0)+ jhy(2), (2.1.57)

where A, (¢) is the pre-envelope of the system impulse response /(¢) having
the form
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h, (t) = h(t) + jh(?) . (2.1.58)

It is similar to the pre-envelope x, (¢) of band-pass signal. The spectrum of
h, (t) can be expressed as

2H(f) f=20

. o (2.1.59)

H+(f>=H(f)+jf‘1(f)={
The spectrum (transfer function) of the low-pass equivalent impulse
response ZL (t)should have a similar expression as (2.1.56) for
the ¥, (¢) spectrum. However, for simplifying the expression of the low-pass

equivalent convolution, the transfer function of the % . (¢) is defined as

H(f+fo)’ fz—fo
07 f<_f0'
(2.1.60)

HL(f)=Hl(f)+jHQ(f)=%H+(f+fo)={

In Fig. 2.3. the transfer functions of the band-pass LTI system H( f)
and its low-pass equivalent system H,(f)are presented. In practice, the

low-pass equivalent transfer function is obtained by truncating the negative
frequency component of the band-pass system H( f ) and shifting the

positive part to the zero axis by an amount equal to the carrier frequency f, .

When the band-pass system A(f) has a real input x(¢), the output y(7)
1s equal to the convolution of A(f) and x(¢) as given in (2.1.9)

3(t) = h(t) * x(t) = jh(t ~O)x(r)dr . (2.1.9)
and the corresponding expression in the frequency domain is (2.1.28)

Y(f)=H(f) - X(f). (2.1.28)

It can be imagined that the spectrum Y, (f)of the analytic signal

v, (¢) of the output response will have a relationship with Y(f) same as the

relationship (2.1.55) between X, (f) and X(f). Thus from (2.1.55),
(2.1.59), and (2.1.28) we obtain
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l |
|| |
”]fy"‘@“fo“fo*’Bl fo"’Bl fo fo+BZ

(a)
H,(f)
- Bl 0 Bz f
(b)

Figure 2.3. (a) Spectrum of band-pass system and (b) spectrum
of low-pass equivalent system

Y, (f) =%H+ (NX. (). 2.161)

Referring to (2.1.56), the spectrum of the low-pass equivalent output
response y, (¢) should have the form

2¥(f+ 1) fz2-/,

. oy (2.1.62)

YL(f)=Y+(f+fo):{

Substituting (2.1.56), (2.1.60), and (2.1.62) into (2.1.61), we obtain

Y. (f=f)=H (- f )X (f=1,) (2.1.63)

In the time-domain, the above equation has the following form

FoL (O =B [hy (¢ =0)F, (2)dr =P h, (1) * %, (1),

—o0

or the low-pass equivalent response of the LTI system is
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7,00 = IZL (t-0)%, (t)dr = h, (1) * %, (¢) . (2.1.64)

—o0

The output response of the band-pass system can be easily derived from this
low-pass equivalent output by

y(6) =Re[y, (1)e”*™]

The significance of the result is that the analysis or simulation of a
complicated band-pass system, which is due to the presence of the

multiplying factor e’*%', is replaced by an equivalent but much simpler
low-pass analysis or simulation. The low-pass equivalent essentially gives
us the same outcome as its band-pass counterpart.

2.2 Nonlinear System Representation and Analysis Approaches

A system that does not satisfy the superposition principle as given
by (2.1.2) is nonlinear. In reality, all physical systems are nonlinear. A linear
system is actually an approximation of a nonlinear system under certain
conditions, such as signal strength below certain level. A RF receiver is
usually considered as a linear system for a weak desired signal, but it will
appear to have nonlinear behavior to strong interference signals when the
receiver is in its high gain mode operation. A typical nonlinear device in a
mobile station is the power amplifier in its transmitter. Transmitter power
amplifiers for mobile stations are usually designed to have good power
efficiency while maintaining the required linearity for meeting overall
transmitter performance.

An analytical treatment of nonlinear systems is much more difficult
than that for linear systems, but it is still possible with some simplification
and idealization especially for mildly nonlinear systems such as RF receiver
systems. However, for other types of nonlinear systems like the transmitter
of mobile stations, it is better to use a simulation approach.

In this book, we address only the nonlinear systems that are
memoryless. This is not only for simplification, but more important the
nonlinear systems, which we are going to design and analyze, can be well
approximated as memoryless. Analysis of nonlinear systems with memory
will use a Volterra series that is characterized by a set of time-domain
functions called nonlinear impulse response, while in the frequency domain,
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it is characterized by a set of frequency-domain functions called nonlinear
transfer functions. However, this topic is not within the scope of this book,
and readers who are interested in this topic can find it in references [4-7].

2.2.1. Representation of Memoryless Nonlinear Systems

A memoryless system is one whose output y(¢) depends only on its
input present value x(¢). For a memoryless nonlinear system, its output can
be generally expressed in a functional form of its input as

¥(8) = F[x(1)]. 22.1)

In handling memoryless nonlinear systems, it is quite common to expand the
function on the right side of (2.2.1) into a power series:

) N
y(0)=Flx(0]= Y a,x"() =D a,x"(1). (2.2.2)

Based on these expansions, we can develop analytical approaches
and obtain useful insights into important nonlinear phenomena, such as
intermodulation, crossmodulation, compression, and desensitization.

2.2.2. Multiple Input Effects in Nonlinear Systems

In the wireless systems and other communication systems, the input
of a receiver used in these systems is almost always the sum of a desired
signal and one or more interfering signals (also called interferers). These
signals interact with the nonlinearities of the receiver to produce additional
spectral components not contained in the original input signals. The extra
spectral components or responses result from various types of nonlinear
effects that are classified as intermodulation, crossmodulation, compression,
desensitization, and blocking.

Assuming that the input signal x(¢) consists of a desired signal s, (¢)

and two interferers s, (f) and s,,(¢), respectively, the output y(f) of a
nonlinear system is then
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YO = ayfs, (O + 5, () + 5, O]+ a,[s, () +5,() + 5, OF

(2.2.3)
tas, () +s,@)+5,O +--

Gain Compression and Desensitization Let us start with a simpler
case that the input x(f) contains a unmodulated desired signal s,(¢)and a

single tone interference s, (£) —i.e.,

5,(t)=A, cos2nf,t
Sp(t)=A, cos2nfit;. (2.24)
S (=0

Substituting (2.2.4) into (2.2.3), we obtain

y(t)=a,[A, cos2xft + 4,, cos 211t
+a, [Aj cos® 27f,t + A}, cos? 2afit + 24, A, cosZ;zfotcos27;ﬁt]
+a, [Aj cos’ 2aft + A}, cos® 2af,t + 342 A,, cos® 2xf,t cos 2aft
+3A4, A}, cos2af,t cos’ 27;7‘,t]+

3 3
=a,A,1+22 42 +—giA,2]j|cos27;fot+--~ 2.2.5)

a; a,

When the interference is not present and the desired signal is small 4, <<1,

the system small signal gain is equal to g, since all terms on the right side of
(2.2.5) will be negligibly small for a mildly nonlinear system if compared
with the first term a,4, cosw, ¢, the desired linear response. However, as

the amplitude of the desired signal increases, the gain of the system will
3a,

vary with the input signal level. The second term —= 4] in the brackets on
a

the right side of (2.2.5) gradually becomes significant. If the sign of a; is

opposite to that of a;, then the output will be smaller than that predicated by

linear theory. This phenomenon is called gain compression, and the

compressive gain G, in decibel (dB) is

3
al(l+ﬂA§j
4a,

G. =20log . (2.2.6)
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The compressive gain drops with increasing A, and the signal level
Ay = A, where the gain is 1 dB lower than the small signal gain, is

referred to as 1 dB compression point. From the above compressive gain
expression, the 1 dB compression point A, should satisfy the following

equation:
3
1+22 4%
4a,

Therefore, 4., can be expressed as
= \/ 0.145

In the case of interference presence, the desired signal output will
also reduce when the amplitude 4, of the interferer increases if a, <0.

201log =-1

Sl il

A =\/(1 —10“‘/20)3;- . (2.2.7)

a, a,

From (2.2.5), we can see that the interference causes the gain drop of
amount .3a, A7 /2. This nonlinear effect is called desensitization. In this

case, the weak desired signal suffers from experiencing very small gain. The
gain drop with the strong interference is twice as fast compared to the gain
compression case. Thus the desired signal will be completely blocked when
the gain goes down to zero if the interference is strong enough.

Crossmodulation ~ When the input x(f) consists of a weak desired
signal s,(f)and a strong interferer s, () with an amplitude modulation
1+ m(¢) as follows

§,(t)=A, cos2nf,t
s, ()= A, [1+ m(6)|cos 271t ¢, (2.2.8)
$,,()=0

the output y(¢) of a nonlinear system is then

3 3
V() =a 4, {1 +4i3,43 +%A,21 hem? @)+ 2m(t)]}cos27y’lt fee (2209)

a, 1
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Expression (2.2.9) contains the desensitization and compression terms of
(2.2.5) plus new terms, (3a,/2a,)4% m*()and (3a,/a,)A? m(t). These
new terms mean that the amplitude modulation on the strong interferer is
now transferred to the desired signal through the interaction with the system
nonlinearity. This nonlinear phenomenon is referred to as crossmodulation.
In the CDMA mobile stations the crossmodulation is an issue. The
transmitted signal from the mobile station is not only an OQPSK phase
modulated signal, but it is also amplitude modulated. The leakage of the
transmission signal and a strong single tone interferer may generate
crossmodulation components in the receiver front-end due to its nonlinear
behavior under the strong interference attack. If the crossmodulation

components are located in the receiver band, they will severely impact the
receiver performance.

Intermodulation Now considering the case of more than one
interferer, suppose there are interferers s,,(¢) and s,,(f) accompanying a

desired signal s,(#) in the input x(f). Assuming that all of them are single
tone signals, they have the forms

s4(t)= A, cosaf t
s, (t)= A, cos2afit ;. (2.2.10)
$12(t) = Aj, cos2afyt

After rearrangement the output resulting from (2.2.4), we obtain

3 3
y(t)=a, Ad[ SLERE 2“3 (42 + 4, )} cos 211t
a

+a2A,1A,2[cos27z(f, +f2)t+c0527r( , —fz)-t]
4%513[/1,21,4,2 c0s27(2f; + £, ) + Ay A2 cos27(2f, £ 1))+

22.11
In (2.2.11), the terms with frequencies ( fHiE f2) are called the secon(d-ordei
intermodulation products, and the terms having frequencies (2, + f,) and
(2f, £ f,) are the third-order intermodulation products. Actually, the
output (2.2.11) also contains (ntm)th (n, m = 2, 3, ---) order intermodulation
products with frequencies]nf1 + mf2| . These terms are usually much smaller
than the second- and third-order intermodulation products, and for mild
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nonlinear systems they usually do not need to be considered. The second-
and third-order intermodulation products may cause serious problems in a
receiver if the frequencies of the interferers are close to the receiver
operating frequency and have a proper spacing.

2.2.3. Memoryless Band-Pass Nonlinearities and Their Low-Pass
Equivalents

The nonlinear devices, such as power amplifiers, used in wireless
communication systems usually have a band-pass frequency response. These
nonlinear devices are commonly considered as memoryless, and they can be
represented by a nonlinear gain (AM-AM), and a phase distortion also called
amplitude-to-phase conversion (AM-PM). These representations are
generally valid to band-pass signals if the bandwidth of the signals is narrow
enough, and over the signal bandwidth the device characteristic is essentially
frequency independent.

In most cases, a memoryless band-pass nonlinear device to a
narrow-band signal x(¢) with a carrier at f,

x(£) = A(t) cos[2af,t + ()] (2.2.12)

has a response of the following form:
¥ = flA®]eos2af, e + 9(1) + gla®]}, (2.2.13)

where f [A (t)] is the nonlinear gain (AM-AM conversion), and g[A(t)] is

the amplitude-to-phase conversion (AM-PM conversion). We can see from
(2.2.13) that the nonlinear part of the device output depends only on the
amplitude A(¢)of the input x(¢). This nonlinear characteristic is referred to as
envelope nonlinearity. The typical AM-AM (upper) and AM-PM (lower)
characteristics of a solid-state power amplifier are shown in Fig. 2.4,

Usually, it is convenient to use the complex form or the analytic
form of the signals [8]. In this case, the input signal (2.2.12) turns into

x, (£) = A(t)e P90l (2.2.14)

The analytic output of the nonlinear memoryless system can be derived from
(2.2.13) in a similar way, and it has the form
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Characterization of Class A-B Power Amplifier
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Figure 2.4. Typical magnitude and phase characteristics of a power
amplifier

v, ()= f[ A(t)]ej{27;/,,r+¢<r>+g[A(r>]}. (2.2.15)

Based on (2.2.15), the nonlinear memoryless system can be
represented by means of a block diagram model as depicted in Fig. 2.5 [8].
The AM-AM and AM-PM nonlinearities shown in (2.2.15) can also be
modeled in terms of two instantaneous amplitude nonlinearities.
Rearranging the right side of (2.2.15), we obtain

Y. () =5 @) N <[5, (1) + jsp (O], (2.2.16)
where 5(¢) is defined as
5(t) = fIA(D)]e’sHA (2.2.17)

and s,(¢) and s,(¢)are, respectively,
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sp(t) = fLA(0)]cos{glA()]} (2.2.18a)
and
S @)= f14@®)]sin{g[ A(D)]} . (2.2.18b)
JglA(t
Bl B PR R
S0, o] JTA@)e

AM-AM JTA()

SO

50 | /290
|x+(tj

Figure 2.5. Block diagram representation of nonlinear memoryless system
The block diagram of a quadrature representation of the nonlinear

memoryless model is given in Fig. 2.6. The output of the envelope
nonlinearity is the real part of y, (¢), and its quadrature form is

Y. (O)=s,(t)cos[2af t + ()] - 5, () sin[27f 1 + ()] . (2.2.19)

$; ()
x+(t); 0 A®) §, )+ jsp(®)
so(t)
j
‘ ‘ig U SN 50

Figure 2.6. Block diagram of quadrature representation of nonlinear
memoryless system
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As mentioned in the previous section, in system simulation it is
more efficient to use the low-pass equivalents of the band-pass systems. The
complex envelope of the analytic input signal x, (¢) (2.2.14) is

x, (1) =3 ()e ™ = A(t)e* (2.2.20)

The low-pass equivalent of the nonlinear system output from (2.2.15) and
(2.2.16) is

y. )=y (t)e"jWa’ = f[A(,)]ej{¢(r)+g[A(r)]}
=5(0)e* =[s,(t) + JSg (1))’ (2.221)

The block diagram representations of the low-pass equivalent memoryless
nonlinearity (2.2.21) are identical in form to Fig. 2.5 and Fig. 2.6,

respectively, if x,(¢) and y,(¢)in these figures are correspondingly
replaced by X, (¢) and ¥,(¢). In these cases, the output from the block

x,()/}x, @) in Figs. 2.5 and 2.6 will be e’*"” without the carrier term
e.iw’of i

We should know that the output of a nonlinear system with a band-
pass input has a wider spectral bandwidth than that of its input signal and
also exhibits extra spectral components centered around the frequencies
tnf,, n =0, 1, 2, .... The spectral bandwidths at frequencies +nf, are n times
wider than those at the carrier frequencies £ f,. In most cases, only the
output spectral components around the carrier frequencies * f, are of
interest. The low-pass equivalent output of a band-pass nonlinearity is valid
only for the output spectral components around the carrier frequency %f,. We
shall see that the low-pass equivalent model for the nonlinear memoryless
systems will be used in the adjacent channel power calculation in the
transmitter system design and analysis.

2.3. Noise and Random Process

The most important noise in communication systems that can be
treated in a systematic way is thermal noise. Thermal noise arises from
random currents due to Brown motion of electrons in transceiver
components, such as resistors and other lossy elements. Thermal noise has a
flat power spectral density over a very wide frequency range and is said to
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be white since all frequencies are equally represented. Thermal noise
depends only on the temperature.

Other types of noise are as follows. Flicker noise is observed at low
frequencies in semiconductors and has a spectral density proportional to 1/f.
Impulse noise is short, randomly occurring electrical spikes. Quantization
noise occurs when a continuous waveform is sampled and converted into a
discrete time signal, such as in a analog-to-digital converter (ADC). Shot
noise is caused by the variations of electron emission in vacuum tubes and
semiconductor depletion regions or due to the fluctuations of the arrival rate
of photons in optical devices.

A physical system including the communication systems is always
accompanied by noise, and therefore it becomes essential to study and
understand noise behavior and their influence to the system performance. In
this section, we shall briefly review noise and random process to the extent
required for the RF system analysis and design.

2.3.1. Noise Power and Spectral Representation

It is important to quantitatively determine the effect of systems on
noise and the influence of noise on system performance. To do so, we need
know the ways to represent and measure the noise. It will be seen that a
spectral representation of the noise plays an important role in the analysis of
a system with noise. The frequency analysis of noise and random signals is
different from that of deterministic signals. It will be found that the analysis
is based on the spectral distribution of the power in the noise and random
wave instead of the amplitude spectrum.

Noise function n(¢) is a random time-varying wave, and this random
time-varying function is referred to as a random process. A typical noise
appearance is shown in Fig. 2.7. A sample of n(f) taken at an arbitrary time

is a random variable with some probability density function p,(n). The
probability density function (pdf) determines the probability of the sampled
value locatingin n <n, <n+dntobe p,(n )dn:

Pln<n, <n+dn)=p,(n)dn. (2.3.1)

In communication systems, a commonly used probability density
function for additive noise is the Gaussian pdf, which has the following
form:
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—(n—m)*
p.(n)= exp ,
o2 202

(2.3.2)

where m is the average E[n(¢)] or called the mean of the distribution, o and
o are called variance and standard deviation of the random distribution,

respectively. The physical meaning of the variance o will be explored in
the following paragraphs.

M n(t)
N A~ /\ N _ . o,
N4 V \/ \/\/

Figure 2.7. Noise-random waveform

The noise-time waveform will be different when measured in
different intervals. A full characterization of a random process, therefore,
requires a collection of an infinite length of time functions n,(¢) (k =1, 2, ...),
where n(f) is the kth measured time waveform of the noise-random process
n(f). A very large set {n(¢t)}of time waveforms is referred to as an ensemble,
and each of the waveforms is called as a sample function.

If one measures the noise for a time interval of T, the average value

of the noise waveform is calculated as
T/2

n(t) = lim l [n(o)dr . (2.3.3)

—T/2

This average is performed over the time interval of 7, and it therefore is

called time average. In general, n(t)is a random variable since n(f) varies
randomly. Depending on when the average is performed, we may obtain

different values of n(¢). For a stationary random process (e.g., the thermal
noise at a constant temperature), its statistical properties are invariant with a
time shift. In this case, n(t) is independent of when the averaging is

performed. In RF systems, most random processes that we shall deal with
are stationary.

On the other hand, a noise-random process can be fully
characterized in terms of an ensemble of the noise waveforms as mentioned
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above. Simultaneously taking samples from all the noise waveforms in the
ensemble at the same time instant ¢, (as shown in Fig. 2.8), we obtain an
ensemble of samples that is a set of random variables with the same
probability density function p, (n) as that of the sampled value of the noise

time function n(r) at an arbitrary time ¢. The sum of all the sample values
divided by the number of samples is called the ensemble average or
statistical average of the noise-random process, and it is noted as E[n(#))].
The average value of the samples taken in the ensemble at time ¢, or at any
other time ¢ will be the same as E[n(f,)]. The ensemble average thus can be
formally defined based on the probability density function p,(n)as

[eo)

E[n(t)] = jn(t)p,,(n)dn. (2.3.4)
(1))
A N N o
NI v V4 7

nz(ty)f,\f\ PN VAN
/ \/\/I V'\/ \/ !
nk(t)l
\ N\ N A /TN f\

\V "\/V\/ \/\/V
/.\n(t)/\ :

/\/ AAY/Y \,\/\/ e

Figure 2.8. An ensemble containing a set of noise-random waveforms

v
T

Most of random processes #u(f) in RF systems have the following
property:
- ) 772
n(e) = lim — jn(t)dtzE[n(t)]. (2.3.5)

~T/2

This kind of random process is referred to as an ergodic process.
The average power of n(f) in the time domain is defined as
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T2

P, =n() = lim - jnz(t)dt . (2.3.6)
Tow T
-T/2
The ensemble average of n’(¢)is
E[n(t)] = j n*(0)p, (n)dn . 2.3.7)

-0

For an ergodic-random process (which is always assumed in this book), we
have

P, =E[n*(1)]. (2.3.8)

The DC power of the noise-random process is

n(0) = E*n(0)]. (2.3.9)

The time average fluctuation power denoted as N is equal to the variance o
of the ensemble average of n*(t) —i.e.,
— 1 T]- —]2
Py —n(t) =lim— 2[n(t) —n(t)| dt
e (2.3.10)

=E[n*()]- E*[n(t)]=0c® =N.

A measure of the degree of dependence between random variables
n(¢,)and n(¢,) of a noise process (Fig. 2.9) is the autocorrelation function,
which is defined as

R, (t,,t,) = E[n(t,)n(t,)]. 2.3.11)

It is apparent that if ¢, —>¢,, then R — E(n®). If variables n(t,)and
n(t,)tend to become statistical independent when the spacing ¢, —¢,is
beyond certain value, such as greater than 1/(bandwidth of the process), then
R, — E*(n),or 0if E(n)=0.
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Figure 2.9.  Autocorrelation

For a stationary process, the auto-correlation function is independent
of time, and it has a form

R, (¢) = E[n(O)n(t + 7)]. (2.3.12)

The time-domain expression of the autocorrelation function is
1 T/2
R, (7) = lim— jn(t)n(z +7)dt . (2.3.13)
Tow T
-7/2
The Fourier transform of R, (7) is called the power spectral density,
or frequently power spectrum. The power spectrum is denoted by S, (f):
S, (f)= jR,, (1) 2774 . (2.3.14)
The inverse Fourier transform of S, (f) exists, and R, (7) may be formally

obtained from S, (f) by writing

R, (7) = jsn (f)e’ T df . (2.3.15)
But if7 =0, from (2.3.15) we have

R (0)=E(n?) = J’S,,(f)df. (2.3.16)
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From the above expression, we can see that R, (0)is equal to the total power

in the noise process, and (2.3.16) explains why S (f)is called power
spectral density. In the special case where the noise n(¢) has a zero mean
E(n) =0 and thus the noise power is equal to variance N,

N= O]S,, (f)df . (2.3.17)

One particular spectral density that plays an extremely important
role in communications is that in which the spectral density S, (f) s flat or

constant — say, equal to n, /2— over all frequencies:

n

S(== (2.3.18)

Strictly speaking, this is physically inadmissible since it implies infinite
noise power. However, this is a very good model for many typical situations
in which the noise bandwidth is larger than the frequencies of interest. Noise
n(t) with a flat spectral density n,/2, as given in (2.3.18), is referred to as
white noise.

Note the white noise can be seen as a band-limited noise by letting
the bandwidth, B — oo, as shown in Fig. 2.10. The transform pair, the auto-
correlation and the spectral-density functions, of the band-limited noise are,
respectively:

sin2zB7t
and
nj2 |f|<B
S = 2.3.20
2 () {0 /|55 ( )

The noise of Fig. 2.10 is often called band-limited white noise since its
spectral density is flat within | I | < B. The spectral density of (2.3.20) is

also referred to as a two-sided power spectral density since the spectrum
equally appears in the negative frequency band —B. It is apparent from this
transform pair (2.3.19) and (2.3.20) that the autocorrelation of a white noise
1s just an impulse function centered at the origin:
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AR 15,00
N = N sin 2zB 7
/ 27zBt no/z
P\ »
~ \/ AN . B 0 B
2B 1/B N=nB

Figure 2.10. Correlation function and spectral density of band-limited noise
n
R, (7) =7"5(r) (2.3.21)

The spectral-density and autocorrelation functions of the white noise are
shown in Fig. 2.11.

S () R, (c)

n, .
J— —- =6
2 5(e)

N
A\ 4

Figure 2.11.  White-noise spectrum and auto-correlation function

The thermal noise appearing at the input of a receiving antenna is
white noise. Although the white-noise model may appear to be physically
inadmissible, in practice we shall consider an actual physical-noise process
with a bandwidth B as white noise if the system in which the noise is
propagating has a time response >> 1/B . Band-limited white noise looks to

us for all practical purposes like white noise if its bandwidth B is much
greater than the frequency range of significant frequency response of our
systems.

As an example, the white-noise power spectral density S, (f) across

a resistor of value R will be calculated. The mean square noise voltage
generated by the resistor R in a bandwidth B is
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v2 = 4kTR - B, (2.3.22)

where T is the absolute temperature of the resistor, in °K ( Kelvin ), R is in
ohms, and k is the Boltzman constant equal to 1.38x10™ J/ °K . The white

noise v? in the bandwidth B can be also expressed as N, B with a two-sided

spectral density n, / 2 in volts squared. Therefore, from (2.3.22) the thermal
noise spectral density for the two-sided spectrum is

2

Vi _2kTR. (2.3.23)

Sn(f)=ZB

In most cases of practical interest, there will be conjugate matched
between a white-noise source and a load, such as a mobile station antenna
with equilibrium temperature 7" and an input impedance of a mobile receiver
(Fig. 2.12). In this case, the noise power delivered to the load R, by the

. 9 . . . .
equivalent voltage source v, in series with R, is

2 2
R
T =2 _T.B. (2.3.24)
(R, +R,)? +(X, +X,) 4R
R +jX, R,=R,=R R, + X,
X, =-X,=X

® |

Figure 2.12. Thermal-noise circuit model and conjugate matched load

From the above expression, we can obtain the two-sided power
spectral density of thermal noise to be

kT
S, ()= (2.3.25)
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In reality, the one-sided power spectral density for thermal noise is more
often used in RF system designs. The spectrum appearing at negative
frequencies results from Fourier analysis. There are no negative frequencies
in the real physical world. The one-sided spectrum is obtained from folding
the negative frequency part of the spectrum around the zero frequency
vertical axis and adding it to positive frequency part. The one-sided thermal
noise power density in W/Hz is

Sy oneside =M =KT . (2.3.26)

If substituting &k =1.38x107 J/ °K , and T'=290 °K , we obtain
n, =4.002x107" W =4.002x10"® mW. In RF system designs, we would

like to use dBW or dBm as power units. Therefore, one-sided thermal noise
spectral density in dBm/Hz is equal to

N, =10logn, =10logkT =-173.98 = ~174 dBm/Hz. (2.3.27)

This is the thermal-noise spectral-density level at 7= 290 °K (nominal
room temperature).

2.3.2. Noise and Random Process Through Linear Systems

Noise  n;(f) with a spectral density S, (f) and a correlation
function R, (r) passes through a linear system with a transfer function

H(f) and impulse response /(t) . The output response n,(¢) of the linear
system is the convolution of the impulse response and the input noise:

n, (t) = jh(t—r)n,.(f)dr (2.3.28)

The spectral densities between the output and input noises have the
following relation:

S, (N=HL'S, () (23.29)

If the bandwidth B of the input noise #,(¢) is much smaller than the
system bandwidth W, the spectrum of the output noise n,(t) will be very
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little different from that of the input noise n;(¢) except the magnitude. On
the other hand, if W << B, the system will not respond rapidly enough to fast
fluctuations of the input noise »,(¢), and the output n,(¢) can vary only at
roughly the rate of W.

Now look at an example of the application of (2.3.29). White noise
of spectral density n,/2 is applied to the input of an RC low-pass with a
transfer function

2 1
H( = (2.3.30
H ) 1+ (22RCf)? )
The spectral density of the output noise from the filter is
2 2
) /2 ) 2.3.31)

14 QR 1+ (f/ 1)

where f; =1/2zRC . The spectrum of the output noise from the RC filter is
depicted in Fig. 2.13. The bandwidth of the output noise is inversely
proportional to the filter time constant RC. The correlation function of the
filtered noise n,(¢) results from the Fourier transform of (2.3.31),

=l _pli/RC, (2.3.32)
° 4RC
The correlation function will drop to 1/10 of its maximum value n, /4RC

when 7 =2.3RC . The correlation time, therefore, is in the order of 2.3 RC.
R

—A—

AY
/1
o

Figure 2.13. Output spectrum of white noise passing through an RC filter
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For low-pass linear systems, a noise equivalent bandwidth is defined
as follows. Suppose that we have a white-noise source of zero mean and

power spectral density n,/2 connected to he input of a low-pass system
with a transfer function H(f). The resulting average output noise power is
then given by

Ny =72 H df
- (2.3.33)

«0

—n, |

]

H(| df,

where in (2.3.33) we have made use of the fact that the transfer function
|H (f )| has even symmetry about the frequency origin.

Now consider that the same white-noise source is connected to the
input of an ideal low-pass filter with a zero-frequency response H(0) and a

bandwidth B. In this case, the average output noise power is

N,,=n,BH*(0). (2.3.34)

Assuming that this output noise power is equal to that in (2.3.33), we then
have the equivalent noise bandwidth defined as

[l ar
B=0__ (2.3.35)
H* (0)

The equivalent noise bandwidth calculation is illustrated in Fig. 2.14.

A

B B =f
Figure 2.14. The equivalent noise bandwidth
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2.3.3. Narrow-Band Noise Representation

The noise that we deal with in communication systems is usually
narrow-band noise. The RF receiver in a communication system typically
has a bandwidth just large enough to pass the desired signal essentially
undistorted but not so large as to admit excessive noise through the receiver.
In the RF receiver, narrow-band band-pass filters are used to control and
restrict the noise bandwidth. Although the noise at the receiver input is
possibly wide-band, the noise n(¢) appearing at the output of the narrow-
band band-pass filter in the receiver is narrow-band. Assuming the transfer
function of the filter is denoted as H(f) the power spectral density S, (f)
of narrow-band noise #(f) has an expression as

S, (H=[H . (2.3.36)

The spectral components of narrow-band noise are usually concentrated
about the center frequency * £, as shown in Fig. 2.15.

White »| H(f) ) n(t)

noise

Sy (f)

> 7
fo-B -f, -f,*+B 0 f,-B s f.+B

Figure 2.15. Generation of narrow-band noise and spectral density of
narrow-band noise

Utilizing the pre-envelope and complex envelope concepts used in
Section 2.1.4, we can represent narrow-band noise n(¢t) with a center

frequency f, as follows. The analytic form of narrow-band noise #, () can
be written in the form
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n, (t) =n(t)+ jat), (2.3.37)

where 7(t) is the Hilbert transform of n(f). The complex low-pass
equivalent or complex envelope #(f)can be obtained from n,(f) by
multiplying exp(—j27af,t) —i.e.,

At)y=n, (e *7" (2.3.38)

The complex low-pass equivalent can also be expressed as the sum of an in-
phase component #, (¢) and a quadrature component ny(t):

A(6)=n, (6)+ jng (1), (2.3.39)

From (2.3.37) to (2.3.39), the in-phase component #,(¢) and the quadrature
component 7, (¢) are related to the narrow-band noise 7(f) and its Hilbert

transformation s(¢) as follows, respectively,

n, () = n(t)cos(27f,t) + a(t) sin(27f, t) (2.3.40)
and

no (1) = A(t) cos2f, t) - n(2) sin(27f, 1) (2.3.41)

From the last two equations, eliminating 7n(¢) we obtain the canonical
representation of the narrow-band noise n(?) in terms of n,(z) and n,(¢),

n(t) =n,()cos(2rf ,t) — ny () sin(2af,¢) . (2.3.42)

The in-phase component n,(f) and the quadrature component
ny(#) of narrow-band noise n(¢) have zero mean. The components n, (f)

and 7, (¢) have the same variance o’ as the narrow-band noise n(f) :

E[n} ()] = Elng (D] = E[n* (D} =0>. (2.3.43)

Comparing (2.3.38) and (2.3.39) with (2.3.37), it is apparent that the
power spectral densities of the quadrature components n,(f) and n,(¢)
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may be visualized as those of the original noise n(¢) shifted down to zero

frequency. The power spectra of the in-phase and quadrature noises with a
bandwidth B are both centered at DC unlike that of n(f) centered about the

frequency f, . It can be shown that the power spectral densities S, (f) and
S "o (f) of the quadrature components are equal, and they are related to the

power density S, (f) of the original narrow-band noise n(t) as follows:

Sn(f—fo)+Sn(f+fa)’ "BSfSB

(2.3.44)
0, elsewhere,

S, ()=S,, (f)={

The low-pass power spectral density of the in-phase noise n,(t) and
quadrature noise n, (#) and the power spectrum of the corresponding band-

pass narrow-band noise n(¢) with a carrier frequency f, are shown in Fig.
2.16.

45,0
AR
] | >
_f() O f() f
AS. (S + 1)
7\
1\
1 ~
/\ I l \\ >
0 f
AS (-1
7N \
/7 \
4 \
/’ | A / »
0 f
S, ())=5, (N
0 >f

Figure 2.16. Band-pass power spectral density of narrow-band noise and
low-pass power spectrum of quadrature components
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In a special case, S,(f) is symmetrical about the carrier frequency
fo,and then S, (f) and S, (f) have a form of

Sn (=8, ()=25,(f+[)=25,(f/ = 1) (2345)

If the narrow-band noise n(¢) with the symmetrical power spectral density
is Gaussian with a zero mean, then the in-phase noise #n,(f) and the
quadrature noise n,(f) are statistically independent. In this case, the joint
probability density function of the random variables n, (¢, +7) and n,(z,)
is equal to the product of their individual probability density functions —

i.e.,

2,2
_n+ng
2

1
fn,nQ (n;,ny) = — e 20 (2.3.46)

where o2 is variance of the original noise n() as given in (2.3.43).
The narrow-band noise n(¢) can alternatively be represented in
terms of its envelope () and phase @(¢) as follows:

n(t) =r(t)cos[2af t + p(1)], (2.3.47)
where
rey=ln? +n2]" (2.3.48)
and
o(t) = tan-{';f((tﬂ . (2.3.49)

Expanding (2.3.47) and comparing it with (2.3.42), we obtain

n;(t)=r(t)cosp(t) (2.3.50)
and

ny(t) =r(t)sing(?). (2.3.51)
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The probability density function of the random process 7(¢) has a
Rayleigh distribution as

=157

0 elsewhere,

(2.3.52)

where ¢ is variance of the original noise #(¢). The phase noise ¢(¢) hasa
uniformly distributed probability density function inside the range 0 to 2w as

L 0<ep<2r
fo@)=127" B (2.3.53)

0, elsewhere.

The random processes r(¢) and ¢(¢) are statistically independent. The joint
probability density function of r(z) and ¢(¢) is

,
r Py

e 207
2ro

Srp(r ) =

(2.3.54)

A

Figure 2.17. Narrow-band noise

We would expect that envelope r(¢) and phase ¢(¢) of the narrow-

band noise vary roughly at the rate B Hz in a random fashion as depicted in
Fig. 2.17.



54 Chapter 2

2.3.4. Noise Figure and Noise Temperature

Any physical system has inherent noise. The inherent noise of a
system, such as a receiver, can be measured in different ways. For
communication systems, noise figure or noise temperature is used to
characterize their inherent noise effect.

The noise figure (NF) is defined as the ratio in decibels (dB) of the
total system noise to the noise that would be present if the system is
noiseless but excited by input noise from a source at temperature 7 = 297°K.
The ratio is sometimes called the noise factor (F). The noise factor is also
equivalently defined as the ratio of input signal-to-noise power ratio,
SNR; = P /Py, to the output signal-to-noise power ratio, SNR, = Py / Py

—1.e.,

NR,
F o SNR; (2.3.55)
SNR,

The noise factor of a system can also be expressed in the ratio of the system
output noise P, converted into the input equivalent to the input noise ratio.

The input equivalence of the system output noise conversion is equal to

PN,] _g(PNf +PNV
g g

system )

P, =

!

=P, +P (2.3.56)
N, N

_system ?

where g is the system power gain, and Py is the system internal noise

system

converted to its input. Therefore, the noise factor of the system has the
expression

P P +P System P System
FolN TN TN sstem g TN system (2.3.57)
PN PN- PN

i i i

The noise figure of the system is the noise factor expressed in decibels, and
it has the form

(7]

‘ P
NF:101ogSNR'=101og1+—lL—M dB.  (2.3.58)
SNR P

N
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The physical meaning of the noise figure or the noise factor is a measure of
the signal-to-noise ratio degradation as the signal passes through a system.
Most RE systems, whether active or passive, are a two-port system

— 1.e., a system has an input port and an output port — or they can be
defined as a two-port system. A linear two-port system can be modeled by

two input noise sources — a series voltage source £, and a parallel current

source /,, followed by a noiseless system with gain and output impedance

as determined by the two-port parameters and the impedance at the input
port [9]. In general, these two noise sources are correlated. The equivalent
representation of the two-port system for characterizing its inherent noise
effect is depicted in Fig. 2.18. Where it is assumed that £, is a noise source

at input port, and Z, is the impedance of the noise source.
In the case of no relation between E,and I,, the total noise power
input to the noiseless system is proportional to [E g2 +EX+(I,Z g)2] ,

whereas the source noise power is proportional to F 82,. From (2.3.58), we
obtain the noise factor of the two-port system to be [9]

2 2
El+(1,Z,)
R S

Eg

Two-port
. %ZL
noisy system

(2)

1l

o—(E)
@M \—y@ Noiseless
% Z,
system

(®)

F=1+ (2.3.59)

Figure 2.18. Equivalent represent of two-port noisy system
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Considering Z, = R, + jX, and E; =4kTBR, , we have

2 2
1+ E: + 2 Rg + Xg )
4kTBR, " 4KTBR,

(2.3.60)

In general, the source reactance X, can be tuned out through a matching
circuit. It is easy to prove that F will have its minimum value when the
source resistance R, equals the ratio of the system equivalent noise voltage

to the noise current or
2
2 _ E n R

g0 —73‘: G" ; (2.3.61)

n

where the following two expresses, E. =4kTBR, and I} = 4kTBG,, are
used. The minimized noise factor is

F,=1+2R,G, . (2.3.62)

In the case of existing correlation between E, and I, , the noise
factor expression becomes [9]

F=1

E, +1,Z)E, +1,Z,
+( L g)(z L g). (2.3.63)
Eg
The cross products of E, and I, is not equal to zero since they are
correlated. The products E,I, and E.I

n-n>’

when averaged over time, and the
ensemble of noise functions produce complex values, C, =C, , + jC,  and

C, = C,,—JC, ., respectively. Then the noise factor turns into

E;+ID(R;+X)+2C,Z, +C,Z,)
4KTBR, '

F=1+

(2.3.64)
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An alternative noise factor expression is in terms of £, being broken into an
uncorrelated with /, part E, and a comrelated part E, — i.e.,

u

E,=E,+E =E, +1,Z, , where Z, is a complex constant referred to as

correlation impedance. Using this assumption and the noise resistance and
conductance equivalents as used in (2.3.61), we obtain

LR FG (R +R) + (X, +Xg)2].
R

g

(2.3.65)

If the source impedance Z, has the following relations with the system

input noise impedance, X, =—X_ and R2 =R /G + RZ, the noise factor
p p go 4 go u n (o

F will be optimized, and it is

F=1+2R,G, +2R,G, + RG> . (2.3.66)

In the satellite communication systems and other low-noise systems,
engineers like to use the noise temperature instead of the noise figure to
measure the thermal noise produced by the systems. A low noisy system
with a gain G can be represented by a noiseless system with an equivalent
noise source at temperature 7,, as shown in Fig. 2.19. Assuming the system
internal noise at its output is Py ;pma =kT,BG, where B is the system-

noise bandwidth, then the system-noise temperature T, is defined as [13]

P,

N _internal
I, =——.

2.3.67
Ry (2.3.67)

The relationship between the noise temperature and noise factor can
be derived as follows. From (2.3.57), we know that the system-noise factor

is determined by the ratio of the system noise Py to the input noise

system

P, . In measuring the noise factor, the input is a standard noise source with

power kT,B, where T, =290 °K . The system noise is

P

N _system

:PN‘infernul /G :kTeB '

Thus, the noise factor can be expressed by using the system equivalent noise
temperature as
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P System T
F =142 o, Ze (2.3.68)
P, T

i [
or the system noise temperature is expressed in

T, =(F -1)T,. (2.3.69)

For a system with 7, =0 or F = 1, it is an ideal noiseless system.

System
Available gain G
Internal noise
PN_internal

To —» P, =GkTB +P,

_internal

(@)

Il

System
Available gain G ——» P, = GkB(TS + Te)
Noiseless

To —>

Te —»

(b)

Figure 2.19. Definition of effective noise temperature

2.4. Elements of Digital Base-Band System

In this section, we present a broad range of topics that are essential
for understanding and analyzing digital base-band system and important for
transceiver RF system designs. The digital base-band system in a transceiver
used for a wireless communication system is the portion of a transceiver
from an input port of source information, voice and/or data, to a digital-to-
analog converter (DAC) in the transmitter and from an analog-to-digital
converter (ADC) to an output port of estimated information, voice and/or
data, in the receiver.



Fundamentals of System Design 59

Source information, either voice or data, is usually a base-band low-
pass signal from DC to a few megahertz. To transmit information in a
wireless digital communication system, the base-band signal must be
transformed into digital symbols, the symbols are then converted to digital
waveforms, and finally the digital waveforms modulate an RF carrier for
transmitting. In the receiver chain, a reverse conversion and transformation
process is carried out to finally detect received messages.

We discuss sampling theorem, quantization effects, pulse shaping,
intersymbol interference, detection error probability, and signal-to-noise
ratio or carrier-to-noise ratio.

2.4.1. Sampling Theorem and Sampling Process

In digital communication systems, the analog information must first
be transformed into a digital format. The transform process starts with the
sampling process. This process can be implemented by means of sampling
and holding operations. The output of the sampling process is a sequence of
pulses with amplitudes derived from the input waveform samples. The
following discussion on the sampling process uses an intuitive approach
similar to that presented in reference [10].

A band-limited signal without spectral component beyond frequency
Jfmax can be completely reconstructed from a set of uniformly spaced discrete-
time samples if the samples are obtained with a sampling rate f;,

fs 22  ax (2.4.1)

This particular statement is known as the uniform sampling theorem.
The sampling rate f, =2/ is also referred as the Nyquist rate.
Assume that an analog waveform x(¢) with a Fourier transform X{(f),
which is equal to zero, while | I | > fiax @s shown in Fig. 2.20(a) and (b).
t
X0 Fourier |X(|

Transform

t
?a) _f;mx 0 f;mx f
(b)

Figure 2.20. Analog waveform (a) with a finite bandwidth spectrum (b)
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An ideal sampling of x(f) can be viewed as the product of x(¢) with a
periodic train of impulse functions x,(¢), defined as

xs(O)= > 8(t-nT,), (2.4.2)
where T, = 1/ f; is the sampling period and §(¢) is the unit impulse or Dirac
delta function. The sampled version of x(f) as depicted in Fig. 2.21(a) is
denoted as x,(¢) and can be expressed as

Fourier
x, (1) Transform
i sttt RVS )
6T, -37T, 0 37T, 6T, -2, S o O Sox S 2f;
(@ ®)

Figure 2.21. Impulse sampled signal and its spectrum

o0 o0

X () =x(O)xs ()= D x(O06(@ —nT,)= > x(nT,)5¢t—nT,), (2.43)

n=—e n=—w0

where the following shifting property of the impulse function is used:

x()o(t—t,)=x(t,)0(—t,). 244

The spectrum of the sampled signal x, (f) can be obtained from the Fourier

transform of (2.4.3). Considering the convolution property of the Fourier
transform (see Section 2.1), the Fourier transform of the sampled signal,
X,(f) can be expressed as the convolution of X(f)and the Fourier

transform of the impulse train x;(¢), X5(f) —1i.e.,

Xs(f)=X(f)*X5(f)=X(f)*[% iﬂf—nfs)}—;— S X(f -nf)),

n=—o0 n=—w0

(2.4.5)

where the following frequency domain form of the impulse train is used:
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Xy(N) = Y0 =nf). (24.6)

§ n=-w0

The spectrum X, (f)of the sampled signal x (¢) is, to within a
constant factor (1/7;), exactly the same as X(f) of the original signal x(¢).

In addition, the spectrum repeats itself periodically in frequency every f;
hertz as shown in Fig. 2.21(b).

IXi{(f)| Filter frequency

_«ff ﬁf;nax 0 fmax f; 2fs
(a)
€6
Aliased
| omponents
) | !
o 0 L fum S f
2
(b)

enl Antialiasing postfiltering
Antialiasing prefiltering

4 \1 | /1 |

e 7
"j;nax }” —f'max 0 f”m.:x /'max f‘ fmdx f;

(©)
Figure 2.22. Spectra of sampled signals (a) f, >2f ., ) f, <2f >
aliasing components, and (c) eliminating aliasing using antialiasing filters:
preﬁlterlng f'max < fS /2 or pOStﬁltering f' 'max < fS - fmax

If the sampling frequency f; is greater than 2 f,,,,, a low-pass filter
can be used to separate the base-band spectrum from the replications at
higher frequencies as illustrated in Fig. 2.22(a). When the sampling
frequency is less than the Nyquist rate, f, <2f, ., — 1ie., in the
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undersampling case, the replications will overlap as depicted in Fig. 2.22(b).
This spectral overlap of the replications is called aliasing phenomenon. Part
of the information contained in the original signal will be lost when aliasing
occurs. Using antialiasing filters in the undersampling case, we can
eliminate the aliasing phenomenon as shown in Fig. 2.22(c). The analog
signal is prefiltered so the new maximum frequency /., is reduced to equal
to or less than f,/2. The aliased components can also be removed by
postfiltering after sampling; the filter cutoff frequency f*”,... should be less
than f, - f .. . However, using antialiasing filters it will still result in a loss
of some of the signal information. For an engineering application, it is
usually best to choose the lowest sampling rate as

fiz22f, . : (2.4.7)

The instantaneous impulse sampling is a theoretically convenient
model. A more practical approach of accomplishing the sampling is to use
the rectangular pulse train or switching waveform, x,(¢), as shown in Fig.
2.23(a). Each rectangular pulse in x,(¢) has a width 7 and an amplitude 1/7.

The Fourier series of the pulse train with a repeated rate f; has a form

x, ()= Y a,e*™" (24.8)
P n

=—»

where a, is a sin¢ function in the form

a, =—1—sinc 7 nT :iSm(ﬂ-nT/Ts) 249
T T, T, n-nT/T,

s

s N

and T, =1/f, . The magnitude spectrum of the periodic pulse train is given

in Fig. 2.23(b), and the envelope of the spectrum has the sinc function shape.
The sampled sequence x,(f) of a band-limited analog signal x(f) (Fig.
2.20(a)) can be expressed as

x, () = x()x , (1) = x(1) ianeﬂ”"fx' : (2.4.10)

n=—o0

This kind of sampling is referred to as natural sampling, since the
top of each pulse in x,(¢) retains the same shape of its corresponding analog
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waveform segment in the pulse interval as illustrated in Fig. 2.23(c.). The
Fourier transform X,(f) of the sampled signal is as follows:

Xs(f)=F{x(t)ia,,e-”’"“fs'}= ianX(f—fs). (2.4.11)

N=—c0 =—0

The spectrum of the natural sampled signal is depicted in Fig. 2.23(d).

Fourier P‘;:(m Sinc function
\::> - 11_| a, ‘11 ..... /
ft_: T T ?az
AT, 2T, 0 2T, 4T, 2t EA 0 1 2t
(@ ®
Fourier
,,,,, \ transform Sinc function
""""" HH Hﬂr‘nﬂ H HH AN AN
4T, 2T, 0 2T, 471, t -2 Fi SO foax S 2
(© @

Figure 2.23.  Finite pulse sampled signal and its spectrum

In reality, the most popular sampling method is the sampling and
hold. It can be represented by the convolution of the sampled impulse train
(2.4.3), [x(t)x 5(t)], with a unity amplitude rectangular pulse p(¢)of pulse

width Ty

x,(6) = p(O)*[x(1)x5 ()] = p()* [x(t) D 8(t—nT, )} . (2412)

This convolution results in a flat-top sampled sequence. Its Fourier
transform is the product of the Fourier transform P(f') of the rectangular
pulse and the spectrum (2.4.5) of the impulse sampled sequence —i.e.,

Ti DX =nf), (2.4.13)

S n=

X (f)=P(f)
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where P(f)=Tsinc(f7T,). The spectrum of the sample and hold sequence

is similar to that presented in Fig. 2.23(d). The hold operation will
significantly attenuate the high-frequency replicates. Usually postfiltering is
necessary to further suppress the residual spectral components of the
replicates at the multiples of the sampling frequency.

A typical sample and hold circuit is shown in Fig. 2.24. In this
circuit, the sampled analog voltage is held on capacitor C,, during the
analog to digital conversion. After the sample and hold circuit, usually an
analog-to-digital converter follows,

(a) (b)
Figure 2. 24. Typical sample and hold circuit (a) and its output (b)

The pulses presented in Fig. 2.23(c) are called quantized samples,
and the output waveform of sample and hold circuit is shown in Fig. 2.24(b).
These formats can be interfaced with a digital system when the sample
values are quantized to a finite set. After quantization, the analog waveform
can still be recovered to certain precision, but the reconstruction fidelity can
be improved by increasing the number of the quantization level.

2.4.2. Jitter Effect of Sampling and Quantizing Noise

The sampling theorem predicted precise reconstruction of the signal
is based on uniformly spaced samples of the signal. The sampling becomes
no longer uniform if there is a slight jitter in the position of samples. The
jitter is usually a random process, and the position of the samples is not
exactly known. The jitter effect is equivalent to FM modulation of the base-
band signal. If the jitter is random, noise with a low-level wide-band
spectrum is induced. If the jitter appears in a periodic manner, an FM
disturbance with low-level discrete spectral lines is generated.

The jitter effect can be measured by means of signal-to-noise ratio
(SNR). If the input signal is
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v(t) = Asin(2ft), (2.4.14)

where 4 and f are amplitude and frequency of the signal, respectively. The
time derivative of the signal is

% = 2nfAcos 2aft . (2.4.15)

The root mean square (rms) value of the derivative can be expressed as

Ay, 2f
s~ onfd | [eos® Qafi)dt = 2nf, (2.4.16)
Atj_rms -12f

is the rms jitter noise, and At;

J_rms

the jitter time. If the jitter has a normal distribution with a zero mean and a

where A

. represents the rms value of
variance of 0'12. = Atjz. .ms » the Tms noise voltage can be then expressed as
[11]

AV, . =N247f0; (2.4.17)

The signal-to-jitter noise ratio then can be written as

A2 ]

Av

—20log] — |~ 201og] ——|
2M'Atj_rms 27g{'o-j_rms

In the quantization process, this inherent distortion results from the
truncation error. This distortion is referred to as quantization noise. The step
size between the quantization levels is called the quantile interval and is
denoted as Aq volts. When the quantization levels are uniformly distributed

over the full range, the quantizer is called a wuniform quantizer. Each
quantized sample value of the analog waveform is an approximation of the
true value. The error between the approximation and the true value will be
withint Ag/2. We assume that the quantization error is uniformly

SNR ;0 = 201og[
Jj_rms

(2.4.18)
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distributed over a single quantile interval Aq. Thus, the probability density

function of the quantization error is 1/Aq . The quantization noise or error
variance is obtained from

(2.4.19)

If the peak-to-peak maximum voltage swing ¥, of the analog signal can be
quantized into L levels —ie., V, = L,-Aq — the peak power for a

sine wave signal can be expressed as

2 2 2 2

v LAY I2-A

L 0 <2 [ o o e B (2.4.20)
2z 2 27\ 2 W

where Z is the input impedance of the quantizer. The ratio of peak signal
power to quantization noise SNR, then is

2 2 2
_LiAg /8:3ﬁ_

SNR,, =
oAt 12 2

(2.4.21)

When we consider the jitter noise and quantization noise both, the
total noise from a quantizer is

2

Aq ]
By = +2anfo, }. (2.4.22)

For the sinusoidal signal with amplitude 4, the signal-to-noise ratio is

2

s 101 { i } (2.4.23)
=10log =1. 4.
2(% + 2t )2J 2+3afL,0,)

SNR ;, =101log

The quantization levels L are usually represented by bits—i.e.,



Fundamentals of System Design 67

L =2, (2.4.24)

q

where b is the bit number of a quantizer. For example, a 4-bit quantizer has
16 quantization levels.

2.4.3. Commonly Used Modulation Schemes

To transmit a voice or data message through a wireless system, the
message information or message source must be encoded into a manner
suitable for transmission. The translation process from a base-band message
source to a band-pass signal, which is suitable for transmission, is referred to
as modulation. The modulation may be implemented by means of
amplitude, frequency, or phase variation of the transmission carrier. The
carrier frequency for the wireless systems can be hundreds or thousands of
MHz. Demodulation is a reverse process of the modulation. In a receiver,
the base-band message is extracted or demodulated from the modulated
carrier.

In this section, only the most commonly used modulation schemes
in the wireless mobile systems are addressed. The FM modulation was the
most popular modulation employed in the analog wireless mobile systems,
such as the AMPS system. However, all the second- and third-generation
mobile systems employ digital modulation. The digital modulation has many
advantages including greater noise immunity, more robustness to-channel
impairments, easier multiplexing of voice, data, and image information, and
better security. M-ary phase shift keying (BPSK, QPSK, OQPSK, etc.),
minimum shift keying (MSK), and M-ary quadrature amplitude (16 QAM
and 64 QAM) are the most popular digital modulations adopted by different
protocol wireless systems.

Power efficiency and bandwidth efficiency are two main criteria of
selecting modulation scheme. The power efficiency np is often defined as
the ratio of the signal energy per bit £, to noise power spectral density N,
—1.e., E,/N, required at the receiver input for a certain probability of error.
The bandwidth efficiency ngw is expressed as

R
Naw = W bps/Hz, (2.4.25)

where R 1s data rate in bits per second (bps), and BW is the bandwidth of the
modulated RF signal.
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Shannon capacity theorem [12] limits the maximum bandwidth
efficiency in a channel contaminated by additive white Gaussian noise
(AWGN). The channel-capacity relationship and therefore the limitation of
the bandwidth efficiency are presented by

C S
=——=log,| 1+—| bps/Hz, 2.4.26
7IBW_max BW gz( NJ Y ( )

where C is the channel capacity in bps, and S/N is the signal-to-noise ratio.
For the case where the data rate equals the channel capacity —i.e., R=C —
considering S/C = E, the signal energy per bit, (2.4.26) can be rewritten in
the following form

Eb
nBW_max = 10g2 1+F7]BW_max ’ (2427)

o

where N, is noise power spectral density. It is apparent from (2.4.27) that
Ey/N, can be expressed as a function of 77z, ..

Eé)__ (2’713;V_max _1)

(2.4.28)
No 77BW _max

From (2.4.28), we can derive the limiting value of Ey/N, equal to 0.639 or

—1.59 dB for an error-free communication by letting 7, ., —0.

In wireless communication system design, there is always a need for
tradeoffs between bandwidth efficiency and power efficiency when
choosing modulation schemes. For example, the GSM system employs a
Gaussian pulse shaping minimum shift keying (GMSK) modulation, which
results in a carrier with constant envelope. This modulation allows a
transmitter power amplifier operating in high efficiency. The GSM system
has a raw data rate of 22.8 kbps while occupying a bandwidth of
approximate 200 kHz. To raise the data rate to over 300 kpbs but to keep the
same occupying bandwidth as the GSM signal, the EDGE system was
developed. The EDGE system uses an 8-ary PSK modulation to achieve a
better bandwidth efficiency. However, in exchange for the high bandwidth
efficiency, we obtain a lower power efficiency since the carrier envelope
now varies with a swing possessing approximate a 3 dB peak-to-average
ratio. This means that we need use a low efficiency linear (or close to linear)
power amplifier in the transmitter of the EDGE system.
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2.4.3.1. Analog Frequency Modulation (FM)

Frequency modulation (FM) is commonly employed in the analog
mobile communication systems such as AMPS in the Americas and TACS
in Europe. FM is a form of angle modulation in which the instantaneous
carrier frequency is varied linearly with the base-band message signal m(?).
The FM signal is expressed as

Vs () = A, 005[27;7’01‘ + 27k, jm(x)dx + 9] , (2.4.29)

—0

where 4, is the amplitude of the carrier, f, is the carrier frequency, & is the
frequency deviation constant, and 6 is an arbitrary phase shift. The
quadrature form of the FM modulation is as the following:

Vs () = 1(t) cos(2af,t + 0)— O(t)sin(2f,t + ), (2.4.30)
where

f t
1) = 4, cosLan/ jm(x)de and O(f) = 4, sin[anf jm(x)dx} (2.4.31)
FM is a modulation with constant envelope since the amplitude of
its carrier is kept constant. This modulation has high power efficiency. In the
analog mobile systems, a sinusoidal signal is usually used as the test signal
to measure the performance of a receiver in a mobile station. For example,
in the AMPS a 1 kHz sinusoidal signal with amplitude providing &8 to 12
kHz maximum frequency deviation is employed as the test signal. If the test
tone has an amplitude 4,,, and a frequency f,, — i.e., m(t) = 4,, cos(2xf,,t)

—the FM signal is expressed as [13]
Vi (0) = 4, cos2af,t + B, sin(2nf,,1) + 6, (2.4.32)

where [3¢ is the frequency modulation index defined as the ratio of the peak
frequency deviation 4f, to the modulation frequency f,, or

Ak, Af
B, = S _Tr

fm fm

(2.4.33)
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The rule-of-thumb relation (2.4.34) approximately gives the RF
bandwidth of an FM:

BW =2Af, + 2B, (2.4.34)

where B is the base-band bandwidth of the modulation message, and B = f,,
in the sinusoidal modulation signal case. The test tone used in the AMPS has
a 1 kHz frequency and provides 8 to 12 kHz peak frequency deviation. The
bandwidth is approximately in the range of 18 to 26 kHz.

2.4.3.2. Digital Modulation

In digital communications, voice and data message are translated
into a binary-source data stream {m;}, and then the source data stream is
converted into in-phase and quadrature binary bit streams {m;;}and {mg;}.
They are the digital modulation signals. In digital modulation, the
modulating signal may be represented as time sequence of symbols. Each
symbol of an M-ary keying modulation has M finite states, and it consists of
n, =log, M bits of source data stream.

Waveforms of digital modulation schemes commonly used in the
important wireless mobile systems can be expressed in complex envelope
form

M) =1(t)+ jO(t) = A(t)e’*® (2.4.35)

where I(t) and Q) are in-phase and quadrature envelope waveforms,
respectively, and they have forms as follows:

I()y=) I,p,(t—kT, -7) (2.4.36a)
k

and

Q)= 0y pp(t —kT, - 7). (2.4.36b)
k

In (2.4.36), I, and Oy are sequences of discrete variables mapped from
message data with a symbol rate of 1/T;, p(f) and py(f) are finite energy
pulses (such as rectangular, filtered rectangular, or Gaussian), 1 is possible
delay, and the envelope amplitude A(¢) and the phase ¢¢) are, respectively,
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AW =T )+ 0% (1) (2.4.37)

and
%0

p(t) =tan 0

(2.4.38)

The I, and Oy sequences of modulations of practical interest, such as
MPSK, QPSK, OQPSK, n/4QPSK, MSK, and MQAM, are presented in
Table 2.1 [8]. Most of the finite energy pulses p(f) and py(f) given in Table
2.1 are rectangular except the MSK modulation, and the pulse shaping
techniques (other than rectangular pulse shaping for the bandwidth
efficiency) are discussed in the next section. Usually, the I, and @
sequences have a symbol rate 1/7; or symbol duration 7,. The symbol
duration 7 of an M-ary keying modulation is related to the bit duration T}, of
originally binary data stream as

T =log, M-T,. (2.4.39)
Thus, T, = 2T, for the QPSK, OQPSK, n/4QPSK, and MSK modulation.

Table 2.1. Parameters in (2.4.36) of modulation schemes commonly used in
mobile wireless systems

Modulation (i, On) pAD), po(t)
Scheme
M-PKS L+ jOi= Py pi) =1, 05t <T;
0= 2ndM, n, =0, 1, ... M-1 | Pi® =Po()
QPSK e, Q) = (1, £1) P)=10<t<T;
or ¢, = 1/, +3n/4 pilt) = po(t)
OQPSK (I, Q) = (1, £1) pit) =1, 05t <T,
or ¢, = tn/4, +3n/4 polt) =1, T/2<t <3T/2
n/4 DQPSK I+ Ok = L pit) =1, 0<t<T,
6 =6+ o Pit) = po(t)
o, =tn/4, £3n/4
MSK (I, Q) = (1, £1) P(T) = COS(nT/Ty),0 ST <
T, po(t) =sin(mt/T,),0 <t <T,
M-QAM (I, Q) =[%1,43, ..., pit)=1,0<t=<T,
+HM -1)] Pi(t) = po(t)

The in-phase and quadrature base-band waveforms of MPSK have
forms
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I ypsic (1) = Zcos[n’;;ﬂj (2.4.40a)
k
and
Qupsk )= sin(%j—”J : (2.4.400)
k

where n, =0,1,2,...,or M —1depending on the values of m; and my

streams during the corresponding interval. The /(z) and Q) of QPSK and
OQPSK are the special case of (2.4.40) with M = 4, and they can be
expressed in 45° phase shifted as

Iops 1) =Y cos(fﬁ . 5) (2.4.41a)
P’ 2 4
and
(mr
t)= —t+— . 2.4.41b
Oups (1) ;Sm( , 4J ( )

Although OQPSK has the same /() and Q(t) expressions as QPSK,
in OQPSK /(#) and Q(t) are offset in their alignment by half a symbol period.
The phase switching in OQPSK is more often than in QPSK, and thus
OQPSK eliminate 180° phase transition that may occur in QPSK. Nonlinear
amplification of OQPSK signal does not regenerate high frequencies as
much as in QPSK, and therefore OQPSK is very attractive for mobile
communication systems where bandwidth efficiency and low power
consumption are critical. These digital modulation schemes are used in
CDMA wireless communication system.

The most attractive feature of the n/4QPSK modulation is its
noncoherent detection that greatly simplifies the receiver design. It is
employed in TDMA (IS-54/136) and PHS mobile communication systems.
The base-band /(?) and QO(#) waveforms are represented by

T agpsk (D) = Zlk = Z (74— cosp, —Q,, sin ;) (2.4.42a)
k k
and

Orragpsk () = z O = Z (Ik—l sing; — 0,y c0s@, ), (2.4.42b)
k

k

where ¢, =7 /4,-7/4,37/4, or - 37/4, depending on the values of message
data stream during the corresponding symbol interval.
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Modified minimum shift keying (MSK) modulation is applied in a
GSM mobile communication system. MSK is continuous phase frequency
shift keying (FSK) with a modulation index 0.5. The modulation index is
defined as kpsk = 24F 4 /Rp, Where AF,,, is the peak frequency deviation
and R, is the bit rate. In MSK, the base-band /(z) and Q(¥) waveforms have
the following forms:

L ©=3"1, cos(ﬁlzf;-'@) (2.4.433)
k b
and
—k-2T,
O,y (1) = Z 0, sin(”(tﬁ——”l] , (2.4.43b)
k b

where [, and O, are message data-dependent and equal to +1 or —1, and they
change only every 27T seconds.

Based on expressions (2.4.35) and (2.4.36), a digital modulation
signal can be represented in terms of a two-dimensional constellation
diagram. For examples, constellation diagrams of QPSK, n/4QPSK, and
16QAM are depicted in Fig. 2.25.

Q

(-HT’_ (1) (1,1)
: —

N
(-1-1D)7 el 4 B D B G P D

Q Q
5 () (11 (1.1)

2 (1-1) (1) (1.-1)

(a) (b) (c)

Figure 2.25. Constellation diagrams of (a) QPSK(OQPSK),
(b) n/4QPSK, and (¢) 16 QAM

An RF carrier modulated by a digital modulation scheme can be
expressed in the following form similar to (2.4.30):

Var (8) = () cos(2f ¢ + 8) — Q) sin(27f ¢t + 6), (2.4.44)
where I(f) and Q(f) have the form of (2.4.36), and depending on the

modulation scheme they can be (2.4.40), (2.4.41), (2.4.42), or (2.4.43), f, is
the RF carrier frequency, and & is an arbitrary phase shift of the RF carrier.
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2.4.3.3. Spread-Spectrum Modulation

Spread-spectrum techniques employ a transmission bandwidth
much greater than the minimum bandwidth required for transmitting the
message data. The advantage of spread spectrum is that many users can
share the same bandwidth without significantly interfering with each other.
Spread-spectrum modulation has inherent interference rejection capability.
A spread-spectrum signal can be identified from a number of other spread-
spectrum signals. It can also be recovered from other types of interference,
such as narrow-band jammers. Another feature of the spread-spectrum
signal is that it is not sensitive to multipath fading. All these features make
the spread-spectrum modulation very suitable for application in the wireless
mobile communications.

The most commonly used techniques for spectrum spreading are
direct sequence (DS) and frequency hopping (FH). In these two spread-
spectrum techniques, a pseudo noise (PN) sequence is used for spreading
and despreading. The pseudo noise is not a truly random signal, and it is a
deterministic and periodic signal. However, it has noise-like properties when
compared with digital message data.

A PN sequence is a periodic binary (1 and 0) sequence, which can
usually be generated by means of a feedback shift register. A feedback shift
register consisting of a k-stage register for storage and a logic circuit that is
connected to form a multiloop feedback are as depicted in Fig. 2.26. The
binary PN sequence can be mapped to a two-level PN waveform, and it may
be represented by

c(t)= icnp(t -nT,) (2.4.45)

=—o0

where {c, } is the binary PN sequence of £1s and p(¢) is a rectangular pulse
of duration T.. Each single pulse of the PN waveform is called a chip.

Feedback logic

A k

»
c . c PN sequence
Clock output

Figure 2. 26. Block diagram of generalized feedback shift register
with & stages
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When the feedback logic is entirely made up of modulo-2 adders,
the feedback shift register is linear. A PN sequence is called as a maximum
length sequence if the period of the PN sequence generated by a linear

feedback register is N = 2* —1. The maximum length sequence has broad
applications, and many important properties. In each period of a maximum
length sequence, the number of 1s is always one more than the number of
0Os. Its autocorrelation is periodic and binary valued. The autocorrelation
function of a maximum length PN sequence with period7,, =NT, is
expressed as

1—];;;1 , =T
R,(7)= ¢ (2.4.46)

- N , for the remainder of the period

T

where 7 is the time shift between two cross-correlating PN sequences. The
plot of (2.4.46) is shown in Fig. 2.27. This kind of autocorrelation function
is one of the most properties of the PN sequence.

R,(7)

N=2"-1— 3
1

- T. T, ¥

w7\ /A
I
N

Figure 2.27. Autocorrelation function of maximum length
PN waveform

A direct-sequence spread-spectrum (DS-SS) system spreads the
modulated base-band data signal by directly multiplying this base-band data
with a binary PN waveform. The base-band data signal m(¢) is denoted by

m(t) = iampm (t-mT,), (2.447)

m=—c0

where {a,} represents the data sequence of *1, and p,(¢) is a rectangular
pulse of duration 7. The spreading PN sequence ¢(¢) has the form as given
in (2.4.45). The spread-spectrum signal can then be expressed as
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Vs ()= A-m(t)e(t) - cos(2af,t + @), (2.4.48)

where A-cos(27f,t + @) is an RF carrier, and ¢ is an arbitrary phase shift.
Processing gain of the direct sequence spread spectrum is defined as

7, R
PG g = ?b = R—C . (2.4.49)
b

It represents the gain achieved by processing a spread-spectrum signal over
the unspread signal. On the other hand, the ratio of R,/R, is also an

approximate measure of the interference rejection capability.

Many DS spread-spectrum signals are able to share the same
channel bandwidth provided that each signal has its own PN (signature)
sequence. Thus, it is possible to have multiple users transmit messages
simultaneously over the same channel bandwidth. The digital
communication system in which each user has its own signature code for
transmitting message data over a common channel bandwidth is called code
division multiple access (CDMA). The spreading code used in the CDMA
IS-2000 and WCDMS systems is not only the PN sequence but also the 64
orthogonal Walsh codes [14-15].

The frequency-hopping spread-spectrum (FH-SS) system is another
commonly used spectrum-spreading system in the wireless communications.
Frequency hopping means a periodic change of transmission frequency over
an available bandwidth. The available frequency band is divided into a large
number of nonoverlapping frequency slots called the hopset. Each frequency
slot has a bandwidth large enough to contain most of the power in a narrow-
band modulation burst (usually MFSK), and its central frequency is the
carrier frequency of the modulated data bursts. The frequency slot or the
carrier for each modulation burst is pseudo-randomly selected according to a
PN sequence. Therefore, a frequency-hopping signal may be considered as a
sequence of modulated data bursts with pseudo-randomly changing carrier
frequencies. A block diagram of FH signal generation is shown in Fig. 2.28.
An example of a frequency-hopping pattern is presented in Fig. 2.29.

The bandwidth of a frequency slot in the hopset is referred as the
instantaneous bandwidth B. The bandwidth over which the frequency
hopping occurs is called total hopping bandwidth W. The processing gain
for FH systems is defined as

PG,y = —Vg . (2.4.50)
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Figure 2.28. Block diagram of FH signal generation

Figure 2.29. Example of a frequency hopping pattern
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Frequency hopping may be classified as fast or slow. If the
frequency-hopping rate Rpy is equal to or less than symbol rate Rg, the
frequency-hopping is called slow hopping. If there are multiple hops per
symbol —i.e., Rry > Ry, the frequency hopping is called fast hopping.
The frequency-hopping technique is employed by the GSM mobile
system and the Bluetooth wireless short-distance connecting system. The
frequency hopping used in both systems are slow hopping.
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2.4.4. Pulse-Shaping Techniques and Intersymbol Interference (1SI)

The available frequency bandwidth for mobile communication
systems is limited. It is always desirable to make the modulated digital
signal occupying small bandwidth, and thus the available bandwidth can be
more efficiently utilized. In the previous Section 2.4.3, it is assumed that the
individual pulse of each symbol in the digital modulation waveform is
rectangular for simplicity. In reality, the rectangular pulse is rarely
employed in wireless communication systems except in a GPS system since
its spectrum is a sinc function, which has relatively high and slowly
decaying side lobes. The rectangular pulses in the modulation waveform
need be shaped to reduce the modulation bandwidth and suppress radiation
in the adjacent channels. In the pulse-shaping techniques, band-limiting
filters are usually utilized to shape the rectangular pulse. After pulse
shaping, however, the individual pulse of each symbol will spread in time,
and its tail will smear into the intervals of adjacent symbols to interfere with
them. This interference is termed as intersymbol interference (ISI).

In pulse shaping- techniques, two important criteria are used to
reduce the spectral bandwidth of a modulated digital signal and to
simultaneously minimize the ISI effect. Nyquist [16] showed that the ISI
could be zero if the overall response of a system (including transmitter,
channel, and receiver) is designed so that at every sampling instant, the
response due to all symbols except the current symbol is equal to zero.

Assuming that the impulse response of the overall system is A, (¢), then the

mathematical represent of the above statement is

4 k=0

2.4.51
0 k=0, ( )

hsys (kTs ) = {

where T, is the symbol period, & is an integer, and A4 is a nonzero constant.
The impulse response given in (2.4.52) meets the condition of (2.4.51):

sin(/T,)
h, (1) =——"—~, 2.4.52
o5 () T, ( )
This is a sinc function with zero crossings at k7 (k = +1, £2, ..., £n, ...).

However, the sinc impulse response is not physically realizable since it
implies an infinite time delay and a frequency response of rectangular brick
wall as
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H, (f) =RLH[;{-], (2.4.53)

s s

where TI(f/R,)is a rectangular function and its value equals 1 when
/<R, /2and equals 0 when f >R /2.

The following impulse response, which also satisfies conditions given

in (2.4.51) —i.e., without ISI — can usually be implemented in the physical
world.

he () =

ii?@ 10 (2.4.54)

where z(f) 1s an even function and its frequency response has zero magnitude
outside the rectangular spectrum of the Fourier transform of sinc(t/T,), and
1/(2T,) = 1/(2T,) is the bandwidth of the rectangular spectrum. If the overall

system can be modeled as a pulse-shaping filter, then (2.4.54) is the impulse
response of the filter and its Fourier transform is the transfer function or
frequency response of the filter.

2.4.4.1. Raised Cosine Pulse Shaping

One of the pulse-shaping filters most popularly used in mobile
communication systems is the raised cosine filter. A raised cosine filter
meets the criteria of (2.4.51), and it has a (2.4.54) type of impulse response.
The corresponding impulse response has a form as

sin(/T,) cos(zat/T,)
hpe ()= : o 2.4.55
RC (t (Z) ﬂT/TS 1- (2(11/Ts )2 ( )

where « is a roll-off factor with a value between 0 and 1. The impulse
responses of the raised cosine filters with a = 1, 0.5, and 0.2 are shown in
Fig. 2.30.

The frequency response or the transfer function of the raised cosine
filter can be obtained from the Fourier transform of (2.4.55), and it is
expressed as
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1 0<|f|<-a)/ 27y

Hpelf )= %{Hcos[ﬂﬂ_f;_'“”_a)ﬂ (1-a)/ 2Ty <|f]< @ +a)/ 2Ty
a

0 |f]>+a)/2rg
(2.4.56)
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Figure 2.30. Impulse responses of raise cosine filters

Fig. 2.31 presents three power spectra of raised cosine filtered
signals when the roll-off factor & equals 1, 0.5, and 0.2, respectively. The
spectrum is a “brick wall” rectangular when a = 0. The absolute bandwidth
B of a base-band raised cosine filter with a roll-off factor « is associated
with symbol rate R, as

B= % (1+a)R, (2.4.57)
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Figure 2. 31. Frequency responses of raised cosine filters

For a band-pass RF signal, which is shaped by a raised cosine filter,
the bandwidth BW is twice of the base-band bandwidth, and thus it can be
expressed by R; as

BW =(1+a)R,. (2.4.58)

When a = 0.5, to transmit an RF signal with a symbol rate R, the raised
cosine filter should have a base-band bandwidth B = 3R/4 and an RF
bandwidth BW = 1.5 R,.

The impulse response and the frequency response presented in
(2.4.55) and (2.4.56) should be the responses of the overall system. In a
mobile communication system usually consisting of transmitter, channel,
and receiver, a root raised cosine filter will be used in the transmitter and
receiver each side. The composition characteristic of two root raised cosine
filters with the same « is equal to that of a raised cosine filter. The impulse
response of a root raised cosine filter is expressed as
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l—a+4Z fort=0
T
hrrc (t,0) = 21 3 |:sin[(1 — /Ty ] +4a COS[(I +a)u/T, ]}
1-16a“(t/Ts) it T ™

o 2. & 2 T T

—||l+—|sin—+|1-— [cos— fort=—

V2 T 4o /4 4o V¥
(2.4.59)

The impulse response of the root raised cosine filter has non-zero
crossing at the peak of adjacent symbol pulses as depicted in Fig. 2. 32, but
in a communication system the root raised cosine filter is usually used in a
pair. Thus the composite time response of the overall system has no ISI
issue.
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Figure 2. 32. Impulse response of root raised cosine filter with = 0.5
and showing nonzero crossing at an adjacent symbol pulse peak
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The frequency response of a root raised cosine filter has a form as

1 0<|fl|<-a)/2T,
7(l-a)

Hppe (f,0) = cos{—}-—(Zﬂfl_
o

H (1-a)/2T, <|f]<(+a)/2T,

0 (1+a)/2T, <|f]
(2.4.60)

2.4.4.2. Gaussian Pulse Shaping

A Gaussian pulse shaping filter is another commonly used base-
band shaping filter in the communication systems. The Gaussian filter has a
smooth transfer function with no zero crossings. The impulse response of
the Gaussian filter is expressed as

2
he(t,0) = le exp[— Z’UZJ, (2.4.61)
/el

where the parameter o is related to 3 db bandwidth and bit duration product
BT, and it is expressed as

o=YIn2 (2.4.62)
27BT,

The corresponding frequency response of the Gaussian impulse is
still a Gaussian function, and it is represented by

He(f,0)=expl- 22207 £2) (2.4.63)

The Gaussian pulse-shaping filter is particularly used for the base-
band pulse shaping of the MSK modulation. The MSK modulation with
base-band Gaussain pulse data is referred to as GMSK. The most attractive
teatures of the GMSK are its excellent power efficiency and excellent
spectral efficiency. These are due to its constant envelope and the fact that
Gaussian pulse shaping significantly reduces the side lobes of the MSK
signal spectrum. However, Gaussian pulse shaping introduces ISI between
symbols, but it is not so severe especially when BT, >0.5. The signal-to-

noise ratio (E,/N,) degradation is approximately 0.14 dB when BT, =
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0.5887. The ISI increases with as the BT, value decreases although the
spectrum becomes more compact.

In the GSM mobile system, the GSMK modulation with a BT, = 0.3

is employed. The power spectral density of a GSM signal is shown in Fig.

2.33. The bit duration 7, and the parameter o of the GSM system are,
respectively,

T,=48/13=3.69 usec and 0=04417.

BT = 0.3 Gaussian pulse shaping MSK spectrum

/I
s I A RN
s \
ol TN

-500 -250 0.0 250 500

Frequency (kHz)

Figure 2. 33. Power spectral density of GMS signal

2.4.4.3. Pulse Shaping Used in the CDMA System

In the CDMA system, the base-band spreading PN sequence in the
transmitter is pulse-shaped by means of an impulse response A.(¢), which
should satisfy the following mean squared error equation [17]:

2

‘Z [ n,(kT,/4)-h(k)] <0.03, (2.4.64)

where the constants « and 7 are used to minimize the mean square error, 7,
is the chip duration of the PN sequence, and the coefficients A(k) for k£ < 48
are listed in Table 2.2 and A(k) = 0 for k = 48.
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Table 2.2, Coefficients of i(k)

k h(k) k h(k) k h(k)
0,47 | -0.025288315 8, 39 0.037071157 16, 31 -0.012839661
1,46 | -0.034167931 9, 38 -0.021998074 | 17,30 -0.143477028
2,45 1 -0.035752323 | 10,37 -0.060716277 | 18,29 -0.211829088
3,44 | -0.016733702 | 11,36 | -0.051178658 19, 28 -0.140513128
4,43 | -0.021602514 | 12,35 0.007874526 20,27 0.094601918
5,42 0.021602514 13,34 0.084368728 21,26 0.441387140
6,41 0.091002137 14, 33 0.126869306 22,25 0.785875640
7, 40 0.081894974 15,32 0.094528345 23,24 1.000000000

The impulse responses of 4.(¢) are shown in Fig. 2.34. From this plot
we can see that after the rectangular pulses of the spreading PN sequence
pass through the base-band pulse shaping filter, the tails of the shaped pulse
1s no longer crossing zero at the peak of the adjacent chip pulses — i.e.,
there exists interchip interference (ICI).
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Figure 2.34. Impulse response of £.(f) used in CDMA system

The power spectral density of the base-band filtered spreading PN
sequence is depicted in Fig. 2.35. It has a very low side lobe or a high
spectral efficiency at the cost of creating the ICI. However, in the receiver of
the CDMA system a complementary filter is used to remove or minimize the
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ICI introduced by the transmitter base-band filter. The impulse response of
the composite filter consisting of the transmitter base-band filter and the
receiver complementary filter connected in cascade shall approximately
satisfy Nyquist criterion of zero ICIL, or in the other words, the nonzero
crossing value shall be at least 50 dB below the peak value.
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Figure 2. 35. Power spectral density of a CDMA base-band shaping pulse

One method for synthesizing the complementary filter involves
equalization. A transversal equalizer with 2n+1 tape and total delay 2nt, as
shown in Fig. 2.36, can be used for this purpose [18]. The impulse, %.(f), of
the CDMA base-band pulse-shaping filter at the input of the complementary
filter is assumed to have its peak at # = 0 and ICI on both sides. The output
pulse of the complementary filter can be expressed as

By, () = icmhc (t —mT, —nT.) (2.4.65)

m=—n

or in a discrete form and sampling at ¢, = kT, + nT,:
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he(t)

Figure 2.36. A complementary filter of a CDMA base-band shaping filter

hys ()= Y b (KT, =mT,) = by, (2.4.66)

m=-n m=—n

where h,,_, =h (kT, —mT,), and c,, (m = 0, £1, £2, ...+n) are called tap
gains.

To minimize the ICI, the tap gains are chosen to satisfy the following
equation — 1.e., to force n zero values on each side of the A,,(¢) peak:

1 k=0

)= 2.4.67
s (1) {0 k=11%2,-- tn. ( )

The corresponding tap gains can be obtained by solving the matrix equation
(2.4.68):

i Ir 1 A7
hc 0 hc,~2n C_, 0
c,n-1 ¢,~-n-1 C_1 0
c,n T c,—n CO = 1 ) (2468)
entl 77 c,~n+l G 0
_hc,2n : hc,O | _c” n _O_

where A.; (i =0, +1, ..., £2n) is from (2.4.66).

In reality, a equalizer may be used in the CDMA receiver not only
for removing the ICI caused by the transmitter base-band filter but also for
minimizing the ICI generated by the IF SAW filter, analog base-band low-
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pass filter, and DC blocking circuit in the receiver chain. In this case, the
impulse response on the right side of (2.4.66) should be replaced by the
convolution of £.(f) and the filter impulse responses

R(E)=h () * hggy () * My g (D) * hpe o (8 (2.4.69)

where hglf), ha ps(t), and  hpc poalt) are impulse responses of the IF
SAW filter, analog base-band filter, and DC block circuit, respectively.

2.4.5. Error Probability of Detection, Signal-to-Noise Ratio (SNR), and
Carrier-to-Noise Ratio (CNR)

Error-producing behavior of a digital communication system is an
important measure of system performance. A commonly used measure is the
average error of symbol or bit detection in the receiver over the total number
of the received symbols or bits, and it is referred to as symbol error rate
(SER) or bit error rate (BER).

Signals before the detection in a receiver of a communication system
are usually perturbed or contaminated by noise or interference in their
propagation path and channel. Assuming that a data sequence of N symbols,
which consist of M =2% symbol waveforms, s(f) (i = 1, ...M) with a
duration 7, corresponding to MSK modulation values, is transmitted and
noise in the signal path and channel is denoted as n(f), then the received
signal r(f) can be represented by the symbol waveforms plus noise as

()= isi(t —kT)+n(t—kT,)  i=(2,-M).  (24.70)
k=1

If the receiver detection is based on correlation and there exist M correlators
in the detector, the decision rule for the detector is to choose the maximum
one from the set of the M correlator outputs {xi T, )} —i.e., to select

(k+1)T
max{x, (T, )} = max J.r(t)si(t)dt (i=12,-M) (2.4.71)

kT,

s

The decision of the receiver detection is not always made correctly
since the received signal was corrupted by the noise or interference in its
propagation path and channel. The wrong decisions generate detection
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errors. If n(N;) is the number of decision errors of N, transmitted symbols,
the error probability is usually defined as P, = }/im n,(N;)/N . In the case
—>o0

of system using M-ary modulation, if the transmission probability of M
symbols, s(f) (i =1, ..., M), is equal, the average probability of symbol
errors P, over all possible transmitted symbols can be expressed as

poL
M

i[Mx

P(Wrong decision based on max{x, }]si sent)
i=1

(2.4.72)

=1- P(correct decision based on max{x, }|s,. sent)

|-
‘Mg

H

It is apparent that the bit error probability P, is less than the symbol
error probability P, since a symbol usually consists of multiple bits. For M-
ary orthogonal modulation, such as MFSK, the relationship between P, and
P,is[19]

2 M2
261 M-1

by
il 24.73
P ( )

For nonorthogonal modulation, such as MPSK, Gray code [21]
mapping the binary to M-ary code is used such that binary sequences
corresponding adjacent symbols differ only one bit position. Thus when a
symbol error occurs, it will be more likely to mistake one of the nearest

symbols. The bit error probability of the Gray code M-ary modulation is
approximately related to its symbol error probability as follows:

— Pe
- log, M

P
P, ==t (2.4.74)

The probability of symbol or bit error is directly determined by the
signal-to-noise ratio (SNR) of the received signal. The SNR is usually
defined as average signal power over average noise power:

SNR :M _S5 (2.4.75)
Noise Power N

However, in expressing the error probability, P, or P,, in AWGN
channel, the ratio of signal energy per bit £, to single-sided thermal noise
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density n, (W/Hz) — i.e., Ey/n, is used generally instead of the SNR. The
relationship between E,/n, and SNR is

n, n - R,n B :_]V

o

E, ST, SB _S(B 2476)
z ) 4.

where T, is bit time duration, R, = 1/ T} is bit rate, B is signal bandwidth in
base-band, and N=n,B.

2.4.5.1. Error-Probability Formulas of Popular Modulation Signals

In this section, expressions of bit or symbol error probability for
FSK, PSK, DPSK, MSK, and QAM modulation signals in Gaussian noise
are presented with no derivation [8, 10, 20]. The following two functions,
erfc(x) and Q(x), are often used in the error-probability expressions:

erfe(x) :% f e du (2.4.77)
and
_ 1 —u?f
0(x) - 7= fe 2du. (2.4.78)

These two functions have a relationship

0(x) =%erfc(%j (2.4.79)
or

1

Serfe(x) = Q(ﬁx). (2.4.80)

In the following formulas of bit or symbol error probabilities for
different modulation signals, the Q(x) function will be used, but it is easy to
convert these formulas to expressions with erfc(x) function.

o M-ary coherent PSK

M=2: P, =Q[ ——J (2.4.81)
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/2E 2F
M=4: Pe(4):2Q( —i]{l—lQ( b } (2.4.82)
n, 2 n,
2E, log, M
M >4 P.(M)= ZQ[ L 08 G L (2.4.83)
n, M
o M-ary Non-coherent DPSK
E
M=2: P = é— exp(— —b) (2.4.84)
nO

M=4: P,

Il

2 (p\* 1 a’ +b?
Z(;) ]k(ab)—alo(ab) exp(— 5 ] (2.4.85)

k=0

2 E
a= 2(1—\/IJi and b= 2[1+\/IJ—2-—”
2 n, 2 n,

I, — the modified Bessel function of order k

M> 4 pny=2g [HErlo8M g 7 (2.4.86)
n, Vam

o M-ary Orthogonal FSK

M=2: P, = —exp(— ————J (2.4.87)

1 & ;M (i-DE,
M>2: PE(M)=H;(—1) i!(M_i)!exp[ — j (2.4.88)

o

E,=E, log, M

o GMSK
2aE
P, =Q( : ] (2.4.89)
nO
a=0.68 for BT =0.25

a=0.85 for BT = (MSK)
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o M-ary QAM
1
P,(M)=2P, m(l—EPe_ m) (2.4.90)
Z(VM—I) 3log, M E,
P = 0 b
NV M-1 n,

P
P=—c_
log, (M)

The above formulas can be used to estimate the bit or symbol error
rates of modulated signals in AWGN channel. The bit error probabilities
versus E,/n, of the modulation signals popularly used in wireless
communication systems are presented in Fig. 2.37.

10"

Bit Error Rate

e I I T I AN
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E/N. (dB)
Figure 2.37. The bit error rate and E;/n, of different modulation signals
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2.4.5.2. Degradation of Error-Rate Performance in Practical Systems

The bit or symbol error rates for different modulation schemes
presented in the previous are estimates based on the modulated signal
passing through AWGN channel and path with no other interference or
perturbation. In wireless systems, the signal channel is possibly a multipath
fading channel, and the signal path in a receiver is usually a frequency
selective path since certain band-pass and low-pass filters are employed in
the receiver to suppress unwanted signal and interference. Either the fading
channel or the frequency selective path will degrade the error rate
performance of modulated signal, and this means the bit or symbol error rate
of a real system is higher than that calculated from the formulas presented in
the previous section. For the mobile stations in different protocol wireless
systems, the minimum performance requirements of the receiver in most
cases are specified in static case or in AWGN, and thus in the RF system
design the frequency-selective path impact on the receiver performance is
more important than the multipath fading channel influence. In this section,
we are going to discuss how the analog filters and other frequency-selective
devices in a receiver will affect the error rate performance of a modulated
signal through certain practical examples.

Analog frequency filters, especially band-pass and low-pass filters,
are commonly used in communication receivers to extract the desired signal
from noise or interference. The frequency responses of analog filters, such
as surface acoustic wave (SAW) filters and ceramic filters, are usually not
so ideal. Their magnitude can vary over 2 dB, and their group delay may be
severely distorted depending on bandwidth of the filter. The direct
consequence of these filters on the information data sequences passing
through is to make their intersymbol interference (ISI) increase. Thus, the
symbol error rate is raised at the same signal-to-noise ratio. Let us first
discuss an example of the BER degradation of a signal with the n/4 DQPSK
modulation passing through band-pass filters since there is a closed-form
formula for the n/4 DQPSK signal to describe the BER degradation due to
the IST [22-23].

A noise-corrupted DQPSK signal in a narrowband receiver can be
expressed as

$(0) = Ay cos2af,t + p®)] + n, () cos(2nf, 1)~ n, (27,1)
= R(t) cos[2xf, 1 + 6()),
where n(f) is wide-sense stationary narrow-band Gaussian noise with a

single-sided noise spectral density #n, and in-phase and quadrature
components n,(¢) and n(f), respectively, and

(2.4.91)
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RO)z\AAQ)Mm¢O)+anﬂ2+[AU)$n¢O)+nJ0F
and
o A@t)sing(t) + n (1)

6(¢) =tan .
A(t)cos p(t) + n ()

For the mth symbol, the phase of the n/4DQPSK signal over a
symbol interval, (m-1)T; <t < mT, is

o) =0, =¢, +¢, +2k, -7w/4 (2.4.92)

where k, = 0, 2, ..., 3, and ¢, = /4. The signal amplitude 4(f) may
fluctuate because of interference, multipath fading, or narrow-band filtering,
but here we discuss only the amplitude fluctuation caused by the frequency
filters and other devices, such as DC block circuit and analog to digital
converter, used in a receiver. The amplitude may vary from symbol to
symbol due to the ISI between symbols since the in-band group delay
distortion and magnitude response ripple of the narrow-band filters in the
signal path distort the symbol pulse waveform. In the following analysis the
IST caused by the previous and successive symbol pulses is considered, and
the normalized IST 47, ; is defined as

AL, =t (2.4.93)
fﬁqgm
t

o

, + Ot
f‘saiﬂyh
ot

where subscripts p and s denote the previous and successive symbols,
respectively, the plus and minus signs within the integrand in the numerator
are corresponding to Al,, and Al, respectively, ¢, is the sampling instant, and
26t is the sampling duration.

The base-band signal of the mth symbol can also be expressed in a
vector form as

Fm(t): m!(t)+j'er(t)

4.
= Em (t) + h_m (t): (2 94)

where a,, (t)is the mth symbol base-band vector, n,(?) is noise vector for
the mth symbol, and
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() =a,, () +n,(f) (2.4.952)
Fg @) = @ () + 1 () (2.4.95b)

and
a,,(t)=A(t)cosd, + Al cosd, ., +Al cosd, (2.4.96a)

a,o(t)=At)sing, +Al ;sing,,, +Al sing, ;. 2.4.96b)
The phase detection statistic for the DQPSK signal is
w=LF, —LF, |, (2.4.97)
where £ denotes the angle of the vector. The decision rule is defined by

Vot-tk) <Y = Po SWotk, k1) k, transmitted . (2.4.98)
In (24.98), v, 1, (& @4, 374, 574, T7/4) is the decision boundary

angle between the m-1-th and mth symbols.

The symbol error rate of the mth data symbol for a given symbol
sequence is given by

Pe(m|symbol sequence)=F (‘/’o(k,,, da) T $,|0,, )_ F (‘//o(k,,,_,,k,,,) +¢,|A9, )’
(2.4.99)
where
. _ nl2 -E
F(W|A¢m)= Ws1n(zi¢m y/) j» . e 'dt
T _ﬂ/zU—Vsmt—Wcos(A(/ﬁm —y)cost
. nl2 “Eldt
LSy [ — (2.4.100)
4z - 1-rcosy cost
EIZU—Vsint—Wcos(A¢m~y/) 2.4.101)
1-rcosycost

Ag, = Za,, - Za,,, (2.4.102)

U= % [p(t +7,)+ p(t)] (2.4.103)
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V:%[p(r +T,)- plt)] (2.4.104)

w=plt+T,)+ plt) =VU? -1? (2.4.105)
— |2

p(t) = l l (2.4.106)

and
_E[1, 07, 0]

n,

(2.4.107)

where E[ - Jdenotes expected value.
Consider all symbol sequences of length L and denote the Ath

sequence by S;. The average symbol error probability P.(M) can be
expressed as

1A
P.(M) =WZPE (M\S,f ) (2.4.108)
k=1

In the case of n/4 DQPSK and considering ISI from adjacent symbols only,
we have M =4 and L = 3. In fact, (2.4.92) to (2.4.108) can be used not only
for the m/4 DQPSK symbol error-rate calculation but also for other M-ary
DPSK error-probability evaluation considering ISI and correlation-phase
noise between adjacent symbols.

Using (2.4.92) to (2.4.108), we analyze the degradation of BER
performance for a raised cosine filtered m/4 DQPSK signal with a symbol
rate 192 ksps (thousand symbols per second) passes through a SAW and a
ceramic [F filters with a cascaded impulse response and frequency responses
as shown in Fig. 2.38.

The noise bandwidth of this composite filter is approximately 206
kHz. The ISI caused by the composite filter can be calculated by using the
impulse response of the raised cosine filter presented in (2.4.54) with a roll-
off parameter a = 0.5 and T, = (1/192)x10™ sec and the impulse response of
the cascaded filters. The distorted symbol pulse can be obtained by taking
the convolution of these two impulse responses. Then utilizing (2.4.93), we
evaluate the ISI. The normalized ISI caused by previous and successive
symbols is approximately 0.075 and 0.066. The BER versus E/n, curve with
the ISI is depicted in Fig. 2.38. The E,/n, has the following relationship with

the symbol energy to noise density ratio p given in (2.4.1006):
E__p _»p (2.4.109)
n, log,M 2

0
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IF SAW & IF ceramic filters in cascade
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Figure 2.38. Impulse and frequency responses of cascaded SAW and

ceramic IF band-pass filters

From Fig. 2.39, we can see that it needs 0.55 dB more E,/n, to obtain the

same 1% BER in the case of having ISL
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Figure 2.39. BER degradation of n/4 DQPS due to ISI
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A spread spectrum QPSK signal is used for the forward link from
the base station to the mobile station in the CDMA wireless system. This
spread spectrum signal in the mobile station receiver is usually filtered by
means of an IF SAW band pass filter and/or an analog base-band low-pass
filter in the frequency conversion path of the receiver. The CDMA RF signal
with a carrier in frequency band 869 to 894 MHz or 1930 to 1990 MHz is
finally converted to an I/Q base-band signal with a low-pass bandwidth
approximately 615 kHz. The in-band group delay distortion of the IF SAW
is around 1 psec, and the group delay fluctuation of the analog base-band
filter in the signal bandwidth is usually 2.0 to 4.0 psec depending on the
type and the order of the filter. In addition, an AC coupling (DC blocking)
with a cutoff frequency approximately 1 kHz between the analog base-band
and the digital base-band units may be employed to remove DC offset and
simplify the DC offset compensation circuit. The composite group delay
distortion of the filters and the AC coupling both cause interchip
interference (ICI) increase and then degrade the performance of detection
error probability of the CDMA signal. The frame error rate (FER) is used in
the CDMA system to measure the receiver detection capability.

In Fig. 2.40, the FER simulation result of the CDMA forward link
fundamental channel signal in AWGN passing through the filters, and AC
coupling circuit is presented. For comparison, the FER of the same signal is
also presented in this figure when using a match filter to replace the SAW
and analog base-band filters, and employing DC coupling instead of AC
coupling. In these simulations, 9.6 kpbs data rate and the radio configuration
(RC) 3 [17] are used. We should notice the effective noise density at the
receiver input, N, is used there. From Fig. 2.40, we can see that the filters
and the AC coupling in the receiving path degrade the FER performance,
and 1in this case 0.4 dB more signal-to-noise ratio, E,/N, is needed to achieve
1% FER if comparing with the FER of using match filter.

In general, other than the filters and AC coupling, I and Q channel
output magnitude and phase imbalances, the DC offset at the ADC input,
etc., in a receiver will also cause decrease of signal-to-noise ratio, and thus
the error-rate performance is impacted. Possible degradation of E;/N, due to
different factors for a CDMA mobile station receiver is summarized in Table
2.3. The DC offset contribution should not be considered if AC coupling is
used. The E,/N, degraded values shown in this table are presented just as a
reference for initial design of an RF receiver system, and they may vary with
the receiver configuration, subsystem design/implementation, and particular
devices chosen in the receiver.
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] CDMA F-FCH, 9.6 kbps, RC3 in AWGN
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Figure 2 -40 FER of CDMA forward link fundamental channel signal
with a data rate 9.6 kbps and RC3 in AWGN

Table 2.3. Main contributions to FER performance degradation in CDMA
Receiver

Contribution Factor Amount | Eb/Nt Degraded (dB)
SAW+BBFIL
Group delay distortion (us) 25-4 0.3-04
DC blocking (cutoff frequency inkHz)| 1.5-3 0.1-0.15
DC offset (4 bit ADC LSB) 0.25 0.1
I/Q imbalance (dB, Degree) 1, 10 0.1-0.2

2.4.5.3. Carrier-to-Noise Ratio (CNR) and Base-Band Signal-to-Noise Ratio

The carrier-to-noise ratio (CNR) is an average power ratio of a
signal C with a carrier to the noise NV within the signal bandwidth BW. The
C/N and CNR have the following relationships with E,/n,.
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c-7, R, E,
BW -n,-T, BW n,

C
— 2.4.110a
N ( )
and

CNR =101log(C/N)=10log(E, /n,)+10log(R,/BW) dB, (2.4.110b)

where T, is data bit duration, R, = 1/ T, is bit rate, and 7, is noise density
within in signal bandwidth. Usually, the signal bandwidth in the C/N is
specified the symbol rate bandwidth (the double-sided Nyquist bandwidth)
—1.e.,

R,

BW =R, =
log, M

(2.4.111)

where R; is the symbol rate, and M is the number of bits in each symbol. It
should be noted that the noise bandwidth of a practical receiver is
determined by the characteristics of the band-pass or low-pass filter
employed in the receiver, and it is usually not equal to the symbol rate
bandwidth.

For a n/4DQPSK signal with M = 4, we have
CNR =10log(E, /n,)+3  dB.

In the case of a CDMA signal (such as IS-98D), the signal
bandwidth is equal to the spectrum spreading chip rate R, and the forward
link desired signal C includes not only the traffic data with 1/a of total
desired signal power but also other signals, such as pilot. Thus (2.4.110)
turns into

& . Eb_tra]ﬁc o - Eb;trajﬁc . o (241 12&)
Rc nr n, PGDS

z|o

and

E
CNR = 1010g(Mj +10loga —10log(PG,g ), (2.4.112b)

f

where E, , .. is the bit energy of the traffic channel, », is effective noise

density since noise in CDMA system usually includes noiselike CDMA
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signals transmitted from other mobile stations, and PGy is the processing
gain as given in (2.4.48).

For the IS-98D CDMA mobile station system, it has a chip rate of
1.2288x10° cps. The receiver sensitivity in AWGN (it is also called static
sensitivity) i1s defined under the following conditions: the traffic data rate is
9600 bps, the data signal is 10log(1/o) = -15.6 dB lower than overall desired
signal power, and the minimum E, , ../ n, for 0.5% FER shall be 4.5 dB or

lower. It is also defined that total effective noise within 1.23 MHz is defined
as —54 dBm. From the spreading chip rate 1.2288x10° ¢ps and the traffic
data rate 9600 bps, we obtain the processing gain, PGpg = 128. Thus the
CNR can be calculated from (2.4.112b), and it is

CNRopps =4.5+15.6-21.1=20.1-21.1=-1 dB.

In practical receivers of CDMA mobile stations, E, ./ n, for 0.5% FER

is in the range of 3.0 to 4.0 dB. The corresponding CNR is in between —2.5
dB and —1.5 dB for the receiver sensitivity of the CDMA mobile stations.
The receiver sensitivity of the WCDMA is defined as the received
signal strength for a user having a data rate of 12.2 kpbs and a spread chip
rate of 3.84 Mpbs at the BER = 0.001. In this case, the processing gain of

the system GPp is 3.84><106/12.2><103 =314.8 or 25 dB approximately.

The ratio of bit energy of the dedicated physical channel to the total noise
E, ppcy [n, for a 0.001 BER is 7.2 dB including 2 dB implementation

margin [24]. The dedicated physical channel data signal is 10.3 dB lower

than the total received signal — i.e., 10log(1/a) = -10.3 dB. The minimum
CNR for the WCDMA receiver sensitivity from (2.4.112b) should be

CNRyepps =72+103-25=-75 dB.

In the analog wireless system AMPS, the modulation scheme is FM,
and the receiver performance measure is based SINAD instead of data-
detection error rate. The SINAD in dB is defined by the following equation:

SINAD:lOlogS;VﬂQ, (2.4.113)

+D

where S is signal, N is noise, and D is distortion. All of them are variables in
base-band. The conversion between the SINAD and CNR can be obtained
from (2.4.113) and the following equations of S/N and D/S.
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For a FM signal modulated by a sinusoidal tone with a maximum
frequency deviation A4f, its signal-to-noise ratio in the base-band is related to
the RF or IF carrier-to-noise ratio C/N by [25]

3(arY'(BW
HE) (5 e |
N \/E (BW / B)2 J(C/NYe “™1+12(af /BW)* (C/N)]
T (1_6—(C/N))2

(S/N), =

(2.4.114)
In (2.4.114), B is the base-band bandwidth, BW is the bandwidth of the
modulated RF or IF signal. The voice channel final output signal-to-noise
ratio SNR therefore in dB scale is

SNR =10log(S/N)=10log(S/N), +G,, (2.4.115)

where G, is the overall voice signal processing gain of the output signal-to-
noise ratio developed from the deemphasis, expanding, and C-message
weight.
An empirical formula expresses the distortion-to-signal ratio in
terms of the signal-to-noise ratio:
svR-[6-(G,-svR)2]

D/S=10 20 . (2.4.116)
Considering (2.4.115) and (2.4.116), the SINAD can be rewritten into

1+ 10—[SNR—6+(G,,—SNR)/2]/20 +10-SNR/O

10—[SNR—-6+(GI,—SNR)/21/20 +10-SNRNO

SINAD =10log

(2.4.117)

We should notice that the SNR in (2.4.117) is a function of CNR as
presented in (2.4.114). Therefore, (2.4.117) is an implicit relationship
between the SINAD and CNR. It is not so straightforward to find out the
CNR value for a given SINAD from equation (2.4.117), but the graphic
approach as shown in Fig. 2.41 can be utilized to determine the CNR from a
given SINAD.

The SINAD versus CNR curve in Fig. 2.41 is obtained from
(2.4.117) by means of the following parameters: Af = 8 kHz, B =3 KHz, BW
= 30 kHz, and G, =24.5 dB. From this figure we can see that CNR sups 1S
2.48 while SINAD = 12 dB. In practical receivers of AMPS mobile stations,
the CNR 44ps at SINAD = 12 dB has a value in 2.0 to 3.5 dB.
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Figure 2.41 SINAD versus CNR of an AMPS mobile station receiver

The required maximum CNR values for the receiver static sensitivity
of mobile stations for different protocol wireless systems are presented in
Table 2.4. In practical receivers of these mobile stations, the corresponding
CNR for the reference sensitivity in AWGN is lower than the value given in
Table 2.4. Carrier-to-noise of a receiver system is mainly determined by the
modulation scheme, symbol rate and coding used in the receiver, and the
required bit error rate as well. However, the group delay distortion of IF
band-pass channel filter and analog base-band low-pass filter also has
noticeable impact on the CNR. The CNR is one of the most important
parameters for the RF receiver design and performance analysis. It is used
not only for the receiver sensitivity calculation but also for other
performance evaluations, such as adjacent channel selectivity,
intermodulation spurious attenuation, etc.
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Table 2.4. Estimated maximum CNR for reference static sensitivity of
different protocol mobile station receivers

Reference Maximum
Maximum | Sensitivity Symbol | Error Rate
System |CNR (dB)! (dBm) Modulation|Rate (ksps) (%) Note
AMPS 3.5 -116 M
TDMA 10 -110  {n/4DQPSK| 243 3 (BER)
PHS 11 97 |n/4DQPSK| 192 1 (BER)
TCH/FS
GSM 8 -102 GMSK 270.833 |4 (RBER) | ClassII
1.228.8 9.6 kbps
CDMA -1 -104 QPSK T 0.5 (FER) | voice data
(keps) rate
GPRS 10 | -102/99 | GMSK | 270.833 |10 (BLER)| 5L c0d¢/
Uncoded
Edge 12 -98 8PSK 271 10 (BLER)
3.840.0 12.2 kbps
WCDMA| -7.5 -106.7 | QPSK STV 0.1 (BER) | voice data
(keps) rate

2.4.6. RAKE Receiver

In spread spectrum systems, such as the CDMA and the GPS
systems, a RAKE receiver is used to separately detect multipath signals or
signals from different basestations or satellites. Here we discuss only the
basics of the RAKE receiver used in CDMA mobile stations. More details
cab be found in [26-28] and [20].

CDMA spreading codes have a very low correlation between
successive chips. The multipath propagation delay spread in the radio
channel creates multiple time-delayed duplications of the transmitted
CDMA signal at the receiver. These multipath components are uncorrelated
from one another if their relative delays in time are more than a chip
duration. Since these multipath components carry useful information,
CDMA receivers may in a certain way combine these delayed versions of
the original signal to increase the signal-to-noise ratio and then improve the
receiver performance. The RAKE receiver is specially designed for
achieving this purpose.

A simplified block diagram of the RAKE receiver with elements to
detect the L strongest multipath components is shown in Fig. 2.42(a). Each
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multipath component detector is called a finger of the RAKE receiver. The
basic configuration of the cth (k =1, 2, ..., L) finger for detecting the kth
delayed version of the transmitted CDMA signal is depicted in Fig. 2.42(b).

S LPF Y,
R > .
cosl24/) v L parallel : L Y
LO paralic 1Y,
oy RAKE fingers : %> Z —>
]
in(2 ﬂfat) (correlators) E k=1
Y,

—— 1, (1~ 7)
Searching and tracking
loop control

X, @)

—;— dez

W, (t—17,)

1
X, () = far

Searching and tracking

loop controluQ (t _ Tk )

(b)

Figure 2.42. Simplified RAKE receiver block diagram and the kth
(k=1,2,...,L) RAKE finger configuration

The kth finger searches the ith delayed pilot pseudorandom (PN)
sequences through correlating the receiver local PN sequences

u,(t—7,)and uy (¢ —7,) with the kth delayed pilot PN sequences in the
received signals, X,;(f) and X, (¢), respectively. After the kth delayed PN

sequences have been acquired, an early-late phase lock loop is used to track
any time delay or phase change. The finger in the RAKE receiver of the gth
(g=1, 2, ..., M) mobile station is also capable to identify the corresponding
data signals by means of correlating with the local Walsh code, W,(r-%). The
output of the kth finger Y is expressed as
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k =

-]4 j[X,(t)u,(t—rk)—XQ(t)uQ(t—rk)]-Wq(z—rk)dz:ak Z,,

(2.4.118)

where a; is a weighting coefficient. The kth multipath signal voltage V is
the expected value of Z;, and the interference power caused by other delayed
components and CDMA signals for other mobile stations J; is equal to the
variance of Z;. They are expressed as, respectively,

V,=E{Z,} and I, =Variz}. (2.4.119)

The outputs of the L RAKE fingers are combined based on certain
ways, which determine how the weighting coefficients a; (k = 1, 2, ..., L)
are generated. When combining the individual outputs with weighting
coefficients a, =V, /I, , which result in the maximum signal-to-noise ratio,
the combined output Y is expressed as

L L L
Y=>7v=>az, = Z-IL (2.4.120)
k=1

k= k=

—_

The total output signal-to-interference ratio, S/1,, is now
L L
S/, =E* ) var{y}=>V2 1, =35, /1,. (2.4.121)
k=1 k=1

The total output signal-to-interference ratio S//, is equal to the sum of the
individual signal-to-interference ratio Sy/I; of the multipath components. The
combined ratio may still be large enough for reliable reception even if each
individual ratio Sy/; is too small for the receiver to work reliably.

RAKE fingers with strong multipath amplitudes may not necessarily
provide strong output after correlation due to multiple access interference.
To have better RAKE receiver performance, weighing coefficients should be
generated based the actual outputs of individual fingers. A large weight is
assigned to a finger with large output and vice versa. :

Each finger of the RAKA receiver tracks its corresponding
components independently and can be reassigned to different components at
a given time by adjusting the delay of the [lispreading sequence. The
number of fingers in a RAKE receiver may be approximately determined by
the signal bandwidth BW and the rms delay spread o, and it has an [27-28]
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R finger =1+ 0, - BW, (2.4.122)

where the delay spread o, is expressed as

S =yt —pu . (2.4.123)

In the above expression, the mean excess delay p. and the mean squared

excess delay 72 are, respectively,

J J
Ya;-t . a; -1’y
i=1 =1

and 72 =4

He =" y L (2.4.124)
> >
i=1 i=]
where o; (i=1, 2, ..., J) are channel weights witho; = 1> o, > ...2 ¢, and
;(1=1,2,...,]J) are the excess delay as depicted in Fig. 2.43.
o A
ot

\J

2 T
Figure 2.43. Relative amplitude and excess delay of multipath components

Since the working principle of a RAKE receiver is based on the fact
that the multipath components are practically uncorrelated each other, it is
essentially a diversity receiver. The RAKE receiver in the CDMA mobile
stations is also employed for the soft handoff. The RAKE receiver detects
the signals from different sectors of the same cell and combines the resulting
signals to provide a more reliable reception. It may select signals if detected
signals come from different cells.
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Chapter 3

Radio Architectures and Design Considerations

In designing and developing an RF transceiver for a wireless mobile
communication system, we shall first determine what kind of architecture
will be employed based on considerations of performance, cost, power
consumption, and robust implementation. In this chapter we are going to
present the architectures of the RF receiver and transmitter that are
practically applicable to the mobile stations of wireless communication
systems.

In general, an RF receiver is defined from the port connected to a
receiver antenna to an analog-to-digital converter (ADC), and an RF
transmitter is defined from a digital-to-analog converter (DAC) to the port
connected to a transmitter antenna. The RF receiver and transmitter are
usually formed not only by RF circuitry and devices but also by
intermediate frequency (IF) and analog base band circuitry and devices. The
ADC and DCA are often used as a boundary between the RF transceiver and
its digital counterpart. However, this boundary is getting ambiguous with the
state of the art of the ADC/DAC running at higher and higher sampling
since the ADC/DAC and the corresponding digital signal processors now
become IF or even RF devices. In these cases, the ADC/DAC and some
digital signal processing will be also considered as part of the RF
transceivers.

The main building blocks of an RF transceiver can be functionally
classified into following categories: frequency filters, amplifiers, frequency
converters, modulator/demodulators, oscillators, synthesizers, ADC/DAC,
signal  coupler/divider/combiner/attenuators, switches, power/voltage
detectors, etc. An RF transceiver will use most of these function blocks but
may not be all of them. The characterization and specification of these
function blocks are addressed in the last section of this chapter.

At present most RF transceivers in wireless communication systems
are using superheterodyne architecture. This architecture has the best
performance if compared with the others, and therefore it has been the most
popular transceiver architecture since it was invented in 1918. We first
discusse the superheterodyne architecture in this chapter. To obtain a great
cost saving and to take the advantage of multimode operation without
increasing extra parts, the direct conversion or homodyne architecture has
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now become a very hot radio architecture for wireless mobile
communication systems since the radio-paging receiver using direct
conversion was revived in 1980. The direct conversion architecture
including its key issues and the corresponding solutions are described in the
second section. To overcome some issues of direct conversion architecture,
a modified architecture referred to as low IF architecture is then created.
Some wireless communication receivers especially based on the CMOS
technology started to employ this architecture to cope with the flicker noise
and the DC offset problems of the direct conversion. The low IF architecture
is presented in the third subsection. Finally, a radio architecture based on the
IF bandpass sampling technique is introduced since the sampling rate and
resolution of the modern ADC/DAC with an acceptable power consumption
has been improved enough to provide a foundation for practically utilizing
this radio architecture.

Readers may be also interested in the radio architecture directly
sampling at RF and something called software defined radio, but these are
not discussed here since a true software radio is not so mature enough, at
present, for wireless mobile station applications.

3.1. Superheterodyne Architecture

This is the most popular architecture used in communication
transceivers. It is based on the heterodyne process of mixing an incoming
signal with an offset frequency local oscillator (LO) in a nonlinear device to
generate an intermediate frequency (IF) signal in the receiver or to produce
an RF signal from its IF version in the transmitter. The nonlinear device
executing the heterodyne process is called a frequency mixer or frequency
converter. In a superheterodyne transceiver, the frequency translation
processes may be performed more than once, and thus it may have multiple
intermediate frequencies and multiple IF blocks.

It is apparent that the same IF can be generated by an incoming
signal with a frequency either above or below the LO frequency. Between
these two frequencies, the one corresponding to the undesired signal is
referred to as an image frequency, and the signal with this frequency is
called as an image. The frequency difference between the desired signal and
its image is twice the IF. To prevent the possible image interfering with the
desired signal and other strong unwanted signals jamming the
superheterodyne receiver, sufficient filtering before the frequency converter
is usually needed. The bandwidth of this preselection filter is quite broad,
and it usually covers the overall reception frequency band in a wireless
mobile transceiver. The channel filtering of a superheterodyne receiver is
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performed in the IF blocks by means of passive filters with high selectivity.
The reception channel tuning is often carried out through programming an
RF synthesizer, and thus the frequency of each IF block can remain fixed.

In the superheterodyne transceiver, most of the desired signal gain is
provided by the IF blocks. At fixed intermediate frequencies, it is relatively
easier to obtain high and stable gains. The power consumption for achieving
high gain at IF is significantly lower than that if the same gain is developed
at RF. This i1s due to the fact that the channel filters effectively suppress
strong unwanted signals or interferers before they are substantially
amplified, and therefore a high dynamic range of IF amplifiers is not
demanded. In addition, IF amplifiers and circuits are often designed with
higher impedances. The high channel selectivity also helps to achieve higher
receiver sensitivity since adequate gain prior to the channel filtering can be
set for obtaining the best sensitivity but still not to saturate the later stage
amplifiers. The unwanted signals or interferers can be further filtered in the
analog base-band by using active low-pass filters.

Since this architecture is most commonly used in the wireless
communication systems, its detailed configuration will be described through
a full duplex transceiver. The multiple intermediate frequencies used in a
system will cause a spurious response problem, as we expected. It is
necessary to have a good frequency plan for a superheterodyne transceiver
to successfully operate over a specified frequency band. The frequency
planning will be discussed in the second section. A general consideration of
system design for a superheterodyne transceiver will be presented in the last
section.

3.1.1. Configuration of Superheterodyne Radio

The wireless systems, such as, CDMA, WCDMA, and AMPS, use
full-duplex transceivers. In these transceivers, the transmitter and the
receiver simultaneously operate at offset frequencies. The configuration of a
full duplex transceiver is usually more complicated than that of a half-duplex
one since some means are needed to protect the receiver from the high
power transmission and potential spurious emissions of the transmitter. A
block diagram of a typical superheterodyne transceiver is depicted in Fig.
3.1

There are two frequency conversions from RF to based-band and
one IF block in both the receiver and transmitter. This is a typical
configuration of superheterodyne transceivers employed in mobile stations
of different protocol wireless systems. In Fig. 3.1, the upper portion is the
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receiver block diagram, and the lower portion corresponds to the transmitter.
The duplexer and the synthesizer local oscillator (LO) operating at the
ultrahigh frequency (UHF) band are shared by both the receiver and the
transmitter.

The duplexer consists of two band-pass filters with a common input
port and two output ports. One filter is centered at receiver frequency band.
It is used as the receiver preselection filter and to suppress transmission
power leaking to the receiver. Another one is a transmitter filter that is
employed to suppress out of transmission band noise and spurious
emissions. The duplexer is necessary for a full duplex transceiver only if its
receiver and transmitter use a common antenna. Sharing an UHF synthesizer
is not necessary for a full duplex transceiver, but it can lower the current
consumption and cost of the overall transceiver. The UHF synthesizer
provides not only the LO power to the RF converters in the receiver and
transmitter but also plays the role of channel tuning for the transceiver.

In a superheterodyne receiver, it usually contains three sections —
the RF, IF, and BB. The IF section may have multiple blocks, which operate
at different intermediate frequencies, but there is only one IF block in Fig.
3.1 as most receivers used in the wireless mobile stations. The RF section of
the receiver includes part of the duplexer as the frequency preselector, a low
noise amplifier (LNA), an RF band-pass filter (BPF), an RF amplifier as the
preamplifier of the mixer, and an RF-to-IF down-converter (mixer). The
LNA plays an important role in achieving good reception sensitivity. Its gain
can be stepped-controlled to cope with the receiver dynamic range. The RF
BPF is usually a SAW filter. The function of this filter is to further suppress
the transmission leakage, the image, and other interference. Not all
superheterodyne receivers will use this SAW filter if the preselector has a
high enough rejection to the transmission power or the receiver is one in a
half-duplex system. The RF amplifier (RFA) or preamplifier of the mixer
provides enough gain to the receiver chain and thus the noise figure of the
down-converter and the later stages has only slight influence to the receiver
overall noise figure and sensitivity. The RFA is definitely needed when a
passive mixer is chosen as the RF down-converter. The down-converter
performs the signal frequency translation from RF to IF. Following the
down-converter is an IF amplifier (IFA) and then an IF BPF for channel
selection and suppressing unwanted mixing products. At present, IF SAW or
crystal filters with a high selectivity are often used for the channel filtering.
As described above, the IF block provides most of the gain for the overall
receiver chain, and the IF variable gain amplifier (VGA), which is actually
formed by multiple amplifier stages, is the main gain block of the IF section.
The I/Q demodulator is the second frequency converter, which down-
converts the signal frequency from IF to BB. The demodulator contains two
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mixers, and it converts the IF signal into I and Q signals — i.e., two 90°
phase shifted BB signals. The 90° phase shift is implemented through a
polyphase filter shifting the phase between very-high frequency (VHF) LO
signals going to the mixers in the I and Q channels or by using a VHF VCO
with a frequency of the twice IF and a by 2 frequency divider to generate
two IF LO signals with a 90° phase difference for the I and Q channel
mixing. A low-pass filter (LPF) follows the mixer in I and Q each channel to
filter out the unwanted mixing products and to further suppress interferers.
The filtered I and Q BB signals are amplified by BB amplifiers, and then the
ADC converts the amplified BB signals into digital signals for further
processing in the digital base-band.

It is similar to the superheterodyne receiver that a superheterodyne
transmitter also consists of BB, IF, and BB three sections. The lower portion
of Fig. 3.1 is a typical superheterodyne transmitter used in wireless mobile
stations. I and Q digital BB signals that bear transmission information are
converted to the corresponding analog BB signals by the DAC in the Tand Q
channels of the transmitter BB section. After BB filtering, the I and Q BB
signals are up-converted into IF signals, and the Q channel IF signal obtains
90° more phase shift than that in the I channel during the frequency up-
conversion in the I/Q modulator. The output of the I/Q modulator is the sum
of the I and Q IF signals. The composite IF signal is amplified by a VGA,
which usually consists of multistage amplifiers. An up-converter follows the
IF VGA, and the amplified IF signal, then, is up-converted to an RF signal.
The RF signal is further amplified by an RF VGA -and then by a driver
amplifier to a power level that is enough to drive the power amplifier (PA).
A RF BPF (SAW filter) is inserted in between the driver and the PA to
select the desired RF signal and suppress other mixing products generated
by the RF up-converter. It is better to place the RF BPF just after the up-
converter, but this arrangement may not be convenient since the whole block
from the DAC to the driver may be integrated on a single semiconductor die
or chip. The power amplifier boosts the desired RF signal to a power level
that is high enough to make the transmission power at antenna port being
still greater than the minimum requirement after deducting the insertion
losses of the isolator and the duplexer. The PA may be a class AB amplifier
as used in the TDMA, CDMA, and WCDMA mobile systems or a class C
amplifier as employed in the GSM and AMPS systems. In either operating
condition, the PA appearances certain nonlinear characteristics. The class C
PA has higher power efficiency than the class AB amplifier, but it can be
used only for the system with constant envelope modulation schemes, such
as FM and GMSK modulations. The PA performance including the gain and
linearity is quite sensitive to its loading. An isolator need be used in
between the PA and the antenna to reduce the influence of the mobile station
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antenna input impedance variation with its position to the PA. It is apparent
the duplexer will further suppress the out of transmitter band noise and
spurious emissions and of course reduce the transmission power leaking to
the receiver.

From Fig. 3.1 we can see that the gain control of the
superheterodyne transceiver takes place in the IF and RF sections. The gain
control in the IF section probably occupies about 75% of the overall gain
control range or more. It is rare to see that the gain control is implemented in
the analog BB section for this radio architecture. The reason for this is that
the BB section either in the receiver or in the transmitter has 1 and Q two
channels, and it is hard to keep the I and Q channel magnitude imbalance
within an allowable tolerance over the BB gain variation range.

The configuration of a half-duplex superheterodyne transceiver may
have some difference from that of the full-duplex one. In this case, it is
possible to replace the duplexer in Fig. 3.1 by an antenna switch since the
transmitter and the receiver in the half-duplex system do not work
simultaneously. The UHF synthesizer LO is switched back and forth
between the transmitter and receiver.

3.1.2. Frequency Planning

In the wireless communication systems, the typical frequency band
assignment for the down-link (or forward link) communications from base-
stations to mobile stations and for the up-link (or called as reverse link)
communications from mobile stations to base stations is shown in Fig. 3.2.
Usually, the bandwidth of the down- and up-link frequency bands is equal
— 1e.,, B, =B; =B, — and both bands are channelized with an even

channel spacing. It is apparent the channels in the down-link frequency band
are for the base station transmitter and the mobile station receiver, and the
channels in the up-link frequency band are for the mobile station transmitter
and the base station receiver. The channels in down- and up-link frequency
bands are used in pairs as depicted in Fig. 3.2. For example, if channel
#Chl_u in the up-link frequency band is assigned for the transmission of a
mobile station, the corresponding channel #Chl d in the down-link
frequency band will be automatically allocated for the receiver use of the
mobile station. The center frequency spacing between any pair of channels
is fixed and equal to B, + B,. For example, the PCS band in theUnited
States is allocated a 60 MHz band from 1850 MHz to 1910 MHz for the up-

link communications, and another 60 MHz band from 1930 MHz to 1990
MHz for the down-link communications, and the separation between these
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Figure 3.2. Down- and up-link frequency band configuration and
channelization

two bands is 20 MHz. The other commonly used frequency bands for
wireless communication systems are listed in Table 3.1. We should notice
that the bandwidth of a desired RF signal might be greater than the channel
spacing. For instance, the RF signal bandwidth of a CDMA signal is
approximately 1.25 MHz, but the channel spacing is only 30 kHz in the
cellular band and 50 kHz in the PCS band as given in Table 3.1.

Table 3.1. Frequency band allocations of wireless communication systems

Up-Link Down-Link
Frequency Frequency Band Channel
Frequency Band Band Separation | Spacing

Band/System (MHz) (MHz) (MHz) (kHz)
Cellular 824 — 849 869 — 894 20 30 (CDMA)
GSM 900 890 — 915 935 -960 20 200
E-GSM 900 880 - 915 925 - 960 10 200
DCS 1800 1710 - 1785 1805 — 1889 20 200
PCS 1850 - 1910 1930 - 1990 20 50 (CDMA)
WCDMA 1920 — 1980 21102170 130 200
802.11b 2400 — 2484 2400 — 2484 —_ 13000
802.11a 5150 - 5350 5150 - 5350 — 20000

5725 — 5825 5725 — 5825 — 20000

The frequency band allocation for a wireless mobile system will
have substantial influence to the frequency planning of a superheterodyne
transceiver used in this system. The frequency planning is mainly to search
and select intermediate frequencies, which should minimize the spurious
response problem of the superheterodyne transceiver and should provide the



Radio Architectures and Design Considerations 121

possibility of developing a transceiver with excellent performance.
However, this is a very tedious task even if the transmitter and receiver each
has only one IF block as presented in Fig. 3.1. It is more difficult to develop
a frequency plan for a full-duplex transceiver than for a half duplex one. In a
full-duplex transceiver, the receiver and the transmitter operate
simultaneously, and the signals in both sides and their harmonics and mixing
products need be taken into account in the frequency planning. In this case,
it becomes really essential to avoid that any low-order transmitter spurious
appears in the receiver band.

A superheterodyne transceiver may contain following fundamental
signals: an UHF LO signal, a reference oscillator signal, two or multiple
VHF LO signals, two or multiple IF signals, a weak RF reception signal and
a powerful transmission signal. The real problem is that these signals may
produce a tremendous amount of mixing products and harmonics because
most of the devices compromising the transceiver have certain nonlinear
characteristics. In the frequency planning, we must analyze these potential
mixing products and harmonics — i.e., locate their position and determine
their strength. It is not too hard to locate spurs of different order, but it is
really difficult to determine the strength of the mixing products and
harmonics without proper nonlinear models of corresponding devices.
Fortunately, we are able to roughly estimate spurious levels based on the
orders of the mixing products and harmonics and based on the order being
an even or odd number as well.

3.1.2.1. Selection of Intermediate Frequency (IF)

In frequency planning, it is apparent that the first step of frequency
planning is to select the intermediate frequencies. The basic criteria for
choosing IFs for a full duplex mobile transceiver are presented as follows:

1. Choose the receiver IF when the receiver and the transmitter share
an UHF LO as the configuration given in Fig. 3.1. This is when a
high selective IF BPF (SAW filter) is used in the receiver for
channel selection. The filter performance, such as insertion loss and
selectivity, may be frequency dependent, and in general the
performance is better when its center frequency is lower. On the
other hand, the transmitter usually need not employ an IF SAW
filter, and its IF is automatically determined by the chosen receiver
IF, and the frequency separation between the transmitter channel
and the corresponding receiver channel — i.e. AF, _, =B, + B,

(see Fig. 3.2). It will depend upon the LO frequency Fip being
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higher or lower than the receiver and transmitter operation
frequencies Fp, and Fr, and also on the receiver frequency Fp,
being higher or lower than the transmitter frequency Fr. The
transmitter intermediate frequency IF;, can be calculated from the
receiver intermediate frequency IFy, as

IF), =1Fy +AFg 4, Fo>Fp >Fpor Frp >Fp >F,, (3.1.1)
or
IFy =1Fy, ~AFp o, Fo>F, >Fy orFp >F, >F,,.(3.12)

For example, a commonly used [Fp, in the cellular band CDMA
mobile stations is 85.36 MHz, the center frequency difference
AF, 1, of the receiver and transmitter channel pair in this band is
45 MHz (see Table 3.1), and the IFy, thus is equal to 130.36 MHz
from (3.1.1) when a high injection UHF LO — i,
F,o >Fp > Fp., isused.

To prevent potential receiver in-band jamming, the receiver IF
should be chosen to meet the following inequality:

IFy > By, + B, + B, =2B, + B, (3.1.3)
or
IF, <B,, (3.1.4)

where B, =B, ,B; =B,, and B, =B, =B, are assumed. The
mechanism of the potential receiver in-band interference if the
chosen IF’;, does not meet (3.1.3) or (3.1.4) can be explained in
terms of Fig. 3.3. From this figure we can see that the frequency
difference between the channels within AF; , in the mobile
transmitter band By, and the down-link signals or interferers within
AFy p at the end area of the receiver frequency band Bg, can be
equal to or very close to JF'p, < B, + B, + Bp,. When a mobile
station uses a transmitter and receiver channel pair within
frequency bands AFr 4 and AFy 4, the mobile station receiver is
possibly jammed by the mixing product of its transmission leakage
and a strong interferer or another base station down-link signal
within the frequency band AF; p if their frequency offset is equal to
or very close to the receiver intermediate frequency, IF’z., as
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depicted in Fig. 3.3. It is apparent that this kind of jamming
problem will not happen if the IF;, < B,.

y

Bi=Brc=Ba

e Bu=Brx=Ba Bs

Figure 3.3. Potential in-band interference causing
In the Cellular band, the overall frequency band span is

By + B, + By = 25+20+25=70 MHz.

For the CDMA mobile stations, the most popular IFy, is 85.36
MHz, and it is greater than B, + B, + By, =70 MHz.

3. The IF/2 issue is that an interference product with a receiver IF will
be generated due to second-order harmonic mixing if the frequency
of the interferer has a frequency IF/2 offset from the UHF LO
frequency. To suppress the possible IF/2 interferer, the receiver
intermediate frequency IFy, should meet the following inequality:

IF, if F,p>Fp >F
+ > Foe ighest 5 LT RTIT (3.1.5)
2 - or Fi, <Fp, <Fp

F

Rx _lowest

or

if Fp>Fp >Fp,
IF,, >>2F, ... —F =28, 3.1.5b
Rx ( Rx _ highet RxAlowesr) a or FLO <FR¥ <FTX ( )

Where the double greater than signs just mean that the interferer
frequency is away from the boundaries of the receiver frequency
band, and the interferer will be suppressed to quite low level by the
receiver preselector.

In the previous examples, the 85.36 MHz IF used in the Cellular
band CDMA receiver also meets (3.1.5). In this case, the potential
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IF/2 interferer is 17.68 MHz offset from the receiver frequency
band boundary, 894 Hz.

The selected 7F, based on (3.1.3), in most cases, also meets the
criterion of (3.1.5) since the skirt of the receiver preselector is
usually quite steep and the strength of the potential IF/2 interferer
will be significantly suppressed.

In a multiband transceiver, the receivers operating at different
frequency bands may employ the same IF and thus only one IF
SAW filter will be used as the channel filter for all band receivers if
they work for the same protocol wireless system. However, the
receiver IF selection should be based on the frequency band with
the largest operation band span —i.e., the largest B, + B, + By, .

For example, in the CDMA mobile station another commonly used
IFg, 1s 183.6 MHz in addition to 85.36. The high IF meets the
criteria of (3.1.3) and (3.1.5) even in the PCS band since the
operation frequency band span, By, + B, + B, , in the PCS band is
140 MHz. In a cellular and PCS dual band transceiver of a CDMA
mobile station, the frequency 183.6 MHz should be chosen as the
common [Fy, for both band receivers.

Avoid the low order mixing products of the transmitter IF signals
with the transmission or the UHF LO signal locating in other
wireless system bands. A modern mobile station may have a GPS
receiver and a Bluetooth transceiver (other than a standard protocol
wireless system, such as GSM, CDMA, or TDMA) for the voice or
data communications. The GPS receiver or the Bluetooth
transceiver may simultaneously operate with the CDMA or the
other protocol transceiver. To avoid interfering with the GPS
receiver or the Bluetooth transceiver, the possible selection ranges
of the receiver IF have some restraints.

Using IF selection of a PCS CDMA transceiver as an example, the
frequency of the GPS receiver is centered at 1575.42 MHz with a
bandwidth of 2.046 MHz, the lowest transmission frequency of a
PCS mobile station is 1850 MHz, and thus their frequency
difference is 274.58 MHz. It is not desirable to make the IF of the
PC CDMA transmitter between 274.58 MHZ and 274.58+60 =
344.58 MHz since the transmitter IF signal with a frequency in this
frequency range and the CDMA transmission signal within the
band from 1850 MHz to 1910 MHz may potentially generate a
mixing product locating in the GPS receiver band 1575.42 + 1.023
MHz. A simple calculation can verify this. If the /F;, is chosen
equal to 304 MHz, and the transmission frequency is 1880 MHz,
one of the possible mixing products of the transmission and the IF
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signals has a frequency equal to 1880 — 304 = 1576 MHz within the
GPS receiver bandwidth. Therefore, in this case, the /Fz, should be
less than 274.58 — 80 = 194.58 MHz or greater than 344.58 — 80 =
254.58 MHz when high LO injection is used, and the receiver
frequency is higher than the transmitter frequency —i.e.,

if Fip>Fp, >Fp,
IF, <194 MHz or IF, >255 MHz, (3.1.6)
orFp >Fy >F,,.

However, the operation band of the Bluetooth transceiver is from
2400 MHz to 2484 MHz. To avoid the Bluetooth, the signal
becomes an image interferer of the PCS CDMA receiver when the
high LO is employed. The IF%, should be less than (2400 — 1990)/2
= 205 MHz or it can be expressed as

IF,, <205 MHz. (3.1.7)

From (3.1.7) and (3.1.6), we can come to the conclusion that the
IF», of the PCS CDMA receiver should be less than 194 MHz.

6. In a multiband transceiver the common [Fy, selection may also
consider the possibility of using only one UHF VCO and frequency
divider for the multiple-band operation. For instance, if the
transceiver operates over the cellular and PCS bands, from Table
3.1 we know the cellular receiver band from F,, .. ,= 869 MHz

o Feyy pe = 894 MHz; the PCS receiver band from Fpeg 5, , =
1930 MHz to Fpeg g, 5= 1990 MHz; and then the IFp, is better to

be able to make the following frequency ranges overlapping as
large as possible:

Cellular: 2x(Fepy g p +1Fp) 2% (Feoy pe g +1Fp) s
and
PCS:  (Fpes pe 1 + ) (Focs pe n +1FR),

and to make the overall frequency variation range Afy,

Afy :(FPCS_Rx_H +1FRx)

, (3.1.8
_Min[(FPCSkaAL + ]FRY)’ Z(FCEII_R,Y_L + [FRX)] ( )
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within an UHF VCO tuning range, which is 5 to 7 % of the VCO
center frequency. In (3.1.8), Min[A, B] is a function to choose the
one with the minimum value between 4 and B.

In the above example, a 2 GHz VCO will be probably used, and its
tuning range, thus, is approximately 100 to 140 MHz. If the
receiver IF is 183.6 MHz, the overall frequency variation range for
the cellular and PCS both band operation is

Af, = (1990 +183.6) - 2 x (869 +183.6) = 68.4 MHz..

It is well within the tuning range of a 2 GHz VCO.

7. The channel selectivity of the receiver is also dependent upon the
receiver IF selection in a certain extension. As a general rule, the
lower IF is easier for obtaining higher selectivity than the higher IF.
Especially for narrow-band wireless systems, such as AMPS and
TDMA systems, it is difficult to develop an IF SAW with good
performance if the required center frequency is over 150 MHz since
the channel bandwidth of these systems is less than 25 kHz.
Therefore, not only the selectivity but also the availability of the IF
filter impacts the IF selection.

We have discussed how to select the receiver IF based on the full-
duplex transceiver with a single IF block. The same criteria of IF selection
can also be applied for the half-duplex transceiver, and in this case the
situation will be better than the full-duplex one since its receiver and
transmitter do not run at the same time. The spurious generated by the
transmitter does not directly interfere with the receiver but may affect
another mobile station that operates at the same channel frequency. For a
transceiver with multiple IF blocks, its first IF can be certainly selected
based on the criteria presented in this section.

3.1.2.2. Spurious Analysis

After the receiver IF has been selected, the transmitter IF can be
easily determined in terms of UHF LO frequency if the LO is shared by the
receiver and the transmitter. Otherwise, the transmitter IF is chosen
independently if the LO is not shared with the receiver. Fundamental signals
in a full-duplex transceiver usually contain a strong RF transmission signal,
a weak RF received signal, a frequency programmable UHF LO, a
frequency fixed transmitter VHF VCO, a frequency fixed receiver VHF
VCO, and a reference signal in addition to the receiver IF and the transmitter
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IF signals. The frequency of the transmitter or the receiver VHF VCO can
be same as or twice of the frequency of the corresponding IF signal
depending on how the n/2 phase shift is implemented. There is no doubt
that nonlinearities of the transceiver generate a great amount of spurs
consisting of the harmonics and mixing products of the fundamental signals.
In spurious analysis the most important things are to locate spurs and to
estimate their strength. Based on the location and strength data, the
frequency plan can be then evaluated to judge whether it is applicable or not.

It depends on the operation frequency band of the transceiver and
other frequency bands of interest to determine the orders of harmonics and
mixing products of the fundamental signals, which need be considered. Up
to 8th to 12th orders of RF or UHF signals, up to 14th to 20th of IF or VHF
signals, and up to 30th to 40th orders of the reference signal are probably
enough for using spurious analysis to measure a frequency plan. The
harmonics frequency calculation of the fundamental signals 1is
straightforward. The mixing products may be generated by multiple signals,
and their frequencies can be expressed as mxFp * nxIFp * PpxFper .. £
gxFp vco, where m, n, p, ..., and ¢ are integers. However, these mixing
products are less important since they are usually high-order spurs with very
low strength. In reality, the potentially dangerous spurs are often relatively
low-order mixing products of two fundamental signals with frequencies f;
and f5 , and their mixing products have frequencies

fs=mxfytnxfp, (3.1.9)

where m and n are integers equal to 0, 1, 2, 3, --- , respectively. It represents
the harmonic frequency of the fundamental signal 4 or B when n or m equals
zero. These two signals could be any two of the six fundamentals as
described in the previous paragraph. The composition frequency of
different-order mixing products of two signals is easily calculated. This
means that it is always possible to precisely predicate the location of spurs
even if the spurs are resulted from multiple signals while their strength may
be not so easy to be precisely predicated.

In the frequency planning or selecting IF, it is necessary to minimize
the number of the spurious frequencies, especially those generated by the
transmitter, in the following frequency bands:

e The receiver operation frequenby band:
(Fre 15 Fre ) (see Table 3.1)

e The image band of the receiver operation frequencies:
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(Fre o +2+IFpy, Fop y +2-IFy,) for high LO injection
or
(Fao L =2-1F 4, Fyy )y =2 IF,,) for low LO injection
e IF/2 band:
(Foo o+ 1IFo /2, Fre w +1Fy [2) &
(Fre 1 +3-IFo 2, Fre y +3-1Fy /2
or
(Fm_L _[FRx/z’FRx_H _IFRX/Z) &
(Fae o =3 1Fo /2. Fpy py =3-1Fy. 2
e The transmitter operation frequency band:
(Fpe 1> Fp p) (see Table 3.1)
¢ The UHF LO frequency operation band:
(FTx_L —IFp , Fry oy — IFRX) for low LO injection
or
(FTX_L + 1P, Fp oy + ]FRX) for high LO injection

e Other bands of interest: such as, GPS band: (1575.42 + 2)
MHz. Assume that a GPS receiver transceiver incorporates
with the transceiver whose frequency plan is under
development.

)} for high LO injection

)} for low LO injection

In reality, it may be not possible to avoid any spur falling into the
above bands. It is necessary to examine the spurs within these bands whether
in the operation frequency channel of the mobile station transceiver or not.
The best way to do this is to utilize spurious response charts.

The following example shows how to use the spurious response
chart. A cellular band full-duplex transceiver with an IFy, = 183.6 MHz, and
the transceiver is using a high LO injection configuration. In this case, the
transmitter IF is [Fr, = 183.6 + 45 = 228.6 MHz, the UHF LO tuning rang is
from 1052.6 MHz to 1077.6 MHz, and the frequencies of the VHF receiver
and transmitter VCOs are twice IF, and IFp, respectively. The reference
frequency, Frep; is assumed 19.2 MHz. Based on these fundamental signal
frequencies, the frequencies of the potential spurs can be calculated by using
(3.1.9).

When the transceiver is tuned over the cellular frequency band,
some mixing products of 3 x Frand 7 x IFy, , 3 X Fypp 10 and 5 x Fygr 10,
and 4 x Fy, and 11 x IFy, fall in the receiver band as shown in Fig. 3.4. The
spurious response frequency lines of (3 x Fyy, 7 x IFp) and (3 x Fyur 10, 5 %
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Fyur 10) entirely overlap together. In this figure and the next two, the x-axis
1s the transmitter tuning frequency. It can be clearly seen that the spurious
response frequency lines have no any intersection with the receiver tuning
line. This means there is no lower than 15" order mixing spurs of the
transmitter RF and IF signals directly locating within any channel over the
receiver operating band.
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Figure 3.4. Spurious responses in receiver band

The mixing spurious responses of 4 x Fr, and 10 x IFy (or 4 x
Fupr roand 7 x F, x_viF veo), and 2 x F. viir 1o and 7 X Fr yyp yeo (or 2 X Fpy
and 12 x [Fp) cross over the UHF LO frequency band, and these two
spurious response lines intersect with the UHF LO tuning line at the same
point, (838.2, 1066.8) MHz as depicted in Fig. 3.5. The corresponding
receiver channel frequency is 883.2 MHz. These two spurs with a frequency
near or equal to 1066.8 MHz mix with the receiver signal to generate in-
channel interferers with a frequency close to or equal to /Fp, = 183.6 MHz.
However, their interference effect can be minimized if carefully to do the
circuit board layout and shielding since their order is relatively high, higher
than 9th order, and the low-order spurs are generated by UHF and VHF
VCOs, which have lower power than the transmitter RF and IF signals that
produce high-order spurs in the UHF LO band.
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Figure 3.5. Spurious response in UHF LO tuning band

There exist two IF/2 bands, (960.8, 985.8) MHz and (1144.4,
1169.4) MHz. The spurious response lines in these two IF/2 bands do not
intersect with the IF/2 tuning lines. Fig. 3.6 presents the mixing spurious
response of 2 x Fr. and 3 x IFy, and the IF/2 tuning lines in the lower TF/2
band. The spurious response line is close to the IF/2 tuning line at the lower-
frequency edge, but they do not touch within this frequency band. No lower
than 15th order spurs fall into the image band and in the GPS band. No
harmonics of the transmitter IF and VHF VCO signals and no harmonics of
the receiver IF and VHF VCO locate in all the bands of interest as described
above. However, the 46th order harmonic of 19.2 MHz reference signal are
exactly at 883.2 MHz channel. This spur may desensitize a narrow-band
system, such as AMPS, receiver, but it does not have much impact on a
wide-band system, such as CDMA, receiver. Even in the narrow-band
system, this high-order reference harmonic spurious problem is easy to
suppress in implementation.
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Figure 3.6. Spurious response in IF/2 frequency band

In the transmitter band, there is a spurious response of 1 X Fyyr 10
and 12 x Fpy This spurious response line running in parallel with the
transmitter tuning line, and their separation is only 1.8 MHz as depicted in
Fig. 3.7. Thus a spur always accompanies with the desired transmission
signal for all the channels. This spur may affect transmitter emission
specification if its level is significant. However, it is usually not difficult to
keep this spur in an insignificant level by means of using differential circuit
design, proper filtering, and careful chip and circuit board layouts since this
is a mixing product resulted from the 12th-order harmonic of the reference
signal, which is an even-order nonlinearity usually weaker than odd-order
ones, and the 12th-order harmonic can be sufficiently suppressed by
filtering.
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Figure 3.7. Spurious response in transmitter band

Among the spurs, it is necessary to avoid harmonics of the
following fundamental signals falling into the center frequency tunable RF
channel bandwidth and the IF channel bandwidth of the receiver:

¢ Reference signal harmonics

e Transmitter IF signal harmonics

¢ Transmitter VHF VCO signal harmonics
e Receiver VHF VCO signal harmonics

It will desensitize the receiver sensitivity at all the receiver channels if a
harmonic of the reference signal is in the receiver IF channel bandwidth.
The harmonics of the transmitter IF signal and VHF VCO signals will be
low order if they fall into receiver RF channels. The low-order spurious may
severely impact the receiver performance, and it is hard to be coped with if it
has sneaked into the receiver channels.

The frequency planning for a half-duplex transcetver is simpler than
that of the full-duplex one as described above. For example, the spurs
generated by the transmitter will have no direct impact on the receiver
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performance of the transceiver. However, the method of analyzing spurious
response and developing frequency plan for the full-duplex transceiver can
be definitely used for a half-duplex system with less restriction. Other

approaches of the spurious analysis and frequency planning can also be
found in [1].

3.1.3. Design Consideration of Superheterodyne Transceiver

The detailed receiver and transmitter system designs are discussed
in Chapter 4 and 5, respectively. Here, we are going to present the general
design considerations of the superheterodyne RF transceiver, which may
differ from other architecture, such as direct conversion and low IF
transceivers. The transceiver design for a wireless mobile system
mainlyconcerns electrical performance, automatic gain control (AGC)
system, power consumption, and overall cost.

3.1.3.1. Receiver Sensitivity, Linearity, and Selectivity

Receiver sensitivity is defined as the minimum detectable desired
signal strength (MDS) to obtain a certain bit error rate (BER) or frame error
rate (FER) or package error rate (PER). The sensitivity is one of most
important specifications of a receiver, and it is determined by the overall
noise figure of the receiver and processing gain/loss. In a superheterodyne
receiver, linearity is mainly measured based on the third-order distortion
level of the receiver, which is represented by the third-order intercept point
(IPs). The third-order intercept point /P; is defined as the intersection point
of the linear extension of the fundamental signal output versus input power
characteristic and the third order intermodulation (IM) product line as shown
in Fig. 3.8. The horizontal value of the third-order intercept point is called
input third-order intercept point (IIP;) and the vertical value is the output
third-order intercept point (OIP;) (see Appendix 3A for more details). In
the receiver design the IIP; is often employed, and the OIP; is more
naturally used in the transmitter design. Selectivity of a receiver is the
characteristic of the receiver that allows it to identify the desired signal at
one frequency apart from those at all other frequencies. It is mainly
determined by RF, IF, and BB filters used in the receiver. These filter
responses must be sharp enough to sufficiently suppress the interference
from adjacent channels and other sources, but they also need to be broad
enough to pass the desired signal with acceptable amplitude and phase
distortions.
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Figure 3.8. Third and second intercept points and output to input power
relationships of a system or device with nonlinearity

The sensitivity and linearity or the noise figure (NF) and IIP;, of a
receiver are tightly dependent on the gain distribution over the receiver
chain. To obtain a lower noise figure or a higher sensitivity receiver, it is
preferred to make the front-end block from the antenna port through the
LNA to the RF down-converter input port (see Fig. 3.1) with a high gain. In
this case, the receiver noise figure may be mainly determined by the front-
end block noise figure, and the back section of the receiver chain from the
down-converter input to the ADC output has minor impact on the overall
noise figure. However, the high front-end gain will degrade the receiver
linearity since the overall IIP; of the receiver decreases with the front-end
block gain increase. In receiver design, it is necessary to have proper gain
distribution, which is able to take care of the tradeoff between sensitivity
and linearity, or noise figure and IIP;, of the receiver for an appropriate
performance.

In general, it is desirable for a device to have a low noise figure and
a high 7IP;. However, in reality it is difficult for an active device, an
amplifier or a mixer, under a certain current consumption to obtain ideal
performance on both the noise figure and the IIP;. A compromise in the
circuit design of the active device may be necessary to trade a higher noise
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figure for a better IIP; or vice versa depending on overall receiver
performance. In the receiver design, it might be helpful to use the ratio of
the JIP; to the noise figure as a measure of the quality of a receiver or a
device with certain current consumption. The measure of the receiver or the
device quality is expressed as

Q=1IIP, - NF , (3.1.10)

where [IP; is the third-order intercept point in dBm, and NF is the noise
figure in dB. This quality measure or quality factor Q can be utilized to
optimize the gain distribution of the receiver chain, which means providing
a reasonably low overall noise figure and a sufficiently high /IP; with an
acceptably low current consumption.

As a rule of thumb, for a good receiver design the Q factor of the
first down-converter is higher than the overall Q factor of the
superheterodyne receiver around 10 dB for active mixers and 15 dB or more
for passive mixers since the down-converter is usually the last stage before
the IF channel filter and it may suffer from the attack of very strong
interferers amplified by the receiver front-end. The Q factor of a GSM
mobile station receiver, which meets the minimum performance
specification (GSM 05.05) issued by ETSI [2], is approximately ~30.5 dBm
(IP; yin,= -19.5 dBm and NF,,, = 11 dB), and the Q factor of a CDMA
mobile station receiver meeting IS-98D [3] is around —24 dBm (/IP; n,=
-14 dBm and NF,,. = 10 dB). Therefore, the Q factors of the RF down-
converter used in GSM and CDMA mobile station receivers should be
higher than -16 dBm and -9 dBm, respectively. It usually requires the
spending of more current for achieving a higher Q factor for a device or a
receiver. The CDMA mobile station receiver thus consumes more current
than the GSM receiver does. As discussed in the previous section, most of
the gain in a superheterodyne receiver is developed in the IF block. There
are two reasons for this. The first one is the demanded Q factors of the
stages after the IF channel filter becoming quite low (< -20 or even < -30
dBm) and their current consumption low. The second one is that the gain in
the IF block is more easily controlled in a continuous way than the gain of
amplifiers in the RF and analog BB blocks. It should be noticed that the
preselector, an RF BPF, connected between the antenna and the LNA will
not affect the overall quality measure of the receiver since the preselector is
a passive device having a noise figure equal to its insertion loss and thus it
makes the overall receiver noise figure and the /IP; both increasing the same
amount of their values and keeping their difference — i.e., quality measure
no change.
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Blocking characteristics of a receiver are mainly determined by the
selectivity of the receiver and the phase noise and spurs of synthesizers used
as local oscillators of the receiver. The RF BPF performed as a pre-selector
or a part of duplexer copes with out of receiver operating band blockers or
interferers. The operation frequency bands of the wireless mobile
communication systems are usually shared by different protocol systems.
The strong in-band (within the receiver band) interference must be
sufficiently suppressed by the IF channel filter and the BB LPF. These
channel filters will further suppress the out-of-band interferers as well. In
addition, the phase noise and the spurs of the synthesizer LOs, particularly
the RF LO, should be designed to be low enough to minimize the mixing
product level of the interference with the phase noise and/or the spurs of the
LOs since these mixing products fall in the channel bandwidth and the TF
and BB channel filter are not able to suppress them.

3.1.3.2. Transmitter Output Power, Spectrum, and Modulation Accuracy

The up-link frequency bands presented in Table 3.1 are the
transmitter frequency bands of mobile stations for different protocol wireless
communication systems. The frequency accuracy of the transmission carrier
is usually in between +20x10° (£20 ppm) and +5x10® (£0.05 ppm)
depending on systems, and it is assured by the reference oscillator, which is
usually a temperature compensated crystal oscillator (TCXO) or a voltage
control temperature compensated crystal oscillator (VCTCXO). There is
usually an automatic frequency control (AFC) loop in mobile stations to
control the VCTCXO frequency and to make it frequency tracking the
received carrier frequency.

The transmission power level of a mobile station directly impacts
the overall power consumption of a transceiver and also affects the talk time
of a mobile station using a finite-capacity battery. The most popularly used
nominal maximum transmission power levels for the mobile stations
operating in different wireless communication systems are presented in
Table 3.2. The maximum transmission power range is from 21 dBm to 33
dBm, and the power is either measured based on the effective radiated
power (ERP), or the effective Isotropic radiated power (EIPR) with an
antenna gain equal to or unequal to 0dBi. The ERP is defined as the product
of the power supplied to the antenna and the antenna gain relative to a half-
wave dipole in a given direction [3]. The gain of a half-wave dipole antenna
is 2.15 dBi [4]. If the antenna gain of a mobile station is 1.5 dBi or 0.65 dB
less than that of the half-wave dipole antenna, in order to meet the minimum
23 dBm ERP requirement, the transmission power measured at the antenna
port of a cellular band CDMA mobile station must be equal to or greater
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than 23.65 dBm. The EIRP is the product of the power supplied to the
antenna and the antenna gain in a direction relative to an isotropic antenna,
or 0 dBi gain. As an example, the transmission power of a PCS band CDMA
mobile station is measured based on the EIRP, and it needs only 21.5 dBm
output power at the antenna port to meet the 23 dBm nominal output power
requirement if the antenna gain of the mobile station is 1.5 dBi.

Table 3.2. Maximum output power of different system mobile stations

Power Nominal Power | Tolerance

Systems Class (dBm) (dB) Note
AMPS 111 28 -4, +2 ERP
CDMA Cell 111 23 +7 ERP
CDMA PCS I 23 +7 EIRP
GSM 900 v 33 2,42 Ant. Port
GSM 1800 1 30 -2, +2 Ant,. Port
TDMA 11X 28 -4, +2 ERP
WCDMA v 21 2,42 Ant. Port

At the maximum output power, the power amplifier (PA) in a
mobile station transmitter usually spends the most of the power
consumption. It is important for a mobile station to utilize a PA with high
efficiency to reduce current consumption and to significantly increase the
talk time. At present, the efficiency of a class AB PA providing 25 to 35
dBm medium power is around 35 to 40 % and the efficiency of a class C PA
is approximately 45 to 55 %. What class of PA should be employed in a
mobile station is entirely determined by the modulation scheme used for its
information transmission. In the AMPS and GSM (GPRS) systems, FM and
GMSK modulation schemes are used, respectively. In both mobile stations,
the class C PA can be adopted since the envelop of the FM and the GMSK
modulation waveforms is constant. In other systems, such as CDMA and
TDMA systems, class AB PAs must be used because the phase modulated
(PM) transmission signal in these systems is always accompanied by an
amplitude modulation (AM), which demands certain linearity in the
transmitter chain, especially the linearity of the PA since it is the last active
stage of the transmitter chain. It is best to have a PA with a / dB
compression point being 2 to 3 dB higher than its possible maximum output
power if the power consumption is acceptable.

To prevent spurious emissions of a mobile station transmitter from
interfering with other mobile stations or systems, the transmission spectrum
of the mobile stations is well defined in wireless communication systems.
The emission level in the adjacent/alternate channels and up to frequency
offset 2 to 4 MHz on each side of the transmission carrier is mainly




138 Chapter 3

determined by the modulation scheme and the base-band pulse shape
filtering. Further filtering including an antialiasing low-pass filter in the
analog base-band of the transmitter is necessary to sufficiently suppress the
close-in emission and the emission out of the transmitter band. Certain
predistortion may be needed to compensate the extra group delay distortion
introduced by the analog BB filters. For transmission signals with amplitude
modulation like CDMA and TDMA signals, the emission power in the
adjacent channel and the alternate adjacent channel will be raised by the
nonlinearity of the transmitter. The PA usually dominates the nonlinearity of
the transmitter at the maximum output power. Thus linearity of the PA need
be good enough to keep the adjacent channel power (ACP) within the
specified mask. The emission out of the transmission band can be effectively
suppressed by using RF band-pass filters (RF SAW filter and/or duplexer).

For frequency modulated transmission signals, such as a GMSK
signal, an offset phase locked loop (OPLL) may be used to perform the RF
BPF and the frequency up-converter both functions [5—6]. A block diagram
of the OPLL is shown in Fig. 3.9. Although its configuration may be more
complicated than an RF SAW filter plus an RF up-converter, the OPLL can
be integrated in the transmitter chip to save an RF SAW, and it provides a
tunable RF BPF with a bandwidth (500 KHz to 2 MHz) much narrower than
that of an RF SAW filter.

UHF-LO
Mixer
RF I
transmission IF
output ~ Phase sgnal
<—4@‘— —~ detector [¢——

TX-VCO LPE

Figure 3.9. Block diagram of offset phase locked loop

Another important specification of the transmitter is the modulation
accuracy. The mathematical expressions of various modulation accuracy
definitions is presented in Chapter 5. Here some general considerations of
transmitter system design on the modulation accuracy are discussed. The
most popularly used measure of the modulation accuracy is the error vector
magnitude (EVM), which results from the difference between the ideal
waveform and the actual transmission waveform. This difference is referred
to as error vector. The EVM is defined as the square root of the ratio of the
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mean error vector power to the mean reference power expressed as a %. The
close-in phase noise of the UHF and VHF synthesizers in the transmitter
may degrade the modulation accuracy. To minimize this influence, the
close-in phase noise within the synthesizer loop bandwidth shall be lower
than —75 dBc/Hz or the power ratio of the close-in phase noise integrated
over the channel bandwidth shall be less than —30 dB. The group delay
distortion of a narrow-band filter in the transmitter chain may also increase
the EVM of the transmission. To obtain a low EVM, it is better to keep the
ISI caused by the narrow-band filter group delay distortion at a relative level
below —30 dB as well. The third factor that impacts the modulation accuracy
is the carrier leakage. This factor may dominate the degradation of the
modulation accuracy when the transmission power is low. It is desirable to
make the carrier leakage 25 dB lower than the transmission signal even at
very low output power level. The specification of the TDMA and the
WCDMA mobile stations on the EVM is 12.5 and 17.5 % or less,
respectively.

In the CDMA system, a waveform quality factor p is used instead of
the EVM to measure the modulation accuracy. It is defined as the
normalized correlated power between the actual waveform and the ideal
transmission waveform. The minimum waveform quality factor for a
CDMA mobile station is 0.944, but in the practical CDMA mobile station, p
is usually designed for greater than 0.98. All the factors degrading EVM
mentioned in the previous paragraph also impact the waveform quality
factor in a way very similar to the EVM. The modulation accuracy in the
GSM system is measured by using phase error, which is obtained by
computing the difference between the phase of the transmitted waveform
and the phase of the expected one. In the GSM mobile station the RMS
phase error shall not be greater than 5° with a maximum peak deviation less
than 20°. The phase error of the GMSK may be caused by the nonlinearity of
the 1/Q modulator, the loop bandwidth of the OPLL, and the in-channel
phase noise of the UHF VCO in the transmitter of the GSM mobile station.

3.1.3.3. Dynamic Range and AGC systems

Depending on wireless communication systems, the minimum
highest received signal level under which the mobile stations shall be able to
work properly with a message error rate below the specification is in the
range of -25 dBm to —20 dBm, and the dynamic range of the mobile
stations is around 80 to 85 dBc. The maximum output power of mobile
stations is described in Table 3.2. Only the mobile station transmitter used in
the CDMA system has a high dynamic range of the transmission power,
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from 23 dBm or higher to —50 dBm or lower since the CDMA system has
the near and far field effect. The WCDMA has a similar dynamic range,
from +21 dBm to —44 dBm. But the dynamic range of the GSM mobile
transmitter is only 30 dB, and it is even lower than this in the other wireless
systems.

When designing the receiver AGC, the following points need be
considered:

* In the mobile station receiver design, it is normal to achieve
receiver sensitivity 3 to 5 dB better than the minimum performance
requirement and to have a 5 dB margin of the maximum acceptable
reception signal level. In addition, the overall receiver gain
variation over temperature, frequency, and the inaccuracy of gain
curve calibration may typicaly be 10 to 15 dB. Considering all
these factors, the receiver AGC control range should be 20 to 25 dB
wider than the dynamic range specified by the minimum
performance of various protocol standards.

e The maximum gain of the receiver chain is determined by the ADC
input set level. This level should be kept constant under the
automatic gain control. To have a high signal-to-noise ratio the
input level of the ADC should be set as high as possible. However,
it is necessary to leave head room for the possible peak-to-average
ratio (PAR) of the received signal, maximum DC offset, and the
slow constructive fading.

e The control accuracy of the receiver AGC of mobile stations
operating in most of wireless communication systems is not high —
around +4 dB to £8 dB. In the CDMA and WCDMA systems, the
receiver AGC of the mobile stations needs better control accuracy
since the received signal level of the CDMA mobile station will
determine its transmission power level and the power control
accuracy will affect the system user capacity. An achievable gain
control accuracy of the CDMA mobile station is approximately
1+2.0 to +2.5 dB. The main limitations are the gain control errors
caused by imperfect calibration and gain curve fitting, temperature
variation and frequency variation, and the measurement error of the
received signal strength, which is generally measured by means of a
receiver signal strength indicator (RSSI).

¢ The time constant of the receiver AGC system is around a couple of
milliseconds for the CDMA and WCDMA mobile stations. The
AGC control cycle of the GSM and TDMA mobile station receivers
is approximately 4.62 msec and 20 msec, respectively.
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Similar to the receiver AGC, the transmitter AGC should also have
a 15 to 20 dB design margin to cover possible gain variations with
temperature, frequency and other influence factors. In the CDMA and
WCDMA systems, the open-loop power control accuracies are +9.5 dB, and
the time response for a 20 dB gain change should within 24 msec. The range
of the closed-loop power control needs to be +24 dB, and its relative
accuracy depends on the control step size — e.g., 1 £ 0.5 dB and 0.5 £ 0.3
dB. The gain control curve of the transmitter chain is usually not linear.
Depending on the order of the nonlinearity of the gain control curve, finite
points will be measured, and then a curve-fitting approach is used to obtain
entire control curve within an allowable tolerance. The transmitter output
power of the other wireless systems is stepped instead of continuous. The
tolerance of the controlled output power is +2 dB to =5 dB, depending on
the output level.

The input BB signal of the RF transmitter chain comes from the
DAC. The signal level from the DAC output is usually quite high, and it
may be close to the maximum voltage swing of the DAC to make the signal
with a high signal-to-noise ratio. This signal needs to be filtered to further
reduce possible out-of-channel emission levels and to significantly reduce
aliasing products before modulating the carrier and amplification. In the
circuit design, a conversion from the voltage to current is needed in the
beginning of the transmitter chain to handle the high input signal voltage.

To reduce the power consumption, most of the gain control in the
transmitter should be implemented in its IF block. The RF gain control is
probably 1/5 to 1/3 of overall transmitter gain control range.

3.1.3.4. Other Considerations

Low power consumption is essential to a mobile station operating
based on a battery power supply. This is accomplished by choosing low
current consumption circuits and devices, but it is also necessary to have
efficient power management. For instance, the circuit bias current can be
drawn differently at different signal levels to save current consumption, or
all the circuits should be turned off when they are not being used as often as
possible. The general rule of power management is to take all possible
advantages and to achieve the maximum power saving.

To minimize the cost and size of a mobile station, it is important to
utilize highly integrated RF circuits based on the modern GaAs, SiGe, and
CMOS semiconductor technologies. A single RF integrated circuit (RFIC)
may contain a whole transceiver, including UHF and VHF PLLs, and some
matching networks for external devices, such as filters and UHF VCO.
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However, at present only the half-duplex RF transceiver of the mobile
stations for GSM, TDMA, etc., wireless communication systems is possible
on single RFIC. The integration solution for the full-duplex transceivers is
still two or multiple IC chips since the isolation of the present
semiconductor technologies is not good enough for the full-duplex system. It
1s apparent that using the highly integrated circuits can reduce the part
counts, size, and cost of the mobile stations.

3.2. Direct-Conversion (Zero IF) Architecture

The direct conversion means that an RF signal is directly down-
converted to a BB signal or vice versa without any intermediate frequency
stages, and therefore it is also referred to as zero IF architecture. The direct-
conversion receiver is also referred to as a homodyne when the 1O is phase-
locked with the carrier of the received signal. The direct-conversion
architecture has many attractive features. The direct-conversion receiver has
no IF, and thus the expensive IF passive filter (SAW filter) can be
eliminated, and then the cost and size of the overall transceiver are reduced.
The channel filtering of the direct-conversion receiver is implemented in the
analog base-band by means of active low-pass filter. The bandwidth of the
active filter can be designed as adjustable. Since the bandwidth of the
channel LPF is adjustable, it is easy to design the direct-conversion receiver
for multimode operation with a common analog base-band circuitry and
even a common RF front-end from the preselector to the RF down-converter
if all the modes running in the same frequency band. This architecture does
not need a frequency plan, which is usually very time-consuming work and
hard to validate. The direct conversion has no image.

The configuration of the direct-conversion radio looks simpler than
that of the superheterodyne radio, but its implementation is much more
difficult since there are a number of technical challenges in the direct
conversion receiver. Compared with the receiver, the direct-conversion
transmitter has fewer issues, and it is relatively easy to be implemented.
However, the direction-conversion transmitter may not provide as much
profit as the direct conversion receiver does. For example, no IF channel
filter saving is obtained by using the direct-conversion transmitter since the
superheterodyne transmitter does not use the IF channel filter either. The
outstanding feature of the direct-conversion transmitter is that its
transmission contains much less spurious products than the superheterodyne
transmitter. In this section, the technical difficulties and the corresponding
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solutions of designing and developing the direct-conversion receiver system
are mainly addressed.

3.2.1. Configuration of Direct-Conversion Radio

All the direct-conversion transceivers of mobile stations operating in
various protocol wireless communication systems have certain technical
difficulties, but the hardest ones in their design and implementation are
those of full duplex transceivers. The main focus of this section is on the
full-duplex direct conversion transceiver. A block diagram of a direct
conversion full-duplex transceiver is presented in Fig. 3.10. This is one
possible configuration of the direct conversion full-duplex transceiver, but it
is not a unique one.

The RF portion of the direct-conversion transceiver is similar to that
of the superheterodyne transceiver. The receiver and the transmitter now
have separate UHF synthesizers and VCOs since their operating frequency
bands are different, as presented in Table3.1, where the down-link frequency
band and the up-link frequency band are for the receiver and the transmitter
of mobile stations, respectively. In Fig. 3.10, the UHF VCO in the receiver
1s running at twice of the receiver operating frequency. The VCO signal is
applied to a frequency by-two-divider. The two outputs of the divider with a
90° phaseshift each other are used to drive the receiver I and Q down-
converter, respectively. In the transmitter, LO of the I/Q modulator is
generated by a LO generator, which mainly consists of a UHF VCO, a
frequency divider, and a single side band mixer (see Section 3.2.3.6). The
UHF VCO in the LO generator is intentionally designed to make it running
at a frequency offset from the LO generator output frequency. If the LO
generator output frequency is equal to the transmission frequency, a n/2
phase shifter is used in the I/Q modulator as shown in Fig. 3.10, or otherwise
a by-two-divider is employed to generate the 90° phase shift as used in the
receiver I/Q quadrature down-converter. It is important that in the direct
conversion transmitter, the UHF VCO should operate at the transmission
frequency and also at its harmonic frequency. In this way, we can effectively
get rid of the reverse-modulation problem of the VCO, which is caused by
the feedback injection of the strong and modulated transmission signal or its
harmonics generated by the power amplifier.

The function of the receiver BPF in the duplexer is to suppress the
leakage power of the transmission and other out of receiver band
interference. There is no image problem for the direct-conversion receiver
since it does not have an image band. The received signal after preselecting
of the duplexer is amplified by an LNA, and it is further filtered by an RF
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filter. Now this filter rejection to the transmission leakage need be higher
than that required in the superheterodyne receiver to control the transmission
leakage self-mixing problem and to relax the second-order distortion
requirement of the down-converter, which is discussed in Section 3.2.3. The
filtered RF signal is then directly down-converted into I and Q channel BB
signals by an I /Q down-converter also called as quadrature demodulator.
The BB signals in the I and Q channels are synchronously amplified, but
their 90° phase offset will be kept unchanged as possible. In the direct-
conversion receiver, approximately 75% of the overall receiver gain is
obtained from the analog base-band block when the receiver operates at its
high gain mode. The gain in the RF block is usually the power gain, and the
gain in the BB block is the voltage gain. There exists a low-pass channel
filter in each of I and Q channels. Unlike the superheterodyne receiver, the
channel selectivity now mainly depends on the stop-band rejection of the
low-pass filter without any passive band-pass filter assistance. The amplified
and filtered BB analog signals in the I and Q channels are converted into
digital signals by analog-to-digital converters (ADC), and the digital signals
then pass through digital filters to further suppress nearby interferers and
enhance the channel selectivity.

The 1 and Q BB signals coming from the transmitter digital-to-
analog converters first pass through low-pass filters to make the adjacent-
channel and alternate-channel emission levels further suppressed and to
eliminate aliasing products. The gain distribution in the direct-conversion
transmitter is opposite to that in the direct-conversion receiver. The [ and Q
BB blocks provide very low gain or even negative voltage gain. The filtered
and amplitude attenuated I and Q BB signals both are directly up-converted
to RF signals, and they are then added together by an I/Q modulator. The
composite RF signal is amplified all the way up to the RF power amplifier
(PA). Almost over 90% of the direct conversion transmitter gain is in the RF
block from the I/Q modulator to the PA. An RF band-pass filter is inserted
in between the driver amplifier and the PA to suppress the out-of-band,
especially in the receiver band, noise and spurs emissions. Comparing with
the superheterodyne transmitter as depicted in Fig. 3.1, the direct-conversion
transmitter does not save any passive filter but the VHF synthesizer LO.

Since the main gain block of the direct-conversion receiver is the
analog base-band block, the most of the automatic gain control (AGC) is
executed in this block. However, there are two parallel channels, I channel
and Q channel, in the analog BB block. To synchronize the gain control in
both channels, it is necessary to utilize precise step gain control instead of
continuous gain control as usually used in the superheterodyne receiver. The
AGC of the direct-conversion transmitter is still continuous control because
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the main gain stages are in the single-channel RF block. The PA gain is also
adjustable within 10 dB or less to save power consumption.

An alternative configuration of the direct-conversion receiver is
based on high-dynamic ADCs as shown in Fig. 3.11. This direct-conversion
receiver configuration has the following features. The ADC for the CDMA
application is about 10 to 12 bits determined by the AGC range and the BB
LPF suppression to interferers. All the gain controls are in the RF block, two
steps at LNA and one step at RFA, and overall gain-control range is around
50 to 60 dB depending on the dynamic range of the ADC. Third to fifth
order based-band LPF and fixed-gain BBA are used, and therefore this
configuration direct conversion receiver may have less I and Q channel
mismatching and DC offset issues. The detail discussion on this direct
conversion receiver can be found in Chapter 6.

1Q 1 channel
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ADC tor filter >

} 1
] :
1

|
: LNA BRpir RFA .:‘ % :
| !
| o i
: . . " 2 Q channel i
X A e
|

Rx UHF » Rx UHF LPF BBA
synthesizer || VCO2fo

Figure 3.11. Direct-conversion receiver based on high dynamic ADC

3.2.2. Technical Challenges

The idea of the direct-conversion architecture was introduced as
early as 1924. It was not practically applied to any communication
transceiver for over half a century since the implementation of the direct-
conversion architecture based on discrete circuits was extremely difficult.
The state of the art of the semiconductor technology and the sophisticated
RF IC design tools make it possible to develop direct-conversion
transceivers for wireless communication mobile stations. In early 1980s, the
direct-conversion receiver was just used in radio-pagers and some satellite
communications. The direct-conversion architecture was broadly adopted in
the GSM mobile stations in late 1990s.
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In this section, the technical issues of the direct-conversion
architecture are reviewed, and the possible solutions for resolving the issues
are discussed.

3.2.2.1. DC Offsets

The DC offset is actually not only a direct-conversion architecture
problem but also a problem for the superheterodyne architecture. However,
the DC offset issue in the direct-conversion architecture is much more
severe than in the superheterodyne architecture since most of signal gain in
the direct-conversion receiver is developed in the BB block, and the DC
offsets in this architecture can be caused by various reasons as described
below.

Assuming that the direct conversion receiver is implemented on
integrated circuits, the BB block circuit build-in DC offset due to the IC
processing is in common for different architectures. This DC offset in the
superheterodyne receiver is easy to calibrate out because the BB block gain
is relative low and usually fixed there. In the direct-conversion receiver, the
very high and widely varied BB block gain makes the calibration of this DC
offset difficult since the DC offset voltage may be too large to be calibrated
and it varies with gain change. On the other hand, the gain control of the BB
block in the direct-onversion receiver is stepped, and therefore the DC offset
changes also show step transient. This may cause trouble even if high-pass
design is used in the BB block to eliminate DC component.

The isolation between the LO port and the RF port of the RF down-
converter is finite, and thus a certain amount of LO signal leaks to its RF
port and further up to the antenna port through the RF SAW filter and the
LNA. The LO leakage is reflected at the interface between stages due to
mismatch back into the RF down-converter, and the reflected LO leakage
signal mixes with the LO signal at the down-converter producing a DC
component as depicted in Fig. 3.12 This phenomenon is referred to as LO
self-mixing.

RF Down-
Preselector LNA SAW converter DC

o—}%r

LO leakage

Figure 3.12. DC offset caused by LO self-mixing
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In the full-duplex direct-conversion transceiver, there exists another
potential self-mixing — i.e., transmission leakage self-mixing. The
transmission self-mixing occurs through two paths as shown in Fig. 3.13.
The first transmission leakage path is from the duplexer through the LNA
and RF SAW to RF port of the down-converter. The transmission leakage
passing through this path mixes with its feedthrough from the RF port to the
LO port of the down-converter producing DC component at the output of the
down-converter. The second transmission leakage path is from the power
amplifier of the transmitter through the substrate/printed circuit board,
and/or the common power supply circuitry, and the receiver LO path to the
LO port of the down-converter. The transmission leakage through this path
generates self-mixing DC offset in a similar way as the first path
transmission leakage. In addition, the transmission leakages of the first and
the second paths also mix together in the down-converter and this
transmission leakage self-mixing produces the third DC offset. The
transmission leakage self-mixing may generate low frequency products too
other than the DC if the transmission signal is amplitude modulated (see
Section 3.2.2.2).
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Figure 3.13. DC offset caused by transmission leakage self-mixing

When a mobile station is operating, it possibly suffers from some
strong interference attack. The strong interferers can also cause self-mixing
in the down-converter of the receiver and yield DC components and low-
frequency components as well if any interferer is amplitude modulated. This
can happen either in the full-duplex or in the half-duplex direct-conversion
receiver, and the DC offset and the low-frequency products can propagate in
their BB block.

The self-mixing DC offsets including the LO self-mixing may vary
with time especially when the transceiver is moving during operation. In this
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case, the DC offset problem is much more difficult to deal with than the
time-invariant DC offset.

It is apparent that the DC offset in the direct-conversion receiver
must be removed or cancelled, or otherwise the receiver may not work. The
gain in the BB block following the down-converter is approximately 70 to
80 dB. 200 to 250 uV DC offset appearing at the output of the down-
converter will saturate the last stage of the BB amplifier or the VGA.

Utilizing AC coupling or high-pass filtering in the BB block design
is one of the efficient approaches to remove the time invariant DC offset. As
a rule of thumb, the corner frequency of the high-pass filter (HPF) should be
approximately 0.1% of the symbol/chip rate or less to avoid any significant
signal-to-noise ratio degradation [7-9]. To a low data rate or a narrow
channel bandwidth system, such as IS-54 TDMA, a very narrow notch (< 50
Hz corner frequency) around the DC need be used to remove the DC offset.
The coupling capacitors, in this case, will be unreasonably large for
integration. Off-chip passive components may be a choice, but active DC
blocks [10] can be an alternative. For the TDMA systems including the
GSM system, the idle slot preceding the burst slot is possibly utilized for
precharging the capacitors in the HPF with a small time constant and then
the corner frequency of the HPF is switched back to its original value after
the charging. For the direct-sequence spread-spectrum (DS-SS) systems, the
receiver channel bandwidth is actually determined by the spreading chip rate
instead of the data rate. The data bit in the DS-SS is spread over a pseudo
random sequence, and its spectrum bandwidth is much wider than that of
information data. The energy of 0.1 up to 1% of the spectrum around the DC
in a DS-SS direct-conversion receiver can be removed without a significant
signal-to-noise ratio loss [11].

The DC offset cancellation can be used for removing time-invariant
and time-variant DC offsets [12]. The time-invariant DC offsets may be
calibrated in different gain modes, and they are stored as a look-up table in a
memory, or the DC offset is estimated by terminating the LNA input into a
dummy load in the idle slot of the TDMA receiver and is stored in a
memory. In the operation mode or in the burst slot, the stored DC offset
value is fed to a subtractor in the analog BB block through a DAC to
compensate the inherent DC offset based on operation gain or the estimated
offset. The time-variant DC offset is measured by averaging the digitized
signal containing the DC offset if the modulation scheme has a zero mean
value, such as QPSK, etc. The measured DC value can be held in a latch
circuit, and then it is subtracted from the input signal in the analog BB
through a DAC or from the signal in the digital BB as shown in Fig. 3.14.
The cancellation up-dating time can be milliseconds to hundred
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milliseconds, and it will rely on the averaging time of the DC offset
measurement for a reasonable accuracy.
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Figure 3.14. A possible configuration of DC offset cancellation

3.2.2.2. Second-Order Distortion

Second-order distortion is another severe threat to the direct-
conversion transceiver if the distortion is not low enough. Frequency-closed
strong interferers and/or an interferer with an amplitude modulation (AM)
can be turned into low-frequency in-channel interference products including
the DC component by the second-order distortion. The in-channel
bandwidth interferers may propagate in the BB block and then possibly
deteriorate the direct-conversion receiver performance or even block the
receiver,

A device with weak linearity can be represented by the following
expression:

y()=a,x(t) + a,x’ () + -, (3.2.1)

where a; is the gain or loss of the device, and a, is the second-order
distortion coefficient. The second term on the right side of (3.2.1) is the
second-order distortion of the device. Two strong narrow-band interferers
Acos2xaf,t + Bcos2zf,t passing through the device with weak second-
order nonlinearity generate low-frequency products. Utilizing trigonometric

function identity the low-frequency beat and the DC component caused by
the second-order distortion can be expressed as
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5 A? + B?
az(Acos27;fat +B00327g’bt) =q, ————+ ABCOSZﬂ'(f“ —fb)

(3.2.2)
+ High frequency components.

To an AM modulated interferer, the second-order nonlinearity demodulates
the AM and the amplitude modulation is usually a low-frequency signal.
Assuming the interferer has a form [A +m(t)cos 27y‘mt]cos(27g’ct + go), the

second-order distortion produces the following low-frequency products and
the DC offset,

a,{4[1 + m(t) cos 21f,t|cos(2af .t + o)’

2
o 1+m 2(0)

5 +2m(t) cos(27f, 1) +

22(’) cos(drf, 1)| (3.2.3)

+ High frequency component.

Another possible influence to the direct-conversion receiver
performance due to the second-order distortion is that the second harmonic
of the desired signal created by the second-order nonlinearity mixes with the
second harmonic of the LO producing a BB signal of the desired signal
second harmonic with a bandwidth twice wide as that of the fundamental
desired signal. This second harmonic BB signal overlaps with the desired
BB signal and becomes in-channel interference. However, this influence
will be negligible if a differential down-converter circuit design is employed
since the common mode rejection of the differential circuits can
significantly suppress the even-order distortion.

The main contribution of the second-order distortion interference in
the most cases results from the second-order nonlinearity of the RF I/Q
down-converter in the direct conversion receiver. The low frequency and
DC products caused by the second-order distortion of the LNA and the RFA
in the front-end are blocked by the RF BPF and the AC coupling capacitor
as depicted in Fig. 3.10.

The level of the second-order distortion products is proportional to
the nonlinear coefficient a,. The second order linearity of a device is usually
defined by the second-order intercept point IP,, as the third-order intercept
point for the intermodulation products as depicted in Fig. 3.8 of Section
3.1.3.1. The IP; in the natural scale Py, is inversely proportional to a, —

ie., Pp, oc|a, / azl, where a, is the fundamental signal gain of the device.
To minimize the impact of the second-order distortion to the direct
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conversion receiver, it is necessary to use a very high IP, RF down-
converter — for instance, greater than +55 dBm IIP,.

On the other hand, the outcomes resulting the self-mixing of
interferers and the transmission leakage as discussed in the previous section
are the same as those coming from the second-order distortion. The
mathematical model of the signal mixing is multiplication. Thus the
multiplication of two equal signals, x(¢)x x(z) (self-mixing), is equal to the

square of the signal, x”(¢) (second order distortion term). Their results are

the same, but their mechanisms are different. The level of the self-mixing
low-frequency products and the DC offset depends on the isolation between
the RF and the LO ports of the RF down-converter and/or the isolations
between the transmitter PA and the RF port /LO port of the down-converter.
But the level of the second-order distortion products is determined by the
nonlinear coefficient a,. If the interferer or the transmission has a form
[4 + m(t)cos 2, t|cos(2af,t + p), then the expression (3.2.3) can still be
used except that the multiplier a, need be changed into an isolation related
coefficient. To minimize the self-mixing low-frequency products and DC
component, it is necessary to make all the isolations as high as possible.

3.2.2.3. I and Q Channel Mismatch

In the direct-conversion receiver, the received RF signal after
amplifying in the RF front-end is directly down-converted into two
quadrature BB signals —i.¢., [ and Q BB signals. The I and Q BB signals
propagate and are amplified in separate I and Q paths or referred to as I and
Q channels. The gain in the both analog BB paths may vary more than 80
dB. In addition, the I and Q BB signals pass through the low-pass channel
filter in their own channel separately as shown in Fig. 3.10. Generally
speaking, it is difficult to keep the I and Q BB signals having perfect balance
in their magnitude and phase when they pass through two completely
separate paths even if using the-state-of-the-art highly integrated RF circuits.
A wide range of the gain control in both BB channels makes it even more
difficult to maintain the balance between these two signals.

The imbalance requirements in the magnitude and the phase of I and
Q signal depend on the modulation scheme and the system protocol. For
example, in a CDMA mobile station receiver it, will not cause significant
performance degradation if the magnitude and the phase imbalances of the I
and Q signals are equal to or less than 1 dB and 10 degrees, respectively. For
a direct-conversion receiver, after proper calibration and tuning it is possible
to obtain a magnitude imbalance < 0.5 dB and a phase imbalance < 5 degree.
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A lower imbalance can also be achieved by using compensation in the
digital domain.

To obtain a better synchronization of the gain controls in the I and Q
channels and thus to be able to minimize the imbalance caused by the gain
control, stepped gain controls in the analog BB block of the direct-
conversion receiver are preferred. This is due to that the stepped gain control
can offer much better gain accuracy than the continuous gain control. The
control step size is usually a few dB, — for instance, 3, 6, or 9 dB — and in
general the gain step is even over the gain control range. However, the
stepped gain control may possibly cause a DC offset surge under certain
gain step combinations, to achieve a gain increment.

3.2.2.4, 1L.O Leakage Emission

Each wireless mobile system has emission restrictions based FCC
regulations. In the direct-conversion receiver, the LO frequency is equal to
the reception carrier frequency, and this emission is in the receiver band.
The allowable emission level within the receiver band for wireless mobile
stations is in the range of —60 to —80 dBm. The LO level input to the
quadrature down-converter is around —5 to 0 dBm. To make the LO
emission level at the antenna port of the mobile stations less than —~80dBm,
the reverse isolation from the down-converter LO port through LNA
backward to the antenna port as shown in Fig. 3.15 is better to be greater
than 85 dB.

RF Down-
Antenna Preselector LNA SAW converter
Port
1w i~y
- — ¥ >
LO
Emission

Figure 3.15. LO leakage path

Based on modern RF IC technology it is not difficult to obtain the
isolation between the LO port and the RF port of UHF differential down-
converters greater than 65 dB. An UHF LNA, even a single-ended LNA, at
all gain modes easily achieves its reverse isolation greater than 20 dB. Thus,
the conductive reverse isolation is usually high enough to reduce the LO
leakage level to below —80 dBm. In addition, the insertion loss of the RF
SAW and the preselector can further enhance the reverse isolation.
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However, the real issue of the LO leakage emission is due to the finite semi-
conductor substrate isolation. The direct-conversion receiver is integrated on
a very small semiconductor chip. The isolation of the semiconductor
substrate depends on the technology used for the IC implementation and the
circuit configuration. In general, the substrate isolation from the down-
converter LO port to the LNA input port is around only 60 dB to 70 dB at
2.0 GHz if a single-ended LNA is used. An effective approach to resolving
this issue is either using differential LNA or physically separating the LNA
block from the rest of the direct conversion receiver — i.e., using a stand
along LNA block IC.

3.2.2.5. Flicker Noise

Flicker noise is also referred to as 1/f noise since it is inversely
proportional to the frequency f. The flicker noise gets higher when the
frequency goes lower. For a direct-conversion receiver, the gain for the
desired signal before it is converted to a BB signal is only around 25 dB.
Flicker noise contributed by the converter, BB amplifiers, and BB filter of
the direct-conversion receiver may have a visibly deteriorative effect on the
desired signal.

For typical submicron MOS technologies, minimum-channel
MOSFETs with a width of a few hundred microns and bias current of a few
hundred microamperes exhibit a flicker noise comer frequency in the
vicinity of 1 MHz [9]. The relative increase in the noise power due to the
flicker noise within frequency band (f;, f2) can be approximately expressed

as
PNﬂck 10° ln(fz /1 )J
AN , . =10log| — [=10log| —————= =12 |, 324
flek og[ P, ] og( A ( )

thnl

For example, assuming that f; = 10 Hz, the relative noise increase AN ,,, for

f> = 25 kHz and 200 kHz are 24.96 dB and 16.95 dB, respectively. It is
apparent that the desired signal with narrower bandwidth will be
deteriorated more. The CMOS technology is not suitable for the direct-
conversion receiver requesting high sensitivity especially to narrow-band
receivers.

The flicker noise is much lower for the integrated circuits in terms
of SiGe and BiCOMS technologies. The direct-conversion architecture
based on these semiconductor technologies makes it possible to achieve high
receiver sensitivity. The flicker noise may not be a main issue if the direct-
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conversion receiver is developed by means of SiGe or BiCMOS technology
or if the systems, such as IEEE 802.11a and 802.11g, are of wide-band.

3.2.3. Design Consideration of a Direct-Conversion Transceiver

In this section, some design considerations particularly for the
direct-conversion transceiver are discussed. For a direct-conversion
transceiver, a frequency plan as always used in the superheterodyne
transceivers is not needed since the IF of the direct-conversion transceiver is
zero Hz well defined. This can save a lot of engineering time on frequency
planning, which is very time consuming. In addition, the direct-conversion
has no image and IF/2 issues. However, to make the direct-conversion
transceiver practically working, it is necessary to overcome all the technical
challenges described in Section 3.2.2. In the following discussion, it is
assumed that DC offset issue in the direct-conversion receiver is resolved by
utilizing AC coupling and/or high-pass filters with proper a corner
frequency.

3.2.3.1. DC Notch to Performance Influence

Using AC coupling or HPF to notch out the DC offset actually also
cuts off the signal energy around the DC. This means the signal-to-noise
ratio is reduced, and thus it will affect the receiver sensitivity. Actually, the
waveform, the modulation, and therefore the power spectrum density of the
desired signal used in a system determine the DC notch influence on the
receiver performance. If a signal has a power spectrum density evenly
distributed over its bandwidth, the energy loss of the signal due to the DC
notch with a corner frequency 0.1% of the signal bandwidth is less than 0.01
dB. The AC coupling or the HP filtering introduces group delay distortion
near the DC, and the group delay will also degrade the receiver sensitivity.
In reality, the performance degradation is due not only to the signal energy
loss caused by the DC notch but also to other reasons, including the group
delay distortion.

For a CDMA mobile station receiver, the receiver sensitivity
degradation resulting from an AC coupling/ HP filtering is less than 0.15 dB
as shown in Fig. 3.16, which presents simulation results from a data rate of
9.6 kbps and a HPF corner frequency of 1.5 kHz. However, the high-pass
frequency corner must be pushed down to less than 500 Hz for a CDMA
mobile direct-conversion receiver to obtain good fading performance and to
have less loss on detection performance of high-order modulation, such as
16 QAM, signals. There are at least two benefits that can be gained from the



156 Chapter 3

DC notch although it causes approximate 0.12 dB sensitivity degradation.
First, if the DC is not notched, the DC offset will desensitize the receiver
even if it is small. From a relevant system simulation we know that a 0.5
LSB DC offset at the 4 bit ADC output of the CDMA receiver will cause 0.2
dB degradation of the receiver sensitivity. Removing the DC and then the
DC offset can minimize this performance impairment. Second, when
notching out the DC, the flicker noise near the DC is suppressed as well.
Suppressing the flicker noise near the DC may improve the noise figure and
the sensitivity of the receiver.

1

10 ] . ] |
------ Match filter g
| === BB filter+DC coupling |]
..| — BB filter+HP coupling |
g
z 10°
t
10'1 i I H L i {

2 205 21 215 22 225 23 235 24 245 25
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Figure 3.16. FER versus E/E, of DC and AC coupling CDMA receivers

In the GSM direct conversion receiver, it will have an ignored
impact on the receiver performance if the corner frequency of the DC notch
is less than 100 Hz. The time constant of the HPF is quite large, and it will
not be suitable for a TDMA system, like the GSM, to employ such a narrow
notch since its transient will take a significant portion of the signal burst
duration. The most popular approach to resolving this problem is to utilize
the idle slot preceding the burst slot for precharging the capacitors in the
HPF with a small time constant and then to switch the corner frequency of
the HPF back to its original value after the charging.

An AMPS receiver in mobile stations has only a bandwidth
approximate 25 kHz. Simulations on the AMPS receiver show that the
SINAD reduction is negligible when using an AC coupling with a corner
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frequency 300 Hz or less to replace the DC coupling between the RF analog
BB output port and the ADC input port. The simulation results of the
SINAD versus the AC coupling capacitance of the AMPS receiver are
presented in Table 3.3. The DC coupling is equivalent to having an infinite
coupling capacitance. From the table we can see that the SINAD at the
AMPS receiver sensitivity level has a negligible difference from that of the
DC coupling when a 20 nF capacitor is used, and it is equivalent to the DC
notch having a 300 Hz cormner frequency. The SINAD reduces with the DC
offset increasing in the DC coupling case, but the DC offset has no influence
to the SINAD in the AC coupling cases as expected. Based on simulations,
the SINAD of AC coupling AMPS receiver is approximately 0.5 dB lower
than that of the DC coupling receiver when the mobile station is running in a
Rayleigh channel with a high speed such as 100 ki/hour.

Table 3.3. SINAD versus AC coupling capacitance value of an AMPS
receiver

I/Q Signal DC Offset (mV)
ADC Input RMS 0 [ 5 T 10 2 [ 40
Impedance Level at
R =500 kQ ADC
Coupling | CNR Input
Capacitor | (dB) (mV) SINAD (dB)

047nF | 33 250 11.06 | 11.06 | 11.06 | 11.06 | 11.06
4.7 nF 3.3 250 12.51 1 12.51 | 12.51 | 12.51 | 12.51
10 nF 3.3 250 12.69 1 12.69 1 12.69 | 12.69 | 12.69
20 nF 33 250 12.74 112,74 1 12.74 | 12.74 | 12.74

e 3.25 250 12.71 1 12.69 | 12.64 | 1242 | 11.62

coupling

In the AMPS direct-conversion receiver using AC coupling/high-
pass design, the LO frequency must be offset from the receiver signal carrier
frequency. The offset frequency between the LO and receiver signal carrier
should be greater than the high-pass corner frequency of the AC coupling
but less than the frequency error tolerance.

3.2.3.2. Evaluation of Second-Order Input Intercept Point (IIP,)

To avoid the problems caused by the second-order distortion, the
direct-conversion receiver usually needs a very high second-order input
intercept point (//P,). The key device, which may dominate the contribution
on the second-order distortion, is the RF quadrature (I/Q) down-converter in
the direct conversion receiver. The low-frequency products of the second-
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order distortion generated by the LNA and/or the RFA in the front-end of
the receiver are easy to block with the RF BPF and the small AC coupling
capacitor, respectively, as shown in Fig. 3.10. After the I/Q down-converter,
all the circuits are BB low-frequency circuits, and they are not capable of
mixing RF interference tones and demodulating AM RF signals. Only the
second-order distortion products created by the quadrature down-converter
need be really considered in the direct conversion receiver with Fig. 3.10 or
a similar radio configuration.

Assuming that the allowed desired signal carrier-to-noise ratio
(CNR) decrease resulted from the second-order distortion products is A dB,
the decreased CNR can be expressed as

P
CNR -A=10log——— (3.2.5)
P, + AP,

where Py is the carrier signal power, Py is the noise and interference power
level within the receiver bandwidth, and APy is the second order distortion
products within the receiver bandwidth. Considering the initial
CNR=1010g(PS/PN), from (3.2.5) we can derive that the A can be

represented by

AP
A =1010g(1+ l

N

J. (3.2.6)

After rearrange (3.2.6), we can obtain the relative noise or interference level

increment R4y from its original
AP 2
Ry =1010g( PNJ:lOIOngO‘O —1} 3.2.7)

N

A few examples of R,y calculated from given CNR degradation A are
presented in Table 3.4.

Table 3.4 Relative noise/interference level change vs. CNR degradation

CNR Degradation, Relative Noise/Interference
A (dB) Increment, Ry (dB)
0.1 -16.3
0.5 -9.14
1.0 -5.87
2.0 -2.33
3.0 -0.02
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In the following, we explain how to determine the IIP, of the I/Q
down-converter from the allowable CNR degradation A. To obtain the
noise/interference level at the down-converter input, we should calculate the
sensitivity of the receiver excluding its front-end block as depicted in Fig.
3.17. Assuming that the overall receiver noise figure is NFy, in dB, and the
noise figure and the gain of the front-end are NFyz and Gy both in dB,

respectively, the noise figure NFyz,+ 55 of the receiver excluding its front-end
can be calculated by means of

Grp+NFp, G+ NF
NF,,,.,, =10log/ 1410 1© —10 10 (3.2.8)
i Down-
Receiver Swur+np | converter BBA LPF BBA
NFr« ot 3
25 Front-End | MMen : » % A>|>—> ADC
NFrg, Grr

____________________________________________________________________________

Figure 3.17. Slmphﬁed direct conversion receiver configuration

From this noise figure NFrz and Gz we can calculate the input
noise level at the down-converter input N,, by using the following

xr _input

formula

NFpp+Gpp NFytovBB -174+10log BW .
Ny ipus =10l0gd{ 107 10 +[10 10 —1J 10 1 ,(3.2.9)

where BWy, is receiver bandwidth.
The maximum allowed second order distortion product level
IMD, . generated by the down-converter can be determined by the

Notor input and the allowed CNR degradation A as follows:
IMD2_max = NMxr_input + RAN . (3210)

Based on IMD, _max @nd the level L iy, of two interference tones with a

frequency spacing within the receiver channel bandwidth at the input of the I
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or the Q down-converter, we can calculate the minimum requirement of the
down-converter /IP; as (see Appendix 3A)

1P, e =21 ~IMD; ., (3.2.11)

Mxr _input
where

Ier_inpur = Ireceived + GFE . (3212)

In (3.2.13), Leceiveq Tepresents the interference tone level at the antenna port
of the receiver. In fact, the formulas (3.2.6) to (3.2.11) can also be used for
the overall receiver IIP, calculation. In this case, we have NFrz and Gpz
equal to zero.

Let us look at a calculation example based on a direct-conversion
receiver for the CDMA mobile station, which is capable of handling the
attack of two —30 dBm tones with frequencies in the receiver frequency
band and their frequency spacing within the receiver channel bandwidth. In
this case, we have BWx, = 1.23x10° Hz. Assuming that the CDMA receiver
has NFy, =8 dB, NFyr; = 6.3 dB and G = 8 dB, from (3.2.8) we obtain

NF .55 =1010g(1 +39.81-26.92)=11.43 dB,

and utilizing (3.2.9) we further calculate the noise at the input of the down-
converter to be

6.348 M} -174+60.9
Ny e =1010g3[ 1010 {10 10 —1} 10 1° (=-97.0 dBm.

(3.2.13)

Assuming that the allowed CNR degradation due to the second-order
distortion products of the down-converter under the attack of two —30dBm
tones in receiver frequency band is 3 dB, from (3.2.10) and (3.2.7) we obtain
the maximum permissible second-order distortion product level to be

IMD =-97.0-0.02=-97.02 dBm.

2 _max

The required IIP, for the quadrature down-converter is calculated from
(3.2.11) and (3.2.12) to be

IIP, 4, =-2%(30-8)+97.02=53 dBm.
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Therefore, we need the quadrature down-converter to have an IIP, equal to
53 dBm or greater. The minimum //P; is 45 dBm or greater if it is measured
at the antenna port.

A more general formula to determine the down-converter IIP, is
presented in (3.2.14),

Notor _inpw+ Ran Totock=ISLpr_10=BG g
— 10 10
1P, ey =210 —1010g] 10 210
(3.2.14)
2 Npuse,k +10log BWg, N.\'PHJ\' Totock
->110 10 +10 10 {10 10 |,
k=1

where o0 1s the block interferer at the mixer input, ISLgr ;0 is the isolation
between the RF and LO ports of the quadrature down-converter, AGyy;, is the
mixing gain difference between the normal mixing and the self-mixing of
the interference tones and their leakages at the LO Port of the quadrature
down-converter, and Nypasex and Ny, (kK =1 or 2) are the LO phase noise
and spurious near these two interference tones. Strictly speaking, the
calculation of the LO phase noise and spurious contributions in the square
brackets of (3.2.14) should also consider the influence of the mixing gain
difference from the normal mixing gain as done in the second term in the
square brackets of (3.2.14). In practical calculations, these mixing gain
differences are not considered since they are usually small and do not have
much impact on the results.

From (3.2.14) we can estimate the needed ISLgr ;o that will not
significantly raise the requirement of the down-converter /[/P, — say, the
increment equal to Ayp; or less. Assuming that the noise and spurious terms
on the right side of (3.2.14) are small and can be ignored, the required
minimum ISLgr 10 can be expressed as

—AIIPZ

[SLRF_LO =1 ypoek _NMr_input = Ry _AGMix "3“[1"10 10 j (3.2.15)

Substituting Ny, s + Ray =—97dBm and Jpor = -22 dBm used in

previous IIP, calculation into (3.2.15), and further assuming the allowed

1IP; increment App; =0.5 dB and AG,g; = 0 (the worst case), we obtain the
ISLgr 1o from (3.2.15) to be
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-0.5

ISLpr 10 =+22-97-3 ——(1 —1071287.6 dBm.

In addition to the two-tone interference, we should also consider the
transmission leakage issue in the CDMA receiver. The CDMA transmission
is AM modulated and the level T, in dBm at antenna port is approximate 25
dBm. The transmission will sneak into the receiver through the duplexer and
other leaking paths. The duplexer suppression R; pp, to the transmission is
around 48 dB. The transmission leakage power into the receiver, Ir, is equal
to

I =T, = R; pys (3.2.16)
=-23 dBm.

There is usually an RF BPF in the receiver front-end (see Fig. 3.10) to
further reject the transmission leakage power down, R; ppr = 20 dB, or more.
The transmission leakage power at the input of the I/Q down-converter,
I

Tx @ Mxr _input > 1S

Inamer impuw =T + Opp — R ppp

(3.2.17)
=-23+8-20=-35 dBm.

The second-order nonlinearity of the I/Q down-converter will

convert the AM transmission leakage 77, e into 2 DC component

and low frequency interference products. These second-order distortion
products will also deteriorate the CNR of the CDMA signal. The
transmission leakage always exists while the CDMA receiver is running. To
minimize the influence of these second-order distortion products to the
receiver performance, the allowed CNR degradation in this case is defined as
0.1 dB. From (3.2.13) and Table 3.4, we can calculate the allowed second-
order distortion product level, IMD, .., at the input of the down-

converter

IMD, yjpeq =97 ~163=-113.3 dBm.

Based on IMD, .upeq@0d I oune i » W€ determine the required

minimum /7P, of the I and Q each down-converter to be
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]]P2 Mxr T 21Tx @Mxr _input IMDZ _allowed

3.2.18
=2(~35)+113.3=43.3 dBm. ( )
The required /IP, of the I and Q each down-converter resulting from the
transmission leakage is 10 dB lower than that determined by two external
interference tones.

In fact, the second-order distortion products of the AM transmission
leakage are not all in the desired signal bandwidth as analyzed in Appendix
3B. The power ratio of the effective interference portion of the second-order
distortion to the overall IMD; r, consisting of the DC and low-frequency
products is depends on the magnitude PDF of the AM transmission
waveform. The typical magnitude PDF of CDMA mobile station
transmission waveform (IS-98C voice data) is presented in Fig.3.18. Using
(3B.4), (3B.5), and the PDF data given in Fig. 3.18, we obtain

IMD, ,c=1.06 dB
IMD, ,; =-5.59 dB,

and from (3B.6) the normalized IMD, 1, is calculated as
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Figure 3.18. PDF of a CDMA mobile station transmission waveform
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IMD, , =10log(0.28 +1.28)=1.93 dB.

Therefore, the power ratio PRy, | /up, , for the CDMA mobile station

transmission is

PRIMDZM,(F/IMDZ‘“ :]MDZ_LF _IMDZ_Tx
=-559-193=-752 dB.

Thus, the low-frequency product of the second order occupies
approximately 24% of the overall IMD, ,, power.

As described in Appendix 3B, only a portion of the second order
distortion low-frequency product spectrum is within the desired signal BB
bandwidth. The effective interference portion of the second-order distortion,

IMD; opecr, 1s approximately half of the IMDZ_ . power. The power ratio of
the effective interference portion to IMD, , , PR IMD, o/ IMD, 7, » 1S TIOW

equal to

PRy, i, , ==7-52-3=-10.52 dB.

This means that /MD is allowed to increase 10.52 dB, or

2 _max_ allowed

IMD; jpeq =—1133+10.52=-10278 dB.

The minimum /IP, requirement of the down-converter to cope with
AM of the transmission leakage is obtained by substituting this new
IMD;  pyowea Value into (3.2.18)

IIP, ,, =2(~35)+102.78=32.78 dBm.

However, the IIP, of the I and Q down-converter is actually determined by
the two-tone interference requirement instead of the transmission leakage.

The former requests /B, =53dBm, which is much higher that derived

from the transmission leakage.
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3.2.3.3. Transmission Leakage Self-Mixing and Isolation Requirements

The transmission leakage self-mixing is another source of degrading
CNR. The transmission leakage through the duplexer via LNA and RF BPF
to the RF input of the down-converter (i.e., through Path 1 as defined in Fig.
3.13), and the leakage from the output of the PA to the LO input of the
down-converter (i.e., through Path 2 defined in the same figure mix in the
I/Q down-converter and generate a DC offset and a low frequency
interference product very similar to the products resulted from the second-
order distortion of the down-converter). The self-mixing interference
product Ig, in dB can be estimated as follows

[SM :ITx_pathl +ITv_parh2 —LO+AGMxr’ (3219)

where Ir, .4 and Ip, .4, 10 dBm are the transmission leakages through

Pathl 1 and Path 2 to the down-converter, respectively, LO is local oscillator
driving power in dBm, AG,,,, in dB is the conversion gain change from the
normal down-converter mixing to the transmission leakage self-mixing.

The isolation between the output of the PA to the LO input of the
I/Q down-converter, ISLp4 ouszo i, 15 defined as

]SLPA_om/Lo_in = TXPAAout - ]Tx_pathz > (3.2.20)

where 7Xpy o 1S the transmission power at the output of the PA, and
Iry pema 18 the transmission leakage level at the LO input of the VQ down-

converter. If the allowed Iy pam2 18 allocated, the ISLp4 ouro in 1s the

minimum isolation requirement from the PA output leaking through the
circuit board and/or common bias circuitry to the LO input of the down-
converter.

We continue the CDMA direct-conversion transceiver analysis and
calculation. Assuming that the allowed /g, is the same as IMD

2 _max_ allowed =
—106.3 dBm, the transmission leakage through Path 1 to the RF port of the
I/Q down-converter Iy, .4 is —35 dBm, and the LO level is -3 dBm, we

can obtain the allowed transmission leakage level through Path 2 from
(3.2.18) to be

Iy papy =—102.78435-3-AG,,, =-70.78 - AG,,, dBm.
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Further assuming that the transmission power at the output of the
PA, TXp4 ou, 1s 28 dBm, the minimum isolation between the PA output and
the LO input of the down-converter ISLp4 ou0 i Shall be

ISLpy ourro i =28+70.78+ AG,,, =98.8 + AG,,, dB.

In reality, 98.8 dB isolation between the PA output and the LO input of the
down-converter is difficult to implement since the conversion gain
difference AG,,,, between the normal mixing and transmission leakage self-
mixing is only a few dB less.

A feasible approach to resolving this issue is utilizing an UHF
synthesizer running at the multiple of the receiver carrier frequency, and
using frequency divider to achieve the right LO frequency. Another is
runningthe synthesizer running at subharmonic frequency of the receiver
carrier frequency and using multiplier to obtain the right LO frequency. In
these cases, the transmission leakage from the PA is also divided or
multiplied before reaching the LO input of the down-converter. This means
that the frequency of the transmission leakage product has been greatly
shifted when it appears at the LO input. In this case, it is equivalent to
making the conversion gain change AG,,,, in (3.2.18) becoming very lower

— say, —60 dB or lower. Thus the isolation requirement reduces to

ISLpy g0 m =98.8-60=38.8 dB.

This level of isolation is easy to be implemented from the circuit board
design or the decoupling of the common bias circuitry.

Another transmission leakage self-mixing is the mixing between the
leakage through Pathl to the RF port of the down-converter 7, ,,,, and

part of I, . leaking to the LO port of the down-converter due to the

finite isolation between the RF and the LO ports of the converter ISLz 1 o.
Based on the allowed maximum self-mixing product level, Joy ma, We can
determine the minimum isolation requirement between the RF and the LO
ports of the I/Q down-converter ISLgr ;0 as follows

ISLRF_LO =1Tx7parhl —ISM_Max _AGMix . (3.2.21)

Using the same CDMA receiver example, we have I, .= =35

dBm, and Ig yay = IMD; pjigwea = —102.78 dBm. In the worst case, 4Gy 18

0 dB. From (3.2.21), we thus obtain the required minimum isolation:
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ISLyy 0 ==35+102.78=68.8 dB.

To minimize the impact on the effective /IP, of the quadrature
down-converter, which can be calculated by using (3.2.15), the required
ISLir 1o needs to be 87.6 dB. This isolation requirement is much higher
than that resulting from the transmission leakage self-mixing.

3.2.3.4. Receiver RF Chain Reverse Isolation

The LO frequency of the direct-conversion receiver is exactly same
as the carrier of the received desired signal. The LO leakage through the I/Q
down-converter via RF BPF, LNA, and duplexer to the antenna becomes an
receiver in-band emission. The allowed maximum LO emission level of
mobile station receivers operating in different wireless communication
systems are listed in Table 3.5.

Table 3.5. Allowed maximum emissions in receiver band of different system
receivers ‘

Systems Maximum Emission in Receiver Band
AMPS -81 dBm
CDMA -76 dBm
GSM (900) -79 dBm
GSM (1800) -71 dBm
TDMA -80 dBm
WCDMA -60 dBm

To control the LO emission level at the antenna port, we need the
I/Q down-converter to have a high isolation between the LO port and the RF
port, and the LNA to possess a high reverse isolation. We refer to the
isolation form the LO input port of the I/Q down-converter via the LNA to
the antenna port as the reverse isolation. The UHF LNA reverse isolation is
around 20 to 25 dB. The total insertion loss of the duplexer and the RF BPF,
Lgirers, 1s approximate 5 dB. Based on Table 3.5, we estimate the isolation
between the RF port and the LO port shall be 55 to 60 dB system dependent.
Using the CDMA receiver as an example, the allowed maximum emission is
—76 dBm, and considering 4 dB margin we employ —80 dBm emission in
our calculation. Assuming that the LO level may be as high as 0 dBm and
the LNA reverse isolation ISL;y, is 20dB, we estimate the minimum
isolation between the RF port and the LO port ISL;o gr to be
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]SLLOﬁRF =LO - ]SLLNA - Lﬁlrers - Iemission (3 o) 22)
=0-20-5+80=55 dB.

If at low gain mode the LNA is bypassed, in this case the LNA has no or
only a few dB reverse isolation, and the ISL;p zr must be greater than 75
dB.

In general, the ISL.o g is equal to ISLgr 1. Thus the isolation value
between the RF and LO ports of the I/Q down-converter should be designed
to achieve the highest one among the results from the calculations of the LO
leakage emission level, the transmission leakage self-mixing, and the
allowed IIP; increment. In our case, the ISLgr ;0 = 87.6 dB or higher
resulted from /IP2 increment restriction should be used.

When the direct-conversion receiver is implemented on a silicon
chip of highly integrated circuits, the substrate isolation may dominate the
LO emission level instead of the conductive emission. In this case, the
circuit configuration will significantly affect the LO emission level at the
antenna port. The LO leakage level at the input of the LNA through the
substrate may reduce more than 20 dB if a differential LNA is used instead
of a single end LNA, and a differential I/Q down-converter is employed in
both cases.

3.2.3.5. AGC System for Direct-Conversion Receiver

The AGC system in the direct-conversion receiver is different from
the AGC in the superheterodyne receiver mainly in two aspects. First, in the
direct conversion receiver, To minimize the mismatch between the I and the
Q channels, step gain controls are used in the BB block of both channels. On
the other hand, the gain control in the superheterodyne receiver is almost
continuous, and most of gain control takes place in the IF block. Second, the
channel filtering in the direct-conversion receiver mainly relies on the BB
LPF in the I and Q channels with no passive filter assistance. The BB LPF
has a finite rejection (around 65 dB) to interferers in receiver band. The
residual interferer level after the BB LPF filtering is still comparable with or
even higher than the desired signal level at the input of the ADC. Thus the
output of the ADC cannot be directly used for the RSSI to estimate in-
channel-bandwidth signal power since it includes a significant portion of the
residual interferer power. Further digital filtering is necessary to suppress
the residual interferer down to negligible level and to assure the RSSI
providing accurate power estimation. However, in the superheterodyne
receiver, a high selective IF SAW filter is usually employed as the first
channel filter, and then the BB LPF in the I and Q channels further performs
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channel filtering. In this case, the total rejection to the in-receiver-band
interferers is easily over 85 dB, and at the input of the ADC, therefore, the

residual interferer level comparing with the desired signal is negligible
small.
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Figure 3.19. Simplified direct conversion CDMA receiver AGC system

The direct conversion receiver AGC system may contain two AGC
loops. A simplified block diagram of a CDMA direct-conversion receiver
AGC system is presented in Fig. 3.19. The AGC loop similarly used in the
superheterodyne receiver is referred to as analog AGC loop, which operates
based the total received power possibly including residual interferer power.
The VGA_; (i =0, 1, and 2) gain and the LNA gain in the analog AGC loop
are sequentially adjusted with received signal and residual interferer power
to maintain the input level to the ADC being a constant. The second loop is
called a digital AGC loop, which is completely in the digital domain, and its
function is to measure and track the in-channel-bandwidth power only. The
digital VGA gain is adjusted with the in-channel-bandwidth signal resulted
from further filtered received signal to keep the output of the digital VGA
being a constant. It is easy to prove the received in-channel-bandwidth
power is inversely proportional to the multiplication of the two control
voltages, V., and V.4 Since the overall analog gain g, in natural scale is
uniquely determined by the control voltage V., and the digital gain, g, in
natural scale is proportional to the control ‘voltage’ V., respectively. The
outputs from the analog VGA , and the digital VGA should be constants due
to the AGC loop function. Thus we have the following equations:
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g,(P, + P, )=Constant 1 (3.2.23)
and

g.(g, P,)=Constant _2, (3.2.24)

where P, and P; are the in-channel-bandwidth signal power and the residual
interference power both in mW. From (3.2.24), we obtain

Constant _ 2 K
d = oC .
g4 8a Vm ’ Vcd

(3.2.25)

Therefore, the RSSI can be derived from the product of V., and V4 as
presented in (3.2.25). We should notice that the output of the analog VGA ,
or the input of the ADC in the direct-conversion receiver is not really a
constant, and it fluctuates within + (4G,,/2) around the constant value
where 4Gy, is the gain step size.

The advantages of this AGC approach is that the ADC dynamic
range can be efficiently used when there is no interference accompanying
with the desired signal, and thus the existing ADC can be used without
modification. It is apparent that this AGC system is more complicated than
that used in the superheterodyne receiver.

3.2.3.6. Direct-Conversion Transmitter

A typical configuration of the direct-conversion transmitter can be
found in Fig. 3.10. Usually, the direct-conversion transmitter may not have
so much saving in cost as the direct-conversion receiver since the
superheterodyne transmitter does not need an IF SAW filter to clean up
unwanted spurious. The direct-conversion transmitter may need a simple
frequency plan to avoid spurious locating in the bands where the GPS,
bluetooth, and other devices incorporate with the wireless mobile transceiver
if a LO generator is used in the direct-conversion transmitter design.

In a full-duplex direct-conversion transceiver, it become possible
that the UHF VCO for the transmitter is able to be integrated on the same
chip with the other transmitter circuits. This is because separate VCOs are
used in the receiver and the transmitter of the full-duplex direct conversion
transceiver and because the specification requirements for the transmitter
VCO are much lower than those of the receiver VCO. To avoid the LO
pulling issue by loading variation, the VCO running frequency shall be
different from the transmitter operating frequency. The VCO may operate at
a frequency twice of the transmitter carrier frequency, and the LO frequency
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is then obtained in terms of a by 2 frequency divider as used in the direct-
conversion receiver. This approach potentially has the VCO reverse
modulation problem — i.e., the second-order harmonic of the modulated
transmitter signal, which is mainly generated by the PA due to its
considerable nonlinearity, feedbacks to the VCO running at twice of the
transmission frequency and modulates the VCO. The reverse modulation
may degrade the modulation accuracy or the waveform quality of the
transmission signal if the reverse modulation of the VCO is severe enough.
A better solution to local oscillator (LO) frequency generation is to employ a
referred to as LO generator that possesses a VCO running at a frequency
offset from the LO frequency.

One of the LO generator configuration including the synthesizer is
presented in Fig. 3.20. The relationship between the LO frequency f;o and
the VCO frequency fyco is given in (3.2.26):

m=+1l
fLo = TfVco s (3.2.26)

where m is a dividing integer number of the frequency divider. When using
an integer N synthesizer, the integer m can only be chosen from those that
meet the equation (3.2.27):

I+

m=*l

Lk My space (3.2.27)

= |

m

In (3.2.27), f; is the reference clock frequency, R is a dividing integer
number of the reference clock divider, & is an integer number, and

Mfen space 18 channel spacing frequency, and it is 30 kHz and 50 kHz for

cellular and PCS band mobile systems, respectively. m =4, 6or 8, and k=1,
2, or 4 are popularly used in the mobile station transmitter design.

Single
side band
vVCO converter Buffer
fvco
LPF —>@ >
A fLO fLO
fvco /m

J/R

——> PD |« =n » 1M

Figure 3.20. A configuration of the 1.O generator



172 Chapter 3

Most gain controls are in the RF block of the transmitter. The gain is
almost continuously controlled as in the superheterodyne transmitter. It is
also possible to control the BB gain in the I and Q channels if the step gain
adjustment is used. To reduce current consumption, the bias of each stage in
the transmitter chain is usually dynamically controlled, incorporating the
transmitter AGC. The level of the BB I and Q signals delivered by the DACs
of the digital base-band can be linearly adjusted by controlling the reference
voltage V. or reference current /.., of the DACs. Thus the AGC range of the
transmitter is extended. On the other hand, the BB signal level adjustment
based on the transmission power can further reduce the overall current
consumption of the transmitter.

To suppress the LLO leakage emission in a single chip direct
conversion transmitter, differential circuits may need for all the stages from
the LPF, /Q modulator, up to PA driver output. Usually the transmitter IC at
present excludes the PA.

3.3. Low IF Architecture

The IF in the low IF radio architecture is system dependent, and it
can be as low as, e.g., half of two times the bandwidth of the desired signal.
The main advantage of the low IF architecture over the direct conversion
one is that this architecture has no DC offset problem because the desired
signal is off the DC by the IF. Properly choosing the low IF can remove the
low-frequency interference product that resulted from the down-converter
second-order nonlinearity demodulating AM interferer out of the desired
signal bandwidth. In addition, the low IF architecture is also able to
significantly reduce the near DC flicker noise impact on the receiver
performance. This architecture, thus, is quite attractive for the highly
integrated transceivers based on the CMOS technology since the flicker
noise in the CMOS circuits is much higher than that in the GaAs, BiCMOS,
and SiGe circuits. The main drawback of this architecture is the image-
rejection problem because the IF is so low that the image band interference
is close to the desired signal and it is difficult to separate the image from the
desired signal by using any passive UHF BPF without degrading the
receiver sensitivity.

3.3.1. Configuration of Low IF Radio

The low IF architecture is used mainly in the receiver. In the
transmitter, this architecture may not have apparent advantages over either
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the superheterodyne or the direct conversion architecture. A possible block
diagram of the low IF architecture receiver [13], [14] is presented in Fig.
3.21, where we can also find the block diagram of a superheterodyne
transmitter with an offset phase locked loop (OPLL) performing the RF up-
converter and the final transmission RF filtering both functions, which is
often used in the GSM mobile stations. Using the GSM transceiver as the
low IF architecture example is due to this architecture more suitable to the
half-duplex system than to the full-duplex system if a very high image
rejection is needed.

3.3.1.1. Low IF Architecture Receiver

The low IF receiver presented in Fig. 3.21 utilizes a digital dual
guadrature converter to achieve a high image rejection. This configuration
is definitely not unique for the low IF receiver. The same function can be
achieved by using polyphase band-pass filters and a conventional down-
converter as described in [15] and [16].

In the block diagram of Fig. 3.21, the antenna is connected to either
the receiver or the transmitter through a transmitter/receiver (Tx/Rx) switch.
It is quite often used in a half-duplex transceiver since the receiver and the
transmitter operate at different time slots, but they usually share an antenna.

The receiver has two operation modes — i.e., normal receiving and
calibration modes. In the normal receiving mode, the mode switch connects
the preselector and ILNA to the quadrature (I/Q) down-converter, and the
calibration switch is in the open state. The preselector in the low IF
architecture receiver is just a receiver band-pass filter, and it does not have
any image-rejection function at all. The LNA usually dominates the overall
noise figure of the receiver as the other architecture receivers. After passing
through the preselector and amplified by the LNA, the received RF desired
signal mixes with UHF quadrature LO signals (assuming the LO frequency
lower than the received signal frequency) in the I/Q down-converter to
generate low IF (100 kHz in GSM) I and Q signals. The low IF I and Q
signals are amplified by low-frequency amplifiers (LFA) and then separated
from high-frequency mixing products by using low-pass filters (LPF). At the
input of the analog-to-digital converters (ADC), the imbalance of the I and
Q signals is around 0.5 to 0.75 dB in amplitude and 3° to 5° in phase,
respectively. This T and Q imbalance will cause -22 to -25 dB image
crosstalk in the desired signal band. To avoid the DC offset propagation, AC
coupling or high pass design can be used in between the down-converter
output and the input of the ADC.
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The low-frequency analog I and Q signals are finally converted to
digital signals by the ADCs. After the ADCs, all signal processes are in the
digital domain. The digital T and Q signals, I’ and Q’, carry the same
imbalance errors as that contained in the low-frequency analog 1 and Q
signals. The imbalance errors of the I' and Q’ signals are properly
compensated before they are further down-converted into digital BB I and Q
signals. In the low IF receiver configuration of Fig. 3.21, the compensation
is executed only on the Q’ signal. The compensated Q’ has a form of Qc =
aQ’ + BI’, where oo = 1 and B = 0 while the I and Q channel signals are
perfectly balanced. On the other hand, the I’ signal has no change — i.e., Ic
= I’ propagating to the following stage. The Ic and Qc signals then mix with
digital LO I and Q signals, respectively, in the digital dual quadrature down-
converter, and four digital base-band signals (II, IQ, QI, and QQ) are
generated. The final I channel output of the digital dual quadrature converter
Id is the subtraction of the II and QQ signals — i.e., II ~ QQ, and the Q
channel output Qd is the summation of the IQ and QI signals — i.e., IQ +
QI. After the error compensation, the imbalance between the digital I and Q
signals can drop to less than 0.4 degree in phase and less than 0.03 dB in
amplitude, and thus the image rejection can achieve 50 dB or even higher
[14].

When the receiver operates in the calibration mode, the mode switch
is turned to connect the calibration signal generated by the transmitter, and
the calibration switch is closed. The calibration signal has the same
frequency as the receiver signal carrier, and it is directly fed to I/'Q down-
converter. The calibration signal is processed in the receiver as the desired
signal except oo and (3 are set to 1 and 0, respectively, and the digital dual
quadrature down-converter provides not only the normal I and Q signals Iy
and Q. but also image I and Q signals Iy, and Qjmg by swapping the adding
and subtracting operation — i.e., Iy = II — QQ, Qcat = 1Q — QI, Iip, = II +
QQ and Qin; =IQ ~ QI. The compensation multipliers o and 8 can be
calculated as follows (see Section 3.3.2.1.):

and
p=tang, (3.3.2)

where A, and ¢ can expressed as



176 Chapter 3

Icallimg - QcalQimg

S==2
I czal + Qc2a1

(3.3.3)

and
2(Ileimg + Qcallimg )

12, + 02,
The idle slots of the half-duplex system can be used for the I and Q
imbalance error compensation. How often the compensation need be carried
out will depend on the system design and circuit performance.

g=tan”

, (3.3.4)

3.3.1.2. Superheterodyne Transmitter with OPLL

The transmitter block diagram in Fig. 3.21 is a typical GSM mobile
station transmitter. In the normal transmission mode, the VHF VCO 1 is
powered up and running at 44.9 MHz, but the VHF VCO 2 and all circuits
related to the receiver calibration signal generation are powered down. The I
and Q BB signals coming from the transmitter DACs modulate the 44.999
MHz quadrature signals in the quadrature modulator to form a GMSK IF
signal. This IF signal in the offset phase locked loop (OPLL) is up-converted
to a GSM RF transmission signal with a carrier within 890 to 915 MHz
band. The OPLL consists of a phase-comparator, an offset mixer, a Tx-
VCO, and a loop filter. The GMSK modulated IF signal inputs to the phase-
comparator as a reference signal. The OPLL has a broad enough bandwidth
to reproduce GMSK modulation at the output of the Tx-VCO with an
acceptably low phase error, but the bandwidth must be narrow enough to
suppress unwanted spurious and noise emissions down to a level, which is
way below the specified requirement. The GMSK modulated RF signal from
the Tx-VCO output is then amplified to about 30 dBm by the buffer and
power amplifiers for final transmission from the antenna.

In the calibration mode, the BB I and Q signals contain no
modulation information. The output of the quadrature modulator is an
unmodulated tone with a frequency 44.9 MHz. This IF tone inputs to the
OPLL to produce a RF tone signal with a frequency in the transmitter band.
In the calibration mode the VHF VCO_2 is also powered up and running at
45.1 MHz. The calibration switch is closed. Thus the RF transmission tone
from the output of the buffer amplifier through the calibration switch up-
converted with the VCO_2 45.1 MHz signal to produce a receiver frequency
tone. The output of the up-converter passes through the receiver band filter
Rx BPF to obtain a clean receiver calibration tone. During the receiver
calibration, the PA is turned off to save on power consumption.
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3.3.2. Approaches to Achieve High Image Rejection

The main issue of the low IF receiver architecture is the image
problem since the IF is too low to separate the image from the desired signal
by means of an RF BPF, which is small enough to be able to be employed in
the mobile stations. The imbalance between I and Q channel signals in the
low IF receiver determines the possible maximum image rejection. To
achieve high image rejection, it is necessary to minimize the imbalance of
the T and Q signals by means of the complex quadrature down-converter or a
combination of the quadrature down-converter and complex band-pass
filters as mentioned in the previous subsection. In this subsection, we
discuss how high image rejection can be achieved in detail.

3.3.2.1. I and Q Signal Imbalance and Image Rejection

The imbalance of the low IF I and Q channel signals causes the
image crosstalk, and it degrades the image rejection. The image rejection /R
in dB and the imbalances of the amplitude and the phase of the I and Q

signals has the following relationship (refer to the derivation in Appendix
3C):

1+2(1+8)cose + (1+6)*
1-2(1+ 8)cose +(1+8)*

IR=101log (3.3.5)

where ¢ is the T and Q phase imbalance from the nominal 90° offset in
degree, o is the I and Q amplitude imbalance, and it is usually represented
in dB by using the formula 10log(1 + o).

A plot of image responses versus the phase imbalance & and the
amplitude imbalance [10log(1 + &)} is presented in Fig. 3.21. In this figure,
each curve represents a certain image-rejection response — i.e., each curve
is characterized by the image rejection. The curves represent the image
rejections from 25 dB to 60 dB in 5 dB steps. For a given amplitude
imbalance, the image rejection is not so sensitive to the phase imbalance in a
certain error angle range, and similarly for a given phase imbalance, the
image rejection is not sensitive to the amplitude imbalance in a certain range
either. For example, for a 0.3 dB amplitude imbalance, the image rejection
keeps at 30 dB while the phase imbalance changes from 0 to 2 degree, and
for a 4 degree phase imbalance, the same image rejection can maintain when
the amplitude imbalance increases from 0 dB to 0.13 dB.
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When a 100 kHz low IF is used in a GSM mobile station, the
adjacent and alternate channel signals, which are 200 kIlz and 400 kHz
away from the desired signal carrier, respectively, may become an image
interference of the desired signal. In the GSM specification [2], it defines the
adjacent channel interference, and alternate channel interference can be at
least 9 dB and 41 dB, respectively, higher than the desired signal. The
adjacent and alternate channel interference specification applies for a desired
signal input level of 20 dB above the reference sensitivity level. The CNR at
the reference sensitivity level of the GSM mobile station is approximately 8
dB. The CNR at the test signal level, thus, is 28 dB. If the allowed CNR
degradation under the adjacent and alternate channel interference impact,
which generates in-channel interference 16.4 dB higher than the desired
signal, is only 3 dB, the required image rejection is at least (16.4+28-3) =
41.4 dB. From Fig. 3.22 we can see that to achieve the 42 dB image
rejection or higher, the amplitude and phase imbalances of the I and Q
channel signals must be less than 0.1 dB and 1.0 degrees, respectively.
However, based on GSM specification, actually a 24.4 dB image rejection is
enough to cop with the adjacent and alternate channel interference (see
Section 3.3.3).

0 Image Response

10

Amplitude Imbalance (dB)

. i
10° 10" 10 10’
Phase Imbalance (Degree)

Figure 3.22. Image responses versus amplitude and phase imbalances
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3.3.2.2. Digital Dual Quadrature Down-Converter Approach

To achieve higher than 40 dB image rejection, the imbalance errors
of the analog I and Q signals must be corrected. One effective approach to
obtain high image rejection is using the digital dual quadrature down-
converter [14]. The low IF receiver described in Fig. 3.22 is the one utilizing
the digital dual quadrature down-converter. To explain how the high image
rejection is able to be achieved, a simplified low IF receiver diagram
consisting of only the analog and the digital quadrature down-converters is
presented in Fig. 3.23.

_________________________

Digital dual
Digital quadrature (1/Q)
down-converter

Quadrature (1/Q)
demodulator/ 1 channel
down-converter  [PF

%—»{>—> ADC

Low IF Block

%-»D—» ADC

Q channel

|,
o

Figure 3.23. High image rejection configuration of using digital dual I/Q
down-converter

The imbalanced low IF I and Q signals, I;x and Qj, can be
expressed as (see Appendix 3C)

Ip= %cos[a),,,t + ()] (3.3.6)

and

O = —_—(~12+—5—)sin[a)mt +o(t) - 8] , (3.3.7)

where § and ¢ are the amplitude and phase imbalances, respectively, as
defined in (3.3.5), and the amplitude of Iz and Oy~ in (3.3.6) and (3.3.7) has
been normalized to unity. In the following derivation, we also use the
normalized amplitude.
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If there is no imbalance compensation executed, —i.e., o = 1 and
= 0 — the I and Q channel imbalance caused by the analog circuits will
propagate to the outputs of the digital dual quadrature down-converter. Since
the imbalance introduced by the digital dual quadrature converter is usually
negligible, the down-concerted into base-band signals at the outputs of the
dual quadrature converter are

i :%cos o) (3.3.%)
0= —%sin o(t) (3.3.9
or =1 “;5 sinfp(t) - €] (3.3.10)
and
QQ=—125 coslp(t) - ¢]. (3.3.11)

From (3.3.8) to (3.3.11), we can obtain the desired I and Q signals, /; and
Qd5

1, =]]—QQE%COSS-COS(DO) (3.3.12)
and

Q, =IQ+QIE%coss-sinqo(t). (3.3.13)

The image I and Q products [;,, and Q,,, can also be obtained from
(3.3.8) to (3.3.11) by switching the adding and subtracting signs in (3.2.12)
and (3.3.13), and they are expressed as

1, =11+00= ~%[5cosg -cos@(t) +sin & - sin (o(t)] (3.3.14)
and

Q,, =10-0I = % [5 cos & -sing(t) —sin¢ - cos go(t)]. (3.3.15)

In the normal receiver operation mode, only the desired I and Q signals are
used, but in the calibration mode the desired and the image I and Q signals
will be measured by switching the adding and subtracting operations of the
dual quadrature down-converter outputs from the original signs to the ones
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in the parentheses as shown in Fig. 3.22. A test tone is applied to the input of
the RF I/Q down-converter while the receiver is running in the calibration
mode. In this case, (3.3.12), (3.3.13), (3.3.14), and (3.3.15) are also held, but
¢(f) may become a constant instead of the time function if a CW test tone is
used.

From the approximate equations (3.3.12) to (3.3.15), the imbalanced
amplitude and phase values 6 and & can be determined as follows. The ratios
of the I, /I; and R;, /R, are expressed, respectively, as

I.
ﬂ:——l—(5+tan£-tango):—l 5—tang-& (3.3.16)
1, 2 2 1,
and
. I
&"—z—l(é'—tane-cot(p)z—l(5+tang-——‘£—} (3.3.17)
0, 2 2 0,

where the following expression resulted from (3.3.12) and (3.3.13) is used

Ia'
——=-cotg. (3.3.18)
Q

d

Solving (3.3.16) and (3.3.17), we obtain the amplitude and phase imbalances
represented by the measured 1, Q,, I, and Q,,, values

5:_2(1d]im _Qinm)

(3.3.19)
I +Q;
and
21,0, + 0,1,
£=tan” (dQ;" +Qu ). (3.3.20)
I3 +0;

(3.3.19) and (3.3.20) are the exactly same as (3.3.3) and (3.3.4),
respectively, if letting I, = 1., and Q; = Q... The above derivation clearly
explains that where (3.3.3) and (3.3.4) are resulted from.

The compensation multipliers o and 3 should be determined by the
imbalances & and ¢ and they can be derived based on the consideration that
the I and Q signals shall be balanced after the imbalance error compensation.
The expressions of the imbalanced low IF I and Q signals have been given
in (3.3.6) and (3.3.7). The compensation is executed only in the Q channel,
and in the I channel we have /- = I;r. The compensated Q channel signal Qc
can be written as
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Oc = —% {acose-(1+ 5)sin[a),Ft + ()]
+ [,B —afl+ 8)sin g]- cos[a),Ft + go(t)]}.

(3.3.21)

In the balanced condition, we must have the following equalities:

a(l+8)cose =1
and
B-a(l+8)sine=0.

From these two qualities, it is easy to obtain the compensation multipliers
for correcting the imbalance errors:

1
S S 3.3.1
“ (1+&)cose @.3.1)
and
p=tane. (33.2)

Although the same approach as [14] is used here, the form of the
formulas presented in this subsection is different from that given in that
reference article. This is because the imbalances used in this section are
defined differently than those in [14].

3.3.2.2. Polyphase Band-Pass Filter Approach

Using polyphase band-pass filter is an alternative approach to
achieve high image rejection. In this case, it may be not necessary to have
dynamic imbalance error correction or adaptive I/Q channel mismatch
cancellation if the image-rejection requirement is not very high. For a
conventional GSM mobile station using a 100 kHz low IF receiver, the
minimum image rejection required is around 30 dB if only the adjacent and
alternate channel signals need be concerned as the image interference
sources. Fig. 3.24 presents the block diagram of a simplified low IF receiver
using an analog polyphase band-pass IF filter.

In this receiver configuration, to obtain high image rejection, the I/Q
imbalances caused by the RF quadrature down-converter and the polyphase
filter must be low enough. The I and Q channel mismatch of the RF
quadrature down-converter will generate an image crosstalk in the desired
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Quadrature (I/Q)
demodulator/
I channel e iatalua )
down-converter ! DLPF !
! i
RS A
a0
|
! I
! |Polyphase] ! DLO_I |
band-pass | ! bsp
IF filter i :
! DLPF |
-
ADC

I

Q channel Lo poe |

Figure 3.24. Block diagram of low IF receiver with polyphase BPF

signal band. This can in principle be explained by using complex signal
expressions. Assuming that a desired signal low IF signal has an angle
frequency wyr = 2nf;r and the image signal has a angle frequency @, = 27f;,
= -27f;r , we express the image signal as

S,y = Aype PO = 4 cos[@ et + 9()] - jd,, sin[w -t + ()], (3.3.22)

where A4, is the amplitude of the image, and (¥) is the angle modulation. If
the RF quadrature down-converter is not perfectly balanced and creates
amplitude and phase imbalances 2A and 2¢, for simplicity we express the
complex image signal with the I and Q imbalances at the output of the
quadrature down-converter as

Ay (L AYcos|wt + 9() + @]~ jd,, (1 = A)sinfw 2 + 9() - 6]
= A, cosg-e 1 L AL cosg e/ IO L g sin g - /10w IO
(3.3.23)

The second and the third terms on the right side of (3.3.23) are the image
crosstalks in the desired frequency band, which resulte from the I and Q
imbalance. It is apparent that the image crosstalks cannot be gotten rid of by
using the polyphase band-pass filter once they are generated by the
preceding RF quadrature down-converter. In this case it is necessary to
restrain the phase imbalance of the RF down-converter 2¢ to less than 1
degree to achieve a rejection greater than 40 dB since the amplitude
imbalance can be usually calibrated out by adjusting the I/Q channel gain.
The 90 degree phase shifter or called as quadrature generator can be
implemented by means of a polyphase filter for a low phase imbalance —
say, less than 0.5 degree.
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An asymmetric polyphase filter possesses a different transfer
function for positive and negative frequency components. This means that it
is capable to amplify the desired signal and to suppress the image signal
[17]. The polyphase filter has two (I and Q;) inputs and two (I, and Q,)
outputs, and therefore, it has four transfer functions from each input to each
output, Hy;, Hyp, Hyy, and Hpg, as shown in Fig. 3.25. In the ideal case, Hy =
Hyp and H,p = Hy,. For a low IF receiver using a LO frequency lower than
that of the desired signal, it will require the polyphase filter with a pass-band
from positive to positive frequencies, with an attenuation from negative to
negative frequencies, and without signal transfer from the positive to
negative frequencies and vice versa. In general, the polyphase band-pass
filter can be synthesized to have only a pass-band either at positive or
negative frequencies. The transfer function of a polyphase band-pass filter
can be obtained from the linear frequency transformation of a corresponding
low-pass filter transfer function Hpp(jw) = Hyp(jw - jayr) [15], [17].
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Figure 3.25. Block diagrams of polyphase filters

The maximum image rejection of an analog polyphase filter is
determined mainly by the component imbalance between the I and Q paths.
To achieve a 55 dB or higher image rejection the imbalance of components
between two paths must be 0.2% or less. The dynamic range of a polyphase
filter is dependent not only on the image rejection but also on the image
interference level to the desired signal level before filtering. In the low IF
GSM receiver, the adjacent and alternate channel signals may turn into in-
band interference of the desired signal, and the interference can be 15 dB
higher than the desired signal. If the receiver requests a higher than 30 dB
image rejection, the polyphase BPF should have a greater than 45 dB
dynamic range. It depends on the dynamic range requirement and
applications so that a 6 to 10 bit ADC may be needed.

The overall image rejection of Fig. 3.24’s low IF receiver is
determined mainly by the imbalance performance of the RF quadrature
down-converter if the image rejection of the polyphase BPF is much higher
than that of the quadrature down-converter. For very high image rejection,
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such as higher than 55 dB, it can be achieved by using digital polyphase
filter and imbalance error compensation in addition to a high dynamic ADC.

3.3.3. Some Design Considerations
3.3.3.1. Comparison of Low IF Receiver Configurations

In the low IF receiver the main technical challenge is the image
interference suppression or rejection since the IF is so low that it is
impossible to filter out the image in the RF stage. The two approaches
described in the previous subsection are the most popular ones to achieve
high image rejection. The first approach using a digital dual down-converter
and dynamic imbalance error correction provides high-quality image
rejection, which can be over 50 dB. The configuration of the first approach
1s much more complicated than the second approach. It needs extra circuits
to generate calibration signal and more processing in the digital domain.
Although the second approach based on the analog polyphase band-pass
filter does not need extra circuits for calibration, the analog active polyphase
filter is usually quite power hungry. The compact configuration of the
second approach provides only middle range image rejection — around 40
dB.

It will depend on applications and the image rejection requirement
to choose the configuration of a low IF receiver. It is apparent that the
configuration of employing the dual quadrature converter with imbalance
error correction is suitable for the system requesting high image rejection. In
fact, the complexity of this approach is mainly in the DSP area and therefore
the corresponding current consumption increase may not be significant. On
the other hand, the imbalance compensation in most applications need not
perform for every signal burst if the temperature or signal strength does not
dramatically change. The GSM mobile station receiver with the low IF
architecture is often seen based on this configuration although the image
rejection for the low IF GSM receiver may need only over 30 dB. However,
the imbalance compensation method described in Section 3.3.2.2 cannot be
applied for the receiver in a full-duplex transceiver. The low IF receiver with
an analog polyphase band-pass does not have such restriction, but its image
rejection performance is not as good as the previous one.

3.3.3.2. Determination of Image Rejection

The low IF is usually in the range of half to two times bandwidth of
the desired signal. In this case, the adjacent or the alternate channel signal
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turns into image interference of the desired signal. Using the GSM mobile
station as an example, the adjacent channel frequency spacing is 200 kHz,
and the alternate channel frequency spacing is 400 KHz. For a 100 kHz IF
recetver, 1t is apparent that the adjacent channel signal is exactly in the
image frequency band of the desired signal. In addition to this, the alternate
channel signal becomes the adjacent channel interference after the frequency
down-conversion from the RF to the IF as depicted in Fig. 3.26. In this
figure, it is assumed that the desired signal carrier frequency is higher than
the LO frequency 100 kHz. The lower frequency adjacent channel
interference is the image interference of the desired signal and its spectrum
will be mirrored and overlap with the desired signal after the frequency
down-converter. After the down-conversion the image spectrum is denoted
by dashed line as shown in Fig. 3.26. In a similar way, the lower frequency
alternate interference becomes the adjacent channel interference as depicted
in the same figure.

IF !
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Image Y Degsired \ .
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Figure 3.26. The adjacent and the alternate channel interference

The minimum image rejection requirement of a low IF receiver IR,
can be roughly estimated as follows:

IR .. =CNR_ . +AS, +Al,,;... —ACNR, (3.3.24)
where CNR,,;, 1s the carrier-to-noise ratio at the receiver sensitivity, AS, is
the assigned relative level of the desired signal above the sensitivity level for
the adjacent and alternate channel interference tests, Alypamq 15 the relative
interference level within the desired signal band, and ACNR is the allowed
CNR degradation. All the variables in (3.3.24) are in dB.

The specification of GSM mobile station defines that the adjacent
channel interference and the alternate channel interference are 9 dB and 41
dB above the desired signal, respectively, as presented in Fig. 3.26. The
desired signal level is defined as AS; = 20 dB higher than the sensitivity
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level for the adjacent channel interference test, and the CNR,,, of a GSM
mobile receiver is around 8 dB. For the same BER as that at the receiver
sensitivity, the CNR can be degraded 20 dB. Thus, using (3.3.24) we obtain
the minimum image rejection to be

IR, =8+20+9-20=17dB.

In fact, the image-rejection requirement of a low IF GSM receiver is
determined not only by this image interference but also by the alternate
channel interference, which is converted to the adjacent channel after the RF
down-conversion. The main reasons are that first, its level is 41 dB higher
than the desired, and second, the real spectra of GSM desired, adjacent, and
alternate signals are not really separated as shown in Fig. 3.26, but they
actually overlap each other. The power spectrum of the adjacent channel
GSM signal has approximate 0.28% or —25.5 dB of the total power to be in
the desired signal band. Now the adjacent channel interference converted
from the lower-frequency alternate channel is 41 dB above the desired
signal, and 0.28% of the overall alternate channel signal power is about 15.5
dB higher than the desired signal. Considering this interference and the
image interference both, the corresponding image-rejection minimum
requirement of the low IF GSM receiver is

IR, =8+20+155-20=23.5dB.

In general, 2 30 dB image rejection for the low IF GSM mobile
receiver will be sufficient to handle the adjacent channel interference and the
alternate channel interference. The 30 dB image rejection is not easy but
also not very difficult to achieve, even if no imbalance error correction is
used. From Fig. 3.22, we know that it requests the amplitude and the phase
imbalances of the I and Q channel signals equal to or less than 0.25 dB and 4
degree, respectively.

3.3.3.3. Low IF Receiver AGC

This is similar to the case of the direct conversion receiver. With the
gain control in the I and Q channels, it is better to use discrete step control
for high accuracy and excellent balance. This is particularly important for
the gain control stages before the BPF of the low IF receiver based on the
polyphase filter since any gain imbalance (also the phase imbalance in the
control range there) will contribute to the restraint on the possible maximum
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image rejection. In the low IF receiver with the imbalance compensation, the
gain control imbalance in the I and Q two channels may not be so critical
since the imbalance can be calibrated and then compensated based on the
stored calibration information.

A digital AGC may be needed as in the direct conversion receiver
when the LPF or the BPF does not have enough suppression to the blocking
and other interferers. More details on the digital AGC can be found in
3.2.35.

3.3.3.4. Transmitter with OPLL

The transmitter given in Fig. 3.21 is a superheterodyne GSM
transmitter by using offset phase locked loop (OPLL) as a tracking bandpass
filter turned to the desired transmission signal. The OPLL used in the GSM
transmitter should have the following characteristics: a sufficient
suppression level of the transmission noise, a small phase error, and a fast
settling. The band-pass characteristic of the OPLL makes it able to replace
the transmission SAW and the duplexer. The fast settling can lower the
current consumption.

The bandwidth of the OPLL must be narrow enough to suppress
noise emission in the receiver band to below —79 dBm, and it must also be
broad enough to reproduce the input at the output of the OPLL with a rms
phase error less than 5 degree. The optimize bandwidth of the OPLL is in
between 0.6 and 2.6 MHz [18].

3.4. Band-pass Sampling Radio Architecture

At present, it is still not practical for mobile stations to use the so-
called software radio architecture, which should ideally have the ADC
placed in the RF front-end near the antenna as possible and operating at an
RF sampling frequency slightly higher than twice the greatest carrier
frequency of interest, and the resulting samples are processed on a
programmable signal processor. For a 1.9 GHz PCS band signal, the
sampling rate of the ADC in the ideal software radio should be greater than
4.0 GHz. The main issue here is that the current technology is not mature
enough to provide a device of processing samples at such a high rate and
with acceptable power consumption for mobile stations. An alternate
solution is to use the band-pass sampling architecture, which possibly
possesses some features of the ideal software radio.
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The band-pass sampling also referred to as harmonic sampling is the
techniques of sampling at rates lower than the highest frequency of interest
to achieve frequency conversion from RF to low IF or base-band through
intentional aliasing and to be able to exactly reconstruct the information
content of the sampled analog signal if it is a band-pass signal [19], [20] and
[21]. The sampling rate requirement is no longer based on the RF carrier, but
rather on the information bandwidth of the signal. Thus the resulting
processing rate can be significantly reduced.

The radio architecture will be much simpler than the other
architectures presented in the previous sections if the band-pass sampling is
directly employed at RF. In this case, the analog RF block contains only
band-pass filters and low-noise amplifiers before a high-performance ADC
carrying out sampling and digitizing. It should be noticed that the ratio of
the RF carrier to the undersampling rate used in the band-pass sampling
architecture for RF transceivers is usually not high. The main reason for this
is due to the noise density of present ADCs operating at RF being high and
increasing with the harmonic order of the sampling rate. On the other hand,
it is apparent that the band-pass sampling can also be applied in the super-
heterodyne receiver to replace the I/Q down-converter and then the BB I and
Q channels are created in digital domain. In this section, the RF band-pass
sampling will be mainly discussed.

3.4.1. Basics of Band-pass Sampling

The sampling theory shows that, to avoid aliasing and to completely
reconstruct the signal, the sampling rate must be at least twice of the highest
frequency component in the signal as described in Section 2.4.1. It is
implicit that the useful information of signal covers the entire band from
zero frequency to cutoff frequency. However, the RF signals used in the
wireless communications are usually narrow-band in nature since the signal
bandwidths are only 0.003 to 0.2% of their carrier frequencies. In these
cases, the minimum uniform sampling rate to avoid aliasing depends on the
signal bandwidth instead of the highest frequency of interest. The minimum
sampling rate for aliasing-free can be as low as twice of the signal
bandwidth if the carrier frequency of the signal is properly chosen.
However, the minimum sampling rate f, . =2-BW (where BW is the

signal bandwidth) just has its theoretical value in the sense that not only any
imperfections in the implementation based on this sampling rate will cause
aliasing, but also the band-pass sampling unlike the BB sampling case may
still have aliasing problem even if the sampling rate is greater than this f; ,,;,.
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Assume that a band-pass analog signal has its lowest frequency of
interest f; and the highest frequency of interest f; or the bandwidth of the
signal equals BW = (fy; - f1). The band-pass analog signal can be exactly
reconstructed after sampling and digitizing if the sampling rate f; meets the
following two inequalities [20]:

m;%)i <f, (3.4.1)
and
fi < ”g s (3.4.2)

where n is an integer given by 1 < n < |_fH /BW| (l_°_| denotes the largest
integer). The sampling rate f; meeting (3.4.1) and (3.4.2) also means the
resulting spectra of the sampled signal have no overlapping or aliasing as
clearly shown in Fig. 3.27.
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Figure 3.27. Spectra of band-pass sampling: (a) RF signal spectrum, (b)
sampling pulse spectrum, and (¢) sampled signal spectrum

From inequalities (3.4.1) and (3.4.2) we can determine the
acceptable uniform sampling rates for aliasing-free to be
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2fu stsz_fL_

n n—-1"

(3.4.3)

The maximum allowable value of n for the band-pass signal with the lowest
and highest frequencies f; and f3; , #yqy, 1S

Su
= —". 344
nmax 1\fH _fLJ ( )

Equation (3.4.3) can be described graphically as shown in Fig. 3.28
when n = 1, 2, ..., 5. Where the normalized sampling frequency
fy/BW versus the normalized highest frequency f,, /BW is plotted as
presented in [19]. The areas inside the wedges are the permissible zones for
sampling without aliasing. The shadowed area represents the sampling rates
that result in aliasing. It is apparent the aliasing-free ranges of the sampling
rate and the highest signal frequency of interest, As and Ag, increase with
normalized sampling rate and the highest signal frequency. The smaller the

fs/ BW

fu/BW

Figure 3.28. Permissible zones for uniform sampling without aliasing
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integer number 7 is, the broader the permissible area for sampling without
aliasing will be. The n is usually low less than 10 when the band-pass
sampling technique is used for converting an RF signal to a low IF or base-
band signal.

In the mobile station applications, it is more practical to consider the
signal bandwidth of interest, BW = (fy - f1), as the stop bandwidth of the
channel filter B and the signal information bandwidth as the pass-band of
the channel filter BWp = BW,, as depicted in Fig. 3.29a. In addition, the
center frequency of the pass-band f. usually represents the carrier frequency
of the desired signal. From Fig. 3.29, the frequency difference between the
edge of the stop-band bandwidth and the sampling harmonic frequency mf;
nearest to the center frequency f;, A, is

A, =mf, = (f. - BW,/2). (3.4.5)
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Sampled signal
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| \7Z| (- ! .
fs O ds de2 AL fs D s s f

Ao

Figure 3.29. RF band-pass response, sampling pulse fundamental and
harmonics, and sampled signal responses

The frequency difference between the sampling harmonic (m+1)f; and
another edge of the stop-band bandwidth, A, is
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A, =(m+ ) f, - (f, + BW,/2). (3.4.6)

It is apparent from Fig. 3.29(c) that for sampling without aliasing —
1.e., no spectrum overlapping into pass-band the A; and A, must meet the
following inequalities, respectively,
BW,

A <(f, = mf,)- : (34.7)
and
A, >(f, —mf,)+ BZV” . (3.4.8)

Substituting (3.4.5) and (3.4.6) into (3.4.7) and (3.4.8), respectively, the
sampling rate without aliasing can be derived as [21]

2fc+%(BWP+BWS) 2fc—é—(BW,,+BWS)

<f, <

, (349
n n-—1

where n=2m + 1. In fact, n in (2.3.9) can be also an even integer or n = 2m,

and in this case the sampled signal spectrum is inverted [21]. (3.4.9) will

turn into (3.4.5) when letting

%(BWP'*'BWS):/[H—fL and fc:fH;fL'

The sampling rate precision can be estimated in terms of the

difference of the maximum and minimum allowed sampling rates, Af;, as
follows [19]:

20y ~BW) 2fy
n-1 no

A =

The relative precision required of the sampling rate is

Ay 2 (fH "”)“O(LJ' (3.4.10)
BW n(n-1)\BW n’

The band-pass sampling relocates the RF band-pass signal to a low-
pass position. The resulting signal-to-noise ratio is poorer than that from an
analog quadrature down-converter. The signal-to-noise ratio for the sampled
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signal SNR; is degraded by at least the noise aliased from the bands between
DC and the RF pass-band, and it becomes

Py

SNR, =
Py +(n-1Py

: (3.4.11)

where Pg is the spectral power density of the band-pass signal, Py and
P, are in-band and out-of-band noise power densities, respectively, and n

1s a positive integer number less than or equal to #n,,,, given in (3.4.4). Since
there is often a lot of gain in front of the ADC, the in-band noise power
density is usually greater than the out-of-band noise power density — i.e.,
Py, >> Py ~— and thus the SNR; is mainly determined by Ps /P, .

However, if Py = Py and n >> 1, the degradation of the signal-to-noise

ratio in dB can be approximately expressed as
Dgyp =101log(n). (3.4.12)

The degradation of the signal-to-noise ratio in the band-pas
sampling is caused by the sampling jitter and the quantization noise of the
ADC as in the case of BB sampling. The estimation of the SNR, degradation
due to the sampling jitter and the quantization noise can be found in Section
242,

3.4.2. Configuration of Band-pass Sampling Radio Architecture

A block diagram of the band-pass sampling architecture radio for a
full-duplex transceiver, such as a CDMA transceiver, is presented in Fig.
3.30. In this block diagram the receiver and the transmitter both use the
harmonic sampling to translate the carrier frequency from an RF to a low IF
or vice versa. A proper low IF is needed to avoid the aliasing, and the IF
should be low enough for the DSP to handle it. Comparing the band-pass
sampling radio with the others, it is apparent that the RF analog block
configuration of this radio architecture is much simpler than any one of the
architectures presented in the previous sections. The radio architecture based
on directly sampling the RF signal is also referred to as digital direct
conversion.
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The duplexer is necessary for a full-duplex transceiver, and it also
plays the role of a preselector in the receiver. The RF front-end of this
receiver now consists of two stages of gain adjustable LNA for achieving a
low noise figure and certain gain control range and an RF band-pass SAW
filter for blocking out-of-band interference and decreasing the aliased noise.
The RF SAW is placed right after the first LNA in a CDMA mobile station
receiver to further suppress the transmission leakage and to minimize cross-
modulation of the single-tone interferer near the carrier resulting from the
third-order nonlinearity of the sequential stages. From the point view of
reducing the aliased noise at the output of the undersampling ADC, it may
be better to locate the RF SAW in front of the ADC. However, since the
order of the harmonic for undersampling a modulated RF signal is usually
not high (say, second- to fifth-order), and the LNA2 gain is just around 15
dB, witching the position of the RF SAW and the LNA2 will not improve
the signal-to-noise ratio of the ADC output much. But this arrangement —
i.e.,, tow LNAs placed successively before the RF SAW will severely
degrade the single tone desensitization performance of a CDMA receiver.

The filtered and amplified RF signal is then sampled at, for
example, approximate one third or one fourth of the received signal-carrier
frequency at the ADC, and the analog RF signal is converted into a few
MHz low IF digital signal in the CDMA receiver. The low IF digital signal
is equally split to two branches, and the two branch digital signals mix with
a pair of quadrature digital LO signals generating base-band I and Q signals,
respectively. The base-band I and Q signal are low-pass filtered for further
processing. The quadrature down-conversion and the low-pass filtering can
be performed in terms of DSP. In this architecture, there is no channel filter
in the analog domain, and the digital low-pass filters play the channel-
filtering role. This demands that the ADC must possess a high dynamic
range to simultaneously deal with very strong interferers and the weak
desired signal. In the CDMA case, the ADC needs at least 16 bits.

The band-pass sampling transmitter is depicted in the lower portion
of Fig. 3.30. The pulse shaping of the I and Q BB channel waveforms and
then filtering of the shaped waveforms to suppress the spectral level in
adjacent channels are executed in the DSP the same as in the other
transmitter architectures. However, in this architecture the quadrature
modulation to convert the I and Q BB signals to a single side band
modulated low IF signal is also carried out in the DSP. The low IF will be
around a couple of or several MHz. The digital low IF signal is oversampled
at a rate of one 2nd to one 5th of the transmission RF frequency, and the
oversampled digital is then converted to analog signals in the high-
performance digital-to-analog converter (DAC). The following RF band-
pass filter selects one of the spectral replicas of the signal centered at the
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transmission carrier frequency and suppresses the other spectral replicas and
out-of-filter band noise. The output signal from the filter is boosted to a
level that is capable driving the power amplifier (PA). The desired signal
finally gains enough power for transmission at the PA stage, and it then
passes through the isolator and the duplexer to the antenna. The gain control
range of the PA and the RFA/driver plus adjustable voltage level of the
DAC output shall cover the dynamic range of the transmission output
power.

In fact, the band-pass sampling or the harmonic sampling technique
is used not only for directly undersampling RF signals but more often for
undersampling IF signals. The technique of undersampling IF signal can be
used in the superheterodyne transceiver. The block diagram of
superheterodyne receiver employing the band-pass sampling technique is
shown Fig. 3.31. Comparing this block diagram with the receiver part of
Fig. 3.1, we can see that only one ADC is used here and it is moved forward
to the IF block output — i.e., the output of the IF SAW filter. The ADC is
sampled at a rate close to the IF subharmonic — i.e., the rate
fo=(fir = fur)/nand n=|f./f. |. The output of the ADC contains one

replica of the digital signal spectra with a low center frequency f ;;- This
low carrier digital signal represents the desired signal, and it is converted to
BB I and Q signals by the digital quadrature down-converter. The BB I and
Q signals go through low-pass filters, which function as a channel filter to
suppress interferers near the desired signal. After filtering, the BB I and Q
signals rout to the digital BB for further process. The quadrature down-
conversion and the low-pass filtering can be implemented by means of DSP.
In this receiver, the section from the ADC input to the digital LPF outputs of
the I and Q channels play the same role as the block from the analog
quadrature down-converter to the I and Q ADC outputs in the receiver of
Fig. 3.1.
Bandpass sampling
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Figure 3.31. Band-pass sampling application in a superheterodyne receiver
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The key components in the band-pass sampling architecture are the
ADC and DAC. Based on present mixed-signal technology, the high
dynamic ADC is more mature for a band-pass sampling IF signal than for a
band-pass sampling RF signal. The required bandwidth for a sampling IF
signal 1s much less than the bandwidth demanded by a digitizing RF signal.
The dynamic range requirement for the ADC used in a band-pass sampling
IF signal as in case of Fig. 3.31 is usually 5 to 6 bits less than that applied in
the case of a band-pass sampling RF signal as in Fig. 3.30 since the IF SAW
in the Fig. 3.31 receiver helps to suppress interferer level and thus to relax
the dynamic requirement of the ADC.

3.4.3. Design Considerations

The performance of the band-pass sampling architecture transceiver,
especially for the configuration of Fig. 3.30, depends mainly on the
performance of the ADC and DAC. In other words, the RF transceiver based
on band-pass sampling architecture can be applied in the wireless mobile
stations only if we can obtain the high-performance ADC and DAC running
at RF/IF frequency with reasonable low power consumption — less than 10
mA, for example. In the RF system design of this transceiver, we
concentrate mainly on the system technical issues associated with the
performance and operation conditions of the ADC/DAC. Other design
considerations, which may affect the overall system performance, are also
addressed.

3.4.3.1. Band-pass Sampling Rate and Residual Carrier

At present most of the wireless mobile systems operate in the
frequency bands of 800 to 1000 MHz., and 1700 to 2200 MHz. The band-
pass sampling rate is usually the 2nd- to the 10th-order subharmonic of the
frequencies in these bands, depending on the actual system operation
frequency and the ADC performance. The CDMA mobile station receiver in
the cellular band, for example, operates at a channel frequency located in the
frequency band between 869 MHz and 894 MHz. The band-pass sampling
rate in this case will be close to 1/3 or 1/4 of the operation frequency —i.e.,
in the region of 289 to 294 Msamples/sec or 217 to 223 Msamples/sec. This
means that the RF signal is sampled at the 3rd- or 4th-order harmonic of the
sampling rate. The reason for using a low order harmonic to sample the RF
signal is as follows. The theoretical maximum signal-to-noise ratio at the
ADC output, SNR 4pc, can be estimated by using [22]
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SNR ,pc :6.02-b+1.76+1010g[2—?——], (3.4.13)

H

where b is the number of bits of the ADC, f; is the sampling frequency or
rate, and fy is the highest frequency of the RF band-pass signal. The third
term on the right side of (3.4.13) can be explained as the SNR improvement
or degradation due to over or under Nyquist rate sampling. Thus the SNR
degradation of the ADC operating in band-pass sampling can be estimated
by means of the third term on the right side of (3.4.13). For examples, if the
sampling rate is 1/3 of the highest frequency of interest, the SNR
degradation is approximate 7.8 dB, and the degradation increases to 13 dB
when the sampling rate drops down to 1/10 of the highest frequency of the
RF signal. It is obvious that the signal-to-noise ratio of the ADC output
dramatically decreases with the ratio of the highest frequency of interest to
the sampling rate f,;/f, increasing. To keep the ADC dynamic range high
and the equivalent noise figure low, it is necessary to employ a low-order
harmonic to sample the RF band-pass signal.

To achieve band-pass sampling without aliasing, the sampling rate f;
shall meet (3.4.9) or (3.4.3), and it is not exactly equal to the subharmonic of
the RF signal carrier frequency f, as discussed in Section 3.4.1. There is
always a residual carrier with a relatively low frequency, hundreds kHz to a
few MHz, in the aliasing-free frequency translation by means of the band-
pass sampling. The resulting low intermediate frequency f;;r is a function of
the sampling rate and the RF signal carrier frequency f;, and it can be
expressed as [23]

- { rem(f..f,),  if|2f./f,]iseven Gald)

£, —rem(f,, f,), if|2f./f, ] isodd,

where rem(a, b) is the remainder after division of a by b, and | °] denotes the
largest integer. In the case of fi;r = f; — rem(f. , f;), the signal spectrum is
flipped. On the other hand, when the sampling frequency meets (3.4.9), the
following two inequalities hold:

BW, BW,
0< fur _*—2‘5 and fLIF+'_2—[i<'j_[2i, (3.4.15)

where BWp is the pass-band of the channel filter, which is equal to or
slightly wider than the signal information bandwidth BW,.
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When the band-pass sampling architecture is applied in the wireless
mobile communication systems, it is better to have the sampling rate greater
than twice of the receiver and/or the transmitter operation bandwidth B —
i.e., /s > 2B. In the PCS band, for example, 60 MHz from 1930 MHz to 1990
MHz is allocated for mobile station receiver use, and 60 MHz from 1850
MHz to 1910 MHz for mobile station transmitter operation bandwidth. For a
half-duplex band-pass sampling transceiver operating in the PCS band, the
sampling rate should be greater than 120 MHz. However, for a full duplex
band-pass sampling transceiver, the minimum sampling rate should be
higher than twice of the separation between the receiver and the transmitter
operating frequencies plus the desired signal bandwidth —i.e.,

f.>2-(B, + B, + BW,), (3.4.16)

where B, is the receiver/transmitter operation bandwidth, and B; is the band
separation between the receiver and the transmitter operation bands as
described in Section 3.1.2. For a CDMA band-pass sampling receiver
operating in the PCS band, the sampling rate of the ADC should be higher
than 2x(60 + 20 + 1.25) = 162.5 MSamples per second. On the other hand, if
the sampling rate does not meet (3.4.16), to avoid the transmitter leakage

aliasing into receiver channel bandwidth the following condition must be
hold:

BW, . +BW, &,

|le_Ix _fIF;RxIZ 5

(3.4.17)

In (34.17), fir 5 and fj pare the lowest spectral replica center

frequencies of the sampled transmitter and receiver signals, respectively, and
BW, p.and BW, , are the transmission and reception signal information

bandwidths, respectively.

If designing a CDMA band-pass sampling architecture receiver
operating in the Cellular band (869 to 894 MHz), the sampling rate and the
IF can be determined as follows. To reduce the sampling rate but not to
degrade SNRpc too much, the 4th harmonic sampling is chosen — i.e.,
sampling rate is in the region of 217 to 224 MSample/sec. The resultant IF is
determined by means of not only the CDMA signal information bandwidth
BW; = 1.23 MHz but also the specified interference tone positions at
frequencies +900 kHz and +1.7 MHz offset from the carrier, defined in
CDMA standards IS-98D. If choosing the offset frequency of the specified
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farthest tone, 1.7 MHz, as the resultant IF or fj. . =1.7MHz, the
sampling rate for channel 400 or f, =880 MHz is

880-17

S =219.575 MSample/sec

In the cellular band, B, = 25 MHz and B, = 20 MHz, and thus the
corresponding transmitter frequency is equal to 835 MHz, and the resultant
IF 18 fir 7 =2%219.575-835=43.3MHz. It is apparent that the sampling

rate meets the aliasing-free criteria (3.4.9) and (3.4.16), and the resultant IFs
meet (3.4.15) and (3.4.17) with plenty of margin.

Reducing the sampling rate the ADC may achieve better
performance, lower current consumption, or lower cost. However, there is a
practical limitation that the ADC must be still able to effectively operate on
the highest frequency component of interest [22]. The ADC/DAC used in
the band-pass sampling should also specify the performance at the highest
frequency of the sampled signal.

3.4.3.2. ADC Noise figure and Receiver Sensitivity

Noise behavior i1s fundamentally poor in band-pass sampling
applications because of aliasing. The aliasing noise is one of the most severe
problems in the band-pass sampling architecture, especially in the case of
high order harmonic sampling. In the RF, the noise behavior of a device is
described by means of noise figure. The equivalent noise figure of the key
device ADC in the band-pass sampling case is usually high, and it can be
approximately estimated by utilizing the following expression (see
Appendix 3D):

2
21, 1 Ry
Fope :14{ 7 —1}.« . (P, +PNJ{1+—&-J . (34.18)

L

where k = 1.38x107 J/°K, T = 300 °K, R is the source resistance, usually
509, R; is the load impedance/ADC input impedance, Py, is quantization
noise density, and Py, is the jitter noise density. For example, an ADC with a
dynamic range of 90 dB or an effective 15 bits is employed in a band-pass
sampling architecture CDMA receiver, and the noise figure of the ADC is
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estimated. The highest frequency of interest for this calculation is 894 MHz,
and the sampling rate is approximately one fourth of the receiver operating
frequency — i.e., in the range of 220 + 3 MS/sec. The maximum voltage
peak-to-peak swing of ADCs used in a wireless mobile station is around 1
Vy.p- The quantization noise density in this case is

2
P, = Voep | 2fn = 8 =56x107"®
MUef,\ f. ) 32768% x6x220x10°

The maximum noise density resulted from the sample time jitter Py; is
assumed to be half of LSB or Py = (1/2'%) / (220x10%) = 1.1x10"%. If Ry
=50 Q and R; = R;, from (3.4.18) the noise figure in dB can be calculated as

4
4x1.38x107% x 300

NF 4y :1010g(8+ (5.6x107® +1.1><10_‘8))§16 dB.

However, the quantization noise is no longer dominating the ADC
noise behavior when the ADC operates at RF, and the noise of analog
circuits in front of the quantizer of the ADC has significant contribution to
the overall noise figure. In this case, the overall noise figure of the ADC
operating at band-pass sampling condition can be calculated by the
following formula

: (3.4.19)

ZBn a FADC
Fuipc o :FADC_a[ = j+ =1

f i

where Fypc , and g, are the noise figure and voltage gain of the analog
circuits of the ADC, respectively, B, , is the noise bandwidth of the analog
circuits, f; is the sampling rate, and F,pc , 1s the quantizer noise figure as
given in (3.4.18). If Fupc . =25, g, =1, B, o = 1000 MHz, f; = 220 MS/s,
and Fpc 4 1s the same as given in the previous example or 39.8, the overall
noise figure of this ADC is

NE e o =101og{25(2><1000j . 39.8

=243 dB.
220 1

At present, the equivalent noise figure of a high resolution ADC band-pass
sampling at a rate of hundreds MS/s is possibly in the range of 20 to 30 dB,
depending on the ratio of (2fy/f;) if available.
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Since the equivalent noise of the ADC band-pass sampling at
hundreds MS/s is high, it becomes necessary to have an RF front-end with
low noise figure and high enough gain before the ADC to achieve good
receiver sensitivity. Referring to Fig. 3.30, the receiver front-end consists of
the duplexer, LNAI1, RF SAW, and LNA2. The corresponding blocks and
the ADC are redrawn in Fig. 3.32, and the receiver sensitivity and the
dynamic range can be analyzed based on this block diagram. If the noise
bandwidth of the LNAZ2 is less than half of the sampling rate, the overall
noise figure of the front-end and the ADC, Fp,, can be calculated in terms of
the following cascaded noise figure formula (see Chapter 4):

F
Foo = Fpp + 225, (3.4.20)

8rE

where Fpz is the noise figure of the front-end, g is the power gain of the
front-end, and F,pc is the equivalent noise figure of the ADC. From
(3.4.20), we can see that to achieve high receiver sensitivity — i.e., low
receiver noise figure — a high enough front-end power gain and a low front-
end noise figure are definitely needed when the ADC noise figure is high.

| Front-end Fanc=316,
Fre E Duplexer =~ LNA1  RFBpr LNA2 l:P 1ps_apc=12.5mW
Pups pe | ‘
T —— > ADC
— oy :
: ! A
‘; -3dB NF=16dB, -3dB NF=3.5dB, |
| G=15dB G=16dB
| 1IP3=7 dBm [IP3=8 dBm |
| | Rx sampling
i Fre=3.1, gre=316 , Purs re=0.75 mW | clock
b eee—___}|__generator

Figure 3.32. RF front-end and ADC block diagram of band-pass sampling
receiver

Using the noise figure and the gain data presented in Fig. 3.32, we
then obtain

Frow =31+ 31671 41 or 6.14B.
' 316
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In the CDMA mobile station case, this noise figure approximately
corresponds to a receiver sensitivity —108 dBm since the receiver noise
bandwidth is 1.25 MHz, and the requested CNR for 0.5 % FER is around
—1.5 dB. For an ADC with a noise figure 25 dB, the front-end should have a
noise figure 5 dB and a power gain 25 dB to obtain a receiver sensitivity
having 4 dB margin in the CDMA mobile station receiver.

In general, the gain of the RF front-end of the band-pass sampling
architecture receiver is higher than those of the other architecture receivers
for controlling the overall noise figure and developing a high enough signal
level to the input of the ADC. Depending on possible interference level,
system linearity requirement, power supply voltage, and allowed current
consumption, the RF front-end overall gain may be up to 30 dB or so.

It should be noted that we need to use (3.4.19) to calculate LNA2
aliasing noise to the ADC output noise contribution if the LNA2 noise
bandwidth is broader than half of the sampling rate. In this case we should
calculate the cascaded noise figure of the LNA2 and the ADC first by means
of (3.4.19) and then calculate the overall noise figure of the rest blocks of
the front-end and the LNA2+ADC block.

3.4.3.3. Dynamic Range and Linearity

The dynamic range of the ADC used in the band-pass sampling
receiver depends on the interference level that the mobile station copes with
and the sensitivity of the mobile station receiver. Assuming that the receiver
works properly under the attack of an interferer with strength 7 in dBm when
the received desired signal level is S, in dBm, the minimum dynamic range
DR ,pc min shall be equal to or greater than

DRADCﬁmin ZI—Sd +CNR+AGLNA +PARr +ADF 5 (3421)

where CNR is the carrier-to-noise ratio at the given desired signal Sy, AGy4
is the possible LNA gain variation, PAR, is the peak-to-average ratio of the
received signal, and 4Dy is the possible magnitude variation caused by
constructive fading.

In the minimum performance specification of CDMA mobile
stations, for example, the receiver under the attack of a —-30 dBm
interference tone attack must still maintain a frame error rate (FER) of less
than 1% when the desired CDMA signal is at ~101 dBm. Considering 3 dB
of margin for the interference attack, we have I = —27 dBm instead of -30
dBm. The CNR for the CDMA receiver is around 5 dB at S4 = -101 dBm.
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For a noise-like signal with a normal distribution, the PAR, is approximately
6 dB if considering two times standard deviation. Assuming that AG y, =

3dB and 4Dy = 4 dB, from (3.4.20) the minimum effective dynamic range
of the ADC should be

DR pc min =—27+101+5+3+6+4=92 dB.

A 15 bit ADC is usually to have 6.02 x15 + 1.76 = 92.1 dB dynamic range
when the quantization noise dominates the ADC output noise. It may need
16 bits or more to obtain an effective 92 dB dynamic range when operating
at RF the analog circuitry noise of the A-X ADC is usually much high than
the quantization noise and dominates output noise of the ADC.

The linearity of the band-pass sampling receiver similar to the other
architecture receivers can be characterized based on the third-order input
intercept point (IIP;). Either in the superheterodyne receiver or in the direct
conversion receiver, there are channel filters present in front of the ADC,
but now in the band-pass receiver the ADC is directly connected to the RF
front-end without any channel filter before it. The linearity or the IIP,
requirement of the ADC used in the RF band-pass sampling architecture
must be much higher that applied in the other architectures. Referring to Fig.
3.32, the overall third-order input intercept point /IP; g, is determined by
(see Chapter 4)

-1
PIIPBVRxZ( 1 T 1 J (3.4.22)

Ppps _FE Pryps _ADC

In this formula, IIP; gz and IIP; 4pc are the third-order input intercept points
of the front-end and the ADC, respectively.

Still using the data given in Fig. 3.32 for a CDMA receiver as an
example, to meet the intermodulation spurious response attenuation
specification — i.e., the FER of the cellular band CDMA receiver shall be
less than 1% when two equal power interference tones with a power at least
-43 dBm and frequency offset 0.9 MHz and 1.7 MHz, respectively, attack
the receiver, and the desired signal is at —101 dBm. In this case, if JIP; jz =
0.75 mW or -1.25 dBm and gm = 316, the minimum IIP; 4pc for just
meeting the specification —43 dBm is approximately 12.5 mW or 11 dBm,
and from (3.4.22) the overall input intercept point JIP; g, is

1 316"
Pups 1 :(0—7_5+_15§j =0.038 mW or -14.3 dBm.
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However, the 1IP; of the ADC even operating at RF or high IF is probably
not difficult to 14 to 15 dBm. Thus the overall IIP; or /IP; . will become
-11.4 to —10.5 dBm, and the corresponding margin of the intermodulation
spurious response attenuation specification will be approximately 2 to 2.5
dB.

Finally, in the CDMA mobile station receiver there is a specification
referred to as single-tone desensitization, which is caused by cross-
modulation of the AM transmission leakage to an interference tone close to
the desired CDMA signal, and it mainly depends on the linearity of the
front-end section before the RF BPF if this filter has high enough rejection
— say, more than 15 dB, to the transmission leakage. This is why the RF
BPF is placed in between LNA1 and LNA?2 as depicted in Fig. 3.30 and Fig.
3.32. From the point of view of reducing overall noise figure, in the band-
pass sampling architecture receiver the RF BPF is better to be directly
allocated just before the ADC especially when the noise bandwidth of the
LLNA2 is much broader than the half of the sampling frequency. In this later
placement, the cascaded IIP; of the two LNAs measured with one tone in the
receiver, and the second tone in the transmitter band will be too low to cope
with the single-tone desensitization issue.

3.4.3.4. AGC in a Band-pass Sampling Receiver

The AGC system in the band-pass sampling architecture receiver is
simpler than the one in the other architecture receivers. The receiver
dynamic range can be covered through combining the LNA automatic gain
control and the high dynamic ADC. The LNA gain control range depends on
the ADC dynamic range. In the above CDMA receiver example, the ADC
has a 90 dB effective dynamic range. The maximum reception signal power
in the CDMA mobile station may go up to —20 dBm and the sensitivity level
is around —108 dBm. Thus the CDMA desired signal variation range is 88
dB. The 90 dB ADC is enough to cover the desired signal dynamic range,
but the LNA gain still needs to change to meet a certain linearity
requirement when the reception signal power is getting high.

For example, according to the CDMA mobile station minimum
performance requirements IS-98D [3], the intermodulation interference tone
level is raised to —32 dBm and 21 dBm from —43 dBm, respectively, when
the received signal increases to —90 dBm and ~79 dBm from the level —101
dBm. To handle higher interference tones, the linearity or the IIP; of the
receiver needs to be higher. This can be implemented through reducing the
LNA1 gain and increasing its 1IP;. In the above example, the LNA1 gain
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reduces in two steps 12.5 dB each from 15 dB. The corresponding IIP; and
noise figure in each gain step are 10/17 dBm and 8/15dB as presented in
Table 3.6. We may have more than 3 dB margins on the intermodulation
spurious response attenuation in the middle and low LNA1 gain modes. On
the other hand, if the LNA1 gain IIP; and noise figure are fixed, the receiver
will fail to meet the intermodulation spurious response attenuation
specification when the intermodulation interference tones are raised with the
desired reception signal. The LNA1 gain is controlled based on the received
in-channel bandwidth signal. One control scheme for this example can be as
shown in Fig. 3.33. The LNAI1 gain is switched from 15 dB to 2.5 dB and
from 2.5 dB to —10 dB at received signal level —93 dBm and -82 dBm,
respectively, when the received signal increases. The LNAT1 gain is switched
back from low to mid gain and from mid to high gain at —~85 dBm and -96
dBm, respectively, while the received signal strength decreases. The gain
control scheme will work properly only if the receiver sensitivities are
higher than —96 dBm and -85 dBm in the mid and low gain modes.

Table 3.6 LNAT1 gain control and corresponding parameter set-up

LNA1 High Gain Mid Gain Low Gain
Gain (dB) 15 2.5 -10
I1P; (dBm) 7 10 17

Noise Figure (dB) 1.6 8 15

The overall dynamic range of the receiver DR, in dB is the sum of
the AGC range of the LNA AGpy, and the ADC effective dynamic range
D spc, and this can be expressed as

DR, =DR . +AG,, (3.4.23)

The total dynamic range for the receiver described in the above example is
then equal to 25 + 90 =115 dB.
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Figure 3.33. Front-end LNA gain control scheme example

3.4.3.5. Band-pass Sampling Transmitter

In the band-pass sampling transmitter, a signal process, which is
reversed from that in the receiver, is employed. After pulse shaping, the
digital BB I and Q signals are first up-converted, and then they are summed
into a single side-band low IF digital signal as depicted in Fig. 3.34. The up-
converted Q channel digital signal in normal case will subtract from the up-
converted I channel signal to form the single side-band low IF digital signal.
It is also possible that the low IF digital signal is constructed from the
addition of the I and Q channel signals. After band-pass filtering, the low IF
digital signal in a high performance DAC is converted into an analog signal
at a sampling rate of

chTx + fL]Ffo

n

fin= (3.4.24)

In 3.4.24) f 1., for and fyr g are the transmitter sampling rate,
transmission signal center frequency or carrier frequency, and the low IF
used in transmitter, respectively, and #n is an integer number, which is the
harmonic order of the band-pass sampling rate, and it is usually the same as
the harmonic number used in the receiver but not necessary. The two signs
in the numerator of (3.4.24) right side are used for the case of the low IF
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signal with normal spectrum, and for the case of the low IF signal having a
flipped spectrum, which is formed from the addition of the I and Q channel
signal, respectively.

Single side band
low IF
digital signal

¢ Pulse ¢ 1KT)

RF IF shape
BPF BPF + .
Cos(m2kT) Digital
«— % < DAC |« % local

=+ Sin(w2kT) oscillator
Band-pass I
sampling Pulse K
clock Digital_DSP shape QKD

Figure 3.34. Digital quadrature modulator and band-pass sampling up-
converter blocks in the band-pass sampling transmitter

The DAC in this transmitter shall be able to operate at sampling rate
of hundreds MS/s, and with a full power analog input bandwidth up to the
highest frequency of the transmitter frequency band. The basic concepts of
the band-pass sampling and the derived results from the discussions with
respect to ADC as described in Section 3.4.1 can also be used here for the
band-pass sampling DAC. To obtain high signal-to-noise ratio output, the
DCA in this application needs 14 to 16 bits or even higher depending on the
performance of the DAC.

The analog output of the DAC contains the desired band-pass signal
spectra periodically. The RF band-pass filter following the DAC selects the
spectrum with the right carrier frequency and deeply suppresses all the
unwanted spectra to make out of transmission band emissions within defined
specifications. The bandwidth of this RF BPF covers the whole mobile
station transmission band, such as 25 MHz for mobile transmitters operating
in the cellular band and 60 MHz for those transmitters operating in the PCS
band. However, the close-in emission level is controlled mainly by the
frequency response characteristics of the digital BPF centered at the low IF.
The bandwidth of this filter is approximately equal to the channel bandwidth
of the mobile transmitters.

The rest of this transmitter including the driver amplifier and the PA
are similar to that in the other architecture transmitters. It will not further
discuss here.
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3.4.3.6. Band-pass Sampling for the Superheterodyne Receiver

The band-pass sampling architecture can also be applied in the
superheterodyne receiver as depicted in Fig. 3.31. In this application, a
modulated IF signal in the ADC is undersampled and converted to a digital
signal with a low frequency carrier. The sampling rate is a fraction of the IF.
However, the following facts need to be carefully considered when
determining the sampling rate of the ADC used in this architecture receiver.
The wireless mobile station receivers are supposed to operate over a
frequency band instead of a few fixed frequencies. It is not desirable that the
selected sampling rate will make another channel signal in-receiver-band to
potentially become an in-channel-bandwidth interference since the channel
filter, a SAW filter, has a finite rejection, 35 to 40 dB, to the other channel
signals. Considering this, it is better to choose the sampling rate greater than
the span of the mobile receiver operation band, such as 25 MHz for the
Cellular band systems and 60 MHz for the PCS band systems. For full-
duplex mobile transceivers, the transmission leakage to the receiver side is
quite high, around —30 to -25 dBm, although the duplexer has suppressed
most of the transmission leakage power, and it is necessary to avoid that the
transmission leakage signal through the band-pass sampling is converted
into an in-channel-bandwidth interferer of the desired signal. The most safe
way to avoid this happening is to choose a band-pass sampling rate greater
than the difference between the receiver and the transmitter operating
frequencies, such as 45 MHz for the cellular band transceivers and 80 MHz
for the PCS band transceivers, but this may not be necessary.

The dynamic range of the ADC in this architecture receiver is much
lower than that used in RF band-pass sampling receiver since the ADC is
preceded by a channel filter with a 35 to 40 dB rejection to close-in
interferers. In this case an 8 to 10 bit ADC is probably enough for the most
applications. However, a higher dynamic range — say, 12 to 14 bits —
ADC is definitely helpful for reducing the AGC range.

The advantages of using this architecture receiver are as follows.
The analog circuits reduce to the RF LNA, RF down-converter, and
possiblly one-stage IF amplifier, and these circuits can be built in a single
chip integrated circuit. The I and Q channel magnitude and phase balances
will be much better than those in the conventional superheterodyne receiver
since the I and Q channels are formed in the digital domain. The digital LPF
usually has much less group delay distortion than the corresponding analog
LPF with the same out-of-band rejection performance. In addition, the AGC
range can decrease with the ADC dynamic range increasing.
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Appendix 3A. Intermodulation Distortion Formulas

In the weak and memoryless nonlinear case, we can use power
series to model the nonlinearity of a device such as an amplifier or a mixer.
If the input signal and output signal power of the device is P; and P,,
respectively, then the output of the nonlinear device can be represented by
its input as follows:

P,=>P, =>g,P", (3A.1)
m=1 m=]
where g, (m =1, 2, ..., n) is the power gain when m =1, and the nonlinear

- gamn coefficients when m # 1, and P, is the m-th order distortion power of
the total output power P,, and it is related to the input signal power P; as

P =g P" (m=123,---n) (BA.2)
The power P;, P,, and P,, (m = 1, 2, ..., n) all are in natural scale. In the
output terms of (3A.2), let us to look at two special cases — 1i.e., the

fundamental term and the mth order term as follows:

P, =gP (3A3)
and
P =g,P". (3A4)

In fact, (3A.3) describes the linear relationship between the output
and input, and (3A.4) is a generic high-order distortion representative.
Converting (3A.3) and (3A.4) into dB scale, we obtain

S, =G+, (BA.5)
and
S, =G, +mS,, (3A.6)
where
§, =10log, G, =10log(g,), S;=10logP.

S, =10logP, , G, =10log(g,), and mS; =10logP™.
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Equation (3A.5) and (3A.6) represent two straight lines in the output power
vs. input power plan as shown in Fig. 3A.1.

From Fig. 3A.1 and using (3A.5) and (3A.6), we are able to obtain
two expressions of the output power at the intercept point, OIP,,, when the
input power equals /IP,,. From (3A.5) or the fundamental line in Fig. 3A.1,
we have

OIP, =G, +1IP, (BA.7)

from (3A.6) or the mth order line, we obtain
OIP, =G, +mIIP, (3A.8)
Using (3A. 7), (3A.8), (3A.3), and (3A.4), we derive the following equation:
(m-1)IIP,-S;)=S,-S,. (3A9)

Now we use some notations that we are more familiar with in our RF system
design. Assuming that the input is an interference, i.e. — §,= I — and the

mth order distortion S,, is represented by the equivalent level at the device
input /MD,, and plus the linear gain of the device G, or S, = IMDm + G, ,

then after considering S, =7+ G, we finally obtain the generic IMD
formula (3A.10) from (3A.9):

(m-1)(IIP, —=Iy=1—-IMD,,

or
IMD,, =ml —(m -1)IIP, (3A.10a)
or
[ - IMD
np, =" (3A.10b)
m-—1
For examples, for m =2 and 3, we have
IIP, =21 - IMD, (BA.11)
and

IIP, = %(31 —IMD;). (3A.12)
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Figure 3A.1. Fundamental and mth order intermodulation distortion
response

In general, (3A.10) is not waveform dependent but it is power level
dependent since it is derived from signal average power expression instead
of signal voltage under weak nonlinear and memoryless assumption. It is an
approximate result, but it is accurate enough to handle the receiver
interference level issues.

Appendix 3B. Effective Interference Evaluation of Second-Order
Distortion Products

The second-order distortion products of the AM transmission
leakage are not all in the desired signal bandwidth as depicted in Fig. 3B.1.
The second-order distortion /MD, ,, that we concern mainly consists of a
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DC product IMD; p¢c and a low frequency product IMD; ;r excluding all
high-frequency distortion products. IMD, . is expressed by IMD; pc and

]MDZ_LF as

IMD, IMDy 1

IMD, 5 =10log 10 1©  +10 . (3B.1)

IMD2_LF

IMD2_pc

>3

Desired signa
BB bandwidth
IMD2 low-frequency
product bandwidth

Figure 3B.1. Second-order distortion spectra of CDMA transmission leakage

To evaluate how much the second-order distortion product will
really impact the CNR. The power ratios of the low-frequency distortion
product to the overall IMD, ;. need be estimated. This estimation begins
with the probability density function (PDF), p(x) of the AM transmission
waveform. The average magnitude square x> of the transmission waveform
is

x= o]xz p(x)dx. (3B.2)

0

Normalizing the waveform magnitude square by the average magnitude x>,
we obtain x* = x> / x or express it in dB
2

X =10logx” =10log =, (3B.3)

a
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The average of the normalized magnitude square is corresponding to the
normalized DC product IMD, . :

Sl

p(Xhx|. (3B.4)

IMD, , =101log j[lOl

The normalized low-frequency product of the second-order distortion
IMD, . is

—o0)|

o @ X 2 IMD, pe ? L
IMD,_,, =10log{ | 101°J ~10 © | p(Xkx}.  (3BS)

Therefore, the normalized IMD, ;, is expressed in

IMD, pc MD,

IMD, ,,=10log{10 1© 410 © | (3B.6)

The power ratio of the low-frequency product IMD, ;- to the
second order product IMD, ;, can be expressed as

IMD, .
10 10
IMD, pc MD,

10 © 410 10

(3B.7)

PRIMDz_,‘,,-/IMDZ_“ =10log

As we have seen in Fig. 3B.1, only a portion of the second-order
distortion low-frequency product spectrum is within the desired signal BB

bandwidth. This portion is approximately half of the overall IMD, ;.

spectrum. Thus the power ratio of the effective interference portion of the
second-order distortion, IMD; g, to the IMD, ;,, PR IMD, o/ IMD, 5, » C31

be easily calculated as
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P Rn\mzi,,,f,cr,/1MD2_,,'r =P RIMDZ_L,,-/IMDZJ.X -3. (3B.8)

Finally, the effective interference portion of the second-order distortion
product IMD, ., is expressed as

IMD, ey = IMD, 4, +PR1MD:_L,,,L,(,‘/1MDZ_.,-‘ . (3B.9)

This expression means that in the case of using DC notch the effective
interference IMD, ., is |PRpyp, s /1D .| dB lower than the overall

second order distortion /MD, . . (3B.9) can also be translated into that for
a given CNR degradation the allowed maximum IMD, .. wipwea 10 (3.2.17)
i1s able to increase | PR, i/ IMD; 1. | dB, and this is equivalent to relaxing

the /1P, requirement of the down-converter | PR, /1D, 1, | AB-

Appendix 3C. | and Q Imbalance and Image-Rejection Formula

The I and Q signal imbalances limit the image rejection and the
dynamic range of a receiver or a transmitter. The image-rejection formula
(3.3.4) can derived based a simplified quadrature conversion system model
as shown in Fig. 3C.1. The received RF desired signal has a frequency wgr
an angle modulation ¢(f) and an amplitude of normalized to one. Assuming
that all the imbalances in the I and Q channels are concentrated on the
imbalances of the quadrature LO signals, the amplitude normalized I and Q
LO signals are expressed as cos(w,,t) and (1+8)sin(@,et +¢),
respectively, where & is the amplitude imbalance and ¢ is the phase
imbalance.

If the gain of the converter is unity, the 7 and Q signals at the down-
converter outputs have expressions as

I= cos[a)RFt + qo(t)]- cos(a)wt)
1

2 (ef[(wmf‘"a’Lo)“'("(')] + e_j[(wRF"‘wLO)H’(ﬂ(f)] + ej[a)lFt'"(”(f)] + e—j[wu-‘”(ﬂ(f)])

and
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O = cos|w .t + o)) (1 + 8)sin(w, ot + &)
_(1+6)
_—4-j

{e./[(wkr+(UL())’+(0(I‘)+8] - e—,/[(wleﬁ*a’l.o Jr+op(e)+e)

_ pllontron-e] | e‘/[“’lr”(o(')—ﬂ]},

where @yr is the low IF frequency.

Lir
Desired
COS[”RF’ + ¢(t)] Su
_’1- -
cos[(a)imgt + l//(t)J Image
Sim
:‘ 0 %_:; % /2 )
1+ 8)sin(w, ot + £)
/2
L.O.

Figure 3C.1. Simplified quadrature conversion system model

After low-pass filtering, if not considering the channel gain or loss,
we obtain two low IF signals having forms,

I, :%(ej[wu«"*‘/’(t)] + e_‘i[wl’rt+(p(r)])=%COS[&)IFI + (D(t)] (3C.1
and
0, == S +.5) (o) e lonteo-2]) _ U 2+ 5) sinfw,.t + (1) - &].
]

(3C.2)
The desired low IF signal S; can be obtained from the 7, signal subtracting

90° phase shifted Q. signal. It is expressed as

S, = 1 {cos[a),pt + )]+ (1 + 5)COS[C‘)1Ft + () - ¢l
2 (3C.3)

=%\/1 +2(1+ 8)cose + (1+ )2 cos|w,.t + o(t) - 0]

where
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(1+9)sine

f=tan” ————"
1+(0+d6)cose

(3C.4)

For the image signal it possesses a frequency @i,, = @rr— 2@y, an
angle modulation yAf), and an amplitude of normalized to unity. In this case
the low IF I and Q signals become

Iy = % (e_j[m,,,~r~y/(r)] + e—j[wmf—'//(f)]): % cos[a),Ft _ l//(t)] (3C.5)

and

QIF = (14+ 5) (ej[wnr‘"'//(f)*’f] _ e_.i[w/1~"—'//(f)+£]): (1 ;5_) sin[&)”:t - l//(t) + 5] .
©J

(3C.6)

In a similar way as the desired signal, the low IF image S;, can result from
the 7, signal subtracting 90° phase shifted Q. signal. It has the form

i =3 feosloet =y ]~ L+ )ooslo,et (1) + o]

: 3C.7)
:5\/1 —2(1+ &)cose + (1+ 8)* cos[a),pt -w(t)+e- 9,.,"],
where
9, =tan" —UFO)SME (3C.8)
1-(1+d)cose

The image rejection IR is defined as the ratio of the desired signal
amplitude to the image amplitude, and the ratio is expressed in dB as

14+2(1+8)cose + (1 +6)*

IR=10log T -
1-2(0+d)cose+(1+9)

(3C.9)
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Appendix 3D. Estimation of ADC Equivalent Noise Figure

For an ADC operating in BB oversampling at a rate f;, the output
noise is dominated by its quantization noise. As discussed in Chapter 2, the
quantization noise is represented by

2
2 _qu _ Vp—p

o ==,
12 121

where Aq is quantization step or quantile interval (see Section 2.4.2), ¥, is
the peak-to-peak voltage swing in volt, L, is the number of quantization
levels defined in (2.4.24). Assuming that the quantization noise uniformly
distributes over frequency 0 to f; /2, the quantization noise density Py, is

2
— VP—P

=P 3D.1
6L f, (3D-1)

Ng

However, in the case of band-pass sampling a signal with the highest
frequency of interest fy, the resultant quantization noise density increases
approximately (2 fy / f; ) times due to aliasing , and it turns into

v,
Py, = #(gjé”—] (3D.2)

When the sampling frequency is in hundreds MS/s, the noise
resulted from the sampling clock jitter has significant contribution to the
overall ADC output noise. The jitter noise density Py; can be expressed as

P, =P,-c’. (3D.3)
N S a

In this equation, Py is the sampled signal power, and it is equal to A4° / 2fora

sinusoidal signal with an amplitude A volts across an unit resistor, o is the

variance of angular aperture error, and the sinusoidal signal with a frequency
f. has a form

ol =(af.o,) (3D.4)
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where o; is the standard deviation of the sampling clock time jitter in
second.

The equivalent noise figure is defined as the ratio of the maximum
available signal-to-noise ratio from the source to the maximum available
signal-to-noise ratio from the output of the ADC [21]. If the source voltage
is es and the source resistance is Rs, the maximum available signal-to-noise
ratio from the source in a 1 Hz is

2
SNR, =—3—
4KTR,

(3D.5)

where &k = Boltzman constant, 1.38 x 10% JK, and 7 is absolute

temperature, 300°K. The ADC output signal-to-noise ratio in a 1 Hz is given
by

_ e;(R,/(Ry +R,))
4kTRS (RL/(RS + RL))2 + (PNq + PN/')

, (3D.6)

out

where R; is load resistance, Py, and Py; are given by (3D.1) and (3D.3),
respectively.
From (3D.5) and (3D.6), the ADC noise figure can be expressed as

SNR, 1 (

2
R
F = 2 =14+ P, +P,F1+—=|. 3D.7
ADC " SNR 4KTR, ~ ™ Nf{ RLJ (3D.7)

out

For the case of R, = Ry, the ADC noise figure expression turns into

1
FADC:I‘I‘W(PNG-‘_PM)' (3D8)

s

In the band-pass sampling case, the ADC output thermal noise can be (2 fy /
/s ) times higher than that in the oversampling case, and the noise figure has
a form

2
2f 1 R

Fope="H+——(P,_+P,]1+=]. 3D.9
ADC fs 4KTRS ( Ng N/{ RLJ ( )

In (3D.9), Py, is represented by (3D.2).
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When the ADC operates at high IF or RF, the noise of the analog
circuits in the ADC may dominate the overall noise behavior of the ADC.
Assuming that the ADC is imaginarily split into analog circuitry and
digitization two portions as shown in Fig. 3D.1, the resultant noise figure is
expressed as

FADC‘O :FADC_a( > (3D.10)

2Bn_nJ FADC_q
+ 2
s g.

where F,pc . and g, are the noise figure and voltage gain of the analog
circuitry of the ADC, respectively, B, , is the noise bandwidth of the analog
circuitry, f; is the sampling rate, and Fpc, is the noise figure of the
digitization portion of the ADC, which is given in (3D.9).

F 0 . M . . .
4bCoy) Analog circuitry [ ) Digitization
FADCva: 8a

F ADC ¢

Figure 3D.1. ADC block diagram for its noise figure calculation
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Chapter 4

Receiver System Analysis and Design

4.1. Introduction

A receiver can be implemented in terms of different architectures,
such as superheterodyne, direct conversion, low IF, or band-pass sampling,
as discussed in the previous chapter. No matter which architecture is
employed, the receiver should possess a well-defined function and
performance. This means that the mobile station receivers operating in a
wireless system may be different in their architectures, but they must have
many common characteristics to achieve the unique performance specified
in the wireless communication system standards.

As we know, there are two kinds of duplex systems, full-duplex and
half-duplex systems, used in the different wireless communication systems.
The CDMA, WCDMA, and AMPS systems are full-duplex systems. In these
systems, the receiver and the transmitter of either the mobile stations or the
base stations are operating simultaneously, but they operate in different
frequency bands. Other wireless communication systems, such as the GSM,
GPRS, TDMA, and PHS systems, are the half-duplex system. In the half-
duplex system, the receiver is running in time slots different from those that
the transmitter is operating in, but they may use the same operation
frequency. It is apparent that in the full-duplex system the transmission of
the transmitter is a strong interference source to the receiver since the
transmission power at the receiver antenna port can be 120 dB or even 130
dB stronger than the desired reception signal, but the transmission frequency
1s only tens of MHz away from that of the reception signal. The
corresponding receiver must be able to work properly under the constant
attack of the strong transmission interference. This makes the design of the
receiver operating in a full-duplex system much harder than the one working
in the half-duplex system.

The key parameters characterizing wireless mobile station receivers
are the reception sensitivity, intermodulation characteristics, adjacent
channel and alternate channel selectivities, single-tone desensitization,
interference blocking, dynamic range, and AGC. The sensitivity of a
receiver is directly related to the overall noise figure of the receiver. The
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linearity of a receiver, especially the third-order distortion, is the main factor
to determine the intermodulation distortion (IMD) performance and the
single tone desensitization as well. The channel filtering characteristics and
the phase mnoise of the local oscillator dominate the receiver
adjacent/alternate channel selectivity and the interference blocking
performance of a receiver. The dynamic range of a receiver is usually
achieved by using an automatic gain control and a proper ADC. In this
chapter, the analyses of the important receiver parameters and the
derivations of corresponding design formulas are based on the full-duplex
system receiver. However, all consequences and relevant formulas resulting
from the full-duplex system receiver can also be applied to the half-duplex
system receiver after slight modification (what the transmission interference
and related impacts need not be considered).

4.2. Sensitivity and Noise Figure of Receiver

The sensitivity of a wireless mobile receiver is defined as the
weakest RF signal power that can be processed to develop a minimum
signal-to-noise ratio for achieving a required error rate (BER or FER) by the
system. The sensitivity signal level also varies depending on specific signal
modulation and characteristics, the signal propagation channel, and external
noise level.

4.2.1. Sensitivity Calculation

In the additive white Gaussian noise channel (AWGN), the noise
appearing at the input of a receiver is thermal noise, and the sensitivity of
the receiver can be derived from the noise figure (NF) of the RF receiver as
follows. As presented in Section 2.4, the signal-to-noise ratio of the RF and
the analog BB signal before digital signal processing is referred to as carrier-
to-noise ratio (CNR) to distinguish it from the signal-to-noise ratio of the
digital BB signal. The noise factor of the receiver from the antenna port to
the output of the analog-to-digital converter (ADC) is expressed as the ratio
of the input carrier-to- noise ratio (C/N); in numeric value and the output
carrier-to-noise ratio (C/N), in numeric value

:(C/N)i ___PS/PNi
"), ),

4.2.1)
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where Ps is the desired signal power at the receiver input and P,; is the
integrated thermal noise power within the receiver noise bandwidth BW,

which in the case of conjugate matching at the receiver input has the form
of

P, =kT, - BW , (4.2.2)

where k = 1.38%10%° mW-sec/°K is Boltzman constant and T, L = 290°K.
From (4.2.1), the receiver input signal can be expressed as

Py =kT, - BW - Fy_-(C/N) (4.2.3)

Assuming that the minimum (C/N), required for obtaining the defined error
rate corresponding to the sensitivity level is equal to (C/N),,;,, from (4.2.3)
the sensitivity power of the receiver, Sy, in dBm”, has the form of

Soin =1010g(P; i )= ~174 +1010g(BW )+ NF,, + CNR,,,, , (4.2.4)

where 10-log(kT,) = -174 dBm/Hz is used, receiver noise bandwidth (loosely

speaking, receiver bandwidth) BW is in Hz, NFy, is the overall noise figure
of the receiver in dB —i.e.,

NF,, =10log(F,,) dB, (4.2.5)
and
CNR,;, =10log(C/N),,, dB. (4.2.6)

The maximum CNR,,;, for various wireless system mobile receivers
are presented in Table 2.4 (in Section 2.4.5.3). All CNR,,;, values given in
this table are the required carrier-to-noise ratio of the receiver sensitivities in
the AWGN channel or referred to as static sensitivities. From Table 2.4, we
know that the maximum CNR,,;, for the CDMA mobile receiver is equal to -
1 dB for the 0.5% FER, and the receiver bandwidth is approximately 1.25
MHz. Assuming that the overall noise figure NFy, is 10 dB, from (4.2.4) the
receiver sensitivity is thus

" dBuV/m will be used when the receiver sensitivity is represented by signal
electrical field strength instead of the power. The conversion between dBm and

dBuV/m, and the conversion between dBm and dBuV as well are given in
Appendix 4A.
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Sin_coma =—174+60.9+10~-1=~104.1 dBm.

The required CNR of a receiver for achieving a certain data error
rate 1s determined mainly by the demodulation, decoding, and digital signal
processing in the digital base-band as described in Section 2.4.5. However,
the magnitude and phase frequency responses of the channel filters in the
receiver RF analog section may also have notable impact on the CNR value
if the bandwidth, in-band ripple, and group delay distortion of these filters
are not properly defined.

In fact, it is more convenient for the RF receiver system design to

employ the receiver noise figure NFp, than using the sensitivity. Rearranging
(4.2.4), we obtain

NFRx :174+Snu'n _IOIOg(BW)—CNR (427)

The reference sensitivity for the GSM 900 small mobile receiver is defined
as —102 dBm, and the CNR,;, is approximately 8 dB for the GMSK
modulation signal to be demodulated with a BER around 3%. If the receiver
bandwidth is 250 kHz, from (4.2.7) the maximum acceptable noise figure
for such receiver sensitivity is

NFy, gy =174-102-54-8=10dB.

In practical designs, it is necessary for the receiver sensitivity to have an
enough margin — say, 3 dB or more. For the above example, to achieve a

—105 dBm or even better sensitivity, the overall receiver noise figure should
be 7 dB or less.

4.2.2. Cascaded Noise Figure

The RF receiver usually consists of multiple stages as shown in Fig.
4.1 where gy and Fy, (k= 1, 2, ..., n) are the available power gain and noise
factor, respectively. A similar way of the cascaded noise factor derivation as
presented in [1] will be used here. Assuming that the input impedance of
each stage in the receiver is conjugate-matched with the output impedance

of preceding stage, the available output noise power from the nth stage Py g,
18

Py o =Fp kT, -BW -] g,, (4.2.8)

J=1
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Pre- REB RF Down
selector LNA PF RFA Converter

TFA VGA
kg == *I}* = ~>[>—> ADC >
1ver

g1, Fi 22, F2 g3, F3 g4, Fa g5|Fs g6 Fs gk, Fx gn, Fn

Figure 4.1. Receiver chain of multiple stages

where Fy, is the overall noise factor of the receiver. The available noise
introduced by the input and the first stage measured at the output of the n"
stage 1s

Py, =F -kT,-BW-]]g,- (4.2.9)

J=1
The available noise of rest stages added to the output of the nth stage is

Py =(F, —-1)-kT, - BW -] [ g, . (4.2.10)
j=i
where i = 2, 3, ..., n. The total available noise power Py p, is also equal to
the sum of (4.2.9) and (4.2.10):

Py pew =F, kI, -BW+Zn:(F,. —1)-kT, -BW-ﬁgj. (4.2.11)

i=2 Jj=i
Substituting (4.2.8) into the left side of (4.2.11), after canceling the

common factors £T,-BW on both sides we obtain the cascaded noise factor of
the receiver Fy, to be

Fp=F+Y 41— (4.2.12a)

The noise factor Fp, in dB is referred to as noise figure of the receiver NFy,
here, which is expressed as
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1 F -1
=10log| F, + » ——1. (4.2.12b)

i-1

= ng

J=1

In (4.2.12b), gy and Fy (k= 1, 2, ..., n) both are in numeric value. If using
noise figure of each stage, NF;, (k= 1, 2, ..., n) instead of noise factor and
the power gain in dB, Gy, (k= 1, 2, ..., n-1), (4.2.12b) then has the form

NF,

NR 1o _
NF,. =10log| 10 10 +219——1 . (4.2.12¢)

IZHIOIO

Equation (4.2.12) is also called a Friis equation [2]. The gains in
this equation are available power gain based on the assumption that there is
conjugate matching between stages. The assumption of conjugate match
may be in reality true for the RF blocks of the receiver. However, in the IF
and the analog BB blocks of the receiver the input impedance of the mth
stage Z; ,, may not match with the output impedance of its preceding stage
Zy ms and usually Z; ,, >> Z, ,,.;. The voltage gain g, instead of the power
gain is usually used for the stages in the IF and the analog BB blocks.

Fig. 4.2 can be utilized to calculate the noise factor of each stage in
the un-matched stage blocks of the receiver chain, and to determine the
corresponding cascaded noise factor. Here the series voltage source Vy,, and
the parallel current source Iy,, represent the noise of the m™ stage (m =1,2,

., 1), R,y and R,,, are the input and the output impedances of the mth
stage, respectively (since practically R, (resistance) >> X,, (reactance) for

VMm VN,"H!
Stage 1 Stage m Stage nrtl
Fi ,gv,l ‘_] 4_-I INJ” r En,gW" 4_1 11\;m+l r F,,H.]ggv,mﬂ ‘_—l ......
I | | |
Rn,l Ro,m—l Ri, m Ro, m Rl, ml Ro, mtl

Figure 4.2. Equivalent representation of noisy receiver chain
consisting of unmatched stages
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both impedances in all the stages (m =1,2, ..., n;)), and R, is the source
resistance. Denote noise factor and voltage gain of each stage in Fig. 4.2 as
F,and g,, (m=12, ..., ny), respectively. The noise factor of the mth stage
can be derived as follows [1], [3]. The mean square noise voltage generated
by the output resistance R,,,.; is 4kT- R -BW, which is the source noise

o,m—1

of the mth stage. The mean square noise voltage at the input of the mth stage

Vls,in m iS
R?
V2o [(IN Ry Vo J+4KTR, m_]BW:| i (42.13)
o,m-1 i,m
The output noise of the mth stage V/é,outm equals
RZ
V =gl V2 i m {,m+1
Noout _m g N, R +Rl ol (4214)
From the noise source 4kT- R, | -BW to output noise voltage V,é’ou,_m , the
total voltage gain, g, », is equal to
: R
8vi m= e g (4.2.15)

R, tR,, 7R, +R

i,m+1

From (4.2.14) and (4.2.15), we obtain the noise factor of the mth stage (with

a source resistance of R,, ;) to be
Vy Iy mRoma +V,
Fm: N,out _m S :1+(Nm 0,m—1 Nm)z' (4216)
4kTR, ., BW-g,, 4kT-R, .- BW

The cascaded noise factor of two adjacent stages, the m™ and the (m-
1)th stages, F,, w+1, can be obtained from (4.2.13) and the following
equations [3]:

2
R.
Vl\a in_m+l T I:Vl\zl,in_m ’ gf,m + (IN,m+1Ro,m + VN,m+1 )2 jl[R—:n;—{]_——J (4217)
o,m i,m+1
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R?

V2 g2 V2 i i,m+2
Nyout _m+1 = Sv,m+1” N,in _m+]
(Ro met T Rz m+2)2 ’ (4218)
and
R, R, R
_ i,m i,m+1 i,m+2
vt mma1 = R R 8v.m R R, &y m+1 R . (4219)
o,m—1 + i,m + i,m+1 o,m+1 i,m+2

The cascaded noise factor of the two adjacent stages F,, ,+; is expressed as

F _ V/\% out _m+1
ol vt _mm+1 4kT ' BW ! Ro,m—l
gy Faa - 1 1 (4.2.20)

2 2 ’
Eom R, Ro e
R
Ro,m—l + Ri,m om

where F,,.; has the same expression as (4.2.16) but the subscript m of all the
variables in this formula is replaced by m + 1.

In the general case of n; stages in cascade with a noise source
4kT-BW-R, as shown in Fig. 4.2, the overall cascaded noise factor, F; cuscades
has a form of

m Fm -1

t _cascade — F +Z o 5 . (4221)
- g’ [ J Ro,l-l
=1 Rop +R R,

In (4.2.21), F,, is given by (4.2.16), and R, , = R,. This equation turns into
the same form as the equation (4.2.12a) if letting the voltage gain multipliers

2
Ri,l Ro,l—l
R, +R;, R

terms on the right side of (4.2.21) equal the available power gain of the
corresponding stage g;—-i.e.,

of each stage, gvz,l[ , in the denominator of the fraction

0,l
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2
g - g2 Ri,l Ro,l—l
: " R, +Ry .

(4.2.22)

0,!

The input impedance of the stages in the IF and the analog BB
blocks is usually much higher than the output impedance of preceding stage
—i.e., R; > R, ;. Thus (4.2.21) can be simplified, particularly under the
assumption of R,; = R,,;.;, as

& F, -1 & F, -1
F‘r?casrade EE + ZTn—lm———EFl + z = . (4223)

m-~1
Ro,l—l

m=2 | | 2 m=2 | | 2
gv,l R gv,l
I=1 =1

0,

(4.2.23) is quite convenient and useful in estimating the noise factors or
noise figures of the IF and the analog BB blocks in the RF receiver
engineering design calculation.

4.2.3. Receiver Desensitization Evaluation Due to Transmitter Noise
Emission in the Receiver Band

There are two approaches to calculate the receiver desensitization
caused by the transmitter noise emission in the receiver band in a full-duplex
system. Assuming that the emission noise mainly passes through the
duplexer, which connects the receiver and the transmitter to a common
antenna. One is based on finding an equivalent noise figure of the duplexer,
and the other one is using the concept of equivalent antenna temperature.

4.2.3.1. Equivalent Duplexer Noise Figure Method

In this analysis, the duplexer is imaged as a two-port instead of
three-port device, which has one port for connecting the antenna and the
second one for connecting the receiver as shown in Fig. 4.3. The third port
of the duplexer is terminated with the transmitter and this port is the
entrance of the interfering noise source to the receiver. The noise figure of
this equivalent two-port device can be determined as follows.

Assuming that the input signal level at the antenna port is Ps, and
the noise is the thermal noise with a power density of k7, the signal-to-noise
ratio at the antenna port (S/N)igpue 1s simply
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Antenna Port

Isolator Tx Port

Rest of —> .
- PA —>»0— Duplexer F>O— Rest of Receiver
Transmitter - H

Equivalent Two Port Device ; T Receiver
Rx Port

Figure 4.3. Simplified configuration of full-duplex transceiver

P,
S/N), =—28 4224
( )mput kTo .BW ( )

where BW is receiver noise bandwidth. If the insertion gain between the
antenna port and the receiver port of the duplexer is g, z < 1, then the
output signal power from the receiver port is equal t0 g,z Ps. Letting
Py 15 aniresana mMW/Hz be defined as the excess transmitter noise emission
density over the thermal noise density k7, in the receiver band and measured
at the antenna port of the duplexer, the output noise from the receiver port of
the duplexer is then (kTo + Py antruBand * Sane Rx)- BW. Here it is assumed

that the excess emission noise density Pu7c an, resana i flat in the receiver
band, and BW is the noise bandwidth of the receiver. The output signal-to-
noise ratio from the duplex receiver port (S/N)oupue can be written in the
following form:

PS : g(mt_Rx

output =
(kTo + PN,Tx‘(mt,RxBand ) ganf_Rx)' BW

(S/N) (4.2.25)

The equivalent noise factor of the duplexer from the antenna port to

the receiver port F, 4 is determined by the ratio of (4.2.24) to (4.2.25) —
i.e.,

(S/N)input 1 PN,Tx _ant,RxBand
e_dplx = = +
(S/N)output gant_Rx kT,

(4.2.262)

0

and the corresponding noise figure NF, 4, is the noise factor F, g
expressed in dB scale —i.e.,
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P

N,Tx _ant,RxBand

NFe_dp1x=1010g[ S JdB. (4.2.26b)

gnnrﬁRx kTo

As we knew, the original noise figure of the duplexer’s receiver
filter with an insertion 10SS gau gx 1S NF, g = 1010g(1/gone z). Comparing
this noise figure with that given in (4.2.26), it is apparent that the excess
€mission Noise Pu 7y au,resana T€SULLS in the degradation of the duplexer noise
figure. However, the P 7y an, resana 1€Vel 1s usually very low and cannot be
directly measured. But it can be obtained through measuring the noise
emission density in the receiver band at the transmitter power amplifier
(PA)/isolator output (see Fig. 4.3). If the receiver band noise emission
density measured at the PA/isolator output is denoted as Nr jmrepana iR
dBm/Hz, and the attenuation of the duplexer’s transmitter filter to the
signal/noise in the receiver band is Ay 7r in dB, the Py e ane, repana l€VEl can
be calculated by using the following expression:

Nre _inreand = Aapix _1x

PN,Tx_ant,RxBand =10 10 - kTo s (4227)

where kT, is the thermal noise density in mW/Hz, and it is equal to 4x10"®
mW/Hz when T, =290 °K.

Let us look at an example. Assume that emission noise density in
the receiver band at the PA/isolator output is Ny inrcgand = -127.5 dBm/Hz,
the attenuation of the duplexer’s transmitter filter to the emission noise is
Agpix 7 = 44.5 dB, and the insertion loss of the duplexer’s receiver filter is
8ant rx =0.56, or 10-log(gum r:) = -2.5 dB. From (4.2.26b) and (4.2.27) we
obtain the equivalent noise figure of the duplexer to be

10(-127.5-445)10 _ 1 9=174/10

NF,

e_dplx

=1010g(1.78+ Js3.74 dB.

10—174/10

The noise figure of the duplexer without the transmitter emission noise
NF 41y is equal to 10-1og(1/ gan z) = 2.5 dB. The noise figure degradation of
the duplexer due to the transmitter emission noise is approximately 1.24 dB.
The noise figure increase of the duplexer from the antenna port to
the receiver port directly raises the overall receiver noise figure and thus
degrades the receiver sensitivity. If the noise figure of the receiver excluding
the duplexer is NF,,, = 3.5 dB, the overall noise figure of the receiver under
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the impact of the transmitter emission noise NFx, can be calculated by using
(4.2.28) —i.e.,

10"/
NFy, =10log| F, ;) +———— (4.2.28)
N ant _Rx
= 1010g(2.37 + 2'24; 1) =6.6 dB.

Comparing this receiver noise figure with the one without transmitter
emission noise impact, NFg,, = NF,., + NF, 4x = 3.5 + 2.5 = 6.0 dB, the
degradation of the overall receiver noise figure or the sensitivity is
approximately 0.6 dB.

4.2.3.2. Equivalent Antenna Temperature Method

In the normal case without the transmitter noise-emission influence
the antenna temperature is assumed to be equal to ambient temperature T, =
290 °K, and the noise density at the input of the receiver is then N, = 10
log(kT,) = -174 dBm/Hz. However, the receiver in a full-duplex system is
always impacted by the noise emitted from the transmitter. In this case it
may be imaged as that the antenna temperature rises to a temperature T, and
the equivalent noise density at the input of the receiver now becomes

KT, =kT, + Py - (4.2.29)

As we know from Section 2.3, the equivalent temperature of the
receiver system internal noise Tyg, is determined by the receiver original
noise figure Fy,,, and it is

Ty.re = (Freo = DT, . (4.2.30)

The overall receiver equivalent noise temperature T,p, is the sum of the
temperatures, 7, and Ty, —1i.€.,

T, g =T, + (Fg,, —DT,. (4.2.31)

o

The alternative definition of the noise factor is the ratio of the overall
receiver equivalent noise temperature 7, z, to the thermal noise temperature
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T,,. Thus the receiver noise factor Fp, derived from the temperature ratio has
the following form:

Te,Rx . PN,Tx_nnt,RxBand

F, = = +F, 4.2.32a
Rx T kTo Rx,0 ( )

o

and the corresponding noise figure NFy, is

P
NF,, = 101og[ﬂk“;”’“—3‘""’— + FRM} . (4.2.32b)

o

Utilizing the same data that are used in the example in Section
4.2.3.1, from (4.2.32) we calculate the noise figure of the receiver under the
transmitter emission noise influence to be

2.33x107"8
NF, =10log &=~ —_ 1398 |=6.6 dB.
" g( 4x107 ]

It gives us the same result as that produced by using (4.2.28).

These two approaches result in the same consequence. Either one
can be used to calculate the desensitization of the receiver under the
disturbance of transmitter emission noise. The acceptable desensitization of
a mobile station receiver under such kind of interference is approximately a
couple of tenths of dB.

4.2.4. Influence of Antenna VSWR to Receiver Noise Figure

The voltage standing wave ratio (VSWR) or return loss is usually
used to represent the matching/mismatch condition between the antenna and
the receiver input. In the case of mobile stations, the VSWR of the antenna,
especially the internal antenna, may widely vary with the user hand holding
gesture and position, and the distance between the antenna and the human
head/body. The VSWR magnitude of a mobile station antenna can vary in
value between 1.5 and 6 under the influence of different application
conditions. In the following analysis, we can see that the large antenna
VSWR significantly impacts receiver noise and remarkably degrades
receiver sensitivity. It is definitely worth considering the antenna VSWR
influence to the receiver sensitivity and taking this possible performance
degradation into the sensitivity budget during the RF receiver system design.
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A simplified model for the receiver noise figure analysis instead of
individual amplifier stage noise analysis as in Section 4.2.2 is shown in Fig.
4.4. Where Vy and Iy are equivalent noise voltage and current of the

receiver, respectively, V, is the source voltage, and R, is the source

resistance (no source reactance shown in this figure because of conjugate
matching at the receiver input assumed). In the case of no correlation
between Vy and Iy, the receiver noise factor Fg, can be written in the
following form:

+ + ,
AKT, - BW -R, ' 4kT, BW -R,

(4.2.33)

Rx

where ¥y and I7 are mean noise voltage and current square, respectively,
and k7, -BW is the thermal noise power in the receiver noise bandwidth BW.

Ry
I
|
|
1
|
1

g

Receiver R
0 noiseless -

Figure 4.4. Simplified model for receiver noise figure analysis

From Section 2.3.4, we know that the V,\z, and [ ,2\, can be
represented by an equivalent serial noise resistance R, and an equivalent
shunt conductance G, as follows, respectively:

VZI=4kT,-BW-R, and I.=4kT, BW-G,. (4.2.34)

Thus (4.2.33) turns into

Rn
F=1+-2+G,R,. (4.2.35)

g

The receiver noise figure Fg, will be minimized if the following relationship
is held:
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vz [R
R,= |XL=|-2L=R,. (4.2.36)

r; Vo

Plunging (4.2.36) into (4.2.35), the noise figure expression of the receiver is
simplified as [1]

Fr, =1+2R,G, . (4.2.37)

The input port of the receiver is now connected to an antenna, and
the corresponding equivalent circuit for the noise analysis of the receiver is
shown in Fig. 4.5 where F, is an equivalent antenna noise figure, which is
equal to 1 when the antenna background noise equals the thermal noise, and
R, +j X, 1s the antenna impedance presented at the receiver input port. From
this figure we can obtain the receiver system noise figure Fp, to be [1]

y? 12(R? + X2

Fo =F, + y + N( ¢ ) : (4.2.38)
4kT,-BW -R, 4kT,-BW -R,

V:=UKT-BW-ER, R, |

|
I Receiver

E ’FZIT : noiseless R,
|

Figure 4.5. Equivalent circuit of antenna and receiver input

Using (4.2.34) and (4.2.36)), the above equation turns into

R, R X
Fp. =F, +,R G, Rg +R" 1+R‘2z . (4.2.39)

a go a

Considering that the real part of the antenna impedance, R,, is much
greater than its imaginary part X, — i.e., R, >> X, — and the ratio of R./R,,
is the magnitude of the antenna and denoted as p (=R./Ry,), and utilizing
(4.2.37), we can approximately express the receiver noise factor formula
(4.2.39) with the antenna [VSWR| = p as (4.2.40):
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F, -1
Fp, =14+ —RL{-I— + p} , (4.2.40a)

where Fp,, is the receiver original noise factor when the receiver noise
impedance is matched with the source impedance (say 50 Q), and F, = 1 is
used. The noise figure expression is

FRxo =11
NFy =10logi1+ B2 — |~ p |\ 4B (42:400)
yol

A comparison between results from the ADS simulation and
(4.2.40) calculation is presented in Table 4.1. In this verification only a
receiver front end instead of whole receiver chain was used, and the antenna
was not matched with antenna very well on purpose. The receiver front end
has noise figure approximate 1.4 dB and the antenna VSWR magnitude
varies with frequency from 1.8 to 3.8. From the results given in this table,
we can see that the differences between the simulation and the calculation
results are within 0.2 dB. Equation (4.2.40), thus, provides us a good
estimation on the influence of the antenna VSWR to receiver noise figure.

Table 4.1. Comparison of ADS simulation and (4.2.40) calculation

Original Antenna Simulation | Calculation | Difference

Freq. (MHz)| NFRrxo (dB) P NFRx (dB) | NFRx (dB) [ ANF (dB)
870 1.45 1.8 1.66 1.74 +0.05
877 1.39 2 1.74 1.59 -0.15
880 1.38 22 1.81 1.75 -0.06
883 1.37 2.6 1.89 1.91 +0.02
890 1.38 3.8 2.38 245 +0.07

The plots of the receiver noise figure versus the antenna VSWR are
presented in Fig. 4.6, where the original receiver noise figures from 4 dB to
10 dB in 1 dB increment are used, respectively, as a parameter of each
curve. In a similar way, the degradation of the receiver noise figure versus
the antenna VSWR are depicted in Fig. 4.7. From these plots we can see that
the noise figure can degrade 2 to 3 dB depending on the original noise figure
when the antenna VSWR varies from 1 to 4.
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VSWR

Figure 4.6 Receiver noise figure versus antenna VSWR with a

parameter NF, =4 dB to 10 dB in 1 dB step
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Figure 4.7. Receiver noise figure degradation versus VSWR  with a

parameter NF, = 4 to 10 dB in 1 dB step
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4.3. Intermodulation Characteristics

The intermodulation characteristics or referred to as intermodulation
spurious response attenuation is another important measure of the receiver
electrical performance. It characterizes the linearity of the receiver. In the
wireless mobile systems, a two-tone test is commonly used to determine
intermodulation characteristics of mobile station receivers. Corruption of
signals due to intermodulation distortion (IMD) product created by two
nearby strong interferers is defined to characterize receiver linearity.

The intermodulation is a nonlinear phenomenon, and it can be
analyzed by means a memoryless nonlinear model given in (4.3.1):

o0
Y, =ay +a,x; +a,x} +a,x; +---=Zakx,-k , (4.3.1)
k=0

where y, and x; are the output and input signals of a nonlinear system or
device, respectively, and @, (k = 1,2,3, ...) are the kth-order nonlinear
coefficients. The magnitude of the output signal with respect to the
magnitude of the input signal usually exhibits an odd function characteristic.
This means that the odd-order terms on the right side of (4.3.1) dominate
over the even-order terms. The intermodulation troublesome, in most cases,
is caused by the odd-order nonlinearities, particularly the third-order
nonlinearity. The even-order intermodulation distortions are usually very
low, and they will not cause noticeable problems except in the direct
conversion receivers.

4.3.1. Intermodulation Products and Intercept Points

The ratio of the fundamental signal, S; in dB, to the mth-order
intermodulation product, S,, in dB, at the output of a nonlinear system or a
nonlinear device is presented in (4.3.2), which is derived in Appendix 3A:

S, =S, =(m-1){IP, - S,), (4.3.2)

where S; is the input desired signal of the system or device, and /IP,, is the
mth-order input intercept point as depicted in Fig. 3A.1.

Now, we analyze the intermodulation distortion of the kth-stage
device in the receiver chain. Assume that the inputs of the device contain a
desired signal Sy but also interferers with a strength [, and the mth-order
intermodulation product of interferers is in the receiver channel band
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(although the interferers themselves are not in the receiver channel band).
From Fig. 4.8, we can obtain the output signal S, and the mth-order
intermodulation product denoted by IM ,,, instead of S, used in (4.3.2) as
follows:

Siox =S4 + G, dBm (4.3.3)
and

M, =OIP, ; ~m(IIP,, ~1I,;) dBm, (4.3.4)

where G, is the kth device gain, and IIP,,; and OIP,,; are input and output
intercept points of the kth-stage device, respectively. Converting the
intermodulation product /M, to an equivalent product IM,,;; at the input of
the kth device, IM ., =IM,, , — G, , we obtain

mo,k

M, =ml,, —(m-DIP,, dBm. (4.3.5)
Output power
(dBm)
OIPw Intercept point
S1
G
2
Rj m-1 /
Sdi Tin Si S*  [IPm Intput power
(dBm)
Fundamental
mth order
Sm__.
Sdo
M m.o

Figure 4.8. Fundamental and mth order intermodulation product response
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Actually, (4.3.2) will have the same form as (4.3.5) if we replace S;, S;,and
Sn bY Links L + Gy, and IM m ikt G, , respectively. (4.3.5) in its natural
scale has the form of

m
Plin,lc

, (4.3.6)

PIMmJ'n,k = Pm_]
1IPm k
where P,Mm~in’k s Prink, and Pyp,, , are the mth-order intermodulation product,

the input interferer, and the mth-order input intercept point powers in mW,
respectively.
From (4.3.5), the input intercept point of the kth-stage device is

A
1B, :‘I—(mlm,k —IMm_in,k)zlin,k + m’ikl , (4.3.7)

m

where
Ak =Liwse =IM s - (4.3.8)

In general, the odd-order intermodulation distortions of an analog
device, such as an amplifier or a mixer, are usually much higher than the
adjacent even order ones since the output signal power of these devices
versus its input signal power is an odd-like function. The lowest odd order
mtermodulation distortion — i.e., the third-order intermodultion distortion is
the most troublesome one in the RF receivers. On the other hand, the
even-order intermodulation distortion, especially the second-order
intermodulation distortion problem, is one of technical key issues that must
be resolved to implement a direct conversion receiver. The second- and the
third-order intercept point expressions can be easily derived from (4.3.7). If
omitting the subscript %, they are as follows, respectively:

1P, =21, -IM, 4.3.9)
and

A
1P, =%(31,.,, -IM,)=1I, +73, (4.3.10)

where IIP, and IIP; are the second-nand third-order intercept points,
respectively, and IM, and IM; are the corresponding intermodulation
products. (4.3.10) is often used to determine the third-order intercept point
in terms of two equal test tones as depicted in Fig 4.9.
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ﬁ‘ ———
IMD lMDI

BW Tone1 Tone2

1 Receiver
channel bandwidth

Figure 4.9. Third-order intermodulation products

In the receiver IF and BB blocks, signal voltage and voltage gain
instead of signal power and power gain may be used to represent input,
output, and characteristics of each stage. In this case the intermodulation
products are also represented by voltage in mV or dBmV. However, the
relationship between the mth-order intermodulation product voltage at the

stage input, 1% mm_in, the mth-order input intercept point in voltage V ipm »

and the input interference voltage ¥ ; has the exact same form as (4.3.6),
and if omitting the subscript £, it is

4.3.11)

In (4.3.11) all the voltages are rms values in mV. The corresponding
expression in dBmV is similar to (4.3.7):

1R, :—J—i(mlwn _IMVm_,-,,), (43.12)

where

118, = 2010g(V o ) 15y =2010g(V,, ), and My, =2010g(V e o )-
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4.3.2. Cascaded Input Intercept Point

The intermodulation characteristics of an RF receiver are mainly
determined by the linearity or in other words the overall intercept point of
the receiver. Later on we shall see the phase noise of the synthesized local
oscillators used in the receiver has certain impact on this performance as
well. In the following analysis, it is assumed that the receiver consists of
stages of devices connected in cascade, for example, as shown in Fig. 4.10.
The cascaded input intercept point of two different configurations — i.e.,
nonfrequency selective stages in cascade and frequency selective stages in
cascade — will be derived from the input intercept point and the gain of
individual stage in the cascade stage chain.

Pre- INA RFBPF RFA RF Down IF

selector converter AW VGA
b R A ol o]
1iPnd
g, 82, 23, g4, g5, g6, 8k, gn,
Pupmt  Pupm2  Pipm3 Pupma  Pupms  Pupms Prpmx Pupmn

Figure 4.10. Receiver consisting of n stages of devices

4.3.2.1. Nonfrequency Selective System

A nonfrequency selective receiver system means that the
interference tones, which cause the intermodulation distortion, are within the
pass-band of all filters in the receiver. The interferers passing through the
receiver obtain the gain same as that acquired by the desired signal and
result in high intermodulation products. In reality, no receiver is practically
designed in this way. However, for simplifying the analysis of the cascaded
input intercept point we begin with this nonselective receiver system.

If the kth-stage gain equals g; (k = 1,2,3, ...n), the interference level
at the receiver input is Py, and thus Pj,, = g, .. €k-1-Piin, from (4.3.6) the
mth-order intermodulation product Py, ..« = & Pps i generated by the

kth stage is formed

p _gk(glgz“'gk—lpﬁn)m '

IMm _out,k — m—1
l)IIPm,k

(4.3.13)

This intermodulation product is amplified by a gain of gi.; gi+2.. g, at the
output of the nth stage. Assuming the output load of the nth stage is R;, the
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voltage Vi« across the load R, resulting from the intermodulation product
POWET Gi+ 1 &h+2--8n' f)IMm_out,k s

IMm k™

g.g, _Pin m 2
y _L( 182" 841 Pin) gkgkﬂ'“gn.RLJ ) (43.14)

m-1
PIIPm,k

The intermodulation product voltages generated by all stages in the receiver
are added together at the nth-stage output load, and the corresponding total
mth-order intermodulation product power P, delivered to the load R, in
the worst case is equal to

2
V]Mm,kj
Py =——F—"—

] o (4319

n ( g e —Pin)m 5
= Z[ £182 1 Bii B18ke1" " 8n

m-1
k=1 P 1IPm k

M:

.
1l
—_

From (4.3.15) and referring (4.3.6), the cascaded m™ order input
intercept point of the n stage block can be derived, and it has a form of

— et ]

k-1

v He

] =Y . (4.3.16)
k=1

m—1
PIIPm,k

.o g pM
P]]pm :(glgz gn Iin

PIMm

In (4.3.16), Pyp,, and Pppy i (k= 1, 2, ..., n) are in mW, and g, =1. On the
other hand, if the intermodulation products created by the stages in the
receiver chain are in power added together at the nth-stage output load, the
mth-order intermodulation product power Ppy, and the cascaded mth-order
input intercept point P ’jp,, have the following expressions, respectively:

. 4 e P
PwﬁZ[(g‘gz Li-1Fin) gkgmmg,,} (4.3.15a)

m-1
k=1 P[IPm,k
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and

k-1
» H gj
Jj=0

k=1 PIIPm,k

m-1 —\—m

(4.3.162)

Pyp, =

In the RF system design, (4.3.16) is generally used instead of (4.3.16a) since
it will provide more design margin.

For the third-order intermodulation, the cascaded input intercept
point is expressed by individual stage intercept point Pyps (k= 1,2, ..., n)
as

1 1
Pypy = " = 1 mW.
8182 " L8 &8 L 818 8
k=1 P11P3,k ‘PIIP3,1 P]IP3,2 PI[P3,3 PIIPS,n
(4.3.17)
The third-order cascaded input intercept point in dB scale is
1P, :—1010g[2——~—g‘g2 8k )

e dBm. (4.3.18)

= _10log 1 L& &8 +”_glg2“'gn—1]
1IP3,1 PIIP3,2 PIIP3,3 PIIPB,n
(4.3.18) is popularly used in intermodulation calculation for the non-

frequency selective receiver system. Based on (4.3.16a), the expression of
the third-order cascaded input intercept point I7P’; is

-

2 2 R 2
IIP3'=—1010g 21 L& +(g1g2J +”_+(g1gz gn-—lJ

2
sy Pipsy \ Pupas Pupsn

(4.3.18a)
Again (4.3.18) is preferred for design.



Receiver System Analysis and Design 253

4.3.2.2. Frequency Selective System

Practically all the receiver systems have frequency selectivity and
suppress interferers to a great extent. It is necessary to take the receiver
selectivity into account when calculating the overall input intercept point of
the receiver. The selectivity of a receiver is usually implemented in the IF
section and/or the analog base-band section by means of the receiver
channel filters. To understand the effect of the selectivity to the input
intercept point of a receiver, the analysis is in terms of two cascade stages
consisting of a band-pass filter and an amplifier such as stages 6 and 7 in
Fig. 4.10.

Assuming that the band-pass filter (stage 6) has a rejection ARjs at
the interferer frequency and an insertion loss IL in the pass band —i.e.,

IL<0 in-band
6 = 4.3.19)

IL - AR; atinterference frequency,

where AR; is the filter rejection to the interference in dB. Assuming that the
filter is a passive device, such as an IF SAW, with a very high input
intercept point — 1.e., Pypys >> 1 — the cascaded input intercept point of

stages 6 and 7 IIP,;,’6_7 can be expressed as

IIP,;’6_7:—1010g( L JE-G;+IIPM. (4.3.20)

1IPm,6 PIIPm 7

In the above expression, G,is equal to G, =1L and for cascade non-
selective devices
IIP, ¢ ,=—IL+1IP, ,=IIP,  ,.

m,

For the selective system, the interference level at the stage 7 input is now
A4R; dB less and equals [,; - 4AR; Thus the intermodulation product
converted to the seventh-stage input IM w_in,7 from (4.3.5) is now equal to

IM;n_inJ :m(]in,7 _ARj)—(m *1)11Pm7 . (4321)

Since the intermodulation product generated by passive band-pass filter is
negligible, the total intermodulation product resulting from stages 6 and 7
and converted to the sixth stage is
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]M;n_in,sj =—IL+ IM,',,M,-,,J . (4.3.22)

Substituting (4.3.22) into (4.3.7), we can obtain the input intercept point of
cascade stages 6 and 7:

, 1
1P, . , =—[m1m 6 —IM, .6 7]=—]L +1IP, +~m—ARJ. (4.3.23)
T om—=1 ' - om—1
Comparing the above equation with (4.3.20), it is apparent that the
equivalent gain of the selective device (the sixth stage) G(; is

G, =IL-—"_AR

m—1_ 7

It can be generalized to any frequency selective stage &, and the equivalent
gain, G,',,’ks in dB, has the following form:

Gy =1Ly —;mTlAR kg o (4.3.24)

where IL, is the insertion loss and AR, is rejection of the interference of
the kth stage .

The equivalent gain of the third-order distortion for the ksth
selective device G;’kq is

. 3
Gyuy =1L, _EAR kg o (4.3.25)

and the equivalent gain for the second-order distortion G;,kq is

Gy, =1L, —2-AR (4.3.26)

Joks *

Let us look at an example of the filtering effect on the third-order
intermodulation product. An IF SAW filter used for the receiver channel
filtering has a 38 dB rejection to two interference tones. The actual rejection
effect to these tones based on (4.3.25) is 1.5 times higher —i.e., 1.5 x 38 =
57 dB.
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In intermodulation performance tests, two interference tones with a
defined frequency separation are commonly used. These two test tones may
be located on the skirt of the channel filter stop-band as depicted in Fig 4.11,
and the filter has different suppression to these two interference tones since
the skirt of the filter stop-band varies steeply. The value of AR;, in(4.3.25)

should be the average value of the filter rejections on these two interference
tones and it is calculated in the following way

_ 2 ' ARj,kS !CIose_tone +AR
Joks T 3

Jiks |Far_tone , (4327)

where AR is the rejection of the interference tone close to the

kg |Cloxe_tone

carrier frequency, and AR is the rejection of the interference tone

ks |Far_tone
further away from the carrier.

The cascaded input intercept pointof a frequency selective system
can be still calculated by using (4.3.16), but in this formula the gain of all
the selective stages is now given by (4.3.24) or should more accurately be
the numerical value of (4.3.24)

m
(IL,,S ——m_lAR,,kS)

= 10
i, =10 . (4.3.28)
A
0 pooeeeemmmmomeees Reference level
IL +——- 7 S 7 S
a ARj,kS Iclosc_lone
N
N
o
o
g
ED ARj,ks |far_lone
)
=
\
fo foose frar Frequenc

Figure 4.11. Frequency response of receiver channel band-pass filter
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4.3.2.3. Cascaded IIP,, Expressions in Voltage and in Hybrid Form

In the IF and analog BB blocks, input and output signals of each
stage are measured based on their voltage instead of the power, and the
amplification level for individual stage is thus represented by voltage gain.
The nonlinearity of the stage, in this case, is characterized in terms of the
intercept point of the fundamental output voltage and the mth-order
nonlinear output voltage versus input voltage curves. The corresponding
mth-order cascaded input intercept point of 7, stages can be derived from
(4.3.11) similar to deriving (4.3.16), and it has the form

k-1 e
1
_ RIS [1e;
Ve =| S22 D= , (4.3.29)
V[M,m k=1 V]IPm,k

where g,; (k = 1,2, ..., n,) is the voltage gain of the K" stage, g,0 = 1, and
Viemr (k=1, 2, ..., n,) 1s the mth-order input intercept point voltage of the kth
device. For the third-order intermodulation distortion case or m = 3, we
have the expression

nV e 2 2
V11P3 - (gv,ngZ gv,k—l j , (4330)

k=1 V upak

or, written in its more commonly used form,

2 2 2 2
1 1 gv,l gv,1gv,2 gv,lgv,Z “'gv,nv—l
= | & +| = +| —= 4o 27 .
V11P3 VIIP3,] VIIP3,2 VIIP3,3 VIIP3,N

(4.3.31)

In a true receiver chain, the front-end RF section up to the input of
the RF down-converter is usually in the matching condition and the power
variable and gain are employed there, but in the IF and analog base-band
sections only the voltage variable is considered and the input and output
ports may never be matched. The turning point from using the power
variable to employing the voltage variable is usually at or just after the RF
down-converter stage. Assuming the turning point is at the (n,+1)th device
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receiver chain, it is not hard to prove that the overall mth-order input
ntercept point in power is

m—1 m=1 |,
k-l 2 "p 2
.| 112 R, [[e
Puew =| 20| 5 +| = , (4.3.32)
k=t| L1ipm i V itpmin 41--n

where g, =1, R, is the matched input impedance of the (n,+1)th stage,

=2 . . . .
V 1iPmin, +1--n 18 the cascaded input intercept point from the (1, +1)th stage to
the n™ stage expressed in voltage, given by

m-1"]

=2
V ipmin, +1-n =

j-1
n | |gv,l
1=0

jengt| Voiem,j

(4.3.33)

In (4.3.33), v nem,j and g, ; are the voltage input intercept point and voltage
gain of stage j (j = 1y, npp, ...10), and g, = 1.

The corresponding formula for the third-order cascaded intercept
point of n stages is

1
Pypy = = 4.3.34)

"y 2.2, g n g.v,lgv,2'”g\’y..—l
ZM'F Z glgz'“gnpRo[ = /

@ Pupss jems Vips.j

where g, =1, R, 1is the input impedance of the (n,+1)th stage that is

possibly matched with the preceding stage output impedance. From (3.4.34)
we notice that voltage input intercept point Vyp;; can be translated into
power input intercept point Pyp;; in terms of impedance R, and by means of
the following formula:

10log Pyp; ; =201ogVyp, ; —10l0g R, . (3.4.35)
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IfR,=200 Q, P]1P3J' is related to VIIP3,j as

IIP, ; (dBm)=IIP, , ; (dBmV,,, )~ 53. (4.3.36)

4.3.3. Calculation of Receiver Intermodulation Characteristics

The linearity of a receiver, which is usually represented by means of
the cascaded input intercept point of the overall receiver, is the main cause
of intermodulation distortion, but the intermodulation spurious response
attenuation of a receiver also depends on other factors, such as the local
oscillator phase noise level around the interference tones and receiver noise
figure contribution. In this section, the intermodulation characteristic
performance calculation takes all possible factors into account.

4.3.3.1. Allowed Degradation of the Received Desired Signal

The analysis of receiver performance may start with the allowed
maximum degradation of the receiver input desired signal caused by noise
and/or interference. A wireless communication system has a certain
minimum carrier-to-noise/interference ratio, CNR,,;,, to achieve a given data
error rate —i.¢., 2 BER or a FER. The allowed maximum degradation of the
receiver input desired signal D, ;, is defined as the minimum carrier-to-
noise/interference ratio CNR,,;, for a given data error rate subtracted from
the receiver input desired signal, S;;, which is usually defined as 3 dB above
the reference sensitivity level —i.e., S, =S +3. The expression of

min_ ref
the allowed maximum degradation of the desired signal caused by noise
and/or interference at the receiver input is

Diain =Sq; ~CNR . (4.3.37)

max,in
It is apparent that the allowed maximum degradation of the receiver input
desired signal is actually the maximum noise and/or interference level,
which deteriorates the desired signal to a carrier-to-noise/interference ratio
of CNR i

In fact, a receiver has inherent noise consisting of thermal noise and
the noise associated with the receiver noise figure. If the receiver noise
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figure is NF, in dB, N, denotes the receiver inherent noise converted to its
input port in dBm, and it has a form of

N,; =174+ NF,, +10log BW, (4.3.38)

where BW is receiver noise bandwidth in Hz. The inherent noise of the
receiver definitely reduces the maximum allowed degradation value of the
input desired signal, and thus the allowed degradation of the input desired
signal D, turns into

D,

max, i Lﬂf_
Q=mm4m10-mmJ, (4.3.39)

Assuming that S; = -101 dBm, which is 3 dB above the reference
sensitivity level —104 dBm of the CDMA mobile station receiver, CNR,,;, =
-1 dB, which is defined in the CDMA minimum performance standard IS-
98D [5], NFr, =7 dB, and BW =1.23 MHz for a CDMA mobile receiver,
from (4.3.39) we obtain

~101+1 -174+7+60.9

D, =1010g(10 010 1 ]=—101.2 dBm.

4.3.3.2. Intermodulation Distortion Resulting from Finite Receiver Linearity

The intermodulation distortion performance of a receiver depends
on its linearity. The linearity of an RF receiver is characterized by using the
cascaded input intercept point of different-order nonlinearity. If the mth-
order cascaded input intercept point of the receiver is IIP,, substituting S; =
Iy, and S, - S,, = I, — IM,, ,, into (4.3.2) we obtain

M=lm“m+m—mmj (4.3.40)
—M,,

In (4.3.40), IM,, ;, is the mth-order intermodulation product generated by
two interference tones with the same strength 7;, dBm.

From the previous section we know the allowed degradation of the
receiver input desired signal is D, for the data error rate corresponding to the
carrier-to-noise/interference ratio, CNR,,;,. Now, assuming that this signal
degradation is entirely due to the mth-order intermodulation product — i.e.,



260 Chapter 4

IM,, ;, in (4.3.40) is replaced by D,, thus the allowed maximum interference
level, 1;, ., which is also referred to as the intermodulation spurious response
attenuation, 1s

Iin,a :i[Da +(m—1)][Pm]a (43413)
m

or using (4.3.39)

m

Dmax.m ﬂ
I,-,,’(,z—1~ 1010g[10 10 —101 ]+(m—1)I]Pm , (4.3.41b)

where Dyqx.in and N, are given by (4.3.37) and (4.3.38), respectively. For the
third-order intermodulation, the allowable interference level at receiver
input, when using (4.3.37) and (4.3.38), is

S4.i~CNRyip ~1 74+ NFp, +10log BW

Ii,,,a% IOIOg(IO 010 10 ]+2m>3 . (43.42)

However, the second term in the parentheses on the right side of
(4.3.41) and (4.3.42) is usually much smaller than the first term. After
neglecting the second term in this parentheses, (4.3.41b) can be simplified as

I, = 1 5, ~CNR,,, +(m-D)1IP, ]. (4.3.43)
m

Using (4.3.43), we are able to approximately estimate the receiver minimum
IIP, based on the minimum requirement defined in the system standard,
such as CDMA IS-98D [5] or ETSI GSM 0505 [6], on the intermodulation
characteristics. The minimum performance specification usually defines the
desired signal level S;; in dBm and the minimum interference tone level
Ly min in dBm or the relative level Ry, = Iy, pin — Sq; in dB. Using this power
ratio Rysg = L min — S4; and (4.3.43), we can calculate the required minimum
1IP,, .., of the receiver to be

]]Pm,min = Sd,i + —1——1(mR1/Sd + CNRmin ) : (4344)
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In most cases, we are interested only in the third-order intermodulation
product. Substituting m = 3 into (4.3.44), we obtain

1]1)3,min = Sd,i + l (3R1/Sd + CNRmin )
2 (4.3.45)
~S,,)+CNR

in,min min ]*

=S, +%[3(1

The minimum performance specification of the intermodulation
spurious response attenuation for the CDMA mobile station defines that .S,;
= -101 dBm, CNR,;, = -1 dB, and 1, i, = -43 dBm. Using (4.3.45), we
estimate the minimum third-order input intercept point requirement to be

IIP3,min =-101 +%(3 x358 _1) =-14.5 dBm

For an accurate IIP;,;, calculation we should use the following
formula (4.3.46):

S4,,~CNRyiy ~174+ NFy, +10log BW

Ill%,min :';— 3Iin,mjn —IOIOg(IO 10 -10 10 J . (4346)

Using the same data as the previous example in addition to NFy, = 7dB and
BW =1.23 MHz, plugging them into (4.3.46) we obtain the minimum //P; to
have a value

~10141 ~174+7+10log1.2310°

Ip; :% 3><(-43)—1010g[10 10 —10 10 } =-13.9 dBm.

The difference between (4.3.45) and (4.3.46) in this example is 0.6 dB.

In practical design, performance margin is always needed. If the
design margin for the intermodulation spurious response attenuation is 3 dB
or more — 1.e., the receiver can handle the intermodulation tone level to be
equal to or greater than ([, i, + 3) dBm — from (4.3.46) we know the
receiver input intercept point /IP; should be 4.5 dB greater than IIP; .
Utilizing the result of the previous example, to obtain a 3 dB or more design
margin for the intermodulation characteristics the I7P; of the CDMA mobile
receiver should be ~9.4 dBm or higher.
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4.3.3.3. Degradation Caused by Phase Noise and Spurs of Local Oscillators

In reality, the minimum input intercept point of the receiver need be
higher than that calculated from either (3.4.44) or (3.4.46). The phase noise
and spurs of UHF and VHF PLL local oscillators will also contaminate the
desired signal. The intermodulation interference tones mixing with the phase
noise and/or spurs of the PLL LOs generate receiver in-channel bandwidth
noise and spurs, which degrade the desired signal-to-noise ratio. Assuming
that the average phase noise density over the receiver bandwidth BW at
offset frequency equal to that of the interference tone offset from the signal
carrier 1S Npjuase dBc/Hz, and the spurious at a offset frequency equal to or
nearby the frequency of the interference tone offset from the signal carrier is
N, 1n dBc, their powers contributing to desired signal contamination in
mW are, respectively,

+10log BW +1,,—AR

ph ase in

P, =10 10 (4.3.47)

and
N, -AR

g+ Ly

P =10 1 (4.3.48)

spu

where I, 1s the intermodulation interference tone, and AR is the rejection to
the interference tone of a filter preceding the corresponding down-converter.

Considering these contributions to signal degradation, the allowed
intermodulation interference tone level at receiver input from (4.3.41)
becomes

D

max,in

N, '

2 2
L. Ll 1ot0g10 0 —10710 ZZPhn,j,k
m j=1

1 k=1

(4.3.49)

ZZZ 22: Psp,,,j’k] +(m—-1IIP, }

Jj=1 k=1

where Py, and Pg,jx (5, K = 1, 2) are the phase noise and spurs
contributions resulting from the first j = 1 and the second j = 2 LOs, and the
first £k = 1 and the second k = 2 interference tones, respectively. They have
the same expressions as (4.3.47) and (4.3.48), but N and N, are
replaced by Nppasejn and  Ngjx (7, £ = 1, 2), respectively. In the direct
conversion receiver case, only one UHF PLL LO is needed, and therefore
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the double summation in the parentheses of (4.3.49) becomes a single
summation.

For the third-order intermodulation, the allowed interference level is

Daxn Ny 2 2 22
Tina :% 101°g[10 RS UL I I A ZPspu,_i.k]-I'ZIIg:l-
j=1 k=1 j=1 k=1

(4.3.50)

For a given interference level, such as the level defined by the minimum

performance requirement of system specifications I, = [imn. Thus the

minimum I7P; of the receiver can be calculated by using the following
formula:

Dyavi N
1 max,in A 2 2 2 2 |
IIPB,min :5 3]in,min —IOIOg[lo 10 -101 —Zzpphn,j,k —ZZPspu,j,k
(4.3.51)

Continuing the previous example and considering only UHF LO
contributions, which results from the average phase noise, —136 dBc/Hz, the
spurs, less than —75 dBc, around both interferers, and AR = 0 dB since there
is no channel filtering preceding the RF down-converter, the required
minimum /7P; now becomes

106.1

1B, i =%{3>< (~43)—101og(1o“° -10 1
sl ik
~2x10 1 —2x10 IOJ =-13.7 dBm.

In this example, the phase noise and spurs of the UHF LO are low enough,
and they have negligible impact, only 0.2 dB, on the receiver IIP;
requirement.

4.3.3.4. Degradation Resulting from Cross-modulation

The influence of the cross-modulation to the receiver performance is
discussed in detail in Section 4.4. Here we use only the results from that
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section to evaluate its contribution to the degradation of the desired signal-
to-noise/interference ratio. In a full-duplex transceiver the leakage of AM
transmission can cross-modulate any interference tone nearby the desired
signal, and partial spectrum of the cross-modulated interference tone may
sneak into the receiver channel bandwidth if the interference tone is very
close to the signal. The cross-modulation product within the receiver
channel bandwidth may impact the receiver performance if the interference
tone and the transmission leakage are high enough. In the CDMA mobile
station case, the cross-modulation product, Ny, in dBm, is approximately
expressed as

Ny =1 = 20IP, 1y + 2(TX 0 + Ly o =Ry 1) +Cs (43.52)

where IIP;,y, is the LNA input intercept point, 7X,,, is the transmitter
output power at the antenna port in dBm, Ry, is the duplexer receiver side
filter rejection to the transmission in dB, and C is a correction factor
associated with waveform magnitude fluctuation and interference tone offset
frequency, which is approximately —3.8 dB and —5.8 dB for the cellular and
PCS band CDMA mobile station receivers, respectively. The allowed
interference level at the receiver input now is reduced to

1 Dunaxin Ny oo 3 2
Iia . m 10log{ 10 1 1010 /Zkz otk
) . (4.3.53)
3N P10 J+(m-1)]]Pm
j=1k=1

For the third-order intermodulation, the allowed interference tone
level expression is

D

max,in

Ny

2
J,M% 10log[10 1 —101° ZZPM,(
Jj=1 k=1
(4.3.54)

New

—Zzliﬂp.,,j,k -10 ]+2]]Pm

Jj=1 k=1

The minimum third-order intercept point for a specified interference tone
level I, uin 1S NOW
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D Ny

IIP; 1, =% 37, . —10log| 10 10 _mTo
(4.3.55)
2 2 ) KV_C_M_
2 D Pk = 22 Py —10 10
J=1k=l1 Jj=t k=1

If ]IP_{'LNA =8 dBm, TX;,W,Z 25 dBm, [Ldplx__Rr =-2.5 dB, delx‘Tl\’ =48
dB, I;, = -43 dBm, and C = -3.8, from (4.3.52) we have N¢y, = -113.8 dBm.
Substituting this intermodulation product value and all other data used in the
previous example, the required minimum /7P; of the receiver increases to

106.1

IIP3,min = %I:B X (—43) - 1010g[10~10 - 10__16~
1181 118 ]138
~2x10 1 —2x10 10 ~10 1 j —-13.6 dBm.

Therefore, the cross-modulation interference causes only 0.1 dB increase of
the IIP; requirement. In the normal case the cross-modulation interference
and the LO phase noise and spurious do not cause much increase of the
receiver IIP; requirement.

(4.3.53) to (4.3.55) can be used for evaluating the intermodulation
spurious response performance of the overall receiver, and they are taking
the main contributions to carrier-to-noise/interference into account. In the
practical receiver design, it is always necessary to set design margin for key
performance parameters. If the design margin for the intermodulation
spurious response attenuation is 3 dB higher than the minimum requirement,
in this case the LO phase noise, the LO spurs, and the cross-modulation
interference products also increase 3 dB. Thus the minimum JIP;
requirement becomes —8.7 dBm, which is 4.9dB higher than —-13.6 dBm.
This means the /IP; needs approximate 5 dB higher if we would like to
improve intermodulation characteristic performance 3 dB better than the
minimum requirement —43 dBm in the CDMA mobile station receiver.
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4.4. Single-Tone Desensitization

Single-tone desensitization is a unique specification for CDMA
mobile systems. It results from the CDMA system being incorporated with
the AMPS and TDMA system in the same frequency bands, the cellular and
PCS frequency bands. Furthermore, the signal bandwidth in the AMPS and
TDMA systems is quite narrow, around 25 kHz, like a CW tone to the
CDMA signal. The CDMA transceiver is a full-duplex system. The CDMA
receiver always suffers from transmission leakage interference particularly
in the LNA before a receiver RF band-pass filter, which will further
suppress the transmission leakage down to an insignificant level. If a strong
interference tone is present near the desired CDMA receiver signal, the
amplitude modulation of the transmission leakage will cross-modulate the
interference tone in the receiver LNA. The spectrum of the cross-modulated
tone may partially spread into the receiver channel bandwidth while the
single-tone interferer is close to the desired signal enough. The receiver will
be desensitized if the cross-modulation product getting into the receiver
channel band is high enough. In this section, we present a quantitative
analysis of the single-tone desensitization issue based on a simplified
amplitude modulation signal model instead of true CDMA reverse link
signal. A more accurate analysis utilizing Volterra series can be found in
reference [4].

4.4.1. Cross-Modulation Products

Assume that the single tone interferer and the transmission leakage
can be approximately expressed in the following form: -

X;=A;C080 1t + Ay o M4 (D) COS L, 441

where 4, is single-tone interference amplitude, ay is the angular frequency of
the single-tone interference, Az, /.q 1s the transmitter leakage signal average
level, @y, is the transmission carrier frequency, and my,(f) is the amplitude
modulation of the transmission signal, which has a fundamental frequency
associated with the CDMA PN sequence chip rate 1.2288 MHz, its variation
depends on the pulse shaping filter and the reverse link channel
configurations, and it also has the following relationships (also see
Appendix 3B):
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1,
lim = Oj m? (1t =1, (4.4.2)

and the square of the relative power fluctuation due to AM, AP,fA , 18
AP = lim L~ Tj(mz 0y —1] dt (4.4.3)
" T T 4 ' o

The interference tone and the transmission leakage x; is amplified in
the LNA with a nonlinearity that can be approximately represented by a
power series as given in (4.3.1). This amplification is mathematically
equivalent to substituting (4.4.1) into (4.3.1). In the outputs of the LNA,
only the terms associated with interference fundamental frequency are
interesting, and they are

Yo (D)= |:a1AI + %a3A1A%\'_Leakmi (t)} cosw,t.  (44.4)

On the right side of (4.4.4), the first term is the amplified
interference tone and the second term is the cross-modulation resulting from
the third-order distortion products of the LNA nonlinearity. The cross-
modulation term is formed by the first order of the interference tone
multiplied with the second order of the transmission leakage. Thus, the
spectrum of the cross-modulation has twice the bandwidth of the
transmission as depicted in Fig. 4.12. In this figure, B/ is denoted as the
desired signal occupied bandwidth of the receiver and the transmitter, f;

A
Interference tone

[ :
‘fST-BW fa b fr fsT+BW

BW
Desired signal

v

R

Figure 4.12. Spectrum of cross-modulated interference tone
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represents the carrier frequency of the desired reception signal, and fs7 is the
frequency of the single-tone interferer.

From (4.4.4) and (4.4.3) we can obtain that the ratio of the single
tone interferer level Agr and the cross-modulation product level A¢y, is

A _ | (4.4.5)

A 3
oM 5|a3"’AP, 2

my | “1Tx _ Leak

where Agr and Acy both are assumed to be the level at the LNA input,
although expression (4.4.5) still holds if A5y and Ay, both are considered as
output level of the LNA. Utilizing the following relationship [3] (see
Appendix 4B),

4ia,

2 _
AIIPB_LNA =S

, 4.4.6
e (4.4.6)

(4.4.5) turns into

2
AST _ AI]P3_LNA _ P]IPSALNA
= . =
ACM 2')APmA"ATx_Leak 2'\APmA"PTx_Leak

, @.4.7)

where Ayps ina and Ppps 14 are the input intercept point of the LNA in
voltage and in power, respectively, and Pr j.q is the transmitter leakage
power to the receiver LNA input.

Converting (4.4.7) into dB scale, the cross-modulation product can
be expressed as

Ney =20log Aoy =2N7, po _2(IIP3_LNA _[Ldplxr_Rx)+1ST +M 4 +6,

(4.4.8)
where
NTx_Leak = 1010g PTx_Leak = TXpwr - Adelx_Tx (449)
IIP; 1y, =1010g Pyps 1y (4.4.10)
Ig =20log Agr (4.4.11)
and

M, =10log(AP? ). (4.4.12)
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TX,,» 1s the transmitter output power at the antenna port in dBm, and
ARy 7« 15 the receiver side filter rejection of the duplexer to the
transmission in dB, ILg4 ze < 0 1s the receiver side insertion loss of the
duplexer in dB, and M, is (4.4.3) expressed in dB and can be calculated by
means of the PDF of the transmission waveform magnitude as shown in Fig.
3.18 and formula (3B.5). However, only part of the cross-modulation
product spectrum extends into the receiver channel bandwidth as depicted in
Fig.4.12. The cross-modulation spectrum portion in the receiver channel
bandwidth depends on the offset frequency of the single-tone interferer from
the receiver signal carrier.

Assuming that the spectrum of the cross-modulation is flat within
2xBW around the interference tone, and the offset frequency is Af = |fsr — fil,
the really troublesome portion of the cross-modulation product can be
calculated from (4.4.13) of the modified (4.4.8)

Newe =2Npy peoar — 2([IP3_LNA =1L e )"' I +C, (44.13)
where C is a correction factor approximately equal to

1.5-BW - Af

C=M,+6+10lo
4 8w

(4.4.14)

and BW is the CDMA signal occupied bandwidth, or 1.2288 MHZ.
The correction factor can be estimated as follows. M, calculation

can be carried out in the same way as IMD, ;. calculated in Section

3.2.3.2. The PDF of the AM transmission magnitude for the CDMA 9.6
kbit/sec voice data is shown in Fig. 3.18, and the corresponding M, is
approximately —5.6 dB. The interference tone offset frequency Af for
cellular and PCS bands is defined as + 900 kHz and + 1.25 MHz,
respectively. Thus the last term on the right side of (4.4.14) is approximately
—4.2 dB for the cellular band CDMA and -6.2 dB for the PCS band CDMA.
Using these consequences, from (4.4.14) we obtain the correction factors to
be

C. =-38dB  and Cpes ==5.8dB.

The correction factor may also be obtained by means of
measurements. The cross-modulation level is approximately 80 dB lower
than the interference tone. To accurately measure the cross-modulation, it is
necessary to cancel or suppress the tone level within the dynamic range of
vector signal analyzer.
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4.4.2. Determination of the Allowed Single-Tone Interferer

Similarly to the analysis of intermodulation distortion performance
in Section 4.4.3, letting the allowed degradation of the input desired signal at
the receiver antenna port D, as given in (4.3.39) equals the total degradation
resulting from the cross-modulation, phase noise, and spurious of PLL LOs.
From (4.4.13) we can derive the expression of the allowed single-tone
interferer as

D,

max,in

N nf

Iy =10logl 10 ® -10' —-P, —P

phn spu

+ 2(]]f)ILLNA - ILdplx_Rx )“ 2(TXpwr - delx_Tx) - C’
(4.4.15)

where Dy ins Ny, Ppmas and Py, are defined in (4.3.37), (4.3.38), (4.3.47),
and (4.3.48), respectively.
Utilizing (4.3.47) and (4.3.48), we rearrange (4.4.15) and obtain

Tsr =207y _ iya—Iyprer _pe)=2TX py =Ryt _10)—Cl N phaset10l0g BW +1g;.
10 1o +10 10
Nspu+1ST Dmax,in Nld

+10 0 =10 © 1010,

Extracting 107s7"® from all the terms on the left side of the above equation
and moving the rest factor to its right side, after taking logarithm we have an
explicit expression of Iy as follows

Dmax,in N_Hf_
10 10 —1010
I =101lo
ST g _[2(111)3 _LNA _]Ldplxr _ Rx)_2(TX/mr _de/x _Ix )—C] Nphuse +10 10g BW Nspu
10 1 +100 41010

(4.4.16)

For an example of a Cellular band CDMA mobile station receiver,
assuming that D,q., = -101+1 = -100 dBm, /IP; ;54 = 8 dB, NF.,, = 7 dB,
Npww = =137 dBm/Hz, N, = -85 dBc, BW = 1.23 MHz, TX,,, = 23 dBm,
IL o1 g = 3 dB, Ry = 52 dBc, and 4f = 900 kHz, from (4.3.16) we obtain

Iy =-25.43 dBm,
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and in this case we have a margin 4.57 dB when compared with the IS98D
specification —30 dBm.

4.5. Adjacent /Alternate Channel Selectivity and Blocking
Characteristics

The adjacent/alternate channel selectivity measures a receiver’s
ability to receive a desired signal at its assigned channel frequency in the
presence of adjacent/alternate channel signal at a given frequency offset
from the center frequency of the assigned channel. The blocking
characteristic measures a receiver ability to receive a desired signal at its
assigned channel frequency in the presence of an unwanted interferer at
frequencies other than those of the adjacent channels. The adjacent/alternate
channel interference signal is usually modulated, but the blocking interferer
is often defined as a continuous waveform (CW) tone. Either the
adjacent/alternate channel selectivity or the blocking characteristics of a
receiver is determined mainly by the receiver channel filter attenuation to
the adjacent/alternate channel or the unwanted interferer, and the phase
noise and spurs of the synthesized LOs in the adjacent/alternate channel
bandwidth or around the unwanted interferer.

4.5.1. Desired Signal Level and Allowed Degradation

For most wireless mobile systems, the desired signal level at
receiver input for the test of receiver blocking characteristic is defined as 3
dB above the reference sensitivity level S, s —1.€.,

Sai =Smin_rer +3- 45.1)

This definition of the desired signal level is also commonly applied in other
receiver characteristics, such as intermodulation and single-tone
desensitization, as described in previous sections.

However, the desired signal level for the adjacent/alternate channel
selectivity test is defined differently from the other receiver characteristic
tests and also differently from a mobile system to another. In the WCDMA
mobile station minimum performance specification, the desired signal level
for the adjacent channel selectivity test is defined as 14 dB above the
reference sensitivity —i.e., Sy; wepms = —92.7 dBm. The desired signal is 20
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dB above its reference sensitivity level or S;; gsi = —82 dBm used in the
GSM mobile system. For the AMPS mobile transceiver, the desired signal
level in this test is specified as 3 dB above the true sensitivity level S, aumps
or Sqi amps-= Smin amps + 3, and this means the desired signal level is not
fixed in the AMPS system.

The calculation of the adjacent/alternate channel selectivity or the
blocking characteristics of a receiver also begins with the allowed
degradation of the desired signal as done in other performance calculations.
The allowed degradation expression has the same form as (4.3.39), but the
allowed degradation range for the adjacent/alternate channel selectivity test
may be much wider than that for the blocking test. This is due to the desired
signal level for the adjacent/alternate channel selectivity test can be 14 or
even 20 dB higher than the receiver reference sensitivity:

Dmax,in N_n{
D, =1010g[10 w1010 j, (4.3.39)
where
Dyaxin =84 —CNR (4.3.37)
an =-174 + NF,,,, +10log BW. (4.3.3%)

4.5.2. Formula of Adjacent/Alternate Channel Selectivity and Blocking
Characteristics

The adjacent/alternate channel interference signal or blocking
interferer /;, mixing with the phase noise and spurs of the synthesized LO,
generates in-receiver-channel noise and spurs, which degrade the desired
signal-to-noise/interference ratio. Assuming that the phase noise density
around the adjacent/alternate channel interference signal or the blocking
interferer, [;, 1S Nppee,y dBm/Hz, and the spurious nearby the interference
signal or interferer is Ny, ; dB, their contributions to the degradation of the
desired signal in the natural scale are, respectively,

N,,,mm{,+1010g BW+1I;

P, =10 10 (4.5.2)

phn,1
and
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Nspu.l+1i

P, =10 1 (4.5.3)

In the superheterodyne receiver, the adjacent/alternate channel
signal or the blocking interferer mixes with UHF LO signal down to an IF
interferer. The interferer will be partially suppressed by the IF channel filter
when it passes through this filter and routs to the second down-converter.
The attenuated IF interferer mixes with the phase noise N> and spurious
Nspr,2 of the second LO and generates in-channel-band interference with a
relative level from the phase noise and the spurious, respectively, as follows,

N phas.2 —ORp +101og BW +1;

Pz =10 10 (4.5.4)

and
Nspu‘2_ARll"+Ii
Ijspu,Z =10 10 > (455)
where AR;r is the relative rejection of the IF channel filter to the
adjacent/alternate channel signal or the blocking interferer 7.
The total degradation of the desired signal due to the phase noises

and spurs of the LOs mixing with the adjacent/alternate channel signal or the
blocking interferer is

2 2
Dyt =10108(D " Pyps + D Prp)- (4.5.6)
k=1 k=1

Letting D,,,, equal the allowed degradation presented by (4.3.39), we obtain

Dmax,in an I,' Nphn,l+] 0 lOg BW N:pu,l

10 © —1010 =101°{10 10 410 10

(4.5.7)

N ppy.2~ ARy +101og BV Nopu, 2~ ARy

+10 10 +10 10

From (4.5.7), we can derive the adjacent/alternate channel selectivity or the
blocking characteristic AS,guunioc to have the following form:
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ASndj/nlt I block = Iadi/alr/block - Sd,i

84,~CNR —174+10log BW + NF
10 © 10 10
=10log -8,
N i1 +101log BW N i, 2~ ARz +10log BW Nt Npu.2=OR ’
10 10 +10 10 +10 1 +10 10

(4.5.8)

For instance, an AMPS receiver has (1) a noise figure NF = 6.6 dB
and a carrier-to-noise ratio CNR ,,;, = 2.6 dB corresponding to a SINAD = 12
dB at its output; (2) an UHF LO: phase noise N30 = -98dBc/Hz, and
spurious Ny, 30 = -65dBc at £30 kHz frequency offset, Nyuseoo = -116
dBc/Hz, and spurious Ny, ¢ = -85 dBc at £60 kHz frequency offset; (3) a
VHF LO: phase noise Npjqse 30 = -74 dBc/Hz, and spurious Ny, 3= -60dBc at
130 kHz frequency offset, Npjqse 60 = -104 dBc/Hz, and spurious N, 60 = -80
dBc at £60 kHz frequency offset; and (4) an IF channel filter: rejection
ARyr30 = 12 dB at 30 kHz and ARz = 25 dB. From the noise figure and
carrier-to-noise ratio CNR ,,;, considering receiver bandwidth BW = 30 kHz
it is easy to calculate the sensitivity S,,;, = —120 dBm. Utilizing (4.5.8), we
obtain the adjacent and alternate channel selectivities are, respectively,

AS,; =41.54 dB and  AS,, =68.46dB.

The specifications of the AMPS mobile station for the adjacent and alternate
channel selectivities are > 16 dB and > 60 dB, respectively. Thus, the
adjacent channel selectivity has a margin of 25.54 dB, and the margin of the
alternate channel selectivity is approximately 8.5 dB.

The side lobe of adjacent channel interference signal may extend to
the desired signal bandwidth, and it will also degrade the adjacent channel
selectivity performance. The side lobe level of the adjacent spectrum
depends on the modulation and the pulse-shaping filter characteristic.
Usually the side lobe level is at least 35 dB blow the main lobe of the
adjacent channel signal. Assuming the side lobe portion of the adjacent
channel interferer spectrum in the desired signal bandwidth is Agy. dB
lower than the adjacent channel signal power, formula (4.5.8) for the
adjacent channel selectivity turns into
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AS oy =1Ly —Sq.

S,.,—CNR ~174+10log BW +NF
=10log[10 1 —10 10
N i1 +10%0g BW N pjin 2= OR - +1010g BW (4 5 9)
—10log| 10 10 +10 10
Nspu,z pru,Z_ARll’ -AS]ME

+10 ' +10 10 +10 10

4.5.3. Two-Tone Blocking and AM Suppression Characteristics

The CDMA system sees the AMPS signal like a tone since its
bandwidth is quite narrow comparing with the CDMA signal. Two close
strong AMPS signals may become blocking interference tones for cellular-
band CDMA mobile stations. It is usually not an issue for a superheterodyne
receiver to cope with two strong interference tones that have a frequency
spacing within the receiver channel bandwidth, but their intermodulation
products are out of the channel bandwidth. There is no specification on two-
tone blocking in the minimum performance requirements for CDMA mobile
stations, IS-98D. However two strong in-receiver-band tones may cause a
direct-conversion receiver to be completely jammed if the second-order
intercept point or IIP, of the receiver is not high enough. An AM interferer
is also able to block a direct conversion receiver in a similar way to that of
the two-tone blocking.

Two strong interference tones in a direct conversion receiver may
directly mix together and generate in-channel interference due to the second-
order distortion of the direct conversion receiver, if the spacing of these two
tones is less than the channel bandwidth. The interference product IM,;, can
be calculated by means of (4.3.9) as

IMZ,in = 21block - 11132,]0: 3 (45 10)

where IIP, . is the receiver input second order distortion, and Iy, is the
level of two equal blocking interference tones.

Making the IM,; equal to the allowed degradation D, and
considering the phase noise and/or spurious contribution of the UHF
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synthesizer LO, we can obtain the allowed maximum blocking tone level to
be

Srl.i "CNRmin ﬁ/_
100 1 1010
I =101lo .(4.5.11
block g Triock = 1Py gy 2 N phas i +1010g(BW) 2 N gpur & ( )

100 +310 W +>10 1
k=1

k=1

In (4.5.11), Nppas and Nypuri (k =1, 2) are the phase noise in dB¢/Hz and
spurious in dBc around the first and second blocking interferers,
respectively. Actually, (4.5.11) is an equation instead of an expression since
the variable I, is also contained in the denominator of the fraction on the
right side of the equation. In general, the contributions to signal degradation
resulting from the phase noise and/or spurious of the UHF synthesizer LO
are quite small and equation (4.5.11) can be simplified as

Sd,/' —CNRmin sz

1 .
Tyoa = IOIOg[lO 10 —101°]+[[P2,Rx. (4.5.12)

(4.5.12) can be used for approximate estimation of the allowed maximum
blocking interference. Substituting the calculated result from (4.5.12) into
the denominator of (4.5.11) right side, we can obtain a more accurate
estimation of the allowed blocking interference level if we would like to
solve equation (4.5.11).

For an example, a CDMA direct conversion receiver has a noise
figure NFg, = 5.6 dB, S;; = -101 dBm, CNR,,;, = -1.5 dB, IIP, = 43.5 dBm,
Nphas, k = -140 dBc/Hz, Ny 1 < -90 dBc, and BW = 1.23 MHz. Using these
data and equation (4.5.11) we obtain the allowed blocking interferers equal
to —28.65 dB. If employing (4.5.12), we have a result to be —28.10 dBm.

(4.5.11) and (4.5.12) can also be employed to estimate the AM
suppression performance of a receiver. The AM suppression characteristics
are defined in GSM specification [6]. To meet the AM suppression
minimum requirement of a direct conversion receiver for the GSM mobile
stations, the input second-order intercept point of the receiver needs to be
equal to or greater than 45 dBm.
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4.6. Receiver Dynamic Range and AGC System

4.6.1. Dynamic Range of a Receiver

The dynamic range of a mobile station receiver is the input signal
power range at the antenna port of the receiver over which the data error rate
(BER or FER) does not exceed a specified value. The lower end of this
range depends on the receiver sensitivity level and the upper end is
determined by the allowed maximum input power at which the data error
does not exceed the specified value. The minimum requirements of the
maximum input power at the receiver antenna port and dynamic range for
the mobile stations of different wireless systems are presented in Table 4.2.

The dynamic range presented in Table 4.2 is the receiver input
power range covering from the receiver reference sensitivity to the
maximum input power. To be able to operate over such a wide dynamic
range commonly a receiver employs an automatic gain control (AGC)
system. The automatic gain control range is usually wider than the receiver
dynamic range. It must also cover the receiver gain variation resulting from
device production processing deviation, temperature, and voltage variations.
The minimum dynamic range of a CDMA mobile station receiver, for
instance, is 79 dB, but an AGC system may need a 100 dB control range to
cover the gain possible variations and the dynamic range design margin.

Table 4.2 Maximum input signal and minimum dynamic range

Maximum Input Minimum Dynamic
Systems Power (dBm) Range (dB)
AMPS N/A > 96
CDMA 800 -25 >79
CDMA 1900 -25 >179
EDGE -26 >72
GPRS -26 >73
GSM 900 -15 > 87
GSM 1800 -23 >79
PHS -21 >76
TDMA -25 > 85
WCDMA -25 > 81.7
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4.6.2. Receiver AGC System for Mobile Stations

4.6.2.1. Block Diagram of an AGC system

The main portion of a receiver AGC system used in the mobile
stations is in the digital base-band and the DSP. The controlled objects of
the AGC system are in the RF analog section of the receiver, and they the
LNA, IF variable gain amplifier (VGA), and/or BB VGA. In this section, a
typical AGC system used in a superheterodyne CDMA receiver will be
discussed since the AGC systems of other mobile system receivers are very
similar to this system, and they are usually simpler than this.

A block diagram of the CDMA receiver AGC system is shown in
Fig. 4.13. This system consists of a gain step-controlled front-end, an IF
VGA, ADCs, SINC filters, a CDMA core, an Rx AGC algorithm stored in
the DSP, and a 10 bit PDM DAC. In the CDMA mobile station, the receiver
AGC system function is not only to maintain the receiver chain properly
operating over the dynamic range and keeping the level at the ADC input
constant but also to measure the received signal strength through the
receiver signal strength indicator (RSSI) and then to determine the open-
loop transmission power of the transmitter. In the AGC loop the digital low-
pass SINC filter is able to further suppress out-of-channel bandwidth
interferers.

LNA CTRL

!

Rx_I
=>» ADC |—»| SINC COMA Rx AGC
Rx_Q CORE —>» ALGORITHM

—» ADC |—>»] SINC (INDSP) I c
TxAGC |« > Ctee /RSSI

Figure 4.13. CDMA receiver AGC system block diagram

In this AGC system, the IF VGA gain is almost continuously
controlled, but the LNA is step-controlled at designed received signal
levels.
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4.6.2.2. RF AND IF GAIN CONTROL

Assuming the LNA has three gain settings, and the nominal values
of the three gain settings are Gy, Gy, and Gy dB, the LNA gain switching
occurs at certain received signal strength while the signal is increasing or
deceasing. The gain switching levels in a CDMA mobile station receiver are
mainly chosen near to but lower than the signal levels, -90 dBm and —79
dBm, respectively, at which the intermodulation spurious attenuation
characteristics of mid- and low LNA gain modes are tested.

A scheme of the LNA gain switching is shown in Fig. 4.14. To
avoid gain switching back and forth resulting from received signal
fluctuation and/or in-channel power change before and after switching from
one gain mode to another due to the IMD product or other interference level
variation, a power hysteresis is usually needed for stepped gain control.
Considering the finite accuracy of the received signal strength measurement,
to assure the LNA gain switch from high to mid-gain mode taking place
below —90 dBm we shall set the nominal switching point a few dB, (say, 3
dB) lower than -90 dBm — i.e., -93 dBm. When switching the LNA gain
from mid- to high gain mode, the nominal switching point shall be a few dB
(say, 3 dB) lower than the switching point from high to mid-gain —i.e., -96
dBm. The LNA gain switching level from its mid-gain mode to low gain
mode or vice versa shall be selected in a similar way as shown in Fig. 4.14.

Gain A
(dB)

Gn

Gum

G

| | -

-96 -93 -90 .85 .82 79 Received
Signal
(dBm)

Figure 4.14. LNA gain control versus received signal strength
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Figure 4.15. IF VGA gain control versus received signal strength

The key points in selecting LNA gain switching level are as follows.
The receiver sensitivity at LNA mid- or low gain mode must be better than
the level at which the LNA gain is switched from mid- to high or from low
to mid-, respectively. If the RSSI accuracy is 4, dB, the switching level
from high gain to mid-gain or from mid-gain to low gain must be lower than
—(90 +4,) dBm or —(79 +4,), respectively. Assuming 4, = 2.5 dB, them —93
dBm and —82 dBm may be the proper switching levels as mentioned above
and depicted in Fig. 4.14 The gain-switching hysteresis should be wide
enough to prevent hysteresis vanishing due to finite RSSI accuracy and gain
control errors.

The IF VGA gain decreases continuously when the received signal
strength increases continuously or vice versa. When the LNA gain steps up
or down, the IF VGA can rapidly change its gain in the opposite direction to
compensate the LNA gain variation. The IF VGA gain versus the received
signal strength is depicted in Fig. 4.15. The VGA gain is adjusted to keep
the voltage level constant at the ADC input.

In reality, the IF VGA gain variation with the control voltage is not
a linear curve as presented in Fig.4.15. The nonlinear gain curve is often
developed by means of measurement to obtain a few points, and then a
curve fitting technique is used. The fitted control curve is further
approximated piece-wisely by using multiple linear segments.

If the IF VGA gain curve is well behaved, it can be approximately
represented by a second-order polynomial as

g =a, +a,v+a,v’ dB. (4.6.1)
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To use the second polynomial fitting the VGA gain control curve, only three
gains versus three different control voltages — such as, (v, g,), (v2, g2), and
(v3, g3) need be measured. From these data, we can obtain the coefficients in
(4.6.1), ay, a;, and a,, and they are given in (4.6.2):

g Yo 1 g v
g, W sz 1 g, sz
2 2
g; V3 V; 1 g, v
a, =———————— aq =—- 4.6.2a
0 A ) A ( )
g Y V12
& V2 v22 )
2 1 v v
g3 V3 VW 2
a, = — and A=1 v, v; (4.5.2b)
1 v, v}

A second-order polynomial curve fitting example is presented in
Fig. 4.16. High-order curve fitting may be used if the IF VGA gain control
curve is quite nonlinear. From (4.6.1) and (4.6.2), we can calculate the
control voltage for a given IF VGA gain g¢ by utilizing

—-a "‘\/‘112 “4‘12(00 _gc)

V. = 4.6.3
c 2, (4.6.3)

Gain A
dB
40

-30

0.2 2.0
Control voltage (V)

Figure 4.16. VGA gain curve (dashed line) and gain control curve
(solid line) obtained from a three point fitting approach
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However, we can obtain only the closed-form formula like (4.6.3) from a
given gain to calculate control voltage up to the third-order polynomial
equation.

The composition gain variation of the IF VGA and the LNA must
cover the receiver dynamic range, the stage gain variation over temperature,
processing, and frequency, and certain design margin to form a proper AGC
control range. Thus the receiver AGC control range GCRy, shall be
approximately expressed as

GCRRx 2 Smax - Smjn + A(;R,T + AG + AGR,f + Ml’gl’l (464)

R, process

where S, represents the maximum input signal power, S, is the receiver
sensitivity, AGpy, AGp 0> a0d AGy . are receiver gain variations due

to temperature, device processing, and frequency, respectively, and Mrgn
represents the design margin.

4.6.2.3. Introduction to a Receiver AGC Algorithm

The AGC algorithm should keep the level at the output of the BB
amplifiers in the analog base-band block or the input level to ADCs being
constant, around one third of the maximum voltage swing of AL ADC
depending upon the peak-to average power ratio of the signal, resolution of
the ADC and other conditions by adjusting the IF VGA gain and/or the
front-end gain. The received signal strength indicator (RSSI) is calculated in
following way:

Received Signal Strength (dBm)=R, , - CL (Ctrkv ~Ctrp., ), (4.6.5)

R

where R, is calibrated reception power level in dBm, and its corresponding
counter number is Ctrp,,, 1/Cr is AGC control resolution in dB, Ctrg, is a
countervalue proportional to received signal strength with a unit 1/Cy dB,
and it is equal to Ctrg,, when the received signal strength is R, , dBm.

The Ctrg, value is updated based on the RF receiver gain error
estimation. The gain error (AGg,,) is obtained from an integrated power of
present gy, Symbols in logarithm scale,

Ssymb = CR ' 10 10g(n:ymb . Psymb)) (466)
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comparing with a reference level Sg.rdefined as

Rvymb _ref

S,y =Cp 101og(n ). (4.6.7)

symb

The reference level here actually determines the setting voltage at the input
of the I/Q channel ADC. The gain error is added or integrated to the Ctry,.

Assuming the symbol rate R kbit, each symbol containing n¢ chips and
each chip having ng samples, after adding I and Q both channel power thus
the symbol power can be expressed as

PSymb :2xnC ><I’ls X(g-vin)z’ (468)

where v;, is input level of the ADC in V, and g is a conversion gain from
ADC input to AGC algorithm output, and defined as

3
g= 1 gcdmagsincgdec’ (4.6.9)

Npac
Y max 2

where Vv, 1s the maximum input voltage of the ADC in mV, g, is the
CDMA core gain, gy is the SINC filter gain, gg. is the decimation ratio,
and np,c is the bit number of the DAC for RSSI. The decimation ratio with a
third-order power is due to that the ADC is a second-order AZ converter and
the third-order decimation filtering can optimize the noise shaping.

If we have vy = 0.8 V, Quee = 6, Zine = 2800, gogma = 0.0415, and
npac = 10, then the conversion gain is 30.64. Considering two symbol power
integrated in the DSP —i.e,, n,y,,, = 2 — and assuming ne = 64, ng =2, Cp =
256 and Vi, s = 180 mVrms, from (4.6.7) the reference level in
logarithm scale is

S, =256x1010g(2- Py,py 1)
=256x10-log(2- 256 (30.64x 0.18)% }=10733.

The gain error AG,,, and the updated Ctry, are, respectively,

AGy,, = S,ef - Ssymb (4.6.10)
and



284 Chapter 4

1

CtrRx = CtrRx 4 1_ e fupdmer . AGErr , (461 1)

where  fipaae 18 Ctrg, update rate equal to Rg/ngy,, and 7 is the AGC loop
time constant. Assuming the update rate f,,4.. = 9.6 kHz, and 7= 2 msec, we
have f;7=19.2 and exp(-1/19.2) = 0.95.

It 1s apparent the AGC algorithm presented in this subsection is not
unique one. Different algorithms may be used to achieve the same AGC
function.

4.6.3. Dynamic Range and Other Characteristics of ADC

The dynamic range of an ADC is here defined as the maximum
effective signal-to-(noise+distortion) ratio. The dynamic range requirement
of an ADC used in a mobile station is basically determined by the following
factors:

1. Shortage of the AGC range to the receiver dynamic range (the
difference between the maximum and minimum receivable signal
strengths)

AGC step size,

Required minimum carrier-to-noise ratio,

Ratio of in-channel band noise/interference to quantization noise,
Desired signal peak-to average ratio,

DC offset,

Upper and lower fading margin, and

Loose filtering (i.e., channel filters having no enough suppression
to close-in interferers).

i I i

It is apparent that not all these factors need be considered for different
receiver architectures. When using the superheterodyne architecture, for
instance, we may not take factors 1, 2, and 8 into account since in this case
the AGC can usually cover the full receiver dynamic range with margin, the
AGC step size is quite small almost like continuous adjustment, and the IF
SAW filter and the analog BB low-pass filter provides enough suppression
to out of band interferers.

The ADC dynamic range for a CDMA mobile receiver can be
considered by assuming that the peak-to-average voltage ratio of a noise-like
CDMA signal is around 10 dB (by taking three times standard variance), the
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quantization noise is assumed to be 12 dB below in-channel-band noise
level, the minimum CNR is —1 dB and the fading margin 3 dB to probably
be enough for the CDMA mobile system. Thus the total dynamic range is
approximately 24 dB. On the other hand, for a superheterodyne GSM mobile
receiver, the dynamic range of its ADC should approximately cover, 16 dB
for quantization noise below the in-channel-band system noise, 4 dB for DC
offset, 8 dB for minimum carrier-to-noise ratio requirement, and 20 dB for
constructive and destructive fading margin, and thus the ADC used in a
GSM mobile station receiver has at least 48 dB dynamic range.

The dynamic range of ADC employed in the direct conversion
receiver or in the low IF receiver is usually higher than the corresponding
superheterodyne receiver. This is due mainly to the step gain control and
loose filtering. When in the AGC system design one intentionally lets the
ADC absorb part of the receiver dynamic range, in this case the ADC
dynamic range may be required to be quite high.

The ADC dynamic range can also be represented in effective bits.
The conversion from the ADC dynamic range to effective bits is as follows.
Assuming an #n, bit ADC has an allowed peak-to-peak maximum voltage
swing, V,,, from (2.4.21) we know the ratio of the maximum signal power
Pg .qx 10 the quantization noise Py, is

S

P
[_) _ Dsman 3 pom, (4.6.12)
N, we Py 2

qn

The ADC dynamic range is defined as the signal-to-noise ratio given in
(4.6.12) expressed in logarithm form as

DR e =20log(2* \1.5)=6.02n, +1.76 dB.  (4.6.13)

From this formula and the analysis in the previous paragraph, the
ADC for the CDMA mobile station receiver needs only 4 bits, while 8 bits
are required for the GSM mobile station receiver. The ADC dynamic range
varies from one mobile system to another and also from one receiver
architecture to another. In the AMPS and TDMA mobile systems, 10 bit
ADC 1is often used, and 12 to 13 bit ADC may be employed in a
superheterodyne EDGE mobile receiver.

A typical curve of signal-to-(noise + distortion) ratio versus input
voltage of a 6 effective bit AL ADC is presented in Fig. 4.17, which is
obtained in terms of a sine wave signal. This curve clearly shows that the
maximum effective dynamic range of a AL ADC can be actually achieved at
close to half of the maximum peak-to-peak voltage swing — i.e.,
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approximately 6 dB below the maximum peak-to-peak voltage. In fact, it is
a common characteristic for the AZ ADC that the maximum dynamic range
is approximately at half of the allowed maximum peak-to-peak voltage.

45

40 1.
35 ™,

30 \

g / \
= /
g 20
“ 15 > \

10

5

0

-35 -30 -25 -20 -15 -10 -5 0 5

Vin /Vp-p (dB)

Figure 4.17. S(N+D)R versus input voltage of 6 effective bit AL ADC

In Appendix 3.D, we have already discussed the noise figure of the
ADC. However, we are going to introduce an approximate noise figure
expression of an ADC based on its quantization noise only. Assuming that
the ADC has a noise figure F;pc, the noise power generated by the ADC is

Py apc =Py =kT,(Fypc — 1)% ) (4.6.14)

where f; is the sampling frequency. Rearranging (4.6.14) and using (4.6.14),
we obtain the noise factor, Fspc, expression for the ADC to be

2P

v
S, max +1= PP . 1 +1. (4.6.15)

F, .=
e kTofs(S/N)q,ADC 6'22nb'Zin,ADC kvas

In (4.6.15) Z, 4pc is the input impedance of the ADC, k is a Boltzman
constant equal to 1.38x10>° mW-sec/°’K and T, = 290°K. The first term on
the right side of (4.6.15) is usually much greater than 1. Neglecting 1 and
taking logarithm of both sides of (4.6.15), we obtain the noise figure NFpc
expression in dB (a value usually much greater than 1):
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NF,,, =20logV, , —6.02-n—10l0gZ, ,pc —10log f, +196.2. (4.6.16)

Thus the noise figure of a 4 bit ADC with an input impedance 100 KQ, a
sampling rate 19.2 MHz, and allowed maximum peak-to-peak voltage, is
approximately

NF ,p =201og1.0 - 6.02x 4 —1010og10°
—~1010g(19.2-10°) +196.2 = 49.28 dB.

The more accurate noise figure calculation is given in Appendix 3D,
and (4.616) just provides a rough estimation when the ADC noise figure is
high.

4.7. System Design and Performance Evaluation

4.7.1. Receiver System Design Basics

When designing a receiver, we need first defined design goals based
on the applications of the receiver. The goals for a receiver used in
commercial mobile stations are usually the following aspects: good
electrical performance, low power consumption, low cost, and small size. A
tradeoff between these goals, especially the performance with the other
aspects, is often necessary when setting the goals. For example, to obtain a
high IIP; receiver for better intermodulation characteristics more current
consumption is usually needed, and to lower the overall cost of a receiver
the receiver performance margin may be scarified as an exchange. Among
performance, power consumption, cost and size, the electrical performance
is the fundamental criterion. It will not make any sense to talk about power
consumption, cost, and size if a receiver cannot even have a minimum
necessary performance. However, a good design is measured not only based
on the electrical performance but also, sometime quite important, based on
the power consumption, cost, and size. In system design we should avoid
overemphasizing the performance and ignoring the other aspects.

For a mobile station receiver, its performance is represented mainly
by the receiver sensitivity, intermodulation characteristics, adjacent and
alternate channel selectivity, blocking characteristics, and spurious emission.
Most of them, except the spurious emission that will be discussed later in
this section, have been analyzed in previous sections, and the corresponding
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formulas given in these sections can be used for the calculation of these
parameters. Design targets of these receiver parameters are normally set
based on the minimum performance requirements of different wireless
mobile communication systems, such as IS-98D [5] and ETSI-GSM05.05
[6], with certain margin. The design margin for different parameters may
vary from one parameter to another one. In general, 3 dB is a reasonable
margin for most of the receiver parameters at room temperature and the
typical case, and 1.5 dB is the margin for the worst case — i.e., over
temperature, frequency, and voltage. However, sensitivity is one of the most
interesting parameters in the receiver performance, and the design margin
for the receiver sensitivity may often be defined as 4 to 5 dB. It is also
desirable to set a 4 dB margin or more for the intermodulation
characteristics, which represent the receiver linearity, if the current
consumption for having this margin is still acceptable. There is no unique
way to define the performance design targets, and the performance target
setting will always compromise with other goals (i.e., power consumption,
cost, and size) setting.

The current or power consumption of a receiver will directly affect
the standby time of a mobile station with a certain battery capacity and
talking time too. The current consumption of the receiver varies with its
operation modes. In the high-gain mode it usually consumes more current
than in other gain modes since a high linearity in this case is requested to
cope with high intermodulation interferers or very strong blocking
interference. At present, excluding the UHF synthesizer L.O, the current
consumption of a superheterodyne mobile receiver operating at the high gain
mode is in the region of mid- 20 to high 40 mA depending on mobile
systems. For instance, the CDMA mobile receiver consumes more current
than the GSMA receiver. To reduce average current consumption over the
different operation modes, a proper power management is necessary for
controlling bias and voltage supply of devices and/or circuits in the receiver
chain.

Now, the cost and the size of a receiver are more tightly associated
with the receiver architectures than individual device selection. The direct
conversion and the low IF receivers have lower cost and much smaller size
than the superheterodyne receiver although the later usually has a better
electrical performance than that of the former two. This is due to that the
direct conversion and the low IF receivers do not use the IF SAW for the
channel filtering, and they both can be implemented by means of highly
integrated circuits. Thus the parts count of the overall receiver either the
direct conversion or the low IF is much less than the superheterodyne, and
the consequence is the low cost and the small size. On the other hand, the
technology of the superheterodyne receiver and the parts used in it are more
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mutual than the other two, and thus the cost of some key parts, such front
end IC and IF-BB IC, will be relatively low. The overall cost of a
superheterodyne receiver may not higher than the direct conversion or low
IF one if the total volume of the receiver products is not high enough.

Based on design goals the receiver architecture should be first
chosen. The advantages and drawbacks of different architectures have been
discussed in great detail in Chapter 3. A fundamental receiver block diagram
corresponding the chosen architecture is then developed. It can be similar to
one of those presented in Fig. 3.1, Fig. 3.10, Fig. 3.21, and Fig. 3.30. No
matter what receiver architecture is chosen, the most commonly used key
devices in for these receiver architectures are the RF band-pass filters, RF
LNA, RF down-converter, UHF synthesized LO, base-band amplifiers,
base-band low-pass channel filters, and ADC. The superheterodyne receiver
has additional IF channel filter, IF amplifiers, IF I/Q down-converter, and
VHF LO; the low IF receiver has the low IF I/Q down-converter
(demodulator) and LO in digital domain instead; and the RF down-converter
is replace by a high sampling rate and high dynamic range ADC in the band-
pass sampling architecture, and its I/Q demodulator, the corresponding LO,
and the channel filters are in the digital base-band similar to the low IF
receiver. All these devices used in the RF and analog blocks of a receiver
can be divided into passive and active categories, or according to their
function they can be classified to filters, amplifiers, frequency converters,
local oscillators, and analog-to-digital converters.

The receiver is formed from these devices, which are like building
blocks, and it is apparent that the overall performance of the receiver
depends on the characteristics of each individual building block. The
objectives of the receiver system design are not only to make the designed
receiver achieving the performance, current consumption, cost, and size as
targeted but also to define the specifications of each individual device in the
receiver and thus to ensure the targeted receiver performance and other goals
achieved.

4.7.2. Basic Requirements of Key Devices in Receiver System

It is essential for a receiver system designer to understand the basic
specifications of various function devices consisting of an RF receiver and
to know their possible performance based on the present technology. These
devices are the building blocks of the receiver, and proper selecting and
specifying them are the major tasks of the receiver system design after the
receiver architecture has been defined.
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4.7.2.1. Filters

Filters used in the receiver include the duplexer, receiver operating
band RF band-pass filter, the IF channel filter, and the base-band low-pass
channel filter. The former three filters are generally passive filters, and the
last one is usually an active filter. SAW filters are commonly used in the
mobile receivers as the RF duplexer, the RF band-pass filter, and the IF
channel filter since the SAW filters have relatively small size and low cost.
High dielectric constant ceramic filters are often employed as the duplexer
and the RF band-pass filter especially for the applications in frequency
bands above 1.6 GHz. The ceramic filters have relatively low insertion loss,
pass-band less sensitive to the temperature variation, but their size relatively
large. Recently, FBAR and BAW filters” are getting mutual for practical use
to replace the ceramic filters in the frequency bands above 1.6 GHz because
they have much smaller size than the ceramic filter.

The main specifications of passive band-pass filters are

Center frequency (MHz)

Pass-band bandwidth (kHz or MHz)

Pass-band insertion Loss (dB)

Pass-band ripple (dB)

Group delay (psec)

Group delay distortion (pusec) or RMS phase variation (degree)
Rejections or attenuations at certain defined frequencies (dB)
Input impedance (€2)

. Output impedance (QQ)

0. Input return loss (dB)

1. Output return loss (dB)

=200 NV AW

In general, the pass-band insertion loss impacts or influence the receiver
noise figure and sensitivity; the bandwidth and out-of-band rejection
determine the receiver selectivity and out-of-band linearity; and the bass-
band ripple and group delay distortion may affect the minimum CNR for a
certain BER or FER. The input and output impedances and return losses just
influence the corresponding matching networks. In the specification of a
passive filter the IIP; is usually not included since it is so high and will not
degrade the overall linearity of the receiver.

* The full names of FBAR and BAW filters are film bulk acoustic resonator filter
and bulk acoustic wave filter, respectively. They are actually the same type of filters
based on utilizing the bulk acoustic wave instead of surface acoustic wave (SAW),
but named differently.
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Since the filters are used for different purposes and operating at
various frequency bands, it is impossible to give a typical performance for
all filters. They should be discussed individually. The preselector filter or
the receiver side filter of the duplexer for the CDMA and AMPS has an
insertion loss approximate 2 to 3 dB, a rejection of 46 to 54 dB to the
transmitter band signal, 50 Q input and output impedances, and better than —
15 dB input and output return losses. The duplexer for the WCMA may have
only around 2 dB insertion loss and more than 55 dB rejection to 140 MHz
away transmitter signal. The RF BPF is used in the CDMA, AMPS, and the
full-duplex direct conversion receiver after the LNA. Its insertion loss is
approximately 2.5 dB, and the rejection to the transmitter signal is about 20
to 30 dB depending on the operation frequency band. At present, the IF
SAW filter for the channel filtering posses an insertion loss 5 to 12 dB
depending on the center frequency and the bandwidth, narrower bandwidth
lower insertion loss, and its rejection can be 25 to 55 dB relying on the IF
and frequency offset from the IF.

The low-pass channel filter is normally an active filter consisting of low-
pass networks and operational amplifiers. The specifications for the active
low-pass are similar to the passive one as presented above except

1. It may have voltage gain;
Equivalent noise voltage or noise figure is used to replace the
insertion loss specification; and

3. In-band and out-of-band IIP; is employed to represent linearity of
the filter as used in other active device.

The equivalent noise figure of an active filter is usually quite high
up to 30 to 50 dB depending on the order of the filtering and current
consumption or Q factor of the filter. The out of band IIP; of the active filter
is only around 15 to 35 dBm, and it must be taken into account in the
calculation of the receiver system linearity. The out-of-band rejection of an
active low-pass filter depends on the order of filter and frequency offset
from the pass-band, and it can be in the range of 40 to 70 dB.

The group delay distortion of the channel filters, the IF SAW filter
and the active low-pass filter, must be low enough, or otherwise the receiver
may have poor performance when it is operating in multipart fading
channels,
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4.72.2. LNA

The LNA in a receiver generally determines the sensitivity of the
receiver. The main specifications of an LNA are as follows:

Operating frequency band (MHz),
Nominal gain (dB),

Noise figure (dB),

1P, (dBm),

Reverse isolation (dB),

Input and output impedance (£2),
Input and output return loss (dB).

No s W~

The single stage LNA gain for the mobile station applications can be
designed from 10 to 16 dB. The noise figure of an LNA depends on which
technology, GaAs, SiGe, or others, is used. The noise figure of a GaAs LNA
up to 2 GHz is now less than 1 dB, in the range of 0.4 to 0.8 dB, and the
SiGe LNA noise figure is slight higher, about 0.8 to 1.4 dB at 1 and 2 GHz
bands. The third-order input intercept point of an LNA is only requested
higher than +6 dBm when it is applied in the CDMA receiver for coping
with the single tone desensitization. 10 dBm IIP; of an LNA 1is achievable
without increasing current consumption. In other mobile system receivers,
the requirement on the LNA IIP; is normally less than 0 dBm. The current
consumption of an LNA operating 1 or 2 GHz band is around 4 to 6 mA.

The gain of the LNA used in the mobile station receivers is
adjustable, but it is commonly step control. In the superheterodyne receiver,
bypassing the LNA is popularly used instead of true gain control, but in the
direct conversion receiver, the LNA gain is truly step-controlled and usually
it has multiple steps. It is important for a direct conversion receiver always
to have certain LNA reverse isolation in all gain steps.

4.7.2.3. Down-Converter and I/Q Demodulator

The linearity or IIP; of the first down-converter in a receiver
normally dominates the intermodulation characteristic performance of the
receiver. This stage may contribute close to 50% of overall intermodulation
distortion product power from the RF receiver chain. However, a reasonable
balanced design between the linearity and the current consumption of the
receiver will result in the first down-converter to be main contributor to the
overall intermodulation distortion product of the receiver. The specification
of a down-converter has the following main requirements:
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Operating frequency band (MHz),

Conversion loss or gain (dB),

Noise figure (dB),

I1P; (dBm),

IIP, (dBm) (for direct conversion receiver use),
Isolation between RF/IF and LO ports (dB),
Isolation between LO and IF/BB ports (dB),
Isolation between RF/IF and IF/BB ports (dB),
Nominal LO power (dBm),

10 Input and output impedance (),

11. Input return loss (dB).

00N U R W N

The same specification is also applicable to the 1 or Q channel
down-converter of an I/Q demodulator (or referred to as quadrature down-
converter). For the I/Q demodulator, the following two requirements need be
added into its specification in addition to those described above:

12. Magnitude imbalance (dB) between outputs of I and Q channel
down-converters,

13. Phase imbalance (degree) between outputs of I and Q channel
down-converters.

The RF down-converter based on the GaAs technology generally
consists of diodes and driving it needs more than 5 dBm LO power. It has a
conversion loss approximate —6 dB and a noise figure close to 6 dB. The
linearity or IIP; of this kind down-converter is relatively high, 16 to 18 dBm.
The isolation between RF and LO ports is about 22 to 25 dB, but the
isolation between RF and IF ports can be 25 dB or higher. The input
impedance is usually matched to 50 Q, and its return loss can be better than
~12 dB. On the other hand, a 1 to 2 GHz SiGe down-converter is commonly
formed in terms of using Gilbert cells in differential circuit topology. The
SiGe Gilbert cell down-converter usually has a voltage gain instead of loss,
and its gain can be from a few dB to more than 15 dB depending on design.
Its noise figure is in the range of 5 to 8 dB, and the IIP; is 0 to 5 dBm
relying on its gain. The LO level needed for this down-converter is only
around —5 to 0 dBm much less than that for the GaAs diode down-converter.
The isolation between RF and LO ports can reach as high as 60 dB or even
higher. The isolation between other ports is also very high, greater than 60
dB. Its input impedance is often in 50 to 200 Q, and it output impedance in a
couple of hundreds Q.
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An RF I/Q demodulator formed from two Gilbert cell down-
converters may consume more than 15 mA depending on the IIP;
requirement. The magnitude and phase imbalances between the demodulator
I and Q channel outputs can be generally equal to or less 0.1 dB and 2
degree, respectively.

For an IF I/Q demodulator, its gain can be 20 to 30 dB, the noise
figure is not necessary to be low, approximate 15 to 20 dB, and the IIP; is in
the range of —20 to —30 dBm. Isolations between ports are normally greater
than 40 dB for differential circuit design. The input impedance is in a few
kQ, and the output impedance in a couple of hundreds Ohm. The current
consumption is 4 to 6 mA.

4.7.2.4. IF and BB Amplifiers

The contents of the specifications for the IF and BB amplifiers are
the same as those of the LNA, which are listed in Section 4.7.2.1. The IF can
be tens MHz to a couple of hundreds MHz. The voltage gain of a single
stage IF amplifier can be designed up to more than 40 dB, and it is easy to
have their noise figure 3 to 4 dB if necessary. The IIP; of an IF amplifier can
be from higher than 10 dBm to lower than —25 dBm depending upon the IF
amplifier preceding or succeeding to the channel filter or the IF SAW. The
input impedance of the IF amplifier is around a few kQ. On the other hand,
the BB amplifier used in the superheterodyne receiver has even less
stringent requirements than those of the IF amplifier, but the BB amplifier in
the direct conversion receiver may need similar performance as the IF
amplifier as described above. It may request the noise figure equal to or
better than 15 dB, and the IIP; greater than 25 dBm if it precedes the BB
LPF. However, the equivalent noise figure can be raised to over 20 dB, and
the IIP3 can be relaxed to lower than —15 dBm when the BB amplifiers
succeed the LPF.

The AGC of a receiver is usually executed through controlling the
IF amplifier gain and sometimes the BB amplifier gain too. These gain
adjustable amplifiers are referred to as variable gain amplifier (VGA). The
gain of an IF VGA is continuously adjustable, but the gain of a BB VGA is
generally step-controlled. The BB VGA using step control has two reasons.
There are two channels, I and Q channels, in the analog base-band block of a
receiver. The gain of the BB VGAs in these two channels must be
simultaneously controlled, and the step gain control is relatively easy to
maintain both channel gains within an acceptable tolerance. It is not difficult
to design a multistage IF or BB VGA having an adjustable gain more than
70 dB.
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4.7.2.5. Synthesized LO

The synthesized LO consists of a synthesizer and a VCO through a
phase locked loop. In a superheterodyne receiver, two synthesized local
oscillators, an UHF and a VHF synthesized LOs, are employed, but only an
UHF synthesized LO is used in a direct conversion or a low IF receiver. The
main specifications of a synthesized LO are as follows:

Operating frequency band (MHz),

Output power (dBm),

In PLL bandwidth phase noise (dBc/Hz),

In PLL bandwidth spurious (dBc),

Out of PLL bandwidth phase noise (dB¢/Hz),
Out of PLL bandwidth spurious (dBc), and
Settling time (pLsec or msec).

Nk W

The close-in phase noise of the LO may affect the modulation
accuracy (EVM) of a received signal (see Chapter 5). To minimize this
influence, the integrated phase noise over the signal bandwidth including
spurs within this bandwidth need be 30 dB lower than the LO signal level.
The allowed phase noise and spurious of a synthesized LO are determined
by the receiver adjacent channel selectivity and the intermodulation
characteristic performance. For an example, the typical phase noise of an
UHF LO used in the mobile station receivers is equal to or less than —80
dBc/Hz at 10 kHz, —125 dBc/Hz at 100 kHz offset, —140 dBc/Hz at IMHz,
—145 dBc/Hz at 2 MHz, and the noise floor is approximately at —154
dBc/Hz. For a VHF synthesized LO, the phase noise requirements at
different offset frequencies can be defined much looser than those of the
UHF LO, and how much relaxing, 15 or 20 dB, on the phase noise
requirements depends on the IF channel filter out of band suppression
performance. To avoid spurious affecting the receiver adjacent channel
selectivity and IMD performance, the spurious level within the signal
bandwidth should be 60 dB below the L.O signal at least, and the out of band
spurious near the interferers should be 85 dB lower than the LO signal.

The settling time of a UHF synthesized LO is requested from less
than 5 msec to less than 150 psec depending on wireless systems. Generally,
the full-duplex system, such as the CDMA system, the allowed settling time
is longer than that of the TDMA systems, especially multi-burst operating
systems, such as the GPRS.

The current consumption of a synthesizer is 3 to 5 mA, and the
current consumption of a voltage control oscillator (VCO) is in the range of
3 to 10 mA depending on its operating frequency and output power.
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4.7.3. Receiver System Performance Evaluation

In the receiver system design, it is necessary to analyze and evaluate

the receiver performance after the architecture and corresponding building
blocks of a receiver in design have been selected. Through proper adjusting
of the performance of each building block in the receiver and then
evaluating overall receiver performance, the design targets and goals will be
finally achieved.
The receiver system performance evaluation can utilizing the formulas
presented in Section 4.2 to Section 4.6 and can be carried out by means of
Excel spreadsheet calculation or Matlab program. In Table 4.3, an example
of a CDMA mobile receiver performance evaluation is presented. In this
example a superheterodyne receiver is employed, and the receiver section,
which is analyzed and designed, is from the receiver antenna port to the
input port of the ADC.

Table 4.3 presents a receiver performance evaluation in the typical
case. It is necessary to run the performance evaluations over temperature,
frequency band, voltage, different gain modes, and key device processing.
The formulas on the left side in the lower portion of this table are just
symbols, and they are not really used for calculations of the sensitivity
(MDS), IMD, and single tone desensitization. A similar performance
evaluation approach for the receiver system design by using the Matlab is
given in Appendix 4D. From the system performance evaluation results, we
can easily define the specifications of each building block or device in the
designed receiver.

Using proper power management, such as circuit bias varying with
the received signal or interferer strength, can further reduce the average
current consumption. Employing denser integrated circuits can decrease the
bill of material and the overall receiver cost. Thus not only the electrical
performance of the receiver, but also the other design considerations can
finally reach our targets or goals. Some design examples of wireless mobile
transceivers will be discussed in Chapter 6.
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Appendix 4A. Conversion Between Power dBm and Electric
Field Strength dBuV/m

The receiver sensitivity defined in Section 4.2.1 is based on the
power level at the antenna connector of a receiver. However, the electrical
field strength is also often employed to measure the receiver sensitivity. In
this case, the antenna characteristics will definitely affect the electric field
strength value. Usually it is assumed that the antenna used here is defined to
have an isotropic radiation pattern and a 0 dB gain. The effective area of the
isotropic antenna is

B A? c?

e

where 4 is the wavelength of the signal carrier in meter, ¢ is the propagation
velocity of electromagnetic wave and equals 3x10° m/sec, and f'is the carrier
frequency in Hz. If the electric field strength at the aperture of the isotropic
antenna is € V/m’, and the impedance of free space is 120n€). Thus power
flow density S W/m’ is

EZ
P = . 4A.2
£ 120m (14.2)
The total power captured by the antenna is equal to
2 2 242
P=P, A=t € __ CE (4A.3)

1207 4nf? 48072 )"

Taking logarithm of (4A.3) on both sides and after some manipulation, we
obtain

20log|E(1V/m)]=101og[ P (mW)]+ 201og[ £ (MHz)] + 10 1og(5.264 %107 )
or
E(dBV/m) = S(dBm) + 20 log[ f (MHz)]+ 77.2.. (4A.4)

The third approach to express the receiver sensitivity is by means of
the source electromotive force (emf) voltage at the receiver sensitivity level
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when measured under the receiver input matching with the 50 Q source

resistance as shown in Fig 4A.1. The signal power delivered to the 50 Q
receiver is

50Q

500 Recetver

Figure 4A.1. Receiver with 50 Q input impedance tested by means
of a signal source with a 50 Q source resistance

—2
emf
P = 4A.5
5450 (@A-3)
This expression in dB scale turns into
101og[ Py (W)]=20log[emf (V)]- 23 (4A.6)

or
S (dBm) = EMF (dBuV) ~113. (BA.7)
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Appendix 4B. Proof of Relationship (4.4.6)

Substituting a two-tone input, v, = Acosm,t+ Acosw,t, to
(4.3.1), we have an expansion

v, :(a1 +%G3A2)ACOS(011+(Q1 +%a3A2)Acosa)2t
3 (A4.1.1)
+Za3A3 cos(2m, —wz)t+%a3A3 cos(2w, — )t +---.

In the case of weak nonlinearity condition, a, >> 9a3A2 /4, and the input

level at the intercept point where the output components at frequencies 2 w;-
@; and 2m;-w, have the same amplitude as those at frequencies w; and @ is
noted as Ap; and it can be determined from the relationship

3
la,|4,p, = Z{a3|A,3,,,3. (A4.12)

Thus, the amplitude of input intercept point is

A? _iﬁl_
1r3 =

. A4.1.3
4la, ( )

This expression is the same as (4.4.6).

Appendix 4C. A Comparison of Wireless Mobile Station
Minimum Performance Requirements

(See next page)
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Appendix 4D. An Example of Receiver Performance Evaluation
by Means of Matlab

This is an example of using Matlab to evaluate the performance of a CDMA
mobile receiver in Cellular band.

function out = cdma_rx(FileName, Cell)

oe

This program calculates CDMA receiver performance
including overall receiver Gain, Noise Figure, and
Input 3rd Order Intercept Point, Receiver Sensitivity,
IMD and Single Tone Desensitization. Note:

One restriction of using this program

is: the LNA must be placed at the 3rd stage in the
receiver chain and following up by a RF SAW, or
otherwise this program need slightly be modified for
Single tone Desensitization calculation.

O O° O O° df d° d° o I o

BWn=1.2288*10"6;
k=1.3727833*10" (-20) ;

in Hz
Boltzman constant

e o

T=290; % Room temperature in Kelven
No=10*1og10 (k*T) ; $ Thermal Noise in dBm/Hz
Sd=-101; % Desired signal level in dBm
CNR=-1.5; % Requirement of carrier to noise ratio
for FER = 0.5%
Dmax=Sd-CNR; % The maximum degradation of the
desired signal-to-noise ratio
Iimd_spc=-43; % Spec of two intermodulation
interferers in dBm
Ii_spc=-30; % Spec of the single tone
interference in dBm
%
FileExists=exist (FileName) ;
if FileExists ~= 0

B

——————— Input Data -----------
% Read the measurement data

oae

clear Gain NFdat IIP3 Rj_Rx Rj_Tx Rj_IF1 Rj_IF2

N_syn;
eval (FileName) ;
if
exist ('Gain')==0|exist ('NFdat')==0|exist ('IIP3')==0|exis

t('Rj_Rx')==0|exist ('Rj_Tx') ==
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exist ('Rj_IF1')==0|exist ('Rj_IF2')==0|exist ('N_syn')
==0, error ( ['There is no enough data tables in
"' Filename, '"'}l);
end;

[Mdat,Ndat]=size (Gain) ;

G dB = Gain(:,2:Ndat) ;

NF_dB = NFdat(:,2:Ndat);

IP3_dB = IIP3(:,2:Ndat);

Fltr_Rjl_dB = Rj_IF1(:,2:Ndat);

Fltr Rj2 dB = Rj_IF2(:,2:Ndat);

len=length(G dB(1,:));

Rx Rj_Tx= Rj_Rx(:,3); % Duplexer Rx filter to Tx
transmission rejection in dBc

Tx_Rj_Rx= Rj _Tx(:,3); % Duplexer Tx filter rejection
in the receiver band in dBc

Rx_Rj_Tx1=Rj Rx(:,5); % RF SAW rejection to the Tx
transmission in dBc

IIP3_LNA= IIP3(:,4); % LNA input intercept point

in dBm
Ntx rx= Txn rx(:,2); % Transmitter noise in receiver
band,unit in dBm/Hz
Nphsl= N_syn(1,2); % UHF synthesizer phase noise
at the first interferer
Nphs2= N_syn(2,2); % UHF synthesizer phase noise
at the second interferer
Nspul= N_syn(1,3); % UHF synthesizer spurious
at the first interferer
Nspu2= N_syn(2,3); % UHF synthesizer spurious

at the second interferer

else

G dB = input('gain of all stages in dB, i.e., [10,5,-
31=");

NF_dB = input('noise figure of all stages in dB [0.5
1.2 61=");

IP3_dB = input('3rd order intercept pt of all stages
in dB [-10 0 6]1=");

Fltr Rjl dB = input ('Rejection of each stage at first
interferer frequency offset in dB [0 0 40]=');

Fltr Rj2 dB = 1input('Rejection of each stage at
second interferer frequency offset in dB [0 0 55]=');

len=length(G_dB(1,:));

BWn=1.2288*10"6;

k=1.3727833%10" (-20) ;

in Hz
Boltzman constant

oe e

T=290; % Room temperature in Kelven
No=10*1logl0 (k*T) ; $ Thermal Noise in dBm/Hz
Sd=-101; % Desired signal level in dBm

Ntx rx=-155; % Transmitter noise in receiver band,
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Rx_Rj Tx=45;
Tx_Rj Rx=42;

Rx_Rj_Tx1=15;

TIP3 LNA=4;

Ntx_rx= -155;

Nphsl= -137;

Nphs2= -140;

Nspul= -85;
Nspu2= -90;
end;
%
if Cell-~=0
TX pwr=23;
Cindx=0.6;
else
Tx_pwr=15;
Cindx=0.45;
end;

e o oP

0

e

Q
i

a0

e

oe

o0

ool

oe

oe

o0

o0

Chapter 4

unit in dBm/Hz

RF SAW rejection to the Tx
transmission in dBc

Transmitter noise in receiver band,
unit in dBm/Hz

UHF synthesizer phase noise at the
first interferer

UHF synthesizer phase noise at the
second interferer

UHF synthesizer spurious at the first
interferer

UHF synthesizer spurious at the
second interferer

Cell CDMA transmitter power in dBm
at antenna port
Cross-Modulation index for Cell CDMA

PCS CDMA transmitter power in dBm at
antenna port
Cross-Modulation index for PCS CDMA

Convert dB to power/ratio ———————————————————
10.7(G_dB./10);

F = 10." (NF_dB./10) ;
IP3 = 10.7(IP3 dB./10);
IIP3_LNA = IP3_dB(:,3);

calculate gain ----------------

gl = cumprod(G,2);

glm = [ones(length(G(:,1)),1) gl(l:length(G(:,1)),
1:1len-1)1;
gt = gl(l:length(G(:,1)),1len);

Gt_dB = 10*logl0(gt);

G_R dB = G_dB-(2 .*Fltr Rjl dB + Fltr Rj2 dB)./2;
G R = 10."(G_R_dB./10);

grl = cumprod(G_R,2);

grlm

= [ones (length (G R(:,1)),1)

grl(l:length(G R(:,1)), 1l:len-1)1;
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gr5 = cumprod(G_R(:,5:1len),2);
grsm = [ones (length(gr5(:,1)),1)
gr5(l:length(gr5(:,1)), l:length{gr5(1,:))-1)1;

R calculate noise figure ------------------
%

F1l = [zeros (length(G dB(:,1)),1)
ones (length(G dB(:,1)), len-1)];

F2 = F-F1;

F div = F2./glm;
Ft = sum(F_div,2);
NFt_dB = (10*loglO (Ft));

e

$ ------- calculate 3rd order intercept pt ---------

oe

IP3_1 = grim./IP3 ;
D = sum(IP3_1,2);
IP3t = 1./D;

IP3t_dB = (10*logl0(IP3t));
%
Fommmm - Calculate Receiver Sensitivity -----------
%
NFo = 10*loglO0(Ft +10."((Ntx_rx -Tx Rj Rx) ./10)
S Ak*T)) ;

MDS = No+NFo+10*1ogl0 (BWn)+CNR;

F---m - Calculate Intermodulation Response Attenuation

P Dmax = 10 .” (Dmax/10);

P_nf = 10." ((MDS-CNR) ./10);

Iimd = (10*logl0(P_Dmax - P_nf) + 2 .*IP3t dB)./3;
P Nphsl = 10 .”" ((Nphsl+10*logi0 (BWn))/10);

o

P Nphs2 = 10 . {((Nphs2+10*1logl0 (BWn))/10);
P Nspul = 10 ." ((Nspul)/10);
P Nspu2 = 10 ."((Nspu2)/10);

Ncm = -2.*IIP3_LNA+2* (Tx_pwr
Rx_Rj_Tx)+40*1logl0 (Cindx) ;

P_Nem = 10.% (Nem./10);

P_sum = (P_Nphsl+P_ Nphs2+P_Nspul+P_Nspu2+P_Ncm) ;

IMD = imd cal (IP3t_dB,P_Dmax,P nf,P sum);

F —---m---- Calculate Single Tone Desensitization ------

IP3 5 = gr5m ./IP3(:,5:1en);
D 5 = sum(IP3_5,2);
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IP3t_ 5 = 1 ./D_5;
IP3t_5 dB = 10*1logl0 (IP3t_5);
IIP3_LNA m = -10*logl0(1 ./(10 .~(IIP3 LNA ./10)) +

10 .*((sum(G_dB(:,3:4),2)-1.5 .*Rx_Rj Tx1)
./10) ./10
.S (IP3t_5_dB ./10));
P_CMR = 10."((-2.*IIP3_LNA m+2* (Tx pwr -
Rx_Rj_Tx)+40*1ogl0 (Cindx)) ./10);
P_NphsR=10" ((Nphs1+10*1og10 (BWn))/10) ;
P _NspuR=10" ( (Nspul) /10) ;
Nst=(P_Dmax-P nf) ;
Dst=(P_NphsR+P_NspuR+P_CMR) ;
Ratio = Nst ./Dst;
E = find(Ratio < 0);
if isempty(E) == 0,
error (['Either Duplexer Rejection too Low, or Tx
Power too High, or
Synthesizer too Lousy']);
end;
Ist =10*logl0 (Ratio);
%
if FileExists ~= 0
out = [ Gain(:,1)/1000 Gt_dB NFt_dB IP3t dB MDS IMD
Ist];

disp(' ')

disp ('Freq. (GHz) Gain (dB) NF (dB) IIP3 (dBm)
MDS (dBm) IMD(dBm) Ist{(dBm)');

disp (out) ;
else

out = [ Gt_dB NFt_dB IP3t_dB MDS IMD Ist];

disp(' ')

disp (' Gain (dB) NF (dB) IIP3 (dBm) MDS (dBm)
IMD (dBm) Ist(dBm)');

disp (out) ;
end;
%
R R Plotting --------=-=-----—----

fig=['Performance of [',DEVICE,']"'];
x=Gain(:,1);

nx=length (Gain(:,1));

xi=(Gain(1,1) :5:Gain(nx, 1)) ;
xmin=min (xi) ;

xmax=max (xi) ;

MDS i=interpl (x,MDS,xi, 'spline') ;
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IMD i=interpl(x,IMD,xi, 'spline');
Ist i=interpl(x,Ist,xi, 'spline');

figure;
set (gcf, 'unit!', 'pixel’, ...
'pos', [100 300 550 450],...
'numbertitle', 'off', ...
'name’', fig) ;
hl=plot (xi, (MDS_i+93+1/3)*3, 'r-',xi,IMD i, 'g--
',xi,Ist_i,'m-
.',x, (MDS+93+1/3)*3, 'rx',x,IMD, 'g*',x,Ist, 'mo');

grid;

legend ('MDS', 'IMD', 'S.T. Desen.');

xlabel ('Frequency (MHz)');

ylabel ('IMD and Single Tone Desen. (dBm)');
title(fig);

xlim=get (gca, 'x1lim');

ylim=get (gca, 'ylim') ;

set (gcf, 'defaulttextfontname', 'Times New Roman') ;
set (gecf, 'defaulttextfontweig', 'bold') ;

set (gcf, 'defaulttexthorizont', 'left');

set (gcf, 'defaulttextfontsize',12) ;

set (gcf, 'defaulttextcolor', 'black') ;

set (gca, 'x1lim', [xmin,xmax]) ;

set (gca, 'xtick!', [xmin: (xmax-xmin) /5:xmax]) ;
set (gca, 'ylim', [-50,-201);

set(gca, 'ytick', [-50:3:-20]);

oe

text (xmax+ (xmax-xmin) /11, -50+14, 'Sensitivity

(dBm) ', 'rot', 90, 'hor', 'center') ;

for 1=0:10

text (xmax+ (xmax-xmin) /16,i*3-50, num2str (i~

110), 'hor', 'right');

end;

set (text (xmax, -50-

2.5, ['Name',datel), 'hor', 'right', 'fontangle', 'italic’
, 'fontsize',12);
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Chapter 5

Transmitter System Analysis and Design

5.1. Introduction

The transmitter is the companion of the receiver in wireless mobile
stations. They operate simultaneously in a full-duplex system, but they may
run in different time slots in a half-duplex system. Similar to a receiver, the
architecture of a transmitter can be one of the following: superheterodyne,
direct conversion, or band-pass sampling. The corresponding block
diagrams of these architectures are presented in Fig. 3.1, Fig. 3.10, and Fig.
3.30, respectively. The low IF architecture may not be necessary for the
transmitter since the DC offset is relatively easy to be tuned out or
compensated, and the noise figure is not as critical in the transmitter as in
the receiver. The selection of the transmitter architecture will depend on
system performance requirements, size, cost, IC technology maturity,
current consumption, etc. One thing that should be noticed is that the
transmitter usually does not employ an IF SAW filter even in a
superheterodyne transmitter. The cost reduction from using a direct
conversion transmitter, thus, cannot count on the elimination of the IF SAW
filter as is commonly done when employing a direct conversion receiver.

The signal processed and amplified in a transmitter unlike a
received signal is deterministic since it is generated in the local digital base-
band. The signal level in the transmitter is normally much higher than that in
a receiver. The important parameters for a transmitter are the output power,
especially the maximum output power, which may be seen as a counterpart
of the receiver sensitivity, and the fidelity of the transmission waveform
measured by modulation accuracy, EVM, or waveform quality factor, p. In
CDMA, there is a new specification named as code domain power accuracy
(CDPA) [1], which depends mainly on the linearity of the RF analog section
of the transmitter. In addition to these parameters of the desired transmission
signal, the unwanted emissions, such as adjacent channel power (ACP) and
in-band and out-of-band noise/spurious emissions, are usually well defined
in the mobile transmitter specifications. This is due to the fact that unwanted
emissions may interfere or jam other wireless mobile stations and/or other
systems.
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Since the signal in the transmitter is high enough to consider the
nonlinearity of an active device, such as power amplifier (PA) and even the
pre-power amplifier (or so-called driver amplifier), to obtain accurate results
certain nonlinear analysis approaches will be employed. Utilizing the
nonlinear analysis approach can help to optimize the balance between the
transmitter system linearity and power consumption efficiency when the
transmission signal is amplitude modulated. The nonlinearity of the
transmitter chain mostly comes from the PA and driver stages, and it results
mainly in an increase of adjacent and alternate channel power emissions and
a decrease of the code channel power accuracy.

It 1s clear that the nonlinearity is not the only issue that needs to be
considered in the transmitter performance analysis. The key specifications of
a mobile station transmission, such as output power, transmission spectrum,
modulation accuracy, wide-band noise emission, spurious emission, etc. will
be discussed, and how to make the designed transmitter be able to meet
these specifications is analyzed in the following sections. On the other
hand, the transmitter AGC system and power management will be also
addressed.

Finally, the transmitter system design method will be discussed. For
practical system design, certain knowledge regarding key devices — for
instance, power amplifier, up-converter, and synthesizer — is necessary.
Their basic requirements and achievable performance at present will be
introduced.

5.2. Transmission Power and Spectrum

The transmission power of a mobile station is defined differently for
wireless mobile systems. In the GSM and the WCDMA systems, the
transmission power of the mobile station is defined as the power level at the
antenna port (or connector) of the transmitter. In the cellular band CDMA
and the AMPS systems, the effective radiated power (ERP) is used for
measuring the transmission power of a mobile transmitter, and the effective
isotropic radiated power (EIRP) is employed in the PCS band CDMA
system. The definitions of the ERP and the EIRP are given in Section
3.1.3.2. They are not repeated here, but the relationships between ERP/EIRP
in dBm and the transmission power at the antenna port of the mobile
transmitter, 7X,, o, In dBm are as follows:

ERP=TX +G,, -2.15 (5.2.1)

pwr _ant
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and
EIRP=TX ,, o +Gpy> (52.2)

where G, in dB is the antenna gain in a given direction. Generally
speaking, the transmission power at the antenna port is more often used than
the ERP/EIRP in the RF transmitter system analysis and design since the RF
transmitter system is considered only as the section of the transmitter from
the DAC to the antenna port and the antenna is excluded. However, it is easy
to calculate the transmission power TX,,, .. from the requested ERP or
EIRP by means of (5.2.1) or (5.2.2).

The transmission power can be measured in the frequency domain
in terms of the integrated power over a bandwidth crossing the main lobe of
the transmitted signal power spectrum. In the WCDMA, this integration
bandwidth is clearly defined as (1 + @)-foup, Where « is the roll-off factor of
a root raised cosine (RRC) filter and equal to 0.22, and f;;;, is chip rate and
equal to 3.84 Mcps [1]. The main lobe of the WCDMA signal power
spectral density (PSD) and the bandwidth of the transmission power
measurement is shown in Fig. 5.1. The bandwidth for the transmission
power measurement in the CDMA system is not well defined, but 1.23 MHz
(approximately equal to the chip rate) bandwidth is often used in the power
measurement of the CDMA signal. For the GSM mobile transmitter, 200

1.2

"

08

0.6 -

Normalized PSD

04 -

— o v b .

, 1
f/fchip

Figure 5.1. Ideal main lobe of WCDMA signal power spectrum and power
measurement bandwidth, 1.22x3.84 MHz
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kHz is the proper bandwidth for its transmission power measurement in the
frequency domain. The main lobes of CDMA and GSM signal spectra are
given in Section 2.4.4.3, Fig. 2.35, and Section 2.4.4.2, Fig. 2.33.

The maximum output power of a mobile transmitter will affect the
overall wireless system performance, such as cell size and capacity, and the
mobile station power consumption as well. It is well defined in all the
wireless communication systems and is generally classified based on power
levels and operating frequency bands. For the GSM system, in the 900 MHz
band, the nominal maximum output powers of power class 2, 3, 4, and 5 are
39, 37, 33, and 29 dBm, respectively, but in the 1800 MHz band, the
nominal maximum output powers of power class 1, 2, and 3, are respectively
30, 24, and 36 dBm {2]. For the WCDMA system, in the UMT (2.0 GHz)
frequency band, the nominal maximum output powers of power class 1 to 4
are 33, 27, 24 and 21 dBm, respectively [1]. In the CDMA system, the
maximum output power is defined slightly different from the GSM and the
WCDMA systems, and there lower and upper limits of the maximum output
power are used instead of the nominal value [3]. These limits for the 800
MHz Cellular band and 1900 MHz PCS band CDMA mobile transmitters
are 23 and 30 dBm for their popularly used power classes 3 and 2,
respectively. However, the most commonly used maximum transmission
powers in the practical mobile transmitter design of various wireless
communication systems are presented in Section 3.1.3.2, Table 3.2. In
reality, the maximum output power of a mobile transmitter might be also
limited by compromising transmission power within the tolerance range for
a better transmitter linearity and/or for meeting requirements of the specific
absorption rate (SAR) * [4].

5.3. Modulation Accuracy
3.3.1. Error Vector Magnitude EVM and Waveform Quality Factor p

Modulation accuracy is one of the key parameters for the wireless
communication transmitters. The modulation accuracy is represented by
error vector of modulation, which is the difference between the actual
symbol location and the theoretical symbol location on the modulation
vector constellation diagram. This may be better explained through an
example. In the CDMA reverse link, offset QPSK (OQPSK) modulation is

* SAR is used to measure the amount of RF power that a mobile station through its
antenna delivers to the human body.
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used for the PN spreading code because of the consideration of power
efficiency and spectrum efficiency. The RF signal with OQPSK modulation
can be expressed as a composition of an in-phase and a quadrature signal as
follows:

s(t) = a,(t)cos(w 1) — a,(t)sin(w,t) (5.3.1)

where aff) and ay(f) are the amplitudes of the in-phase and the quadrature
signals, respectively,

a,(t)=~24 kflk glt—kT,) (5.3.2)
and o
k=co

ag()=V24Y 0,g(t -k, - T,/2). (5.3.3)

=00

In the above equations, 4 is the amplitude of the modulation signal, {f; } and
{Q } are I and Q PN sequences with value 1 or —1 that are actually mapped
from the I and the Q spread data PN sequences by means of converting its 0
to 1, and 1 to —1. T, is the duration of the spreading PN chips and g (¢) is the
time domain response of the pulse shaping filter as given in Table 2.2 in
Section 2.4.4.3, but it should be a rectangular pulse before the pulse shaping,
g () =g, (t) defined as

1 0<t<T
g ()= {0 ‘ (5.3.4)

otherwise

For simplification, the rectangular pulse is used in the following
analysis. Using (5.3.2) to (5.3.4), we can rewrite (5.3.1) into

s(t)=4 icos[a)ct +9(t—kT)], (5.3.5)

=—c0

where ¢(t-kT,) is defined as
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¢(t — kT,) = tan™ 4@ | _Jtan™ Q. /1), KT, st<(k+1D)T,
‘ a,(t) | |tan(Q, /I, ). (k+ T, <t <(k+1)T,
_{¢k_, KT, <t<(k+Y2T,

Gy, (k+YDT, <t<(k+DT,

(5.3.6)

and the true value of #t-kT.) = ¢ or ¢ is as given in Table 5.1. The
modulated signal constellation is shown as in Fig. 5.2(a).

Table 5.1. Channel I and () sequence mapping to phase shift

Data PN Sequence Mapped PN Sequence Phase Shift
d] dQ ar ag ¢k— or ¢k
0 0 1 1 /4
1 0 -1 1 3n/4
1 1 -1 -1 -3n/4
0 1 1 -1 -r/4

4

-1,1) (1,1)

-1,-1) (1,-1)

(a) (b)

Figure 5.2. (a) Ideal OQPSK modulation constellation and (b)
corresponding distorted modulation constellation

Using a discrete time variable with a time step 7./2 (half chip
duration) instead of the continuous time variable and considering (5.3.1),
(5.3.5) and (5.3.6), the base-band modulation I/Q signal at ¢ = k;-T,/2 from
(5.3.2) and (5.3.3) we obtain the following forms:
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a, (k)= Acos¢(k,) 5.3.7
and

ag (k)= Asing(k,), (5.3.89)

where argument k; denotes the time instant k;-7,/2, and the modulation angle

& k;) is determined by (5.3.6) and the mapping given in Table 5.1. The
modulation can also be expressed in a vector form:

a(k)=a,(k) - jap(k)=A-explpk)].  (53.9)

The modulation is generally distorted by close-in phase noise of the
modulator LO when it modulates an RF carrier. It will be further degraded
when the modulated RF signal passes through a narrow-bandwidth filter due
to the magnitude ripple and the group delay distortion of the filter. Thus, the
distorted modulation a’(k,) can be expressed as

a'(k)=ak,)+ek,), (5.3.10)

where e(k) represents residual error vector. The constellation diagram of

the distorted modulation vector is depicted in Fig. 5.2(b).

In the wireless communications, the modulation accuracy is
represented by error vector magnitude (EVM), and it is defined as the mean
square error between the samples of the actual and the ideal signals,
normalized by the average power of the ideal signal. The EVM can be
mathematically represented as

oo-ar)| | e |
E{ @k, )|2} E{ @k, )\2}

In (5.3.11), E{-} denote the expectation of ensemble averages.

In the CDMA system, the waveform quality factor, p, is used to
represent the modulation accuracy instead of EVM. The waveform quality
factor is defined as a correlation coefficient between the actual waveform
Z(¢) and the ideal waveform R(¥), and it is expressed as [3]

(SRR

£l
EVM =

(5.3.11)



318 Chapter 5

o= (5.3.12)

M ki

M
PN ADN A
k=1

k=1

where R, = Ry(#;) is the kth sample of the ideal signal in the measurement
interval; Z; = Zy(#,) is the kth sample of the actual signal in the measurement
interval; and M is the measurement interval in half-chip intervals and shall
be at least 1229 half-chip intervals (0.5 ms). There is an approximate
relationship between p and the EVM when the cross-correlation between the
ideal signal and the error signal is negligible [5],

1
P — 5.3.13a
P 1+ EVM? ( )
or
EVM = 1 -1 (5.3.13b)
P

The proof of (5.3.13) can be found in Appendix SA.

In the following sections we discuss the contributions to degradation
of the modulation accuracy. Most of results derived from these subsections
are also applicable to evaluation of the modulation accuracy in the receiver
chain although they may result from the analyses of the transmitter

5.3.2. Influence of Intersymbol or Interchip Interference to EVM

The modulation accuracy of a modulated RF/IF signal can be
degraded when the signal passes through a nonideal filter. The cause of this
is as follows. A modulation signal usually consists of symbols or chips. The
symbol or chip waveforms after filtering are distorted due to filter group
delay distortion and magnitude response ripples, and one symbol or chip
waveform generates interference in the adjacent and other symbols or chips.
This kind of interference is referred to as intersymbol interference (ISI) or
interchip interference (ICI). The ISI or ICI is the root of the degradation of
the modulation accuracy when the modulated signal passes through the
nonideal filter, especially if its bandwidth close to that of the modulation
spectrum.
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Actually, the ISI or ICI of symbols or chips may have been created
at beginning to generate a transmission signal. To obtain high spectral
efficiency of the transmission signal, the originally rectangular symbol or
chip waveform is reshaped, and it is also called pulse shaping as discussed
in Section 2.4.4. The pulse-shaping procedure can be mathematically
represented as follows. If the rectangular symbol (or chip) is a,,,,(¢), and

the impulse response of the pulse-shaping filter is hpg(f), the shaped
symbol (or chip) waveform ay, ,,,(¢) can be expressed as

aTx_ideal (t) = hPS (t) * arect (t) ’ (5314)

where * denotes convolution operator. Now, the symbol (or chip) waveform
Ars e () may contribute interference to adjacent and other symbol (or

chip) waveforms for most pulse-shaping filters commonly used in wireless
communication systems. For instance, the root raised cosine filter and
modified root raised cosine filter with impulse coefficients given in Table
2.2 in Section 2.4.4.3 are employed as the pulse shaping in the WCDMA
and CDMA mobile station transmitter, respectively. As we have seen in
Chapter 2, these filters cause the shaped symbol or chip to have ISI or ICI.
However, in the wireless systems, a complementary filter with an impulse
response /g ~(¢) is normally used in the corresponding receiver side to

equalize the phase and magnitude distortion and thus to eliminate or to
minimize the ISI or ICI caused by the pulse shaping in the transmitter. The
ideal symbol or chip waveform in the corresponding receiver should be

A Ry _ideal O =hps()* hPS_C(t) e (1) - (5.3.15)

For example, a root raised cosine filter with a roll-off factor o =
0.22 is employed in the WCDMA mobile station transmitter as pulse
shaping filter, and the same filter is also used in the WCDMA base station
receiver as the complementary filter. These two root raised cosine filters
being in cascade compose a raised cosine impulse response. The ideal chip
waveform sequences in the receiver can then be expressed as

Zakx_ideal (t - kTr) = ZhRC (t - ch) *arecr(t - ch) . (5316)

k=—0 k=-
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Symbol or chip waveforms shaped by the raised cosine filter do not
contribute any interference to their adjacent and other symbol or chip
waveforms as shown in Fig. 5.3. Therefore, the modulation accuracy
degradation resulting from pulse shaping is usually not considered when we
analyze and calculate the transmission modulation accuracy. On the other
hand, the modulation accuracy definition of the mobile station transmitters is
generally based on the difference between the actual transmission waveform
and the ideal waveform, which is formed by the symbols or chips with a
waveform given in (5.3.14). It is apparent that the ISI or ICI between
symbols or chips in the ideal transmission waveform has no contribution to
the modulation accuracy degradation since it is a reference waveform of
measuring the modulation accuracy in the transmitter.

1.2
1
0.8
0.6
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0.2
0
0.2
0.4
-06
0.8
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Figure 5.3. Chip or symbol waveforms shaped by a raised cosine filter
having no interference from adjacent and other waveforms

The filters in the transmitter path other than the pulse-shaping filter
may cause the degradation of the modulation accuracy degradation
especially when the pass-band of the filter, such as a channel filter, is close
to the bandwidth of the transmission signal. Assuming the impulse response
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of the filter is /4,(?), the shaped symbol or chip waveform a;, ., (¢) after
passing through the filter turns into

Ay (t) :hﬂrr (t)*aTl\t‘ideal (t) (5317)

The corresponding EVM can be expressed by the impulse response function
as [6]

k=

Z hﬂtr(lo +krsx2

EVM g =g — (5.3.18)
hﬂtr (to x

The terms in the numerator in the square root of (5.3.18) right side are 1SIs
or ICIs to the symbol or the chip at ¢,, and they are contributed from adjacent
and other symbols or chips. Each term in the square root of (5.3.18) can be
also obtained by means of the following formula:

t,+ot
h g (t £ ET,)\dt
Ihﬂtr (to e kT:) 10:‘;’} a
Al (£ k)= P , (5.3.19)
sire [l 0 )
t,—ot
where k is equal to 1, 2, 3, --- , and 24t is the duration of sampling pulse.
Utilizing (5.3.19), we can rewrite (5.3.18) as
EVM g = | > A7, (k). (5.3.20)

k=—x

In recent transmitter design of wireless mobile stations, no channel
filtering is really used in the IF block of the transmitters. Some low-pass
filters may be employed in the I and the Q channels of analog base-band of
the transmitters to suppress the emission power at adjacent channels, but the
bandwidth of these low-pass filters is usually wider than that of the channel
filter, and thus they have slight impact on the modulation accuracy. The
EVM resulting from the low-pass filtering is approximately 5% or less. In
addition to this, predistortion can also be used to minimize the impact on the
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modulation accuracy due to the phase and magnitude distortions of the low-
pass filters if necessary.

However, channel filtering is definitely used in the receivers of
mobile stations. An example presented in Section 2.4.5.2, the intersymbol
interferences resulting from preceding and successive symbols for a
7/4QPSK modulated signal with symbols shaped by the raised cosine filter
having a roll-off factor a = 0.5 after channel filtering are increased from
zero to 0.075 and 0.066, respectively. Based on these data and using
(5.3.20), we can approximately estimate the modulation accuracy of this
filtered signal to be

EVM 1y =+/0.075% +0.0662 =9.98 % .

The modulation accuracy degradation of the received signal will cause the
signal-to-noise/interference ratio of the demodulated base-band signal
decrease.

5.3.3. Influence of Close-in Phase Noise of Synthesized LO to EVM

Another main contribution to the degradation of the modulation
accuracy is the close-in phase noise of the VHF and UHF synthesizers
applied as local oscillator of the modulator and the up-converter in the
transmitter. The influence of the phase noise on the EVM can be estimated
as follows. Assuming that the vector error in (5.3.10) is caused by the

synthesizer phase noise ¢(?), the degraded signal can be expressed as
a'(6)=a(t)+e(t)=a(t)exp(ig, (£)). (5.3.21)
The magnitude of the vector error then is
el =z 0 -a@| =jawe 1|
=[aeosg, () -1+ jsing, (t)]2 (5.3.22)
~[aof'|c0s, @ 1" +sin 8,0 | = 408, /2] =42
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where we use normalized magnitude ’5 (t)l =1. The statistical average of

@ (t) is the autocorrelation function of the phase noise. The autocorrelation

function and the power spectrum density S,(f) have the following
relationship

Ty /2
35‘?°F-J’f¢ (O}t = js N =Prpe (53.23)

Based on the definition of the EVM (5.3.11) we obtain the EVM
resulting from the phase noise of the synthesizers to be

[CEgof

EVMNphnse =1/ lIim "———_—— _[S (f)df \' n,phase * (5 3. 24)

T, ~>o0 nT c

Usually, the phase noise within the loop bandwidth of synthesizers used in
the mobile transmitters is in the range of —60 to —80 dBc/Hz. In the case of
the synthesizer loop bandwidth being reasonably wide, P, s can be
estimated by means of the following approximate formula:

N

phase

P =2-10 9 .BW,

Nphase — synth _loop ? (5325)
where N 1s the average phase noise, in dBc/Hz, within the synthesizer
loop bandwidth, and BW,,,4 100y 1s the bandwidth of the synthesizer loop
filter in Hz. Substituting (5.3.25) to (5.3.24), we obtain

N

plmse

EVMNPhase = \' PNphase \/2 10 10 BWs;nth loop * (5326)

When more than one synthesizers are used, the EVM formula becomes

Nphase = ‘(Z PNphase k (5327)

For example, assuming that there are two frequency up-conversions
to bring a BB signal to an RF signal in a CDMA transmitter, and the close-in
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phase noises of the VHF and the UHF synthesizers integrated in a

bandwidth of 1.23 MHz are —26 dBc and —28 dBc, respectively, the EVM
due to the phase noise in this case is

’ 26 28
EVMNphase = \/PNphase_VHF + PNphase“UHF =V10 10 +10 0= 6‘4% .

Considering the EVM due to the low-pass filter to be 5%, the combined
EVM is

EVMy = [EVMZy + EVM? )., =0.05% +0.064% =8.1%.

n, phase

The corresponding waveform quality factor p from (5.3.13a) is

1 1
T EVM,? +1 0.0066+1

o7 =0.993.

This EVM can be improved since the integrated phase noise used in the
above calculation is quite high, and the phase noise of each synthesizer is
easy cut down 2 dB at least.

5.3.4. Carrier Leakage Degrading the Modulation Accuracy

The DC offset in the BB I and Q channels will cause carrier leakage,
and it will degrade the modulation accuracy of the transmission signal. This
can be explained by using the following simple example. Assuming that the
DC offsets in the base-band I and Q channels are 4l,, and AQ,,
respectively, the BB signals, a’(f) and a’o(f), in the I and the Q channels are
represented by

a;(t)=I(t)cosp(t) + Al , (5.3.28)
and

ay () =0(t)sing(t) + AQ,, , (5.3.29)

where I(¢) and Q(f)are the amplitudes of the I and the Q BB signals, and ¢(¢)
is the phase of the corresponding I and Q BB signals.

At the output of the modulator, the I and Q quadrature signals turn
into a signal with an IF or RF carrier, and it can be expressed as
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fr(®=a;(t)cos ORES a'Q (t)sinw, t

5.3.30
= A(t) cos|w,t + go(t)]+ A, cos(w,t + AG), ( )

where @, is the carrier angle frequency @, = 27f,, A(f) is obtained from
af?) and ay(?) as

A() =T (t)cos? $(t) + O () sin? ¢(r) , (5.3.31)

¢(t) represents phase modulation equal to

(5.3.32)

(p(,):tan_,(g(t)-sm ¢(z)]

1(#)-cosg(?)

Aqc and A8 are the overall DC offset of the I and Q channels and the phase

shift, respectively,
A =ALG +AQ; (5.3.33)

AQ =tan"'(AQ,, /AL, ). (5.3.34)

and

The last term on the right side of (5.3.30) is the carrier leakage, also called
carrier feed through (CFT).

Here, we define the ratio of the carrier leakage power to the desired
signal transmission power as the carrier suppression C in dB—i.e.,

P V rms
C, =10log =S~ =20 Jog — 1= (5.3.35)
PTr Tx _avg

It is clear that the rms voltage of the carrier leakage is equal to
Verr _ms :Adc/\/—z-' (5.3.36)

However, for an RF signal with AM, the rms voltage of its average signal
power ¥V, can be calculated from the peak amplitude 4,,,, of the desired

X _avg

signal and the peak-to-average ratio (PAR) as follows:
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20108 Apax —PAR-3

Vi we =10 2. (5.3.37)

For example, the PAR of the CDMA 1S-95 voice is approximately 3.9 dB,
and the peak swing of the base-band I and Q signals is V=24, =10

max

V. Then we have the rms voltage of

2010g(0..5x+/2)-3.9-3

Vie g =10 20 =032 V.

The DC offset in the BB I and Q channels causes carrier feed
through, but this is not the only root cause of this problem. The modulator
and the frequency up-converter may cause carrier leakage too because the
isolation between the LO port and the RF/IF port of these devices is finite
around -30 dBc depending on design and IC processing technology. The
carrier leakage, no matter what is its cause, will degrade the modulation
accuracy of the transmission signal, and the corresponding EVM¢rr can be
calculated by using the overall carrier suppression Cs as

& [a G
EVMCFT=\/10‘O :\/ZIO LI (5.3.38)
k=1

where Cg; represents the carrier suppression of the kth individual

contribution to the overall carrier leakage, and n is the number of the

contributors. For instance, assuming that the overall leakage results from the

I/Q DC offset, Cs; = -27 dBc, and the finite isolation between the LO and

IF/RF of the modulator and the up-converter, Cs, = -28 dBc, the modulation
. accuracy due to the carrier leakage is

=27 -28
EVM pp =V10° +10 10 =./(1.995 +1.585)x 10~ = 5.98%.

On the other hand, based on the budget of the EVM, we can allocate
the allowed carrier feed-through levels resulting from the DC offset in the 1
and the Q channels and the finite isolation between the LO and the IF/RF
ports of the modulator and the up-converter. From the carrier leakage levels
allocated to the DC offset and the isolation, we can determine the allowed I
and Q channel DC offset from (5.3.35) — (5.3.36) and (5.3.33), but the
minimum requirement of the isolation between the LO and IF/RF ports is
directly obtained from (55.3.33) after replacing its denominator with the LO
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power or rms voltage. Let us look at an example to determine the allowed
maximum DC offset if demanding the EVMcrr < 4.5% caused by the carrier

feed through due to the DC offset and the V7, =0.32V. From (5.3.38)

X _avg
and (5.3.35), we can directly estimate the allowed carrier leakage rms
voltage from the given EVMcrr

Verr ms =Vre avg - EVM cpp =032x0.045=0.014 V.

Therefore, the allowed overall DC offset of the I and Q channels is obtained
from (5.3.36), or

Ay =2 x0.014x1000=19.8 mV.

Actually, the allowed maximum DC offset in each of the I and Q channels is
approximately 14.0 mV.

5.3.5. Modulation Accuracy Degradations Resulting from Other Factors

The other factors, which may also affect the transmission
modulation accuracy, are the amplitude and phase imbalances of the I and Q
channel BB signals, the nonlinearity of the power amplifier, LO re-
modulated by the transmission reflection, and the in-channel-band phase
noise at very low transmission output power. They are generally not the
main contribution to modulation accuracy degradation, but in certain
situations, such as at low transmission output power, some of them may
dominate the modulation accuracy performance.

5.3.5.1. Degradation Due to I and Q Imbalance

The amplitude and phase imbalances between the T and the Q
channel BB signals generate an image of the transmission signal, which has
the same carrier and spectral bandwidth as the transmission signal.
Assuming that the overall normalized amplitude imbalance caused by the I
and Q channel and the quadrature modulator is 1:(1+J), and the phase
imbalance of the I and Q channel signals is € degree off from 90° and the
phase error o caused by the quadrature modulator is relatively small, the
transmission signal will contain the unwanted image product, and it can be
approximately expressed as (see Appendix 5B)
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J1+2(1+ 8)cos(e + o) + (1 +5)°
2
2
A J1-2(1+6) cos(zg —o)+(1+6)

Jr ()= A1)

cos[a)cl +¢() + 9]
(5.3.3)

cos[a)ct —P(t) + go].

The second term on the right side of (5.3.39) is the unwanted image product,
which has an image spectrum of the desired signal and occurs in the same
bandwidth as the desired one (refer to Fig. 5B.1 in Appendix 5B).

Defining the ratio of the image product power to the desired
transmission power as image suppression, IMGjs, (image rejection is used in
Section 3.3, which is an inverse of the image suppression defined here), and
it is usually presented in logarithm form:

1-2(1+8)cos(e —o) + (1+5)°
1+2(1+ 8)cos(e + o) + (1+ 8)*

IMG; =10log (5.3.40)

The EVM due to the image product is

IMG
EVM,,, =\10 . (5.3.41)

It is not difficult to obtain an image suppression of a transmission below —30
dBc after proper tuning. In the case of IMGs = -30 dBc, the EVM,,, is
approximately

-30

EVM,,, =N1010 =3.2%.

Generally, the image product does not degrade the modulation accuracy
much. If IMGs = -30 dBc¢, and the phase imbalance is mainly caused by the I
and Q channels —i.e., o << g — utilizing IR = —-IMGjs from Fig. 3.22 we can
estimate the allowed amplitude and phase imbalances to be 0.3 dB and 1°.

5.3.5.2. Nonlinearity Influence on EVM

For a transmission signal with amplitude modulation such as
CDMA, WCDMA, TDMA, and EDGE transmission signals, the
nonlinearity in the transmitter chain may affect its modulation accuracy. The
transmitter nonlinearity mainly results from the power amplifier since
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considering the efficiency the PA in the mobile station transmitters
demanding linear operation is usually running in class AB instead of class
A. The nonlinearity influence to the modulation accuracy can be estimated
as follows. It is assumed that only the signal amplitude equal to and greater
than the level of 1 dB compression point of the power amplifier, P_;, will
affect the modulation accuracy. We define the excess value of the output
power level Py, over the output P.; as

Agp =Pr ‘(Px)

=t/ out "

(5.3.42)

The modulation error caused by the excess amplitude A;z can be
approximately estimated by (IO(A”””)/ 20 —1), and the corresponding EVM

calculation need take the amplitude PDF Py into account. The accumulated
modulation error or the £VM,,.;;, due to the nonlinearity can be estimated by
means of the following approximation (clipping at P_; assumed):

k=1

® Agp+l n Aygptl
EVMnonlin = J-Ptg (AdB )[10 0 - 1J “dA B = Z })tg,k . [10 0 - I\J (5343)
0

Assuming that a PA output power of a CDMA transmitter is 28
dBm and its one dB compression point (P.;),. is 31 dBm, in this case the
average transmission output power is 3.0 dB below the (P_)oy. The PDF of
the transmission signal is presented in Fig. 5.4. Based on this PDF and
(5.3.43), we can evaluate the EVM, i

—
N

- -
o N
! !

PDF of Amplitude %

el

|||||||||||||||||||

[w] N s [o) I e ]
L ; L i

Normalized Levelin dB

Figure 5.4. Amplitude probability distribution of
CDMA IS-2000 voice transmission
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#1.0x (107 =1)+0.2x (1022 ~1)+ 0.1x (1072 1] =1.3%.

In this example, we can see that the PA nonlinearity does not significantly
impact the modulation accuracy. It is apparent that the impact will depend
on the PA nonlinearity and the peak-to-average ratio of the transmission
signal. The EVM,,uin increases to 3.3% if the transmission signal is the
CDMA IS-95 voice instead of the IS-2000 voice in the previous example.

5.3.5.3. Impact of In-Channel Bandwidth Noise

The emission noise within the channel bandwidth may not be an
issue to the modulation accuracy when the transmission power is high.
However, it may dominate the modulation accuracy of the transmission
signal when the transmission power is very low — for instance, only —50
dBm is transmitted from the CDMA mobile stations while they move close
to base stations.

The formula of calculating the EVM,,; caused by the emission
noise within the channel bandwidth is

Nin-ch-band =Tx

EVM, . . =\10 1o (5.3.44)

noise

where Nj,enpana 18 the integrated noise over the channel bandwidth, and Tx is
transmission power in dBm. Both can be measured at the antenna port of the
mobile stations. For example, assuming that the transmission power of a
CDMA mobile station is ~50 dBm and the integrated noise over the channel
bandwidth 1.23 MHz is —71.5 dBm, the EVM at this output power level is

-71.5+50
EVM,,, =\N10 © =84%,

5.3.5.4. Modulation Error Resulting from Reverse Modulation of LO

The LO of the VHF or UHF quadrature modulator may be
modulated by the reflected harmonic of the transmission signal from the
load of the modulator if the carrier frequency of the harmonic signal is equal
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to LO frequency. This phenomenon is called reverse modulation. In
general, the reverse modulation may occur when the modulator has a heavy
load or needs to deliver too much output power. This is rarely seen in the
superheterodyne transmitter, but it may happen in the direct conversion
transmitter since the VCO in the synthesizer for the direct conversion is
usually running at harmonic or subharmonic frequency of the transmission
carrier. Nevertheless, the reverse modulation impact on the modulation
accuracy can be reduced to a negligible extent, as long as we have a proper
design and implementation of the quadrature modulator of the transmitter.

Assuming the integrated reverse modulation noise of the
synthesized LO over the transmission signal bandwidth is |N,,,| dB below the
LO level, the modulation accuracy or EVM,, caused by the reverse
modulation is

N

n

EVM,, =\10 10 | (5.3.45)

where N,, < 0 in dBc. The reverse modulation noise influence will be
insignificant when N,, < -30 dBc, and this is not difficult to implement for
an RF transmitter based on highly integrated circuits.

5.3.6. Total EVM and Waveform Quality Factor

If all factors contributing to the degradation of the modulation
accuracy are uncorrelated, the overall EVM of the transmission signal can be
expressed as

EVM . = fz EVM}
k

2
=\/EVM,2S, + D EVM §peei + EVM lpy + EVM 4+

Nphase,i img
i=1

(5.3.46)
The corresponding overall transmission waveform quality factor g is
approximately
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2 .
L+ EVM g + D EVM i + EVM pp + EVM L, 4+

Nphase,i
i=1

(5.3.47)

Using the example results presented in Sections 5.3.3 to 5.3.5 for

different modulation accuracy degradations, we estimate the overall

modulation accuracy EVM,,,; of a CDMA mobile station transmitting IS-95
voice signal at high output power to be

EVM,,, =+/0.064% +0.060% +0.032 +0.033% =9.9%
and
1
- -0.990.
Proal = 17700997

The degradation due to ICI is not included in the above calculation. In the
case of very low output power (e.g., —50 dBm), the corresponding £VM and
p are, respectively,

EVM 1w =V0.099% +0.084 =13.0%
and

1

=———=0.983.
pTomI_Lowar 1+ 0132

5.4. Adjacent and Alternate Channel Power

Unwanted emissions from mobile station transmitters are usually
tightly restricted so as not to interfere with other radio systems. Among
emission specifications of mobile transmitters the most important ones are
the emission levels in the adjacent and the alternate channels, and they are
stringently controlled in wireless mobile systems. The adjacent/alternate
channel emission power specification is generally defined as ratio of the
power integrated over an assigned bandwidth in the adjacent/alternate
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channel to the total desired transmission power. Referring to Fig. 5.5, the
adjacent channel power ratio (ACPR) can be expressed as

Si+8Bycp

JSPD()-df
ACPR =—1 : (5.4.1)

fo+BW [2

[SPD(f)- df

f,—BW/[2

The bandwidth of measuring adjacent channel power AB,cp varies with
different mobile systems. In the GSM and CDMA mobile stations, AB,cp is
30 kHz, AMPS uses 3 kHz, and it is 3.84 MHz in the WCDMA.

PSD
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I
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Figure 5.5. Calculation of adjacent channel power ratio

In the half-duplex or TDMA system, the transmitter is operating in
burst mode condition. Improper ramp up or ramp down of the transmission
signal pulse in the active time slots will regrowth spectral power in the
adjacent channels. It is important for the transmitter operating these systems
to properly control the rise and fall edges of the transmission signal pulses.

5.4.1. Low-Pass Equivalent Behavioral Model Approach

The adjacent/alternate channel powers mainly result from spectral
regrowth caused by the nonlinearity of the transmitter chain, which mostly
comes from the power amplifier (PA) and the PA driver. The ACPR of a
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digitally modulated transmission signal cannot be accurately determined
from intermodulation distortion of discrete tones. In this case, a behavioral
nonlinear model of amplifiers is needed. This amplifier model, a low-pass
representation, is developed from AM-AM and AM-PM measurement or
simulation data as described in Section 2.2.3. The AM-AM and AM-PM
nonlinear characteristics of a device are also referred to as envelope
nonlinearity since they only depend on the input signal amplitude.

The only concern of the spectral regrowth in the transmitter
amplifiers is with the nonlinearity that generates distortion products within
adjacent and alternate channels. For this purpose, a band-pass nonlinear
model [8] can be used. If the pass-band of the transmitter is a small
percentage of the carrier frequency, the nonlinearity can be only
characterized by odd-order terms of a power series or by odd function series,
such as Fourier sine series, etc. [9]. An equivalent low-pass representation,
which characterizes the effects of the amplifier nonlinearity on the signal
envelope, is desirable for the nonlinear simulation. This low-pass equivalent
nonlinear model can be represented by means of a complex envelope
transfer characteristic function, )7(A(t)) ,as [10]

F(A()) = £(A@))e#HO), (5.4.2)

where f(A(?)) is the magnitude of the transfer characteristic, and g(4@)) is
the phase shift determined by AM-PM measurements. The block diagram
representation of the nonlinear amplifier low-pass equivalent is given in Fig.
2.5.

The magnitude of the transfer characteristic f (A(t)) can be

expressed as an odd-order power series over the range of amplitude of the
envelope signal as

FAD)=Y ayeny - A, (5.4.3)
k=0

where the coefficients axy.; (k = 0, 1, ..., n) can be derived from the
nonlinear device AM-AM characteristic measured on a network analyzer
with a single tone signal. For the CDMA signal, the coefficients az..; (k= 0,
1, ..., n) can be determined as follows. Assume that the measured AM-AM
characteristic curve 4,,(A4;,) can be expressed by an odd order power series
of the test tone amplitude 4,, as
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N 2+
+
Ao (Aiy) = Z o AT (5.4.9)
k=0

The expansion coefficient ay., in (5.4.3) then is obtained from the following
relationship [11]:

2% Mk + 1)

Uopy) =Copyq —7——v—=. 545
2k+1 2k+1 (2k 4 1)' ( )
The phase shift of the complex transfer characteristic function
g(A(t)) can be directly obtained from AM-PM measurements on the

network analyzer with a single tone signal. The AM-PM nonlinear curve
@, (4;,) is usually an even function, and it can be fitted in terms of an
even order power series as

q)out (Ain ) = i b2k Atik . (5463)
k=0

The corresponding phase shift of the envelope transfer characteristic
function is expressed as

g(4()= Z b, A(t)**. (5.4.6b)
k=0

Now let us look at an example of the spectral regrowth of a CDMA
reverse link signal passing through a GaAs FET power amplifier with an
AM-AM and an AM-PM nonlinear characteristics as shown in Fig. 5.6.
Using these nonlinear characteristics and (5.4.3) to (5.4.6), we can determine
the corresponding complex transfer characteristic function (5.4.2), which
represents the low-pass equivalent of the nonlinear amplifier. The
calculation of the output spectrum and the spectral regrowth is based on the
model presented in Fig. 2.5, and the detail procedure is described in
Appendix 5C. The calculated results of the spectra and ACPRs for a CDMA
(IS-95 reverse link) signal at the input and output ports of the power
amplifier are shown in Fig. 5.7(a) and (b), respectively.
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Figure 5.6. AM-AM and AM-PM nonlinear characteristics of a PA

From Fig 5.7, we can clearly see that the adjacent and the alternate
channel power ratios, ACPR1 and ACPR2, of the CDMA reverse link
transmission signal are degraded at the output of the power amplifier due to
the spectral regrowth caused by the nonlinearity of the PA. The ACPR1 and
the ACPR?2 are measured at 885 kHz and 1.98 MHz offset from the carrier of
the transmission signal from the Cellular band mobile stations. In the
CDMA system, adjacent/alternate channel power is measured over a 30 kHz
bandwidth. The ACPRs are not only dependent on the nonlinear
characteristic of the PA but also on the peak-to-average ratio (PAR) of the
amplified signal.

The simulation approach based on the low-pass equivalent
behavioral model can provide quite accurate evaluation of ACPRs. However,
it may not be convenient for the overall transmitter system analysis. Some
approximate calculations are introduced in following sections.
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5.4.2. Multitone Techniques

The two-tone measurements are commonly used in determining the
intermodulation distortion (IMD) characteristics as described in the previous
chapter. In the digital mobile communications, signals are quite
complicated, and their spectral regrowth caused by the nonlinearity of the
transmitter chain cannot be accurately analyzed in terms of the two-tone
IMD. It becomes necessary to apply the multitone signals to analytically
assess the ACPR of transmission signals. Closed form formulas of ACPR
derived from the multitone based third order distortion are presented in
[12]-[14]. The n-tone ACPR, formula for a nonlinear device output has an
expression

3
n

2(————%3 —3;2 = 2n +8J+ (n2 —g)

ACPR, = IMR, —10log

, (54.7)

where
IMR, =2(P, ,,. —OIP,)-6 dB (5.4.8)

and
£= mod(%) = the division remainder of n by 2

In (5.4.8), OIP; is the output third-order intercept point of the nonlinear
device, and P; 7, 1s the total power of the two tones at the output of the
device. In the n = 2 case, the second term on the right side of (5.4.7) is equal
to 3, and therefore the two-tone ACPR, has the form of

ACPR, =2(P, ,,. —OIP,}~9 dB. (5.4.9)

When the signal is band-pass random noise instead of multiple tones
with equal level, the corresponding ACPRgy can be expressed as

ACPR,, =IMR, +10log 4 =2lP.
RN 2 3

2 _Tone

~OIP,)-4.75 dB. (5.4.10)

Comparing this with (5.4.9), we can see that the ACPR is degraded 4.25 dB
while the two signal tones are replaced by the band-pass random noise with
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an integrated power Pgy same as the total power of the two signal tones, or
Pry = P3 one- This 1s due to the peak-to-average ratio (PAR) of the random
noise being higher than that of the equal tones. The band-pass random noise
has a PAR of approximate § dB or higher depending on the bandwidth, but
the PAR of two equal tones is only 3 dB.

For mobile transmission signals with an amplitude modulation, the
PAR, where the peak power is generally defined as 99% of amplitude CDF,
may vary from less than to greater than 3 dB. The PAR of the CDMA IS-95
reverse link is approximate 3.85 dB, and the PAR of different channel
configurations of CDMA 2000 reverse link varies from 3.2 dB to 5.4 dB.
The general formula for the ACPR of a transmission signal at the output of a
device, such as driver or power amplifier with an output intercept point,
OIP;, can be expressed as

ACPR;, = ACPR, + C =2(Tx - OIP,)-9+C,, (5.4.11)

where Tx is the transmission signal power at the output of the device under
analyzed, and C, is a correction factor depending on the PAR and signal
configuration, and it can be approximately obtained as

C, =0.85-(P4R - 3) dB. (5.4.12)

In the mobile communication systems, the adjacent channel power
may be measured in a bandwidth AB,cp (see Fig. 5.5) different from the
desired transmission signal bandwidth BW. In this case, the ACPR
approximation (5.4.11) turns into

AB
ACPR,, =2(Tx - OIP,)-9+C, + 101og(B—;;Pj . (54.13)

Using (5.4.13) to estimate the ACPR of an IS-95 CDMA reverse
link signal amplified by the same PA as given in the previous subsection as
an example, the PA has an OIP; = 39.6 dBm, the amplified transmission

signal power is 26.5 dBm, AB,cp = 30 kHz, and BW = 1.23 MHz. Thus the
ACPR is

30x10°

ACPR,, =2(26.5-39.6)-9+0.72+1010
n = ) g(1.23x106

] =-50.48 dBc.
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Comparing this with the simulation results presented in Fig. 5.7(b), the
average error is approximate 1.0 dB. However, in the simulation of the
previous section’s example the input signal has a finite ACPR, approximate
—59.7 dBc (see Fig. 5.7 (a)). If considering this input signal ACPR, the PA
output signal ACPR becomes —49.98 dBc instead of —50.48 dBc. In fact, the
accuracy of the calculation result from (5.4.13) also depends on the power
back-off from the 1 dB compression point of the PA. The contribution to the
adjacent channel power of the fifth-order and other higher-order nonlinear
distortions increases with the output power close to 1 dB compression point
of the PA, but (5.4.13) only considers the third-order nonlinearity.

Generally speaking, the alternate channel power regrowth is mainly
caused by the fifth order nonlinear distortion of the PA or other devices.
Thus (5.4.13) cannot be used for calculating the alternate channel power
ratio since it is derived based on the assumption of the third order
nonlinearity only.

5.4.3. ACPR of Cascaded Stages in Transmitter Chain

The ACPR of a transmitter consisting of multiple stages connected
in cascade can be derived in terms of (5.4.13) and the cascaded OIP;
formula (5.4.14)

n-1 1

OIP, =-10log ! + - , 5.4.14)

P -
orn Fow i - Hgi

i=k+1

where g; is the ith stage gain in natural scale, and Pp  is the OIP; of the
kth stage in natural scale. Assuming that the ACPR of an input signal to the
transmitter chain is denoted as ACPR; and the overall output third order
mntercept point is OIP; in dBm, the ACPR increment due to the transmitter
chain nonlinearity can be calculated by using (5.4.13) and it is expressed as

ACPR;, ACPRI

AB
1010g(10 0 _10 10 ]:2(Tx-011@)+101og—l—$/c£—

° (5.4.15)
=2(Tx - OIP,) + C,
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where ACPRy; is the ACPR of the output signals, and C is a constant equal
to the sum of the last three terms on the right side.
Substituting (5.4.14) to (5.4.15), we obtain

ACPRy, ACPRi 1 n-1 1
10log 10 ' —-10 1© J:z Tx+10lo +3 +C.

P n
OIP _n k=1 j2) .
OIP_k &
i=k+1

(5.4.16)

On the other hand, (5.4.15) after rearrangement turns into

1 ACPR, ACPRi
OIF; =T+ C—lOlog[lO 0 —10 ' ] . (5.4.17)

Similar formulas can be derived for each stage in the transmitter
chain. If assuming that the ACPR of the input signal for measuring the kth
stage ACPR, is negligible low, then the output intercept point OIP;; in dBm
can be expressed in ACPR; and the output power P, as

OIP, , =P, , +%[C — ACPR, ] (5.4.18)

or in natural scale as
2P, ~ACPR+C

Pyp =10 % (5.4.19)

Plugging (5.4.19) into (5.4.16), we obtain

ACPRy, ACPR, 1
lOlog[lO o 10 10 j=2 Tx +10log IR ACPRIC
10 20
(5.4.20)
n-1 1
+Z 2P, 4 ~ACPR+C +C.

k=1 I

T

i=k+1
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Utilizing the following relationships —
Po &

Tx=-10logl0 © -J]e,

i=k+1

and
C

%CleloglOEa

(5.4.20) can be turned into

2

k=1

" ACPR, \3 ACPR,
ACPR, =10log [10 10 J +10 1 &, (5.4.21)

In fact, not all contributions to ACPR from different stages are
completely correlated, but only partially correlated. In this case (5.4.21)
should be expressed as

.  ACPR, ACPR,

ACPRTX=1010g{ZIO 10 410 10

k=1

1 Iy (5422
n R ACPR; 2 ACPR; \ 9
+22ak’j- 10 10 10 10 ,
k=1 j=1
J=k
where oy; (k, j = 1, 2, ..., n; k # j) is correlation coefficients between

different stage contributions, and 0 < ¢ ; < 1.
For an example, a transmitter contains mainly two nonlinear
devices, a transmitter IC and a PA as depicted in Fig. 5.8. Assuming that the

ACPR; Transmitter ACPRz
—_
IC
ACPRic ACPRes

Figure 5.8. High-level block diagram of a transmitter
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ACPR,; of the input signal is —60dBc, and the measured ACPR;- and ACPRp,
are —-56 dBc and -52 dBc, respectively, and the correlation coefficient
between the spectral regrowths of the IC and PA is approximately 0.45, then
the ACPRy, of the transmission signal at the PA output is

-56 ~52 -60 =56 -52

ACPR,, :101og[107? +101° +101 +0.9x102 x102 |=-49.3 dBc.

5.5. Noise-Emission Calculation

The noise emission from mobile station transmitters is one of the
important specifications of the transmitter, especially the noise emission in
the receiver band of a full-duplex mobile station. The noise emissions
discussed here are those located outside of alternate channels, or otherwise
the emission noise is included in the ACPR specifications.

In the transmitter system design, we may find that a gain
distribution to obtain low noise emission will be not desired for good ACPR
performance. In general, we like to have lower gain PA and driver amplifier
for achieving low noise emission, but the gain setting of the PA and the
driver to obtain a better ACPR performance will be completely opposite.

3.5.1. Formulas for Noise-Emission Calculation

To evaluate the transmitter noise emission, it is better to begin with
estimating the contribution from individual stage in the transmitter chain.
Let us look at a device that has a gain (or loss) g and a noise factor F as
shown in Fig. 5.9. The noise generated by the device itself can be calculated
by means of its noise factor. As we know, the noise factor can also be
defined as the ratio of the converted input noise from the output noise to the
thermal noise at the input,

PN_in Device PN_out
O———»» -0

(g F)

Figure 5.9. Noise emission analysis model of a device
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Py, + Py Pua
F= No Nd _in —1+ Nd _in , (5.5.1)
PND PNO

where P,, , is the equivalent device noise at input port of the device in

mW/Hz, and P, is the thermal noise equal to kT, = 10~ mW/Hz. The
equivalent device input noise then is

PNd_in :PNO(F—I)' (552)
Thus the noise generated by this device at its output port Py g is
PNd_out=g'PNo(F—1):g'kTg'(F_l)- (553)

In addition to this noise generated by the device itself, if an input noise Py ;,

(mW/Hz) is imposed on the input of the device, the total output noise
becomes

Py ou=8"Py ;, +kI,-g-(F-1). (5.5.4)

For a transmitter consisting of » stages as shown in Fig. 5.10, the
noise emission from the transmitter, P, , ,.,, In mW/Hz has a similar

formula as (5.5.4),
PNfo_our =8 .PN¥TV_~I.II +kTo "8 .(FT,\' _1) (555)

where Py 7, ;,, in mW/Hz is the noise at the transmitter input, g7, is overall

transmitter gain equal to

gr=]]g:> (5.5.6)
i=1

and Fp, is the overall noise factor of the transmitter calculated as

g, Fa g, F2 gnFi mmememeeesaceoeeoo giFi  memmmmmeme- gn, Fn
DAC (o Xz |—»BBA Modulator ".‘ b w X
LPF BPF

Figure 5.10. Block diagram of a transmitter chain
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F}H -1
Hgk
k=1

When using (5.5.6) and (5.5.7), we need be careful that each stage gain g;
and noise factor F; are not always those value of the transmitter in-band, and
they must be the gain and noise factor in the emission frequency band,
which we are interested in.

In the noise-emission calculation, another important concept is
excess noise, which represents the amount of noise exceeding the thermal
noise. The excess noise P,y 1. ,, 0 mMW/Hz is expressed as

n-1
Fo=F+), (5.5.7)
i=1

PAN_Tx-out = PN_Tx_out - kTo = ng ’ (PN_Tx_in + kTo ) FTx) - kTo ’ (gTZ\t + l)
(5.5.8)
In a full-duplex transceiver, transmitter noise emission in the receiver band
may desensitize the receiver sensitivity, but the desensitization is determined
by the excess noise level of the transmitter noise emission instead of overall
emission power as described in Chapter 4.

5.5.2. Some Important Notes in Noise-Emission Calculation

5.5.2.1. Output Noise of an Attenuator

It may cause some confusion when we calculate output noise of a loss
device, such as an attenuator. While thermal noise k7, is imposed at the
input of an attenuator — say, with a 10 dB attenuation — the noise at the
output of this attenuator is not 10log(k7,) - 10 = -174 -10 = -184 dBm/Hz,
but it is still at the same thermal noise level, kT, or -174 dBm/Hz. This can
be verified by using (5.5.4) as follows. Assuming the attenuator has a loss /
and a noise factor F' = 1//, and the input noise Py ;, is kT, substituting these
data into (5.5.4) we obtain

PN_out=l.kTo+kTo'l'(1/l"1):kTo' (559)
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5.5.2.2. Output Noise Floor of Device or Transmitter

The example given in the previous subsection tells us the output
noise floor of a physical device is the thermal noise, k7. It is impossible to
make a device output noise lower than the thermal noise when the device is
in an environment of temperature 7,. Therefore, the following relation is
always true:

PN»our:g'PN_in+kTo‘g'(F_1)Zk]1o- (5510)
5.5.2.3. Product of Noise Factor F and Gain g Greater Than One

From (5.5.10) and (5.5.4), we can come to the following conclusion:

g - F>l. (5.5.11)

Assuming Py ;, = kT, + P4, where P,y represents excess noise over the
thermal noise, from (5.5.10) we have

PN_out :g'(kTo +PAN)+kTo 'g'(F—l)ZkTa
or
g Py +kT, - g-F>IT,. (5.5.12)

Py our 1s minimum when P,y = 0. Thus (5.5.12) turns into

kT, -g-F2kT, or g-F2x1.

5.5.2.4. Input Noise Floor of a Device

From sections 5.5.2.1 to 5.5.2.3, we can conclude that the minimum
input noise of a physical device is the thermal noise k7, or

PN_in lminzk]-:)' (5513)
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5.5.3. Noise Expressed in Voltage

It is similar to the receiver case that in analog base-band and the IF
blocks voltage signal and noise are usually used instead of power ones. In
the transmitter analog base-band and IF blocks, it is apparent that noise
should be represented in voltage. The fundamental noise voltage formulas
are presented as follows. In Fig. 5.11, a device has a voltage gain gy and a
noise factor F, the input impedance is R;, and noise source impedance and
voltage are R, and V,, respectively. From Section 2.3.1 in Chapter 2, the

source noise in V/+vHz has a form
v, =+/4kT R, . (5.5.14)

The input noise voltage of the device in V/+vHz is

R.
Y = JAkT R, . (5.5.15)

.+

H s

In the match (R; = R,) case or the input impedance much greater than the
source impedance (R; >> R,) case, (5.5.15) turns into (5.5.16) and (5.5.17),
respectively,

v, =K ,R,, whileR, =R, (5.5.16)
or
v, =JA4kT R, whileR, >>R,. (5.5.17)

’ g, F
! f
R Vi Ri Vo Ru
& | I

Figure 5.11. Fundamental representation of noise voltages for a device
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When the noise at the input of the device is only the thermal noise,
then the output noise voltage of the device in V/VHz is

R.
v, =\F g, =F - 4kT,R, Rgv i (5.5.18)
+

1 N

In the BB and the IF blocks, it is common that the output impedance of
preceding stage is much smaller than the input impedance of this stage —
i.e., R,<<R;, (5.5.18) turns into

v,, =2JF -kT,R, - g,. (5.5.19)

If the input noise of the device is more than the thermal noise, the
output noise voltage expression of the device is

R.
v,y =AV% + (F —1)- 4kT, R, RgVT;e’ (5.5.20)

! s

or considering R, << R;, the output noise voltage is approximately expressed
as

Voo =V +(F —1)-4KT,R, - g, . (5.5.21)

5.5.4. Examples of Noise-Emission Calculations

The BB block of a transmitter has a —19.5 dB gain and a 30.5 dB
noise figure in the receiver frequency band. If the input of the BB block is
connected to the output of a DAC, which has a source impedance 200 Q and
a noise voltage emission in the receiver frequency band of 20 nV/+vHz , the

noise voltage at the output port of the BB block can then be calculated in
terms of (5.5.21):

30.5 ~19.5

Vio = {(20-10‘9 i J{loTO —lj3.98-10‘2’ -4-200}07 -10° =6.7 nV.

The RF block of a Cellular band CDMA mobile transmitter has a
noise figure 45.2 dB and a gain equal to -45 dB in the receiver band.
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Assuming the input noise density in the receiver frequency band is around —
136.4 dBm/Hz, using (5.5.5) we can predict the emission-noise level at the
transmitter output port to be

s [ med M as2 SES
Py 1 ouiks bang =1010 /10 10 410 10 -[10 10 4} =10 1 mW/Hz.

5.6. Some Important Considerations in System Design

The system design of a mobile transmitter should first make the
transmitter performance not only meet the defined specification but also
have a margin for a better reliability and a lower field failure rate (FFR).
Lowering power consumption and reduce of the overall cost are also main
tasks for the transmitter system design in addition to the electrical
performance.

In a mobile station, two thirds of the average overall current
consumption is spent in the RF transceiver, and almost three quarters of the
RF transceiver power is consumed in the transmitter. The RF transmitter
power consumption therefore will significantly impact the talking time of
the mobile station since it is close to half of the total power consumption.
Thus it becomes essential in the RF transmitter design to minimize power
consumption in addition to providing good electrical performance.

5.6.1. Comparison of Architectures

In general, there is no IF channel filter to be used in the
superheterodyne architecture transmitter for any mobile station of wireless
communication systems as given in Fig. 3.1. It is not like the receiver, for
which the direct conversion architecture can save an IF channel SAW filter
and provides possibility for multimode operation through programming the
receiver IC without using extra external components. Compared with the
superheterodyne transmitter, the direct conversion architecture (Fig. 3.10)
does have the advantage of generating less spurious products since it has no
IF and only one frequency conversion. However, it may take more current
than a superheterodyne transmitter. This is due the fact to that the gain of the
transmission signal in the direct conversion transmitter is developed in the
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RF block, and the RF amplifiers usually spend more current than the IF
amplifiers for the same amount of gain.

In the GSM mobile station transmitter, an offset PLL is often
adopted to play RF up-converter and filtering roles as shown in Fig. 3.21. In
this architecture, a transmitter band RF SAW or BAW BPF can be saved
although it is still a superheterodyne transmitter. Recently, a so-called polar
modulation based on the OPLL for the phase modulation plus an AM
through modulating the PA power supply is proposed for the EDGE wireless
mobile transmitter and other mobile system transmitters [15]-[18]. This
kind of architecture is also referred to as envelope elimination and
restoration (EER) transmitter, and one of possible configurations of the
polar modulation or EER transmitter is depicted in the block diagram of Fig.
5.12.

Class S

E Path Del: : mplifier L[_lpF Envélope
1 2 2 a clay

i I N

| NI+ 07 compensation DAC —l% detector
: AM !

Pulse
shaping

modulation

Phase
detector

Figure 5.12. Block diagram of a mobile EER transmitter

The angle (phase) modulation of the transmission signal is executed
by means of the I/Q quadrature modulator and the offset phase locked loop
as shown in the bottom portion of Fig. 5.12. On the other hand, the
amplitude modulation of the transmission signal is implemented through
controlling the PA power supply voltage, and the simplified block diagram
of the AM modulation is presented in the top portion of Fig. 5.12. The
advantages of this architecture are that the power efficiency can be quite
high and the talking time of the mobile station to be able to increase
significantly if some relevant technical issues, such as dynamic path delay
compensation between the amplitude and the phase modulation and wide
range gain control, can be properly resolved. Generally speaking, this
transmitter architecture is much more complicated than those with the
classic modulation scheme as described in Chapter 3.
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The modulated transmission signal with an IF carrier can be formed
in the digital domain (usually reserved for base-band). The transmitter in
term of band-pass sampling technique as depicted in Fig. 3.30 belongs to
this kind of architecture. The alternate configuration of this architecture
transmitter has the digital IF signal oversampled and converted into an
analog signal with the same IF carrier. The corresponding block diagram of
the digital IF superheterodyne transmitter is shown in Fig. 5.13. This
architecture transmitter, either Fig. 3.30 or Fig. 5.13, has very low I and Q
imbalance and good modulation accuracy. It uses no analog frequency up-
converter in the band-pass sampling case or only one analog up-converter in
the superheterodyne case. The possibility for a high level of integration and
relatively low current consumption are other features of this architecture.
However, it demands high-performance digital-to-analog converters and the
DSP running at very high rates — say, hundreds of MSample/sec.

Single side band
1(t) Pulse - F
shape digital signal
" DLO_Tx Cos(a:kT) Y+ 1 __
- R % o i
_IDLO Tx_Sin(m2KT) +/*_ S| PAC " ‘6‘ " > " 2=
Digital I RE .
Qn Pulse BPF VGA VGA Driver éfp PA  Isoator
shape
Oversampling UHF
- clock synthesized je—| Reference
Digital base-band LO. clock

Figure 5.13. Block diagram of superheterodyne transmitter with digital IF

At present, popularly used architectures are still the classical
superheterodyne and the direct conversion transmitters for the mobile
stations of all kind of wireless communication systems.

5.6.2. Transmitter Chain Gain Distribution and Performance

The linearity of a transmitter will directly affect the spectral
regrowth and then the adjacent/alternate channel power ratio performance.
To obtain better ACPR, it will be desirable to have higher gain in the RF
stages close to the antenna port. It is common knowledge that a higher gain
in the RF stages means more power consumption. On the other hand, from a
reducing-noise emission point of view, we like to have less gain in the
stages close to the antenna port.
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The interface of the transmission signal path in the I and Q channels
between the analog base-band and the digital base-band of mobile station
transmitters is commonly a DAC. The output from the DAC can be a
voltage or a current signal with a large maximum swing close to its upper
limit to achieve the best signal-to-noise ratio. The BB signal is usually too
large for the input stages in the I and Q channels of the analog-RF
transmitter to handle or otherwise these stages need spend a lot of current.
Proper signal attenuation and conversion from voltage to current or vice
versa 1s necessary before or at the quadrature modulator of the transmitter.
The attenuation, in most cases, will not degrade the signal-to-noise ratio of
the BB signal because the noise level from the DAC and the digital base-
band is generally much higher than the thermal noise. Placing attenuation at
the input of the analog-RF transmitter will increase the overall noise figure
of the transmitter, but the effect on the final noise emission of the
transmission is usually insignificant.

A performance comparison example of two different gain
distributions of a CDMA mobile transmitter is presented in Table 5.2. The
main difference in these two gain distributions is that the gain distribution
(a) has an 8 dB attenuator placed at the input of the analog-RF transmitter,
but the distribution (b) does not have any attenuation before the modulator.
From this table, we can see that the noise emission in the receiver frequency
band for the distribution (a) is —173.56 dBm/Hz comparing with —173.62
dBm/Hz for the distribution (b), or the noise emission in the receiver band is
0.06 dB higher when using an 8 dB attenuator at the input. However, the
ACPR performance of the gain distribution (a) is approximately —49.8 dBc,
which is 0.5 dB better than ~49.3 dBc ACPR of the gain distribution (b).
Actually, not only the linearity of (a) is greater than (b), but the current
consumption of (a) is lower than (b) too. This statement can be indirectly
proved by comparison of the requirements on the OIP; of the quadrature
modulator and the VGAL1 for achieving the corresponding ACPR. They are 6
and 11 dBm for the gain distribution (a) and 10 and 18 dBm for the gain
distribution (b), respectively. This example tells us that properly allocating
the gain along the transmitter chain can achieve both, to obtain better
performance and to save current consumption.
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5.6.3. AGC and Power Management

The transmission power of mobile stations in different wireless
communication systems is controlled either based on certain control loops or
on base station (BS) commands. The maximum and the minimum output
powers for most popular mobile stations are presented in Table 5.3. The
CDMA systems including WCDMA need much wider power control range
(over 70 dB) than other mobile systems (30 dB or less).

Table 5.3. Maximum and minimum transmission power for mobile stations

Nominal | Nominal
Maximum | Minimum | Dynamic Power
Power Power Power Range Control
Systems Class (dBm) (dBm) (dB) Method
AMPS I 28 8 >20 BS commends
CDMA 800 III 23 -50 =73 Open and
closed loops
CDMA 1900 II 23 -50 >73 Open and
closed loops
GSM 900 v 33 5 >28 BS commands
DCS 1800 I 30 0 > 30 BS commands
TDMA I 28 8 >20 BS commands
WCDMA v 21 -50 =71 Open and
closed loops

In GSM or DCS systems, the output power of mobile stations is
commanded by the base station, and changes are within specified power
levels in 2 dB intervals over 30 dB. The transmission power of AMPS and
TDMA mobile stations is controlled in a similar way to the GSM system but
in 4 dB steps over 20 dB dynamic range. In CDMA mobile stations, the
transmission power is determined based on the received signal level (RSSI),
and the estimation of an open loop formula defined as [3]

Pr. open =—Pp =73+ correction  for cellularband CDMA  (5.6.1)

and
Pr open = —Pp — 76+ correction  for PCSband CDMA.  (5.6.2)

In addition to the open-loop control, the output power of the CDMA mobile
transmitter is also periodically adjusted up or down in 1, 0.5, or 0.25 dB
steps (set by the base station) through power control bits embedded in
forward link CDMA signal frame. The latter reverse link power control is
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referred to as closed-loop control. The closed-loop power control range is
124 dB around the open loop power estimation in the CDMA system. The
transmission power control mechanism in the WCDMA mobile station is
similar to that used in CDMA, but its open loop power control is used to set
its output power to a specified value, and the inner (closed) loop control
range is nominally from the maximum output power to less than —~50 dBm
with step size 1, 2, or 3 dB [1].

The output power tolerance of mobile stations is system dependent.
In GSM systems, the output power tolerance of the mobile transmitters is +3
to +5 dB depending on the output power level [2]. In CDMA the open-loop
output power tolerance of the mobile transmitters is +9.5 dB, and the
tolerance for the closed-loop control is step size dependent, +2, +#2.5, and +3
dB in overall 10 dB change for 1, 0.5, and 0.25 dB step, respectively. The
open-loop power control tolerance in WCDMA mobile transmitter is +9 dB,
and the inner-loop power control tolerance is also step size dependent, +2
and +4 dB for 10 consecutive equal 1 and 2 dB steps, respectively, and +5
dB tolerance after 7 consecutive equal 3 dB steps.

Generally speaking, the RF transmitter is under the control of
certain DSP AGC algorithm to execute the transmission power adjustment.
Accurately executing the transmission power control and effectively
utilizing the AGC to manage the transmitter power consumption are the two
key tasks for the RF transmitter AGC design.

To make accurate power control, it is desirable to design IF and RF
VGAs with a gain control curve as linear possible and with least variation
over temperature and IC processing. However, it is the reality that the gain
control curve no matter the IF or the RF VGA exhibits certain nonlinearity,
and the curve may change with temperature, operating channel frequency,
and processing. Thus the gain control curves of VGAs in the RF transmitter
chain need be carefully characterized, and proper curve fitting techniques
and piece-wise approximation are then used to express these gain control
curves for the transmitter AGC use. After power calibration, the
accumulated error of the transmitter gain control must be within the
specifications as described above and with a reasonable margin. The
compensation of the transmitter gain control characteristic over temperature
and channel frequency is usually needed. Fortunately, in most cases, a linear
compensation is good enough for both temperature and frequency.

It is quite natural to incorporate the transmitter AGC to the power
management of a mobile station. Reduction of the RF transmitter power
consumption will significantly increase the talk time of a mobile station
since the transmitter may consume half of the overall mobile station power.
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Occurrence

Mobile Station Transmission Power (dBm)

(a) Data rate 9.6 kHz in urban area

Occurrence

-49 -4 -33 -25 -17 9 -1 7 15 23

Mobike Station Transmission Power (dBm)

(b) Data rate 153.6 kHz in urban area

Figure 5.14. CDMA IS-2000 reverse link transmission power distributions
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A general rule in the power management of the RF transmitter is to
cut down the current consumption as fast as possible with transmitted power
decrease but to maintain a proper linearity.

The transmission power of a mobile station in practical applications
has a statistical distribution — i.e., not all the transmission power levels are
equally used. For example, the reverse link transmission power statistical
distributions of the CDMA mobile system are recorded in the CDG
document [19]. The occurrence probabilities of the CDMA 2000 1x mobile
station operating at data rate 9.6 kHz and 153.6 kHz in the urban area are
given in Fig 5.14(a) and (b), respectively. The occurrence peak appears at —7
dBm mobile station transmission power in the case of data rate 9.6 kHz, and
the occurrence peak in the case of data rate 153.6 kHz moves to +9 dBm
transmission power.

It is expected that the transmission power statistical distribution for
different mobile systems and even for the same system operating in different
channel configurations will be different. To sufficiently utilize the
transmission power statistical characteristic for managing the power
consumption, the current of the mobile station transmitter should drop
rapidly with its output power, and thus the current consumption in the
statistical distribution peak region of the output power will be low as
depicted in Fig. 5.15.
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Figure 5.15. Desirable characteristic of current consumption vs. output
power for mobile station RF transmitter
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If we know the current consumption versus output power of a
mobile station RF transmitter and the statistical distribution of mobile
transmission power in practical applications as shown in Fig. 5.15, the
statistical average current consumption of a mobile station RF transmitter

I, can be estimated by using the following formula:

ij zszx_k ']Tx_k’ (563)
k=1

where pry  and I, , are the occurrence probability and current consumption
at output power P,, respectively, and

szx_k =1.
k=1

In the case of the transmission waveform with amplitude
modulation, such as CDMA, TDMA, and EDGE signal waveforms, the
transmitter chain should have certain linearity to make spectral regrowth low
enough. The power management thus becomes more complicated than the
case of a transmission waveform with constant envelope — for example,
GSM and AMPS waveforms. It is necessary to trade off between saving
current and maintaining adequate linearity and to obtain significant power
saving but not to sacrifice ACPR performance.

The AGC design for a transmitter, which demands linearity, should
balance current consumption, ACPR performance, and noise emission. The
noise emission, especially the noise in the receiver frequency band, is very
important to a full-duplex system since it may desensitize the receiver
sensitivity. The Vegas in BB, IF, and RF blocks of the transmitter chain and
the PA gain as well need to be controlled in proper sequence and profile to
optimize overall transmitter performance — i.e., to minimize the current
consumption with only slight impact on ACPR performance and noise
emission.

In the AGC optimization it is important to know the followings. To
obtain a better transmitter linearity it is preferred to have the gain of the PA
and the RF stages high, and on the contrary it is better to have their gain low
if lower noise emission is desired. The current reduction usually impact the
1 dB compression point or OIP; of the transmitter and therefore the linearity
of the transmitter, and in this case the transmission ACPR needs to be
carefully monitored.
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Appendix 5A. Approximate Relationship Between p and EVM

The CDMA signal is a noiselike signal. The power of noiselike
signals is proportional to the expectation of the second power of voltage
signals:

Paw =Bk} P =R} A

Proner = E{[0) + 3G |= E{ @t J+ 2E{|ate)| Jeth)}+ et
=P, +2P, +P (5A.2)

cross error

where P;,.,; is the ideal CDMA signal power, P, is the error signal power,
Poewar 18 the actual transmission CDMA signal power, and P, is the cross
power between the ideal and the error signal.

Based on the definition, the waveform quality factor p has the
following expression

p= I)ide(tl - ])ideal . (5A3)
actual f)ideal +PF, cross + P, error

The cross power is equal to zero if the error signal is not correlated to the
ideal signal. For instance, errors caused by white noise will be not correlated
to the signal, but other distortions, such as intermodulation and group delay
distortion, will have nonzero P,,,;. If the cross power is negligibly small
(5A.3) can be simplified as

Pidea 1 1
p= deal = = > (5A.4)
IDideal + P, error 1+ P, error / P)ideal 1+ EVM
This is (5.3. 13a), or it can be written in (5.3.13b) form
1
EVM = [—-1. (5A.5)
P

(5A.4) will overestimate p when the error signals are not correlated to the
ideal signal or the cross power is not equal to zero.
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Appendix 5B. Image Suppression of Transmission Signal

Assuming that the base-band I signal has an amplitude 1 and the Q
signal amplitude is o, which is close to 1 but not equal to 1; and the phase
between them is ¢ degree off 90°, they can be respectively expressed as

I(t) = cos¢(r) (5B.1)

and

O(t) = acsin|p(r) + £]. (5B.2)

The base-band I and Q quadrature signals turn into a modulated
signal with an IF or RF carrier at the modulator. This signal can be
expressed as

fre () =cosp(t)cosw,t — (1+ 8)sinfp(e) + £]sin(w, + o), (5B.3)

where the amplitudes are normalized by the amplitude of cosine product
term; (1+0) 1s the normalized amplitude of the sine product term, which is a
product of amplitude imbalances generated by the base-band I and Q
channels and the quadrature modulator; and o (<<90°} is the phase
imbalance created by the modulator. The right side of (5B.3) can be
expanded as

cos@(t)cosm,t —(1+0) sin[¢(t) + ¢lsin(w,t + o)
e 4 i) Glod | -jed

= 5 > (5B.4)

/rel _ ,milgse] Silotro] _ ljet+o]

2 2

+(1+6)

Re-arranging the right side of (5B.4), we obtain
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fc (1) — % [ej[w(,r+¢(1)] (1 + ﬁej[g+o-] )+ e‘f[wcf+¢(f)] (1 + IBe_j[Hg] )

(5B.5)
+ /@001 (1 _ ﬂe.i[cr—C]) + o l0d=6(0) (1 _ fetlo-el )]

We know that [1 +(1+ 5)ej[g+"]] and [1 +(1+ 5)6'-i[€+"]] have the same
magnitude since

‘1 +(1+ 8)ellerel

=\1+2(1+ 8)cos(e + o) + (1 +5)? = }1 +(1+ 5)e‘f[“‘ﬂ] .

(5B.6)
Similarly, we also have

1= 1+ 5)e/o

=\/l—2(1+5)cos(.s‘—0')+(l+5)2 =(1—(1+5)e’j["“” )
(5B.7)

Utilizing (5B.6) and (5B.7), the first two terms on the right side of
(5B.5) can be rewritten into

1 |70 1y (1 4 §)ete41 ) 0Oy (1 1 §eov) |
4
(5B.8)
2
_ J1+20+ 5)cos(25 +0)+(1+6) cosjo,t + §(0)+ 0],
where Ois defined as
0 = tan " (1+ 9)sin(e + o) (5B.9)

1+ (1+8)cos(e +o)

In a similar way, the last two terms on the right side of (5B.7) can be turned
nto

%{ej[wwm] -+ 8)erea |4 gmitoasl]y _ 1 1 5)e=10-1 )

(5B.10)

2
_ J1-2(1+8)cos(e — o) + (1+6) coslm,t ~ p(t) + o],

2

where @ is
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o4 (+9)sin(o —¢)
1—(1+8)cos(c — &)

@ =tan (5B.11)

Finally, substituting (5B.8) and (5B.10) into (5B.5), f.(f)can be
expressed in the following form:

J1+2(1+ 8)cos(e + o) + (1 + 5)?
2

. J1=2(1+ 8)cos(e - o) + (1 + 5)?
2

Jr )= cos{w,t + (1) + 0]

(5B.12)

cos[a)ct — () + qo].

In (5B.12), the first term on the right side is the desired transmission
signal, and the second term on the same side is the unwanted image signal. It
is apparent that the image signal has a flipped spectrum of the desired signal,
but it occupies the same bandwidth as the desired signal (see Fig. 5B.1). The
power ratio of the image signal to desired signal in dB scale is referred to as
image suppression /IMGs , and it is defined as

1-2(1+8)cos(e — o) + (1 + 6)?
1+2(1+8)cos(e + o)+ (1+8)*

IMGg =101og (5B.13)

SDP

Desired signal

Figure 5B.1. Spectra of a desired signal and its image
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Appendix 5C. Amplifier Nonlinear Simulation: ACPR Calculation

function nonline sim(Files,Pin, INPP)
% nonline_sim simulates CDMA transmitter output spectrum
and ACPRs.

oe oe

e

Example of Application:
nonline sim('padata',2,-3,[1,5,1,5]);

oe oP

oe

Input:
Files A string matrix that contains the name(s) of
the file(s) that characterize the nonlinearities.

o0 de op

op

Pin:
Input power level in dBm.

oe d°

% INPP:

% Input parameters for the nonlinearity modeling.
% INPP:[A_BASIS,A_TERMS,P_BASIS,P_TERMS]

% Expansion function type:

% 1. power series: A BASIS = 1, P_BASIS = 1.

% Important:

% For CDMA spectral regrowth calculation the

% power series expansion must be used.

% 2. Fourier-sine series (good for AM-AM modeling
% only): A BASIS = 2

% 3. Fourier-cosine series (good for AM-PM modeling

o

only): P _BASIS = 3

o0 o

Example: If INPP=[1,5,1,5], Zin=50 (Ohms), Zout=50
(Ohms) ,use 5-terms power series for amplitude
nonlinearity and 5-terms power series for phase
nonlinearity.

a° d° oPf o

Make Pin a row vector

o° o

if nargin<2
error ('You need to specify input power (in dBm) ') ;
end;
PinIsRow=1; [M Pin,N Pin]=size(Pin);
if M_Pin>1
if N_Pin~=1, error('Pin must be a column or a row
vector.'); end;
Pin=Pin'; PinIsRow=0; N_Pin=M Pin; M Pin=1;
end;

a¢ o
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% Read baseband I-Q signal

oe

load('i_sgn.tim');
load('q sgn.tim');
i0=1_sqgn(:,2);
g0=qg_sqn(:,2);
Txtau=1/(4.9152*10%6) ;

ode

M_uin=length (i0) ;
t0=[1:M uin]';
tO0=t0.*Txtau;
VOoi=(i0+1j*qg0) ;
V0im=max (abs (V01i)) ;
Vi=(V0i./V0im) ;

Pi=10*1logl0 (sum(abs (Vi.*conj (Vi)))*1000/length(t0) /50);

Ratio=10"((13-Pi)/20); % 13 dBm equal to 1V voltage

% across a 50 Ohm load
Vi=Vi.*Ratio*dbm2v{(Pin, 50) ;

Pi=10*1og1l0 (sum(abs (Vi.*conj (Vi)))*1000/length(t0) /50

00 P oo ~—

Compress by nonlinearity

o

DEVICES="'";

Pin0=Pin;

[M,N]=size(Files) ;

for i=1:M
OUTP=nonline curve(Files (i, :), INPP);
ZI = getzi (OUTP) ;
DEVICE= getdeV(OUTP);
Vo=nonline calculation (OUTP,Vi);
Vi = Vo;
if i==1
DEVICES=[DEVICES, ' [',DEVICE,']1'];
else
DEVICES=[DEVICES, '+[',DEVICE, ']1'};
end;

end;
Z0=getzo (OUTP) ;

de op

Perform Fourier transform to obtain the spectrum

oe

[UoUT, £0]=1dtft (Vo, t0);

e
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a0

Convert the normalized frequency to frequency in MHz

oe

fo = fo ./10%6;

ind = find{(abs(f0)<=0.6144);

tmpsize = size(f0);

Pout =10*1ogl0( (sqrt (sum(abs {(UOUT)."2)))."2
.*1000./length(t0) /Z0) ;

ind = find(f0 >= -2.4 & f0 <= 2.4);

f0=£f0 (ind) ;

o

Set the RBW to be 10KHz

90 o

Imax=round (0.010/diff (f0(1:2)));

if rem(Imax,2)==1, Imax=Imax+1l; end;
uouTsSQ=0;
for 1 = -Imax/2:Imax/2

UoUTSQ=U0UTSQ + (abs (UOUT (ind+i,:))."2);
end;

UOUTSQ=UOUTSQ. / (ones (size (£0) ) *max (UOUTSQ) ) ;

0

calculate OBW in MHz

o° o

NN=length (£0) ;

Nlh=floor (NN/2) ;

Nrh=floor (NN/2) +1;

lhpwr=cumsum (UOUTSQ (N1h:-1:1,:)) ;

rhpwr=cumsum (UOUTSQ (Nrh:NN, :)) ;

LHPWR=1hpwr (N1h, :) ;

RHPWR=rhpwr (NN-Nrh+1, :) ;

totpwr=LHPWR+RHPWR;

[1hi,1hjl=find(diff ( [lhpwr>=0.99*cnes (Nlh, ...
1) *LHPWR] )} ) ;

[rhi,rhj]l=find (diff ( [rhpwr>=0.99*%0nes (NN-. ..
Nrh+1,1) *RHPWR] ) ) ;

OBW (f0 (Nrh+rhi-1) - £0(Nlh-l1hi+1));

OBW = OBW';

if ~PinIsRow, OBW=OBW'; end;

I

o0

calculate ACPR

o0 of

cind=find (f0 >= -.6144 & f0 <= 0.6144);
CP=sum (U0UTSQ (cind, :) ) ;

e

ACPR1 at +/- 900 kHz

o0 o°

.940.015)) ;
.9+0.015)) ;

lacind=find (f0 >= (-
(

0
uvacind=find (£f0 »>= 0

o O

9-0.015) & f0 <= (-
.9-0.015) & fO <= (
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LACP=sum(UOUTSQ(lacind, :)) ;
UACP=sum (UQOUTSQ (uacind, :)) ;

LACP=10.*10g10 (LACP./CP) ;
UACP=10.*1log1l0 (UACP. /CP) ;

if ~PinIsRow, LACP=LACP'; UACP=UACP'; end;

o0

% ACPR2 at +/- 1.98 MHz

o0

lacindl=find (f0 >= (-1.98-0.015) & f0 <=
(-1.98+0.015)) ;

{( 1.98-0.015) & f0 <=

( 1.98+0.015));
LACPl=sum (U0OUTSQ (lacindl, :));
UACPl=sum (UOUTSQ (uacindl, :)) ;

LACP1=10.*10g10 (LACP1./CP);

UACP1=10.*10g10 (UACP1./CP) ;

if ~PinIsRow, LACP1=LACP1l'; UACP1=UACP1'; end;

uvacindl=find (fo >=

a0

figure;

plot (£0,10.*1ogl0 (UOUTSQ), 'm-") ;

grid;

set (geca, 'x1lim', [-2.4,2.4], 'xtick’,
[-2.4:0.4:2.4],'ylim', [-55,0]);

title(' [CDMA CELL Band Transmission Spectrum]');

xlabel ('Frequency (MHz)');

ylabel ('Tx Spectrum (dB)');

text(-2.0,-3, ['Pin="',6sprintf('%.1f',Pin0),'dBm'], ...
'fontname', 'Times New Roman', 'fontweight', 'bold');

text (-2.0,-6, ['Poye="',sprintf('%$.1f ', Pout), 'dBm'],

'fontname', 'Times New Roman', 'fontweight', 'bold');
text (-2.0,-9, ['OBW="',sprintf('%$.3f ',OBW), 'MHz'],
'fontname', 'Times New Roman', 'fontweight', 'bold');
text(-2.0,-12, ['ACPR1L="',sprintf ('%.1f, LACP),
'dBc'], 'fontname', 'Times New Roman',
'fontweight', 'bold') ;
text(—2.0,—15,['ACPRlU=',Sprintf(’%.lf ' ,UACP) ,
'dBc'], 'fontname', 'Times New Roman',
'fontweight', 'bold');
text(-2.0,-18, ['ACPR2L="',sprintf('%.1f ',6 LACP1),
'dBc'], 'fontname’', 'Times New Roman',
'fontweight', 'bold');
text(-2.0,-21, ['ACPR2U="',sprintf ('%.1f ',UACP1),
'dBe'l, 'fontname', 'Times New Roman',
'fontweight', 'bold') ;
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function OUTP=nonline curve (FileName, INPP, Plot)
% nonline_cuxve: Characterize amplifier nonlinearity
based upon Pin-Pout and Pin-Phase characteristics.

o0 oo P

o0

Usage: nonline curve ('padata', [2,5,3,5],1)
_ p

ae o

Input:

FileName
A string, name of a matlab file that contains a
lock-up table describing the device nonlinearity.
The data in the file must have a certain format.

A P P I o° o°

If the file doesn't exist, then this programs

assumes that the characteristics of the device has

been known and is specified in the "INPP"

parameters.

INPP

If the file exists, then

INPP is a 4-element vector that specifies the

parameters of modeling

INPP(1) Expansion function type for the AM-AM
characteristics

INPP(2) Number of terms of expansion for the
AM-AM characteristics

INPP(3) Expansion function type for the AM-PM
characteristics

INPP (4) Number of terms of expansion for the AM-
PM characteristics

)

o0

O° o0 0 IO o0 IO I I Ad° d° O d° o o°

oe

Expansion function type:
1 power series
2 Fourier-sine series
(good for AM-AM modeling only)
Fourier-cosine series
{(good for AM-PM modeling only)

G0 dP P OP P do oP
(V%)

OQutput:
OUTP A row vector that characterizes the device
nonlinearity
OUTP is a 4-element vector that specifies the
parameters of modeling

OUTP(1) Expansion function type for the AM-AM

characteristics
OUTP(2) Number of terms of expansion for the

O I o° P d° of o
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[}

%

Chapter 5

AM-AM characteristics

OUTP (3) BExpansion function type for the AM-PM
characteristics

OUTP(4) Number of terms of expansion for the
AM-PM characteristics

OUTP(5) Input impedance (Ohm)

OUTP (6) Output impendance (Ohm)

OUTP(6+[1:INPP(4)]) Coefficients for the AM-AM
characteristics
OUTP (6+0OUTP (4) +[1:0UTP(6)]) Coefficients for the
AM-PM characteristics
OUTP (7+0UTP (4) +OUTP (6) ) Linear gain (dB)
OUTP (8+0OUTP (4 ) +QUTP (6) ) P1dB (dBm)
OUTP (9+0OUTP (4 ) +OUTP (6) ) Maximum allowed input
level (dBm)
OUTP (10+0UTP (4) +OUTP (6) ) Saturated output level
(dBm)

OUTP (11+0UTP (4) +OUTP(6)) SAP, 4-element vector,

noise coefficients
OUTP (124+0UTP (4) +OUTP (6) : Length (OUTP) ) (Absolute
value) The device name

%---> Define defaults

Plot=1;

if nargin < 3
Plot=0;
if nargin<2

INPP=[1,5,1,5];

end;

end;

% DEFINE CONSTANSTS
POLYNOMIAL= 1;
SINE = 2;
COSINE = 3;
SERIES_TYPE=str2mat (...
'power series:', ...
'Fourier-sine series:', ...
'Fourier-cosine series:');

oo

%Get input parameters

o

A BASIS = INPP(1);A TERMS = INPP(2);P_BASIS =
INPP (3) ; P_TERMS = INPP(4);

%

o0
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FileExists=exist (FileName) ;

if FileExists ~= 0

%

% Read the measurement data and calculate coefficients
for the assigned series type
%

clear TABLE SAP ZI ZO DEVICE;

eval (FileName) ;

if exist ('TABLE')==0, error{['There is no data table
in "',Filename,'"']); end;

[Mtmp, Ntmp] =size (TABLE) ;

if Ntmp <2, error(['Incomplete table in

"' Filename,'"']); end;
if exist ('DEVICE')==0, DEVICE='untitled'; end; F<---
%set DEVICE default
if exist ('SAP')==0, SAP=[70,50,1,4]; end; %<---set
%$SAP default
if exist('Z2I')==0, ZI=50; end; $<---gset ZI default
if exist('Z0')==0, 2Z0=50; end; ¥<---gset Z0 default

Pi=TABLE(:,1);
Po=TABLE(:,2);
NoPhaseInput=0;

e de

Calculates gain, P1dB, Psat

oe

NPi = length(Pi);
PINM= Pi (NPi) ;
PSAT = Po(NPi);
gain=Po-Pi;
GAIN = mean(gain(1:3));
gain(4:NPi) =polyval (polyfit (Pi(4:NPi), ...
gain(4:NPi),7),Pi(4:NP1i));
ind=find (gain<=GAIN-0.7 & gain>=GAIN-1.5);
if isempty (ind)
P1DB = 60;
else
if length(ind)== 1
P1DB=Po (ind) ;
else
P1DB = interpl(gain(ind),Pi(ind), GAIN-1,
‘spline') +GAIN-1;
end;
end;

e

o

Instroduce convenient units for input and output
voltage

o0
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UVi = sqrt(zZI/500)*10" ((P1DB+1-GAIN) /20);
UVo = sqrt(z0/500)*10"((P1DB+1)/20) ;

vi = dbm2v_tone (Pi,2I) ./ UVi;

vo = dbm2v_tone (Po,Z0) ./ UVo;

v1li= dbm2v_tone (P1DB,ZI) ./ UVi;
max_vi=vi(length(vi));

max_vo=vo (length (vo));

o o

Modeling AM-AM characteristics

a0

if A BASIS==POLYNOMIAL

oe

p = polyfit([-vi;vi], [-vo;vol,2*¥A TERMS-1) ;

A_COEF = p(2*A TERMS-1:-2:1);

n = [1:A TERMS-1];

fct = [1 2.%(2*n) .*fctrl(n).*fctrl (n+l)
./fetrl(1+2*n)];

if Plot ==
A_COEF = A_COEF.*fct;
else
A _COEF = A_COEF;
end;
else

oe

if A BASIS==SINE

NN = 201;
vip = max_vi .* [0:NN-1]' ./ (NN-1);
vop = interpl([0;vi;max_vi*11/10], [0;vo;max_vo]l,vip);

n = [1:2:2*A TERMS-1];

KERNEL sin((pi/2/max vi .* vip) * n);

A_COEF = 2/max_vi .* trapz(vip,
(vop*ones (1,A TERMS)) .* KERNEL);

Ii

else

o0

if A BASIS==COSINE
error ('Cannot use Fourier-cosine series for...

expanding AM-AM characteristics.');
else

error ('Unknown expansion function type');

end;
end;
end;

o of

Modeling AM-PM characteristics

o0
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Ph=TABLE(:,3) .* (pi/180); %---> convert to radians
Fo----- >Find the constant phase shift, and substract it.
g = polyfit([-vi{(length(vi):-1:1);vi], .
[Ph(length(vi) :-1:1) ;Ph},2%*6);
PhO = q(2*%6+1);
Ph=Ph-PhoO;

max_ph=Ph{(length(Ph));

ae

if P_BASIS == POLYNOMIAL

q = polyfit([-vi;vil], [Ph;Ph],2*P TERMS) ;

P_COEF = q(2*P_TERMS-1:-2:1);

else

if P_BASIS==SINE

error ('Cannot use Fourier-sine series for
expanding AM-PM characteristics.');

else

if P_BASIS==COSINE

oe

NN = 201;
vip = max vi .* [0:NN-1]' ./ (NN-1);
Php = interpl([-vi(length(vi):-
1:1);vi], [Ph(length(Ph) :-1:1);Ph],vip);
n = [0:2:2*P_TERMS—2];
KERNEL cos ((pi/2/max_vi .* vip) * n);
P_COEF = 2/max_vi .* trapz(vip,
(Php*ones(l,P_TERMS)) .* KERNEL) ;
P_COEF(1)=P_COEF(1)/2;
else
error ('Unknown expansion function type');
end;
end;
end;
OUTP= [A_BASIS,A TERMS,P BASIS,P TERMS,ZI,ZO,
A COEF,P_COEF,GAIN, P1DB, PINM, PSAT, SAP,
abs (DEVICE) ] ;

]

else
error ('No File Exists.');

end;
%
if ~Plot

return;
end;
ViM = dbm2v_tone (PINM, ZI) ;
VoM = dbm2v_tone (PSAT, ZO) ;
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NN=51;
if FileExists ~= 0

Chapter 5

Pip = Pi(1) + (PINM-Pi(1l)) .* [0:NN-1]' ./ (NN-1);

else
Pip = PINM .* [0:NN-1]' ./ (NN-1);
Pi = []; Po=I[]; Ph=[];

end;

$Pip;
fig=['Characterization of [',DEVICE,']'];
Vi = dbm2v_tone (Pip, 21) ;
Vo = nonline calculation (OUTP,Vi) ;
Pop= v2dbm(Vo, Z0) ;
Php= atan2 (imag (Vo) ,real (Vo)) ;
vi';
h=findfig(fiqg) ;
if h==0;
figure;
set (gcf, 'unit’', 'pixel’', ...
'pos', [200 200 550 450}, ...
'numbertitle’, 'off', ...
'name', fig) ;
else
figure (h);
end;
rad2deg = 180/pi;

if NoPhaselInput
plot (Pip, Pop, 'r-',Pip, Php. *rad2deg, 'g--"',Pi, Po,
else
plot (Pip, Pop, 'r-',Pip, Php.*rad2deg, 'g--
',Pi,Po, 'rx',Pi,Ph.*rad2deg, 'g*');
end;
grid;
xlabel (' Input power (dBm)') ;
ylabel ('Output power (dBm), Phase (deg)');
title(fig);
xlim=get (gca, 'xlim") ;
ylim=get (gca, 'ylim');
set (gcf, 'defaulttextfontname', 'Times New Roman') ;
set (gcf, 'defaulttexthorizont!', 'left!') ;
set (gcf, 'defaulttextfontsize',10) ;
set (gcf, 'defaulttextcolor?, 'k');

text (x1im(1),ylim(2) -1*diff (ylim) /20, sprintf (...
'Gain=%.1fdB P1=%.1fdBm ' ,GAIN, P1DB)) ;

'rx');
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text (x1im(1) ,ylim(2) -2*diff (y1lim) /20, sprintf ('AM-AM. ..
coefficients in %s',KSERIES_TYPE (A BASIS,:)));

text (x1im (1) ,ylim(2) -3*diff (ylim) /20, sprintf('%.4f",

A _COEF));

text (x1lim(1l) ,ylim(2)-4*diff (ylim) /20, sprintf ('AM-PM. ..
coefficients in %s',K SERIES_TYPE (P BASIS,:)));

text (x1im(1) ,ylim(2) -5*diff (ylim) /20, sprintf ('%.4£",
P_COEF)) ;

set (gca, 'x1lim',x1lim) ;

set (gca, 'ylim',ylim) ;

khhhhkkhkkhhkhhhkrhkkitxk

function Vo=nonline calculation (INPP,Vi)
% Simulates amplifier bandpass nonlinearity

o° o

Usage: Vo=nonlin (INPP, Vi)

oe

o

Given the device nonlinearity parameters INPP, the
input voltage Vi, this function calculates the output
voltage Vo. Note that Vi and Vo are both low-pass
equivalent complex voltages.

o0 d° d° oo

% Input:

% INPP is a vector that specifies the parameters of
$ modeling

% INPP(1) Expansion function type for the AM-AM

characteristics

INPP(2) Number of terms of expansion for the
AM-AM characteristics

INPP(3) Expansion function type for the AM-PM
characteristics

INPP(4) Number of terms of expansion for the
AM-PM characteristics

INPP(5) Input impedance (Ohm)

INPP(6) Output impedance (Ohm)

INPP(6+[1:INPP(4)]) Coefficients for the AM-AM

characteristics
INPP(6+INPP (4)+[1:INPP(6)]) Coefficients for the
AM-PM characteristics

g0 oP

M 0 A° I O° O° of dC O° oI AP

% INPP (7+INPP (4) +INPP(6)) Linear gain (dB)

% INPP (8+INPP (4)+INPP(6)) P1dB (dBm)

% INPP (9+INPP(4)+INPP(6)) Maximum allowed input
% level (dBm)

% INPP(10+INPP (4) +INPP(6)) Saturated output level

o0

{(dBm)
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% INPP (11+INPP (4) +INPP (6)) SAP, 4-element vector,
% noise coefficients
% INPP(12+INPP(4)+INPP(6):length(INPP)) (Absolute

o0

value) The device name

o0 opP

Expansion function type:

1 power series

2 Fourier-sine series

(good for AM-AM modeling only)
Fourier-cosine series

(good for AM-PM modeling only)

J° O ¢ O° d° I of o
<
=-
w

A matrix or vector that describes the input signal
(which in general is complex) .

If Vi is a M by N matrix, there are N separate
input, each is a M by 1 vector.

If vi is missing, this programs plots the
compression curve, both measurement and fitting
curve.

O° 0P Of O° oP o d° oP

Output:
Vo A matrix or vector that describes the input
signal (which in general is complex).

9° oe oo

---> Define defaults

o° oo

if nargin < 2

error ('No Input');
else
end;

% DEFINE CONSTANSTS
POLYNOMIAL= 1;
SINE = 2;
COSINE = 3;
SERIES_TYPE:Sterat(...
'power series:',...
'Fourier-sine series:',...
'Fourier-cosine series:');

o0

Get input parameters

e oe
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if length (INPP) <4
error ('The input parameters are not completely

specified.");

end;

A _BASIS = INPP(1);A_TERMS = INPP(2);P BASIS =
INPP(B);P_TERMS = INPP(4);

if length(INPP) < (11+A_TERMS+P_TERMS+3)
error ('The input parameters are not completely

specified. ') ;
end;

Z1 = INPP(5) ;
Z0O = INPP(6) ;

A COEF= INPP(7+[0:A TERMS-1]);
P_COEF= INPP(7+A_TERMS+[0:P_TERMS-1]);

GAIN = INPP(7+A TERMS+P_TERMS) ;
P1DB = INPP(8+A TERMS+P_ TERMS) ;
PINM = INPP(9+A TERMS+P_TERMS) ;
PSAT = INPP(10+A TERMS+P_TERMS) ;
SAP = INPP(11+A TERMS+P TERMS+[0:3]);

DEVICE= setstr (INPP(15+A TERMS+P_TERMS:length (INPP))) ;
UVi = sqrt(ZI/500)*10" ((P1DB+1-GAIN)/20);

UVo = sqrt(z0/500)*10™ ((P1DB+1)/20);
ViM = dbm2v_tone (PINM, ZI);

VoM = dbm2v_tone (PSAT, ZO) ;
ViIsRow=0;

B >

ViA = abs (Vi) ;
[tmp M, tmp N]=size (ViR);
if tmp M==
ViIsRow=1;
tmp_ M=tmp_N;
ViA=ViA';
end;

ViP = atan2 (imag (Vi) ,real(Vi));

max_vo=dbm2v_tone (PSAT, z0) /dbm2v_tone (P1DB+1, ZO) ;

%
$Calcuate the output amplitude

T
if A BASIS==POLYNOMIAL
p = zeros(1l,2*A TERMS) ;
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p(2*A TERMS-1:-2:1)=A COEF;
VoA = polyval{p,ViA./UVi) .*UVo;
else
if A BASIS==SINE
n = [1:2:2*A_TERMS—1];
VoA = zeros(size (ViA));
for i=l:tmp N
KERNEL = sin((pi/2/ViM .* ViA(:,i)) * n);
VoA(:,1) = (KERNEL * A COEF') .* UVo;
end;
else
if A BASIS==COSINE
error ('Cannot use Fourier-cosine series
for expanding AM-AM characteristics.');

else
error ('Unknown expansion function type');
end;
end;
end;
%
%$Calcuate the phase distortion
%

if P_BASIS==POLYNOMIAL
q = zeros{l,2*P_TERMS+1) ;
q(2*P_TERMS-1:-2:1)=P_COEF;
VoP = polyval(q,ViA./UVi);
else
if P_BASIS==SINE
error ('Cannot use Fourier-sine series to
expand AM-AM characteristics.');
else
if P_BASIS==COSINE
n = [O:2:2*P_TERMS—2];
VoP = zeros{size (ViA)) ;
for i=l:tmp N
KERNEL = cos{(pi/2/ViM .* ViA(:,i)) * n);
VoP(:,1) = (KERNEL * P_COEF‘);
end;
else
error ('Unknown expansion function type');
end;
end;
end;
%
if ViIsRow
VoA = VOA';
VoP = VoP';
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end;
VoP = VoP + ViP; % Add the phase distortion
Vo = VoA .* exp(lj .* VoP);
LRSS EEEEE L EEEEEERE XS
function [H,F]=LDTFT(h,t)
% LDTFT custom Discrete-time Fouriour transform
%
% [H,W]=LDTDT (h, t)
%
% Input:
%
% h input vector, whose length is N
% t time vector, whose length is N
%
% Output:
%
% H vector of the DTFT of h
% F vector of the frequencies where DTFT is
computed

9

%
[M,N] = size(h);
ODD=0;
ROW=0;
VECTOR=0;
if M==
ROW=1;
t=t?’;
h=h"';
M=N;
N=1;
end;

[M t,N t]l=size(t);

if (M_t ~= M)

error ('LDTFT: dimensions of time and signal do not
agree');
else

if (N_t~=1 & N_t~=N)

error ('LDTFT: dimensions of time and signal do not

agree') ;
else
if N_t==1
VECTOR=1;
t = t*ones(1,N);
end;
end;
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end;
if rem(M,2)==1
ODD=1;
M=M-1;
h=h(1:M, :);
t=t(1:M, :);
end;
mid = M/2+1;
W = (2%pi/M) .* ([0:(M-1)]"'*ones(1,N));
W(mid:M, :) =W (mid:M, :) -2%pi;
W fftshift (W) ;
F=W.* (ones(M,1)*((1/2/pi)./(t(2,:)-t(1,:))));
no = M/2;
t0 = t(mid, :);
scale=1/sqrt (M) ;
HH = fft(h,M).*scale;
H(l:mid-1,:) = HH(mid:M, :);
H(mid:M,:) = HH(1:mid-1, :);
H=H .* exp(-1J*(W*n0+2*pi* (F.* (ones (M, 1)*t0))));

if ODD
H = [H;H(1,:)];
F = [F;-F(1,:)];
end;
if VECTOR
F=F(:,1);
end;
if ROW
H=H';
F=F';
end;

LR R EE R EEEEEEREEEESEEEES

function [h,t]=LIDTFT(H,F)
$LIDTFT Leon's custom inverse Discrete-time Fouriour
transform

o° d° oe

Last edited on 06/05/96

d° de o

[h,t]=LIDTDT (H,F) generates the inverse Discrete-time
Fouriour transform

oe

% Input:
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oQ

% H input vector

% F frequency vector

%

% Output:

%

% h vector of the IDTFT of H

% t vector of the tome where IDTFT is
computed

%

[M,N] = size(H);
ODD=0;
ROW=0;
VECTOR=0;
if M==1
ROW=1;
F=F"';
H=H';
M=N;
N=1;
end;

[M F,N F]l=size(F);
if (M F ~= M)
error ('LDTFT: dimensions of frequency and signal do
not agree');
else
if (N_F-=1 & N_F~=N)
error ('LDTFT: dimensions of frequency and signal
do not agree');
else
if N_F==
VECTOR=1;
F = F*ones(1,N);
end;
end;
end;

if rem(M,2)==1

ODD=1;
M=M-1;
H=H(1:M, :);
F=F(1:M, :);
end;
mid = M/2+1;
T = (2*pi/M) .* ([0:(M-1)]'*ones(1,N));

T(mid:M, :)=T(mid:M, :) -2*pi;
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T fftshift (T) ;

t ( T ./ (ones(M,1)*(F{(2,:)-F(1,:))) )./ (2*%pi);

no = M/2;

FO = F(mid, :);

scale=sqrt (M) ;

hh = ifft (H,M).*scale;

h(1:mid-1,:) = hh{(mid:M, :);

h(mid:M, :) = hh(1:mid-1, :);

h =h .* exp(13* (T*n0+2*pi* (t.* (ones(M, 1) *F0))));

if ODD
h = [h;h(1,:)];
t = [t;-t(1,:)];

end;

1]

if VECTOR
t = t(:,1);
end;

h =nh';
t o= t';

khkkhkhkhkhkkhkhkhkkhkkikkhdhhkx

function v = fectrl (n)

% Factorial calculation n! = n(n-1) (n-2)....1.
if n == 0
v o= 1;
else
for k = 1:n
if k == 1
v = 1;
else
v = v*k;
end;
end;
end;

khkkhkhkkhkdkkkhkhkkkhhhkhkk

function V=dBm2V (dBm, Z)
$DBM2V convert dBm number to volt

%

%
if nargin< 2

Z=50;
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end;

< o

= 10 .* (dBm./20) .* sqrt(Z/1000)

hhkkhkkhkhkhkhhhhhdirkkhihk

function V=dBm2V_tone (dBm, Z)
$DBM2V convert dBm number to volt

[}

kK

%

if nargin< 2
Z=50;

end;

V = 10 .% (dBm./20) .* sqrt{(2*z/1000);

EEEE RS SRS SRS R R EEERS]

function DEVICE=getdev (INPP)
%

A_TERMS=INPP (2) ;
P_TERMS=INPP (4) ;

DEVICE= setstr (INPP(15+A TERMS+P_TERMS:length (INPP)));

khkkkhkhkkkkhkkhkkhkhkhhkhx*k

function [GAIN, P1DB,PINM, PSAT]=getpwr (INPP)
%
A_TERMS=INPP(2) ;

P_TERMS=INPP (4) ;

GAIN = INPP(7+A TERMS+P_TERMS) ;
P1DB = INPP(8+A TERMS+P TERMS) ;
PINM = INPP(9+A TERMS+P TERMS) ;
PSAT = INPP(10+A TERMS+P_TERMS) ;

LR RS EEEEEEEEEEEE]

function ZI=getZI (INPP)

%

ZI=INPP(5) ;

hkkhkkhkkkhkhhhkhhkkhkdhkhixixx

function ZO=getZzO (INPP)

[}

%
ZO=INPP (6) ;
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Chapter 6

Applications of System Design

In this chapter, design examples of wireless mobile receiver and
transmitter systems are introduced. These design examples are used to
explaine how to use the methods and formulas discussed in previous
chapters for the receiver and transmitter designs and what the most
important considerations in practical designs are. A complete design of a
mobile communication transceiver is also involved. Here only the critical
parameters — such as sensitivity, intermodulation spurious attenuation, and
adjacent channel selectivity in the receiver side, and modulation accuracy,
ACPR, and noise/spurious emissions in the transmitter side — are discussed
since they basically characterize the RF performance of a mobile
transceiver. The design targets of these parameters are specified, and how to
achieve these targets in design are described in detail.

Two transceiver system-design examples are presented in following
sections. A multimode and multiband superheterodyne transceiver design,
which actually covers the designs of GSM, TDMA, AMPS and GPRS
(general package radio system) mobile systems, is first discussed. Then a
CDMA ftransceiver is designed based on the direct conversion architecture
as the second example.

6.1. Multimode and Multiband Superheterodyne Transceiver

In this section, the RF system design of a mobile RF transceiver —
which can operate in the GSM (GPRS), TDMA, and AMPS systems and in
the 800 MHz cellular and 1900 MHz PCS dual bands — is described in
detail. At present, some GSM mobile stations not only have GPRS function
but also support EDGE (enhanced data rates for global evolution). In this
example, the EDGE 1is not discussed. A superheterodyne architecture is
chosen in this design, and the block diagram of the superheterodyne
multimode and multiband mobile transceiver is shown in Fig. 6.1. This is a
commonly used configuration of a superheterodyne mobile transceiver. The
whole transceiver is built up on
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one receiver IC, one transmitter IC, two voltage control oscillators, two
power amplifiers plus duplexers, RF and IF SAW filters.

The receiver IC consists of two sets of LNAs and down-converters
for 800 MHz Cellular frequency band and 1900 MHz PCS frequency band
operation, respectively, and shared blocks including an IF VGA, a
quadrature demodulator (the second down-converter), and BB low-pass
filters and BB amplifiers in the I and Q channels. In the transmitter IC, the
constitution is similar to that of the receiver. It has shared BB I and Q
channels, quadrature modulator, and IF VGA, and separated RF sections,
which comprise an up-converter, an RF VGA, and a driver amplifier, for
each frequency band. In addition, the frequency synthesizer running in both
frequency bands is also built in the transmitter IC. The receiver and
transmitter ICs can be designed and implemented by means of the
SiGe/BiCMOS and CMOS technology.

In this dual band transceiver, the RF stages (including these on the
IC chips and off chip devices such as PA, duplexer and RF SAW BPFs used
in the receiver, and the transmitter) are separated for 800 MHz band and for
1900 MHz band. The only shared part in the RF is the diplexer, which
identifies the cellular band and the PCS band signals and forwards them to
the corresponding receiver from the antenna port or sends them to the
antenna port from the corresponding transmitter. On the other hand, this is
also a quad-mode transceiver, and it needs two different IF SAW channel
filters to handle the bandwidth 200 kHz GSM and GPRS signals and the
bandwidth 25 kHz TDMA and AMPS signals, respectively. The bandwidth
of the low-pass filters in the BB I and Q channels of the receiver IC must be
tunable according to the operation mode.

6.1.1. Selection of a Frequency Plan

This multimode transceiver operates as a half-duplex system in
GSM, GPRS, and TDMA mode and as a full-duplex system only in AMPS
mode. However, AMPS transceiver is running in 800 MHz cellular band.
From Table 3.1, the overall frequency band span of the cellular band is 70
MHz including receiver and transmitter operation bands (25 MHz each) and
a band separation (20 MHz). From the frequency planning discussion of
superheterodyne transceiver in Section 3.1.2, we know that in this case the
first IF should be greater than 70 MHz.

Generally speaking, designing a mobile transceiver for these
commonly used wireless communication systems, we may utilize an existing
and verified frequency plan except for some special reasons. In this case,
commercial SAW or crystal channel filters are available, and usually there
are multiple sources for designers to choose from. Thus we can save the
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filter development cost and obtain qualified channel filters at low cost. For
example, the first IF is chosen equal to 133.2 MHz for GSM and GPRS
recetver, and 134.04 MHz for the TDMA and AMPS receiver. Using
slightly different IF for the GSM and for the TDMA/AMPS is due to the fact
that having a common reference clock is used for synthesizing frequencies
in two different channelization systems — i.¢., the 200 kHz channel spacing
in the GMS and the 30 kHz channel spacing for the TDMA/AMPS.

The 19.2 MHz reference clock or VCTCXO (voltage control
temperature compensated crystal oscillator) frequency is popularly used in
mobile stations. This multimode transceiver may employ this reference
clock for all the mode operations.

If high LO injection approach — i.e., the LO frequency higher than
the desired signal frequency — is used for the receiver UHF down-converter
and for the transmitter UHF up-converter too, the tuning ranges of the UHF
synthesizers for the 800 MHz cellular band and 1900 MHz PCS band
operation are 1002 to 1029MHz and 2063 to 2125 MHz, respectively.
Actually these two frequency tuning ranges can be implemented by means
of a single VCO with a tuning range 2004 to 2125 MHz and a by 2 divider
since the frequency range from 2004 to 2125 MHZ is about 6% of the VCO
operating frequency, and this is a quite reasonable tuning range that still
maintains good phase noise performance.

In a superheterodyne mobile transceiver, the UHF synthesizer LO is
usually shared between its receiver and its transmitter. The transmitter IF
thus is determined by the receiver IF and the spacing between the transmitter
and receiver bands. In this example, the transmitter IFs are 178.2 MHz for
GSM and GPRS operations and 179.04 MHz for TDMA and AMPS modes,
respectively, in the 800 MHz frequency band. The transmitter intermediate
frequencies in the 1900 MHz frequency band are 35 MHz higher than those
in the 800 MHz frequency band transmitters — i.e., 213.2 MHz and 214.04
MHz for the GSM and TDMA transmitters, respectively.

The VHF VCOs either in the receiver or in the transmitter are
running at twice the corresponding receiver IF or the transmitter IF
frequency. Since we have two IFs either in the receiver or in the transmitter,
the receiver VHF VCO operates at 266.4 MHz for GSM and 268.08 MHz
for TDMA and AMPS, and the corresponding frequencies of the transmitter
VHF VCO are 3564 MHz and 358.08 MHz, respectively. All the
frequencies discussed above are summarized in Table 6.1.
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Table 6.1. Summary of possible frequencies used in this transceiver

GSM and GPRS | TDMA and AMPS
VCTCXO (MHz) 19.2 19.2
Receiver IF (MHz) 133.2 134.04
Transmitter (MHz) 178.2 179.04
UHF VCO Tuning (MHz) 2004 — 2058 2063 — 2125
Receiver VHF VCO (MHZ) 266.4 268.08
Transmitter VHF VCO (MHz) 356.4 358.08

6.1.2. Receiver System Design

The designed transceiver in GSM, GPRS, or TDMA mode can
operate in both the 800 MHz and the1900 MHz bands, but in AMPS mode it
runs only in the 800 MHz band. The minimum performance requirements of
the GSM, GPRS, TDMA, and AMPS mobile receivers are presented in
Tables 6.2 to 6.4, respectively [1]-[3]. Our design goal is not only to make
the receiver performance meeting these minimum specifications but also to
have reasonable margins.

Table 6.2. Minimum performance specifications of a GSM mobile receiver

GSM & GPRS 800/1900 Specifications Note
869-89 or

Frequency Band (MHz) 1930-1990

Modulation GSMK

Symbol rate (kS/sec) 270.833

Sensitivity (dBm) <-102 RBER < 2%

800 MHz band GPRS sensitivity

(packet data channel) (dBm) <-100 BLER <10%,

1900 MHz band GPRS sensitivity

0,
(packet data channel) (dBm) <-102 BLER < 10%,

800 MHz dynamic range (dBm) >-15 RBER < 0.1%

1900 MHz dynamic range (dBm) >-23 RBER < 0.1%

f1:4+/-800 kHz offset (CW)
> 49 f2:+/-1.6 MHz offset
(Mod)

+/-200 kHz offset,

2% BER

[ntermodulation spurious response
Attenuation (dBm)

[Adjacent channel selectivity (dBc¢) >9
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Table 6.2. (Cont.)

Atl. adjcent channel selectivity (dBc) > 41 ;&) 43%11;}12 offset,
[Blocking characteristic (dBc) > 49 Kégﬁ?%gﬁi}i?%g -
Blocking characteristic (dBc) > 66 Zi" éif;iﬁ;é‘f{?’ MHz)
800 MHz blocking characteristic (dBc) >76 E éé\/IHz offset, 2%
1900MHz blocking characteristic (dBc) > 73 ; éé\/IHZ offset, 2%
?é)}(g)nl\:/[ i—%)zosllzﬁrzl)o s emission <-79 [n Receiver Band
ggggyhf(%ziﬂl;)ious emission <-71 In Receiver Band
Spurious emission (dBm/100 kHz) < 36 In Transmitter Band

Table 6.3. Minimum performance specifications of TDMA mobile receiver

(TDMA 800/1900 Specifications Note
Frequency band (MHz) or ?gggﬁ?g 90

Modulation /4 DQPSK

Symbol rate (kS/sec) 243

Sensitivity (dBm) <-110 BER < 3%

IDynamic range (dBm) >-25 BER < 3%
Intermo@ulation spurious response > 62 f1:+/-120 kHz offset (CW),
attenuation (dBc) f2:+/-240 kHz offset (CW)
IAdjacent channel selectivity (dBc) >13 +/-30 kHz offset, 3% BER
Atl. Adj. channel selectivity (dBc) >42 +/-60 kHz offset, 3% BER
Spurious emission (dBm) <-80 In receiver band

Table 6.4. Minimum performance specifications of AMPS mobile receiver

IAMPS 800/1900 Specifications Note
Frequency Band (MHz) 869 — 894

Modulation M

[Noise Bandwidth (kHz) ~27
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Table 6.4. (Cont.)

Sensitivity (dBm) <-116 SINAD = 12 dB
[Dynamic range (dBm) > 25
Intermodulation spurious response] > 65 f1:+/-60 kHz offset (CW)
attenuation (dBc) f2:+/-120 kHz offset (CW)
Intermodulation spurious response > 70 f1:+/-330 kHz offset (CW)
attenuation (dBc) f2:+/-660 kHz offset (CW)

. . +/-200 kHz offset,
|Adjacent channel selectivity (dBc) > 16 2% BER
Atl. Adjacent channel selectivity| > 60 +/-400 kHz offset,
(dBc) 2% BER
Spurious emission (dBm) <-80 In receiver band

6.1.2.1. Determination of Carrier-to-Noise Ratio for Receiver Performance
Evaluation

In the receiver system design, we need to first determine the carrier-
to-noise ratio for each operation mode at a specified BER. Starting with the
GSM system, for the receiver sensitivity and other performance calculations,
2% RBER (residual bit error rate) is used as defined in the specifications
(Table 6.2). It depends on the type of channels and propagation conditions
that the RBER is close to BER in some channel and multi-path fading
conditions, such as in propagation condition RA250, and it is better than
BER, on the other hand, in other propagation conditions, such as in
condition TU3 [1]. In general, it is safe to calculate the required CNR based
on BER instead of RBER.

For the GSM speech channel TCH/FS class II, the CNR can be
estimated as follows. From the BER versus E,/N, waterfall curve of a
GMSK signal with a BT, equal to 0.25 in Fig. 2.37 we estimate £,/N, = 5 dB
for BER = 2% although the GMS signal has a BT, equal to 0.3. The
difference between BER versus E,/N, curves of the GMSK signals with BT,
= (.3 and 0.25 is insignificant around 2% BER. In addition, the GSM signal
BER performance may be degraded by the phase noise of LOs, the group
delay distortion of IF and BB channel filters, and the imbalances of I and Q
channel signal phase and magnitude. The required increments of the GSM
signal E,/N, for a 2% BER due to the above impairments are presented in
Table 6.5. Thus the total E,/N, for a 2% BER is approximately 5.6 dB. The




394 Chapter 6

corresponding CNR can be obtained by using (2.4.11), GSMK bit rate 271
kHz, and the receiver noise bandwidth 182 MHz as follows:

E R 271
CNR.,, =—2 +10log—2-=5.6 +10log — = 7.3 dB.
Y 5w 8182

o

In the following calculation of the GSM receiver performance, 8 dB
CNRgs will be employed to reserve 0.7 dB margin. However, when the
speech channel with AMR (adaptive multiple rate), the CNR for the same
sensitivity of —102 dBm will be approximately 1.5 dB higher than that of the
original speech channels —i.e., 9.5 dB.

Table 6.5. GSM signal E/N, increment for 2% BER due to impairments

Ew/N, Degradation
Item Specification (dB)
Total integrated phase
noise of two LOs <-2> dBe 0.1
Group delay distortion
of channel filters <2 psec 0.4
I and Q imbalance in| 0 4.054p 0.1
phase and magnitude

The requirement on the CNR in the worst case is the channel
TCH/AFS5.9 in HT100 propagation condition. For a 102 dBm sensitivity
9.4 dB CNR is needed even without AMR.

In the GPRS case, the modulation scheme is still the GMSK as the
GSM system. The corresponding CNR for a 10% block error rate (BLER) in
packet data channels (PDCH) is in general approximately 8 dB as required
by the GSM speech channels, but in the worst case, it may rise to close to 10
dB. However, the reference sensitivity of the GPRS in the worst case
(PDCH/CS-4 in 1800 MHz band, for example) is relaxed to —100 dBm
instead of —102 dBm.

The performance evaluation of the GSM and GPRS system RF
recetvers later on will be based on CNR,,;, equal to 8 dB, and the evaluation
is concentrated mainly on the GSM since the results from the GSM
evaluation will be also applicable to the GPRS. On the other hand, in the
system design we should leave enough margin to cover the performance in
the worst case including GSM speech channel with AMR.

In a similar way, we can determine the CNR for performance
calculation of the TDMA receiver where the signal is 7/4-DQPSK
modulated. From Fig. 2.39, we can see that E,/N, for a 3% BER is
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approximately equal to 5 dB in the case of ISI free. Assume that the channel
filters have a total group delay distortion 1.5 psec, which causes 0.3 dB
E,/N, increase to keep the 3% BER, and the other factors such as I and Q
channel mismatching and the phase noise of the LOs raise E,/N, another 0.2
dB. Therefore, it needs total 5.5 dB to reach 3% BER. Using the same
formula (2.4.11) and considering R,/BW = 2 in the case of n/4-DQPSK
modulation, we obtain CNR to be

CNR s =5.5+10log2=8.5 dB.

Similar to the GSM situation, we add 0.5 dB to the above CNR 4 value —
1.e., CNRpys = 9 dB — for performance evaluation of the TDMA mobile
receiver.

The SINAD, which is defined by (2.4.113) in Section 2.4.5.2, is used
in an analog AMPS system to measure the receiver sensitivity and other
performance instead of BER. The SINAD value defined to measure AMPS
receiver performance is 12 dB [3], and it can be converted to CNR as
described in Section 2.4.5.2. Here, we are going to use CNR j3ps = 3.0 dB —
1.e., approximately 0.5 dB higher than the CNR value figured out in Fig.
2.41 — for evaluation of AMPS receiver performance.

6.1.2.2. Noise Figure

Here we discuss only the static sensitivity since unlike the other
sensitivity measures, such as the sensitivity under multipath fading, it is
mainly determined by the receiver noise figure. The receiver sensitivity is
one of the most important specifications for the receiver. Usually we would
like to have a 4 dB margin in the typical case and a 1.5 dB margin in the
worst case.

The receiver static sensitivity is determined by the noise bandwidth,
noise figure, and CNR. It can be calculated in terms of (4.2.4) presented in
Section 4.2.1; the same formula can also be used to calculate the noise figure
from a defined sensitivity level by knowing the noise bandwidth and the
CNR value, which determines the sensitivity. Considering 4 dB margin, the
sensitivities for the GSM, TDMA, and AMPS mobile receivers are —106, —
116, and —120 dBm, respectively, and the corresponding noise figures are

NF g =174-106-1010g(182x10° )-8 =7.4 dB
NFppya =174 -114-1010g(27x10°)-9= 6.7 dB
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and
NF s =174 =120 -1010g(27x10* )3 6.7 dB.

In this typical case the noise figure of this multimode receiver shall be 6.7
dB or lower. The overall receiver noise figure is determined mainly by the
noise figure and gain of the RF block from the antenna port to the down-
converter output, and this block is shared between GSM and TDMA or
AMPS. To ensure high enough sensitivity for all the operation modes, the
lowest noise figure need be selected. The maximum receiver noise figure
should be 9.2 dB or less, and thus the receiver sensitivity still has 1.5 dB
margin in the worst case.

6.1.2.3. Linearity and Third-Order Intercept Point

In the superheterodyne receiver, the linearity of a receiver is usually
measured by means of the third-order input intercept point or IIP; in short.
The linearity requirement is more complicated to determine than the receiver
noise figure. The requirement on the overall IIP; of a wireless mobile
receiver is dominated by the allowed intermodulation distortion (IMD) or
formally referred to as intermodulation spurious attenuation and the phase
noise of UHF synthesizer LO.

The IMD performance requirements for different system receivers
are defined in Table 6.2 to Table 6.4. They are, respectively,

GSM: desired signal —-99 dBm, minimum interferers -49 dBm;

TDMA: desired signal —107 dBm, minimum interferers 62 dBc higher;
and

AMPS: desired signal sensitivity level + 3 dB, minimum close-spaced
interferers 65 dBc higher, and minimum wide spaced interferers 70 dBc
higher.

We can also notice that the tone (CW) and modulated interferers for the
intermodulation performance test are set at different offset frequencies from
the signal carrier and with different frequency separation for GSM, TDMA
and AMPS mobile receivers. The offset frequencies of intermodulation test
interferers are as follows:

GSM: tone/modulated interferer, offset frequency +800/+1600 kHz;
TDMA: tone/tone interferer, offset frequency +120/4+240 kHz; and
AMPS: close-spaced tone/tone interferer, offset +120/+240 kHz, and
wide-spaced tone/tone interferer, offset £330/+660 kHz.
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If ignoring other factor influence to the intermodulation
performance, the third-order IMD product level, IM;, is directly related to
the receiver linearity or IIP; by (4.3.45), or

1P,

3,min

= Sd,i + % [3([in,min - Sd,i)+ CNRmi“ ] (4345)

Using the IMD specifications data discussed above, we obtain the minimum
receiver IIP; requirements for different mode operations to be

TP, iiosn = =99 + -;— [3%50 +8]=—-20dBm

‘[]P3,mjn|TDMA =-107 + ‘;‘ [3 x 62 + 9]: -9.5dBm

and

1P, iy anes =—117+ % [3 X 65+ 3] =-18dBm for close-spaced

1P, i amps =—117 + —;—[3 x 70 + 3]= —10.5dBm for wide-spaced.

In the IIP; estimation of the AMPS receiver, -120 dBm receiver sensitivity is
assumed.

The above estimated IIP; is actually the minimum requirement of
the receiver third-order input intercept point resulting from only considering
the intermodulation interferers. In reality, the phase noise and spurious of
the synthesizer LOs and the receiver noise figure will also impact the IMD
performance as shown in (4.3.51). The noise figure has been determined by
the receiver sensitivity, and it is a given value here. The LO phase noise and
spurious level, especially at the offset frequencies equal to those frequencies
where the intermodulation test interferers are located, should be low enough
to ensure that the requested receiver IIP; for certain IMD performance is
reasonable and feasible. A lower IIP; usually needs less current
consumption. The VHF LO phase noise and spurious generally have a
negligible impact on the IMD performance if the IF channel filter has good
rejection to the interferers. This statement is indirectly proved by (4.5.4) and
(4.5.5). The contribution of the VHF L.O phase noise and spurious to the
degradation of the IMD performance will be insignificant if the ARy in these
formulas is large. In the following IIP; evaluation, we consider only the
UFH LO influence to the IMD performance.

Indeed, the UHF LO phase noise and spurious not only affect the
intermodulation spurious response attenuation performance but also
determine the adjacent/alternate channel selectivity. Based the present
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synthesizer technology, in the typical the phase noise and spurious level of a
synthesizer LO for Cellular and PCS band mobile receiver use are presented
in Table 6.6. The phase noise may vary a couple of dB with temperature
from room to hot (60°C) or to cold (-30°C). The UHF LO phase-noise and
spurious requirements are also related to the selectivity of the IF channel
filters, and the phase noise and spurious specifications will be looser if the
rejection of the channel filters to interferers is higher.

In different systems, the demand for UHF LO phase noise and
spurious levels to meet IMD and adjacent channel selectivity performance is
different. The phase noise and spurious performance of the UHF LOs
presented in Table 6.6 are derived based on the IMD and adjacent channel
selectivity performance of the TDMA and AMPS receiver. In order to obtain
a 3 dB margin on the IMD performance, the phase noise and spurious
requirements of an UHF synthesizer LO for a GSM receiver can be less
stringent than those given in Table 6.6 and they are presented in Table 6.7.
This means that the UHF VCO in the GSM mode of operation can use less

Table 6.6 Phase noise and spurious specifications of UHF LOs

Cellular Band Synthesizer PCS Band Synthesizer
Frequecy Offset Phase Noise Phase Noise
(kHz) dBe/Hz Spurs (dBc) dBo/Hz Spurs (dBc)
+ 30kHz < -105 < -60 <-103 <-60
t 60 kHz < -117 < -85 <-114 <-85
*120 kHz < -125 <-90 <-122 <.90
1240 kHz < -131 <95 <-128 <95
1330 kHz < -134 < 95 <-131 <-95
+ 660 kHz < -140 < 95 <-137 <-95
43000 kHz < -144 <-95 <-142 <95

Table 6.7. Phase noise and spurious requirements of UHF LO for GSM
receiver

800 MHz Band 1900 MHz Band

Frequecy Phase Noise Phase Noise

Offset (kHz) dBc/Hz | Spurs (dBc) | dBe/Hz | Spurs (dBc)
+ 200 kHz < -118 < -60 < -114 < -60
400 kHz < -124 < .65 < -120 < -65

+ 600 kHz < -127 < 270 < -123 < -70

+ 800 kHz < -130 < 78 < -126 < -78

+ 1600 kHz < -136 < -85 < -132 < -85
>13200| kHz < -141 < -90 < -137 < -9
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current than when operating in the TDMA or AMPS mode. If current saving
is important in our design, we can let UHF VCO run with a different bias
current for the GSM mode, or otherwise the UHF LO of the multi-mode
receiver should have its phase noise and spurious performance based on the
TDMA/AMPS mode requirements — i.e., the performance given in Table
6.6.

Using Tables 6.6 and 6.7 and formula (4.3.51), we can estimate the
receiver IIP; for achieving the IMD performance with a 3 dB margin over
minimum specifications defined in Tables 6.2 to 6.4. For example, the IIP;
of 800 MHz band GSM receiver is calculated by using phase noise in Table
6.7 as

1 -99-8 —174+7.4+1010g182-103
— 10 10
IIP, g _so0 = 3(-49 +3)-10log 10 1 —-10
~130+1010g 182:10° -49+3 -136+1010g 18210°—49+3
-10 10 -10 10

—78-49+3 —85-49+3
-10 1 _10 10 ] =-15 dBm,

and the required ITP; of 1900 MHz band GSM receiver is

P, gspr 1900 =—14.8 dBm.

In a similar way, we can obtain IIP; for other modes and bands
based on Table 6.6 phase noise and spurious as follows.

IIP, 1pps s00 =—34 dBm,  IIP, ;1 1900 = —2.8 dBmy;
and
IIP’},AMPS _close = —126 dBma II}):;,AMPS _wide =-973 dBm

From these results we can conclude that the TDMA receiver
requires the highest linearity among these three receiver operation modes,
and the receiver operating in the 1900 MHz band needs higher IIP; than
when it is running in the 800 MHz band since the phase noise of the PCS
band LO is worse than that of the cellular band LO. The linearity design of
the receiver common path for different modes should be based on the
TDMA requirement, but in the circuit design we should also consider
adjustable bias circuitry to change the device bias based on operation modes
to save the current consumption.
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6.1.2.4. Selectivity and Blocking Performance

The receiver selectivity and blocking performance are mainly
determined by channel filters and LO phase noise and spurious. The LO
phase noise/spurious requirements is also partially determined by the IMD
performance as described in the previous section, and therefore we have
already had a basic idea what level phase noise/spurious can be used in our
receiver system design. The channel filter characteristics affect not only the
receiver selectivity and blocking performance but also the IMD performance
since no matter what the adjacent/alternate channel interferers are, distance
blocking signals, or intermodulation interference tones/modulated signals
will be significantly attenuated when they pass through the channel filters.
The channel filtering performance will indirectly impact the current
consumption of the receiver too. The way to specify characteristics of
channel filters is similar to defining the LO phase noise requirements. It is a
trial and error procedure to make a tradeoff between filtering requirements
and feasibility of implementation. Examples of channel filter characteristics
for the GSM receiver and for the TDMA or the AMPS receiver are
presented in Table 6.8.

Table 6.8. Rejection characteristics of channel filters for GSM, TDMA,
and AMPS receiver

GSM Channel Filter TDMA/AMPS Channel Filter

Insertion Loss (dB) Insertion Loss (dB)

Typical Worst Typical Worst
In-band <45 5.5 In-band < 35 4.5

Rejection (dB) Rejection (dB)

Offset frequency Typical Worst  Offset frequency Typical Worst
+ 200 kHz 2 4 0 + 30 kHz 2 3 0
1 400 kHz 217 12 60 kHz > 24 20
* 600 kHz 227 22 * 120kHz 2 40 35
* 800 kHz 23] 25 + 240 kHz 2 50 40
t 1600 kHz 2 40 30 | £330kHz 2 45 40
£ 3000 kHz 2 40 30 + 660 kHz 243 35

Utilizing (4.5.8) and Tables 6.6, 6.7, and Table 6.8, we are able to
calculate selectivity and blocking characteristics. Only in calculating
adjacent channel selectivity the phase noise and spurious impacts of the
VHF LO may not be able to be ignored since the channel filter rejection is
generally quite low at the adjacent channel frequency, such as +200 kHz
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offset from the desired signal carrier for GSM and #30 kHz offset for
AMPS. For examples, the GSM adjacent selectivity is evaluated as

~99-8 ~174+1010g182:10°+7.4
10 '© —10 10
AS,;; =10log 5 +99,
v ~118+1010g 18210 ~108+1010g 18210 -4 =60 ~55-4
10 1o +10 10 +1010 +10 10

=46.8 dB,

and the AMPS adjacent channel selectivity is calculated in a similar way:

-117-3 —174+1010g 27-10%+6.7
10 10 - 10 10
AS,; =10log . g +120
~105+1010g 27:10 ~95+101og 27:10° -3 60 ~55-3
10 10 +10 10 +1010 410 10

=45.1 dB,

In the above selectivity calculations, it is assumed that the VHF LO
phase noise at the corresponding adjacent channel is 10 dB worse than the
UHF LO phase noise and the spurious is 5 dB worse. The results show
margins over 37 and 29 dB, respectively, for GSM and AMPS cases. The
adjacent/alternate/blocking performance evaluation results of GSM, TDMA,
and AMPS receivers in 800 and 1900 MHz bands are summarized in Tables
6.9 and 6.10. The adjacent or alternate channel selectivity has a decisive
margin to its specification, and the minimum margin is 6 dB, which is the
margin of the alternate channel selectivity performance of the AMPS
receiver. The margin of the GSM blocking characteristic reduces with
increasing the offset frequency since the defined magnitude of the blocking
interferer is raised with the frequency offset but the phase noise of
synthesizer LO drops to its floor level at offset frequency beyond 1.5 MHz.
In this case, it is better to check the worst case situation if the corresponding
selectivity is still within the specification. The most critical blocking
performance is the 1900 GSM receiver with a LO phase noise given in Table
6.7. It can be found that the blocking still has more than 0.5 dB margin in
the worst case — i.e., the LO phase noise increases approximately 2 to 3 dB
from its typical value at 60°C.
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Table 6.9. Adjacent/alternate/blocking performance of GSM receiver
| 800 MHz Band | 1900 MHz Band

Table 6.7 Table 6.0 TG Table 6.0
(GSM mobile receiver L0 | Magm [ LO | Magin [ LO | Margin | LO | Margin

Adjacent channel (dBe) | 458 | 368 | 494 | 404 | 467 | 367 | 03 | 413
Alternate channel (Bc) | 540 [ 130 [ 562 | 152 | S0 [ B0 | 559 [ 149
Block 0.6-1.6 MHz (dB)] 599 39 6Ll 5.1 583 23 609 | 49
Block 1.6:3.0MHz (dB)| 724 64 749 89 6.5 33 74 §.
Blocking > MHz (dB) | 794 34 820 6. 754 24 §0.1 41

Table 6.10. Adjacent/alternate performance of TDMA and AMPS receivers

800 MHz Band 1900 MHz Band
Table 6.6 Table 6.6

TDMA mobile receiver LO Margin LO Margin
Adjacent channel (dBc) 41.2 28.2 40.9 - 279
Alternate channel (dBc) 62.4 20.4 59.6 17.6
AMPS mobile receiver

Adjacent channel (dBc) 45.1 29.1 NA NA
Alternate channel (dBc) 66.2 6.2 NA NA

Another blocking characteristic in the GSM system is referred to as
AM suppression characteristics. The interferer is a GSM modulated burst
signal with a level of —31 dBm, offset from the desired signal carrier by 6
MHz or higher in an integer multiple of 200 kHz. The burst interferer may
block a direct conversion receiver due to the second-order distortion of the
direct conversion receiver creating this problem, but it will not cause any
trouble to a superheterodyne receiver. Therefore, we are not going to further
discuss this specification here.

6.1.2.5. ADC Dynamic Range

The analog-to-digital converters (ADC) in the multi-mode receiver
are shared among GSM, TDMA, and AMPS modes. In this case, the ADC
dynamic range is determined by the operation mode, which must
accommodate high CNR, fading margin, and AGC error. Estimations of the
ADC dynamic range for the GSM and TDMA are listed in Table 6.11. The
GSM mobile receiver with GPRS function needs a dynamic range
approximate 60 dB or a 10 bit ADC, and the TDMA receiver requires a 9.5
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bit ADC. Actually, the dynamic range of the ADC for the TDMA/AMPS
receiver can be much higher dynamic range than needed since the ADCs in
the I and Q channels are shared with the GSM receiver. On the other hand,
the ADC for the TDMA/AMPS receiver can run at a sampling rate much
higher than the signal bandwidth, but it is still lower than the sampling rate
used for the GSM receiver ADC. This means that the dynamic range of the
same ADC applied in the TDMA/AMPS receiver will provide even higher
than 60 dB effective dynamic range.

Table 6.11. ADC dynamic range estimations

GSM TDMA
CNR (GPRS-TU50/CS-4) 27dB | CNR 10 dB
Fading margin 12 dB | Fading margin 24 dB
Quantization noise floor 12 dB | Quantization noise floor | 12 dB
Crest Factor 0 dB | Crest factor 3dB
AGC Error 6dB | AGC error 6 dB
DC offset 3dB | DC offset 3 dB
Total 60 dB | Total 58 dB

A ZA ADC has the maximum signal-to-(noise+distortion) ratio,
S/(N+D), at approximate 6 dB back-off from the maximum peak-to-peak
voltage swing. For example, if the allowed maximum peak-to-peak voltage
swing is 1.5 V, the XA ADC has the maximum S/(N+D) when the signal
peak-to-peak voltage swing is close to 0.75 V. Considering some head room
for constructive fading, positive AGC error, and crest factor, the rms voltage
applied to the ADC input will be between 75 mV and 150 mV determined
by the AGC optimization.

6.1.2.6. System Line-Up Analysis and Design

We have the multimode superheterodyne receiver block diagram as
shown in Fig. 6.1, and we have derived the receiver noise figure, IIP;, UHF
synthesizer phase noise performance and channel filter selectivity for
achieving electrical performance of the receiver in different operation
modes. Now, we should properly assign the gain, noise figure, and IIP; of
mdividual stages to make the composite noise figure and 1IP; equal to the
results obtained in Section 6.1.2.2 to 6.1.2.4 or even better. An efficient tool
to do this kind of analysis and design is the excel spreadsheet. To create a
proper receiver system lineup — i.e., gain, noise figure and IIP; distribution
in the receiver chain — we need have certain basic knowledge of the
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performance of key blocks or stages, such as band-pass filters, LNA, down-
converter, IF VGA, I/Q demodulator, BB filter, and BBA, etc.

The wireless mobile station is basically built on silicon or more
precisely on one or more IC chips or a chip. Based on our knowledge of
possible performance of different function integrated circuits, off chip RF
band-pass filters including the duplexer, and UHF synthesizer LO, we are
able to layout a preliminary lineup of the designed receiver. Utilizing the
calculation capability of the Excel spreadsheet and formulas
(4.2.12)/(4.2.23) and (4.3.34), the cascaded noise figure and the cascaded
ITP; of the receiver can be calculated. The gain, noise figure, and IIP,
distribution in the receiver chain needs be adjusted until the overall noise
figure and IIP; are at least equal to the values determined in Section 6.1.2.2
to 6.1.2.3 or even better. It is apparent that the receiver system lineup to
meet the requirements is not unique. The system lineups for different mode
receivers are presented in Table 6.12 to Table 6.16". The detail gain, noise
figure and IIP; distributions of 800 MHz GSM, TDMA, and AMPS
receivers, and 1900 MHz GSM and TDMA receivers are described in these
tables, respectively.

In these receiver operation modes and bands, some blocks and/or
devices are shared between different modes and bands:

1. The whole block from IF VGA and the I/Q quadrature demodulator
to the analog BBA in the I and Q channels is shared by all the
operation modes and bands, but the bandwidth of the BB LPF
should be adjustable to approximate 100 kHz for GSM and GPRS
operation or to around 15 kHz for TDMA and AMPS operation.

2. The GSM receiver including the GPRS mode operating either in
Cellular band or PCS band uses the same SAW filter with a
characteristics as shown in Table 6.8 for their channel filtering. The
800 MHz and 1900 MHz TDMA receivers and the 800 MHz AMPS
receiver share a 27 kHz channel filter, which has a frequency
response also presented in Table 6.8.

3. In this multimode receiver architecture, there are two sets of RF
blocks (one for each frequency band), and each set consists of a
duplexer, LNA, RF BPF, and RF down-converter. The 800 MHz RF
block is common for the GSM, TDMA, and AMPS receiver modes
operating in this band, and another RF block is for the GSM and
TDMA receivers running in the 1900 MHz band.

" In these tables, the performance results, such as sensitivity, etc., are calculated in
terms of the corresponding formulas given in Chapter 4 instead of the simplified
formulas presented in these tables, which are just symbolic expressions.
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4,

Similar to the RF blocks, there exist two UHF synthesizer L.Os
operating at 1 GHz band and 2GHz band in this multi-mode
transceiver. Each of them is not only used for all the receiver modes
working in the corresponding frequency band but also shared
between the receiver and the transmitter.

By looking at Tables 6.12 to 6.16 carefully, we find that the required
linearity or IIP; of the LNA and the RF down-converter for the
GSM mode operation is much lower than that of the TDMA and
AMPS modes in the each frequency band. On the other hand, the
GSM receiver in both bands has looser specifications on the phase
noise of the synthesizer LOs than the other modes. This means that
we may be able to change the bias current of the LNA, RF down-
converter, and the UHF VCO based on the operation mode to save
the current consumption in the GSM mode operation since different
modes share the RF block and the UHF synthesizer LO. These
shared blocks and devices should otherwise operate at relatively
high current to ensure that the LNA and RF down-converter have a
high linearity (or 1IP;) and the UHF LO has a low phase noise as
demanded by the TDMA mode for all the operation modes.

We know from Section 6.1.1 that the IF of the GSM receiver is
slightly different from that of the TDMA and the AMPS receivers.
This results from different channelization between the GSM system
and the TDMA / AMPS system, but the UHF synthesizers in the
GSM and TDMA/AMPS receivers use the same 19.2 MHz
reference clock (VCTCXO).

The receiver system lineup analyses in Tables 6.12 to 6.16 present
the receiver performance in typical case. In practical system design,
we must do the worst-case analysis as well make sure-the receiver
performance is still within the specification.

From the typical- and worst-case system lineup analyses, we are
able to develop the performance specifications of individual stages
or blocks in the receiver chain. For the amplifiers and down-
converters, values of gain, noise figure, IIP; and current
consumption must be specified not only regarding their nominal
values but also their tolerances under different conditions, such as
over certain temperature and applied voltage ranges. For the filters,
the main specifications are the insertion loss, in-band ripple, out-of-
band rejection, and group delay and its distortion. It is apparent that
the phase noise, spurious level, acquisition time, and current
consumption are main concerns for the synthesizers.
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6.1.2.6. Gain Control and RSSI Accuracy

The gain control range of the multi-mode receiver needs to cover the
maximum dynamic range among these mode operations. From the minimum
performance specifications of the GSM, TDMA, and AMPS mobile stations,
Table 6.2 to Table 6.4, the 800 MHz GSM minimum dynamic range is 87
dB, the TDMA is 85 dB, and the AMPS is 91 dB. Assuming the margin of
the receiver sensitivity plus dynamic range to be 10 dB, and gain change of
the receiver chain over temperature and voltage to be 6dB, the overall gain
control for the AMPS receiver needs approximately 108 dB. The LNA can
be designed to obtain a 20 dB signal step gain control — say, from 15 dB to
-5 dB or vice versa — and the rest of the 88 dB gain variation is
implemented through the IF VGA (or VGA block). The adjustable gain
stages in the receiver chain are listed in Table 6.17.

Table 6.17. Adjustable gain stages, adjustable ranges and approaches

LNA IF VGA BBA
Adjustable 20dB 90 dB 12 dB
range (either 15 or -5 dB) | (+40 dB to -50 dB) | (either 32 or 20 dB)
. GSM: 20 dB
Control Single step Continuous TDMA/AMPS: 32
Approach or in 6 dB steps dB

From Tables 6.12 to 6.17, we should notice that the BBA is set to a
different gain in the GSM mode from the TDMA/AMPS mode — i.e., BBA
gain equal to 20 dB in the GSM mode and equal to 30 dB in the
TDMA/AMPS mode. The BBA gain in the GSM mode is set to 20 dB to
make the CNR of the receiver high enough so that the receiver can still work
properly after the LNA is switched to the low gain, -5 dB, operation. The
LNA operates either at high gain, 15 dB, or in bypass mode with a -5 dB
gain.

The LNA gain switching from high to low should take place as
early as possible to save the current consumption. In this design example,
the LNA gain in the GSM mode is switched down from high to low at -84
dBm, and switched back to high at —-87 dBm, and in the TDMA/AMPS
mode, the LNA two switching points are —-92 dBm and -95 dBm,
respectively, as shown in Fig. 6.2(a). Assuming that the IF VGA is
continuously controlled, the gain variations versus received signal level for
the GSM and TDMA/AMPS modes are depicted in Fig. 6.2(b). After
calibration, the accuracy of the AGC in most of the dynamic region can be
kept within £3 dB and 5 dB over temperature.
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Figure 6.2. AGC gain curves of LNA and IF VGA

The RSSI (received signal strength indicator) accuracy
requirements for the GSM and the TDMA digital receivers are presented in

Table 6.18.

Table 6.18. RSSI accuracy requirements of GSM and TDMA receivers

GSM RSSI TDMA RSSI
Measuring Range | -102 to -48 dBm Measuring Range | -110 to -30 dBm
Range Accuracy Range Accuracy
-102 to -70 dBm +4 dB -110 to -85 dBm +6 dB
-69 to -48 dBm +6dB -84 to -30 dBm + 8 dB
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6.1.3. Transmitter System Design

In the superheterodyne architecture transceiver, the UHF synthesizer
LO for either the 800 MHz or the 1900 MHz frequency band is shared
between the receiver and the transmitter. The corresponding IFs have been
presented in Section 6.1.1. The superheterodyne mobile transmitters of
different operation modes have the following things in common. The
quadrature modulator converts the I and Q base-band signals into a single
side band IF signal. No IF channel filter is used after the modulator. The
frequency up-converter is an image rejection mixer. The I and Q BB
amplifiers, I and Q BB LPFs, quadrature modulator, IF VGA, Up-converter,
and RF driver are usually integrated on the same silicon die. The power
amplifier is a separate gain block.

In the transmitter system design, the output power and control, the
transmission spectrum and adjacent channel power (ACP) emission or ratio,
and modulation accuracy will be mainly considered.

The minimum performance requirements for different modes of the
transmitter are presented in Tables 6.19 to 6.21.

Table 6.19. Minimum performance specifications of GSM Mobile
transmitter

GSM & GPRS 800/1900 Specifications Note
Frequency band (MHz) 824 - 849
18501910

Frequency accuracy 0.1 ppm
Modulation GSMK
800 MHz maximum output power (dBm) 33+2
(8(?BO)MHZ output power dynamic range 28 In 2 dB step change
800 MHz minimum output power (dBm) 5+5

Power Level:
800 MHz output power tolerance (dB) 3 31to 13 dBm

11to 5 dBm
1900 MHz maximum output power (dBm) 30 42
1900 MHz output power dynamic range In 2 dB step change
(dB) 30

1900 MHz minimum output power (dBm) 0+5
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Table 6.19. (Cont.)
1900 MHz output power tolerance (dB) 3

5
Modulation Accuracy ( degree) <<2f) ;r:;ik
ﬁgjzz;cent channel power ratio (dBc/30 <30 +/-200 kHz offset,
ﬁ}tllZ )adjacent channel power ratio (dBc/30 <-60 +/- 400 kHz offset
(2(1;}(31 01/8315 la&d_%'zzi)cent channel power ratio < -60 +/- 600 kHz offset

Table 6.20. Minimum performance specifications of TDMA mobile

transmitter
TDMA 800/1900 Specifications Note
Frequency band (MHz) 1223 : ?g? 0
Frequency accuracy 200 Hz
Modulation n/4 DQPSK
800 MHz maximum output power
(dBm) 28 +2/-4
800 MHz output power dynamic 35 4 dB step from 28 to 8 dBm
(dB) 5 dB step from 8 to -7 dBm
800 MHz minimum output power 745
(dBm) -
800 MHz output power tolerance +2, -4 Power level: 28 to 8 dBm
(dB) 145 -6 3 to-7dBm
1900 MHz maximum output
power (dBm) 28+2/-4
4 dB step from 28 to 8 dBm

(11900 MHZ output power 36 6 dB step from 8 to 2 dBm

ynamic (dB) 5 dB step from 2 to -8 dBm
1900 MHz minimum output 8+ 6
power (dBm) o=
1900 MHz Output Power +2, -4 Power level: 28 to 8 dBm
Tolerance (dB) +2, -6 8 to -8 dBm
Frequency settling time (msec) <2
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Table 6.20. (Cont.)

415

Modulation accuracy { EVM) < 12.5%

Adjacent channel power ratio (dBc/30 <26 +/-30 kHz offset,
kHz) )

Atl. adjacent channel power ratio < .45 +/- 60 kHz offset
(dBc/30 kHz) )

2nd alt. adjacent channel power ratio

(dBe/30 kHz) <-45 +/- 90 kHz offset

Table 6.21. Minimum performance specifications of AMPS mobile

transmitter
AMPS Specifications Note
Frequency band (MHz) 824 - 849
Frequency stability (ppm) <25
Modulation M
Maximum output power (dBm) 28 +2/-4
Minimum output power (dBm) 8 +2/-4
Output power switch step (dB) 4
Power switch transition time <20
between 2 levels (msec)
g};ﬁ?tter off RF power <-60
Channel switch time (msec) <40 vcv?giirlfrlfﬁlzlegf iytssg;l:ldvalue
Modqlatioon peak deviation <110]
stability (%)
FM hom and noise (4B) >32 |08 and without modutation
Residual AM (%) <5
Modulation distortion and noise <5
(%)
>26 20 to 45 kHz
Spurious and Noise Emission >ov6v§r ;1\?;)( log(Tx|> 45 kHz
Suppression (dB¢/300 Hz) ’ <-80 dBm/30 |Between 869 and 894 MHz

kHz
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6.1.3.1. Transmission Power

The block diagram of this multimode transmitter is shown in Fig.
6.1. The overall gain of the transmitter chain is between 45 dB and 55 dB
depending on the output level of the T and Q DAC and the output power.
The PA power gain is usually around 30 dB, the power gain of the drive
amplifier is generally not too high, approximate 8 to 10 dB, and the up-
converter gain is in the 5 to 10 dB range. One possible gain distribution of
the 800 MHz band transmitter operating in GSM and TDMA/AMPS modes
is given in Table 6.22 (where it is assumed that different operation modes
share the same transmitter path). The 1900 MHz transmitter has a similar
gain distribution except the gain of the driver amplifier and/or the PA can be
properly reduced since the maximum output power of the GSM transmitter
is 3 dB lower than that in the 800 MHz band.

Table 6.22. A possible gain distribution of the 800 MHz transmitter

1Q IF Up- Driver [ SAW Antenna
Function Block DAC | Mixer | VGA |Converter| Balun |Amplifieq Filter { PA  [Duplexer| Diplexer| Port
800 MHZ GSM
Gain (dB) 000 | -1.00 § 1250 | 600 | -0.50 | 10.00 | -3.50 | 30.00 | -250 { 050
Cascad gain (dB) 0.00 | -1.00 | 1150 | 1750 | 17.00 | 27.00 | 23.50 | 53.50 | 51.00 { 50.50 | 50.50
Pout (dBm) 1750 | -1850 | 600 | 000 | -050 § 950 | 600 | 3600 | 3350 { 33.00 | 33.00
Rejection in Rx band (dB) 20.00 ) 31.00 38.00
Rejection at L.0. frequency 20.00 15.00 | 0.00 24.00 29.00
Rejection at image frequency 2000 2500 | 000 2600 32.00
NF (dB) 000 | 100 | 900 | 800 | 050 | 500 | 350 | 500 { 250 | 0.50
Cascad NF (dB) 000 | 1.00 f 10.00 | 10.16 | 1016 | 10.18 | 1018 | 10.18 | 10.18 | 10.18 | 10.18
O1P3(dBm) 100.00 | 500 | 10.00 [ 18.00 | 100.00 | 25.00 | 100.00 | 47.00 | 100.00 } 100.00
Cascad OIP3 10000 f 500 [ 929 | 1343 | 1293 [ 2083 | 1733 | 4415 | 4165 | 41.15 | 4115
300 MHZ TDMA
Gain (dB) 000 | -1.00 | 1050 | 6.00 | -050 | 10.00 | -3.50 | 30.00 | -2.50 { -0.50
Cascad gain (dB) 0.00 f -1.00 [ 950 { 1550 ] 15.00 | 25.00 | 21.50 | S1.50 | 49.00 | 4850 | 48.50
Pout (dBm) I 2050 | 2150 | 1100 | -5.00 ] 550 | 450 | 1.00 | 31.00 | 28.50 | 28.00 | 28.00

The maximum transmission output power of the mobile stations for
GSM, TDMA, and AMPS systems is around 30 dBm —e.g., 30 to 33 dBm
for the GSM and 26 to 28 dBm for the TDMA and AMPS. The output
power change of this multimode transmitter is under command of the
corresponding base stations and in steps. The control ranges are 20 dB
(AMPS) and 36 dB (TDMA), respectively, as given in Tables 6.19 to 6.21.
However, in practice the control rage should be 10 to 12 dB greater than 36
dB to compensate transmitter chain gain variation with temperature,
frequency, operation mode, and control tolerance.
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A power control loop as depicted in Fig. 6.3 is used in this
transmitter for all operation modes to set and control their output power to
an assigned level within the allowed tolerance. The power control loop
consists of a power detector, temperature sensor, multiplexer, ADC, DSP,
and DAC. The output of the power detector is a voltage, which is
monotonically associated with the transmission power. The analog voltage is
then converted to a digital signal after passing through the ADC that has a
dynamic range determined by the power control range. In this application an
8 bit ADC is enough to cover control range, transmission gain variation, and
control tolerance for this application. The DSP executes the power control
algorithm, which is based on power detector calibration data obtained from
different temperatures, frequencies, and operation modes. The output of the
DSP is a digital control voltage value, and it is converted to an analog
voltage through a 10 bit DAC. The proper functional range of the power
control loop is usually around 25 dB. The control accuracy of the feedback
loop is good when the output power relatively high, and the feedback loop
will not provide additional accuracy when the output power is low.
Generally the transmission power can be kept within £1.5 dB by using this
power control loop on the top 25 dB of the transmission power. The error
contribution to the transmission power in the power control loop can be
estimated as presented in Table 6.23.

Receiver
Y s
x| &
.1, BB
~Z| A Tx SAW Up-Converter VGA e Q
A
= <¢' ~
Temperature ~_ BBI
Ak
-------------------------------- > VHFLO
Control
Power Multiplexer Table
"| Detector

Figure 6.3. Transmission power control
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Table 6.23. Error contribution to the feedback-controlled transmission
power

Close to
Maximum In Low Power
Error Item Power Region Notes

Tx control DAC step size

Tx_control +0.25 dB +0.75 dB error, nonlinearity, offset
drift, and slop drift

Power detector

accuracy +0.3 dB +3 dB

Calibration

accuracy +0.5 dB +0.5 dB
I/Q DAC amplitude and

1/Q error ~ 0 dB* +1.1 dB** | I/Q channel gain variation
with temperature

SAW Due to full or partial

attenuation ~0 dB* +0.45 dB** | suppression of feedback

variation loop
Due to full or partial

PA gain change ~ 0 dB* +0.7 dB** | suppression of feedback
loop

Total error +1.05 dB +6.5 dB

* Error is efficiently suppressed by the power control feedback loop.
** Error is partially suppressed by the power control feedback loop.

The feedback loop is usually not used when the output power is
lower than certain level since the transmission power error under the
feedback loop control is high as seen from Table 6.23. The power level,
when the feedback loop is disconnected, depends on the operation mode and
frequency band. For instance, for the TDMA mobile transmitter these power
levels are equal to or below 3 and 2 dBm when operating in the 800 and
1900 MHz, respectively, and for the GSM transmitter the corresponding
power levels are 5 and 6 dBm, respectively. In these low output power
regions, it is better to not use the feedback loop, and the transmission power
is tuned based on a power control lookup table, which is measured as part of
the transmitter tuning and calibration procedures and is installed in a
memory for the DSP usage. The transmitter power accuracy in this case may
be kept within +2.5 dB.

6.1.3.2. Adjacent and Alternate Channel Power (ACP)

There is a mask to restrain the allowed transmission spectrum of the
GSM transmitter. The mask restricts the power ratio of the integrated
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spectral power within 30 kHz at +200 kHz and £400 kHz offset frequencies
to the GSM transmission power within the main spectral lobe are equal to or
less than —30 dBc and —60 dBc, respectively. These are actually the adjacent
and alternate channel power requirements for the GSM mobile transmitter.
The adjacent channel power is determined mainly by the spectral
power density level of Gaussian pulse shaped GMSK modulation at a 200
kHz frequency offset from the carrier, phase noise, and spurious of the
synthesized LOs at the same frequency offset from the LO frequencies, and
the third-order nonlinearity of the transmitter chain, especially the PA. But
the alternate channel power mainly results from the fifth-order nonlinearity
of the transmitter chain instead of the third order. The maximum allowed
contribution of the transmitter main blocks to the adjacent and the alternate
channel powers are presented in Table 6.24. The adjacent and the alternate
channel powers in the GSM case are measured in a 30 kHz bandwidth.

Table 6.24. Main block contributions of GSM mobile transmitter to adjacent
and alternate channel powers

Blocks +200 kHz | +400 kHz Notes
Digital BB+1/Q DAC -45 dBc 70 dBe | peiuding pulso shaping,
Modulator +IF VGA -48 dBc -72 dBc
Up-converter -45 dBc¢ -70 dBc

. Based on Table 6.12
LO phase noise + spur -60 dBc¢ -65 dBc LO spurious data
Driver amplifier -40 dBc -69 dBc
Power amplifier -36 dBc -68 dBc
Total ACPR -30.5dBc -60.6 dBc
ACPR specification <-30dBc <-60 dBc

The total adjacent channel power ratio in Table 6.24 is
approximately calculated by means of (5.4.22) with an assumption of all o
= 0.5, and the overall alternate channel power ratio in the same table is
obtained from power summation. In fact, the adjacent channel power
emission will not be an issue in the GSM mobile transmitter design, but the
alternate channel (400 kHz offset) power emission may be quite critical to
meet —60 dBc specification. One main contribution to the alternate power
emission is due to the LO spurious at +400 kHz offset from its center
frequency, which is too high if one is just using the level given in Table 6.12
that results from the receiver analysis. The GSM transmitter needs an UHF
synthesizer LO to have a phase noise and spurious level, especially at +400
kHz offsets, to meet that required by the TDMA mobile transceiver. When
the LO spurious level reduces to —78 dBc from —65 dBc as estimated in
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Table 6.24, the transmitter noise and spurious emission margin at +400 kHz
offset from the carrier can increase to 2.5 dB. The role of the PA
nonlinearity in this specification is just secondary.

In the case of TDMA, the PA may dominate the contribution to the
adjacent channel and alternate channel powers of its transmission since the
waveform of pulse-shaped n/4 OQPSK modulation has large amplitude
variation. The PA in the TDMA transmitter needs to operate in a more linear
condition than in the GSM transmitter. However, the maximum output
power of the TDMA transmitter is 2 to 5 dB lower than the power
transmitted by the GSM. This means that the same PA can operate in the
transmitter GSM or TDMA mode although the linearity requirement of these
two modes on the PA may be significantly different.

The maximum allowed adjacent and alternate powers resulting from
nonlinearity and noise of each block in the TDMA transmitter are presented
in Table 6.24. The adjacent and alternate channel powers here are measured
within a 300 Hz bandwidth centered at the assigned offset frequency. The
cascade adjacent and alternate power ratios are approximately evaluated in
terms of (5.4.22) with all o4 ; = 0.5 and 0, respectively, as done in the GSM
case.

Tables 6.24 and 6.25 also correspond to the worst case. The
transmitter design should guarantee each block in the transmitter chain to
have lower emissions than those given in these two tables. To achieve this, it
is necessary for each block to have a proper linearity and noise figure.

Table 6.25. Main block contribution of TDMA mobile transmitter to
adjacent and alternate channel powers

Block +30 kHz +60 kHz Notes
Including square
Digital BB+1/Q DAC 52 dB 52 dB root raised pulse

shaping, DAC noise
and distortion

Modulator +IF VGA -42 dB -57dB

Up-converter -40 dB -55dB

LO phase noise + spur -60 dB -70 dB

Driver amplifier -36 dB -53 dB

Power amplifier -32dB -49 dB Dominating factor
Cascade ACPR -26.3 dB -45.4 dB

ACPR specification <-26dB < -45dB

The AMPS transmitter usually has no issues for the ACPR if the
800 MHz transmitter operating in TDMA mode is able to meet all the
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specifications. The AMPS has the same operation frequency band, the same
30 kHz channelization, and the same output power as the TDMA, but its RF
transmission signal has a constant envelope — 1i.e., it imposes less stringent
linearity on the transmitter chain. It is therefore unnecessary to further
discuss the design related to the adjacent and alternate channel power
emission of the AMPS transmitter.

6.1.3.3. Noise and Spurious Emission in a Receiver Band

In the transmitter wide-band noise and spurious emission
specifications, the toughest one is usually the emission requirement in the
corresponding receiver band. The minimum specifications of the GSM,
TDMA, and AMPS transmitter emission in the receiver band are
summarized in Table 6.26.

Table 6.26. Receiver band emission specifications of transmitters

System Emission Requirement Notes

800 MHz GSM <-79 dBmv/100 kHz In 869 - 894 MHz
1900 MHz GSM <-71 dBm/100 kHz In 1930 - 1990 MHz
800 MHz TDMA < -80 dBmv/30 kHz In 869 — 894 MHz
1900 MHz TDMA < -80 dBm/30 kHz In 1930 - 1990 MHz
AMPS < -80 dBm/30 kHz In 869 — 894 MHz

This specification for the transmitter with the architecture of Fig. 6.1
is not critical since the transmitter SAW and the duplexer can suppress the
spurious and noise emission in the receiver band to lower than the minimum
requirement. An example of the receiver band noise emission evaluation
based on the 800 MHz GSM transmitter is shown in Table 6.27. Here it is

assumed that the noise voltage from the base-band DAC is 18 nV/ JHz . Up
to IF VGA output the noise is calculated in voltage in terms of (5.5.21) since
the input impedances of these blocks are usually high. The noise power is
then evaluated from the up-converter to the antenna port, and (5.5.10) and
(5.5.12) are used. From the result presented in Table 6.27, the receiver band
noise emission level is approximately —160.4 dBm/Hz, and the overall
emission power in 100 kHz is —110.4 dBm. It is apparent that the emission
power in the receiver band is 31 dB lower than the specification —79 dBm.
The reference clock (19.2 MHz) harmonics in the receiver band may
dominate the emission level.
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Table 6.27. Example of receiver band noise emission evaluation

11} IF Up- Driver | SAW

Function Block Mixer | VGA [Converter| Balun [Amplifie] Filter | PA {Duplexer| Diplexer

(Gain in Tx band (dB) 0.00 | -100 | 1250 f 600 | -0.50 [ 1000 | -3.50 | 30.00 [ -2.50 | -0.50

Rej in Ry band (dB) 20.00 31.00 38.00

Cascad Gain in Rx band 0.00 ] -21.00 [ -850 | 250 | 300 | 7.00 | 2750 | 250 | -38.00 { -38.50 | -38.50
NF (dB) in Rx Band 0.00 | 21.00 | 1000 { 1000 ] 050 [ 800 [ 3450 | 500 | 38.00 [ 050

Cascad NF in Rx 0.00 | 2000 | 1000 | 1868 | 1869 | 1927 [ 2801 | 3270 | 3733 | 3791 | 3791
Noise in Rx band (dBm/Hz) | 18.00 | 239 | 2473 | -132.93 | -125.02| -115.02{ -149.50 | -119.47} -159.87 | -160.35 | -160.35

In a conventional GSM or TDMA transceiver, a transmitter/
receiver (T/R) switcher may be employed instead of using a duplexer. The
noise and spurious emission in the receiver band can then become an issue if
one does not properly control the emission, especially the reference clock
harmonic spurious in the receiver band.

6.1.3.4. Spectrum of Burst Ramp-Up and -Down Transients

Both GSM and TDMA mobile transmitters operate in burst mode. In
both systems, the time responses of bursts are well defined in [1] and [2],
respectively. The burst ramp-up and -down transient for the GSM
transmitter is specified in time domain and also in frequency domain. The
maximum power level restraints at different offset frequencies from the

carrier due to ramp transient for the GSM mobile transmitter are shown in
Table 6.28.

Table 6.28. Maximum power due to burst ramp transient
Output Power | £ 400 kHz | + 600 kHz | + 1200 kHz | + 1800 kHz
<37 dBm -23 dBm -26 dBm -32 dBm -36 dBm

The burst ramp-up and -down transient is able to be properly
controlled through the power control loop and the control voltage TX cqurol as
depicted in Fig. 6.2. The transmission signal spectrum is equal to the
convolution of the TX coneor Signal and the I/Q signal spectra. A right ramp
transient of transmission bursts can be achieved by designing a proper
TX control VOltage signal.
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6.1.3.5. Residual Amplitude Modulation (AM)

The GSM and AMPS transmission waveforms should have a
constant envelope. However, IQ imbalance, carrier feed-through, Ty control
control DAC noise, BB GMSK modulator and DAC noise, and PA AM-to-
AM conversion will cause amplitude modulation. For the GSM
transmission, the residual modulation shall be less than 1 dB or 12%, and it
is specified equal to or less than 5% for the AMPS transmission.

In the GSM transmitter, the highest AM usually occurs at the low
output power level where the AM suppression capability of the power
control loop is poor. The worst-case AM in the GSM transmission is shown
in Table 6.29. In the calculation of the total residual AM (RAM), the
correlation terms are linearly added together first, and this subtotal and the
uncorrelated terms are then summed up in the following way:

2
RAMGSM :\/{ZRAMcorkj +ZRAM3ncorﬁj '
k J

Table 6.29 Worst case residual AM of GSM transmission

Contributors AM dB AM %
BB modulator and DAC noise 0.2 2.3
DAC nonlinearity (correlated) 0.07 0.8
Amplitude imbalance (correlated) 0.25 2.9
Carrier feed-through (correlated) 0.18 2.1
Tx_control DAC noise 0.18 2.1
PA AM-AM conversion 0.45 5.3
Total 0.72 8.5

The residual AM of the AMPS transmission is mainly caused by the
carrier feed-through, I/Q imbalance, and PA AM-to-AM conversion. The
DAC noise contribution is small since its channel bandwidth is only around
25 kHz. To meet less than 5% residual AM requirement, the carrier leakage
and the 1/Q imbalance should be controlled to below —40 dBc and 0.2 dB,
respectively, and the PA AM-to-AM conversion needs be less than 0.25 dB.
The composite residual AM is approximately equal to

=40 02V 025 Y’
RAM 4pps = [10 10 +[1020 —1J +{10 20 —1] =4.1%.
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6.1.3.6. Modulation Accuracy

The modulation accuracy is measured in different way for GSM,
TDMA and AMPS transmission signals. Phase error is used to measure the
GMSK modulation accuracy. Error vector magnitude (E¥VM) and modulation
distortion are employed as the measure of modulation accuracy for the
TDMA and the AMPS system, respectively.

The GSM modulation accuracy requires the transmission signal
phase error rms value and the peak phase error equal to or less than 5° and
20°, respectively. The main factors to the modulation accuracy degradation
are the in-channel-bandwidth phase noise of the UHF and VHF LOs, base-
band contribution including reconstruction filter, modulation approximation,
and quantization noise, and the AM-to-PM conversion of the PA
nonlinearity. Assuming that the integrated phase noise of the transmitter IC
VHF LO is —32 dBc, and the integrated phase noise of the 1900 MHz UHF
LO with an external VCO is —27 dBc, the total rms phase error caused by
the LOs is

; ; 180 [ = .
Ady 10 :\/A'QN‘VHF +ASy vur 27 10 +101° =2.9°

Considering the base-band contribution to the modulation accuracy
degradation is 1.4° the error from the AM-to-PM conversion of the 1900
MHz PA is approximately 1°, and the carrier feed through is —35 dBc, the
overall rms phase error is then

ASyy =\/A191%,_L0 + A5, + Ay pay + Ay

=292 414 417 +1.8% =3.8°.

The peak phase error of 1900 MHz GSM GMSK modulation, which
is usually worse than that of the 800 MHz GSM GMSK modulation, is
estimated as in Table 6.30.

The modulation accuracy of the TDMA transmitter is measured in
EVM and it is specified to be equal to or less than 12.5%. Assuming that the
integrated VHF and 1900 MHz UHF LO phase noises are —32 and —26 dBc,
respectively, the BB and DSP contribution is approximately 3%, the carrier
feed-through is —35 dBc¢ or less, and the PA nonlinearity degrades
modulation accuracy approximate 4%, the rms EVM of the TDMA
transmission modulation is evaluated as
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~32 -26 -35

EVM 10 = V1010 41070 +0.03% +1010 +0.04% =7.8%.

The average EVM of the first 10 symbols is also defined in the TDMA
transmitter specifications, and it shall be equal to or less than 25%. A
possible EVM partition for the first 10 symbols of the 1900 MHz TDMA
transmitter is presented in Table 6.31.

Table 6.30. Peak phase error partition of 1900 GMS modulation accuracy

Main

Contributors Peak Phase Error Notes

Base-band 4° Recons.truct.ion filter, .mo.dulatiqn
approximation, quantization noise

LO phase noise 10°

AM/PM 20 Derived from the peak AM-to-AM

conversion and AM-to-PM conversions

Carrier feed- 1.8°

through '

Total peak 17.8° Linear summation of individual

phase error ) contribution

Table 6.31. The EVM partition for the first 10 symbols of 1900 MHz
TDMA transmitter

Main Contributors Estimated EVM
BB and DSP 3%

VHF LO integrated phase noise -25 dBc 5.6%

I/Q imbalance 0.3 dB, 4° 3.2%

UHF LO integrated phase noise -16 dBc 15.8%
Carrier feed-through -28 dBc 4%

PA nonlinearity 5%

Total EMV 18.6%

The modulation accuracy of the 800 MHz TDMA is usually much
better than the 1900 MHz one, and this is due to the fact that the in-channel-
bandwidth phase noise of the UHF LO is lower.

The modulation distortion and noise of the AMPS transmission shall
be within 5%. To meet this specification, the I and Q amplitude and phase
imbalance need be less than 0.2 dB and 3°, and the integrated VHF and UHF
phase noises should be lower than —35 and —30 dBc, respectively. The PA
nonlinearity has insignificant influence on the FM distortion, and the carrier
feed-through can be tuned down to below —40dBc. In this case, the total
modulation distortion is thus approximately
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=30 -35 =32 ~40

MD ps =V1010 41010 +1010 +1010 =4.5%.

The main contributors to the distortion are the I and Q imbalance
and the UHF LO in-channel-bandwidth phase noise. The I and Q imbalance
can be usually calibrated to be quite low. The phase locked loop bandwidth
of the UHF synthesized LO can be designed as narrow as a couple of kHz
since its channel frequency switching time is allowed to be as long as 40
msec. The integrated in-channel-bandwidth phase noise thus can be reduced
to —36 dBc. It is possible to make the modulation distortion lower than 4%
after reducing the UHF PLL loop bandwidth and the imbalance between the
I and Q channel signals.

6.1.3.6. Radio Frequency Tolerance

In these three systems, the frequency tolerance of the mobile GSM
transceiver is 0.1 ppm, which is the toughest one among the specifications
of these systems. The absolute minimum frequency error for the 800 MHz
GSM is approximately 82 Hz, and 185 Hz for 1900 MHz.

Assuming that the DAC used in the AFC loop is 10 bits with a
differential nonlinearity (DNL) +0.6 LSB, and tuning voltage is from 0.2 V
to 2.0 V, the tuning voltage per bit is

20-02 18

0% 1 =023 =1.76 mV/bit.

If the DAC noise is 12 pV/+/Hz and the AFC loop noise bandwidth is 1
kHz, the noise voltage is equal to

12:107° -4/1000 =379 uV .
The allowed maximum tuning slope is

0.1
(1.6-1.76 +379-107)-10° - 1.76

=18.2 ppm/V.

Thus, the maximum tuning slope of the reference clock, VCTCXO, must be
less than 18 ppm/V.
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The frequency tolerances for the TDMA and AMPS mobile
transceivers are looser than that demanded by the GSM transceiver. The
VCTCO specification determined based on the GSM frequency tolerance
requirement is also applicable to the TDMA and AMPS transceivers.

6.2. Direct Conversion Transceiver

In this section, a direct conversion CDMA transceiver design is
discussed in detail. The receiver design is based on the configuration of Fig.
3.11, which employs the high dynamic range (or also called high-resolution)
ADC. The traditional I/Q quadrature modulator incorporated with an up-
converter to directly generate the modulated RF signal is used in the
transmitter.

Many aspects of the transceiver design are common to all
architectures. In this section, we discuss these common aspects and show
how to handle the technical challenges of the direct conversion transceiver.
The latter is emphasized in this design example.

The block diagram of a CDMA direct conversion transceiver is
duplicated in Fig. 6.4. The receiver consists of a LNA with a two-step gain
control, a single-step gain switching RFA, a quadrature demodulator directly
down-converting an RF signal to I and Q channel base-band signals, a low-
order BB LPF and a fixed gain BBA in I and Q each channel, respectively.
In this CDMA receiver all the gain control is implemented in the RF block,
and no gain variation takes place either in the BB I channel or in the BB Q
channel. Since 10 bit ADCs are used here, it is possible to make the analog
BB gain as low as only around 30 dB. The direct conversion receiver under
such a gain distribution arrangement will possess many fewer issues on the
DC offset and the I and Q mismatching. As used in the superheterodyne
receiver, the receiver RF SAW is utilized here for suppressing the
transmitter leakage. In the transmitter, the I and Q DACs interface with
LPFs, and the filtered analog BB I and Q signals after amplitude adjustment
then are directly converted to an RF transmission signal through a
quadrature modulator. The transmission signal gains power when it passes
through RF VGA, driver amplifier, and PA. The transmitter AGC is
executed by means of the RF VGA, PA, incorporated with the step-control
attenuator in the analog base-band. The transmitter RF SAW is adopted to
control the out of band wide-band noise and spurious emissions. To connect
the receiver input and the transmitter output into a common antenna, a
duplexer is needed for the full-duplex CDMA transceiver.
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In this example, only a single frequency band, the 800 MHz cellular
Band, CDMA transceiver design is discussed, but the same architecture and
design approach can also be used for other frequency band transceiver. The
data used in this example and the design results may not be optimized for a
real transceiver.

6.2.1. Receiver System Design

The direct conversion receiver has the advantages of low cost, small
size, lower part count, and simple configuration. However, in its
implementation, many technical issues — such as DC offset, even-order
distortion, I and Q channel amplitude and phase mismatching, flicker noise,
etc. — must be resolved as described in Chapter 3. The receiver architecture
of direct conversion presented in Fig. 6.4 is one of those that are able to
properly handle these technical challenges.

The key to the direct conversion receiver architecture shown in Fig.
6.4 is that a high dynamic range (or high resolution) ADC makes it possible
to have an AGC range much less than the receiver dynamic range and to
significantly reduce the analog BB filter order and the BB amplifier gain as
well. Thus the DC offset and I/Q channel mismatching issues become much
easier to handle.

The minimum performance specification of an 800 MHz cellular
band CDMA receiver is presented in Table 6.32. CDMA receiver
performance specifications are measured based on the FER. In most cases,
the minimum performance is determined while the FER reach 1% except the
receiver sensitivity uses 0.5%. The intermodulation spurious response
attenuation, which is also referred to as intermodulation distortion (IMD),
has three requirements corresponding to desired signal level — S, -101, -90,
and —79 dBm, respectively. The offset frequencies of two intermodulation
tones are defined as 900 kHz and 1.7 MHz lower or higher than the signal
carrier frequency. The single-tone desensitization is a unique specification
for the CDMA receiver, especially for the 800 MHz CDMA receiver. This is
due to the fact that the AMPS system operates in the same 800 MHz band,
and the CDMA receiver considers the AMPS interferer to be a CW tone.
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Table 6.32. Minimum performance specifications of an 800 MHz CDMA
receiver

Min.

Items Specification Notes
Frequency band (MHz) 824 — 849 Band class 0
Spreading chip rate (MHz) 1.2288 Signal bandwidth
Sensitivity (dBm) <-104 FER £0.5%
Dynamic (dBm) >-25 FER £ 1%
Intermediation spurious >-43 Sd =-101 dBm
response attenuation (dBm) >-32 Sd =-90 dBm
Tone offset frequencies: >21 Sd =-79 dBm
@ 900kHz & 1.7 MHz FER £1%
Single tone desensitization Sd=-101 dBm
(dBm) >-30 TX Power > 23 dBm
Tone offset: 900 kHz FER < 1%
Copdgcted noise and spurious ' i :g? II: ?;é l;zrrll((ij
emission {dBm) <-43 Other frequencies

6.2.1.1. Overall System Design Consideration

To achieve high receiver sensitivity, the RF block from the antenna
port to the I/Q down-converter output must have low noise figure and high
enough gain, 35 to 40 dB voltage gain. The reason for this is that a high gain
RF block can effectively reduce the contribution of noisy later stages — i.e.,
the analog BB low-pass filter and the BBA — to the overall receiver noise
figure. It will be equally important to maintain good receiver linearity
{greater than —10 dBm, for instance) while increasing RF block gain to
improve the receiver sensitivity.

As we know, the DC offset is one of the main issues of the direct
conversion receiver. To resolve this, it is apparently necessary to decrease
the analog base-band block gain. We may learn something from the BB
block design of the superheterodyne receiver. The I/Q quadrature
demodulator and the corresponding BB block in a superheterodyne receiver
actually form a direct conversion receiver, which directly converts an IF
signal down to a BB signal instead of converting an RF signal to a BB
signal. We typically do not hear too much DC offset trouble from this IF
direct conversion architecture. The reason for this is mainly due to the fact
that the gain of the BB block of the IF direct conversion subsystem in the
superheterodyne receiver is relatively low — say, 30 to 40 dB. Using local
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DC offset compensation and digital base-band feedback DC offset
correction can efficiently resolve the DC offset issue. In the RF direct
conversion receiver, thus, an analog BB block with a similar gain and DC
offset compensation strategy as used in the superheterodyne receiver can be
employed to cope with the DC offset issue.

In a superheterodyne receiver, approximate 50 to 60% of the overall
receiver gain comes from the IF block at the high gain mode. The IF block
also dominates the AGC range — i.e., 80% of the total automatic gain
control range is created by this block. It is apparent that there is no IF block
in the direct conversion receiver. The missing IF block gain and gain control
range in the direct conversion receiver are partially transferred to the RF
block. The allowed maximum gain transfer is restricted by the receiver
linearity requirement, and it is approximately 30 dB in the CDMA receiver
case. The gain control range executed in the RF block can be 50 to 60 dB
depending on the dynamic range (or resolution) of the ADC used in the
direct conversion receiver.

The ADC used in the direct conversion receiver usually has higher
dynamic range than that demanded by the superheterodyne receiver. The
main reasons for this are that the gain control range is smaller than the
received signal dynamic range; step gain control is used instead of
continuous control; and filtering to interferers is loose because of not using
the IF SAW channel filter. ADC resolution of 10 to 12 bits will be needed in
a CDMA direct conversion receiver depending upon the missing gain and
gain control range, and the loose rejection of the BB filter to the strongest
and closest interferer. From the analysis and calculation in the following
subsections, we shall see that the minimum voltage level of the desired
signal appearing at the ADC input i1s only around 2.4 mV rms, and the
strongest interference tone level in the receiver high gain mode may reach as
high as 275 mV rms. Their ratio is 20log (275/2.4) = 41 dB. Considering the
dynamic range of the ADC used in a superheterodyne CDMA receiver to be
approximately 24 dB, the total dynamic range of the ADC in this direct
conversion receiver will be at least Dpc = 41 + 24 = 65 dB. A pessimistic
estimation of the resolution of the ADC is

5 _Dpe—-176 _65-176
ADC_ps 6.02 6.02

=10.5. (6.2.1)

An optimistic estimation of the ADC bit number can be obtained in terms of
formula (3.4.13). Assuming that the sampling rate used in the ADC is 19.2
Msample/sec and considering the CDMA signal has a low-pass bandwidth
of 615 kHz, then the ADC bit number is
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65-1.76 —1010g(19.2/1.3)
6.02

=8.6. (6.2.2)

bADCvop =

It is probably fine to take the average of the results in (6.2.1) and (6.2.2),
i.e., we should have a minimum 10 bit ADC for this direct conversion
receiver:

bADC“ ps + bADCAop

=9.5=10bit.

bADC =

More accurately, we should use the ADC dynamic range instead of the
number of bits since 5 dB per bit for the CDMA signal is employed usually.
The minimum dynamic range of the ADC used for this direct conversion
receiver is approximately 60 dB as described above.

It is assumed that the ADC used in this design has a AY type of
ADC with a 1.5V maximum peak-to-peak voltage, sampling at a rate of 19.2
Msamples/sec, a bandwidth greater than the CDMA low-pass signal
bandwidth 630 kHz, and an input impedance approximate 100 k<.

6.2.1.2. Evaluation of System Noise Figure and Linearity

In the CDMA mobile station minimum performance standards, IS —
95 and IS-2000_1x [4], the CNR for the receiver sensitivity, the
intermodulation  spurious response  attenuation, and single-tone
desensitization tests is defined as —1 dB at the data rate 9.6 kbps. This
specification is unlike those defined in the other wireless systems, which
usually need a positive CNR to achieve a certain BER or FER. The fact that
the CDMA receiver is capable to operate at the negative CNR — i.e., the
desired signal level lower than noise level, results from the processing gain
of the CDMA, which is approximately 21 dB at the data rate 9.6 kHz. In
practice, the CDMA receiver demodulator at digital base-band generally has
at least 1 dB performance margin on the CNR — i.e., to reach 0.5% FER at
9.6 kbps CNR can be -2 dB or lower. However, in performance
calculations CNR,,,;, = -1 dB will be used in most cases.

The minimum sensitivity of the CDMA mobile station receiver is
defined as —104 dBm for 0.5% FER at 9.6 kbps data rate as shown in Table
6.32. The maximum receiver noise figure can be calculated from (4.2.4).
Considering the CDMA signal bandwidth, 1.23 MHz, the receiver noise
figure in any condition must be better than
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NF ot max =174, +1010g(1.23x10° )+ CNR
——174+104-61-1=10dB.

min

In the CDMA receiver design, we would like to have 3 dB margin even in
the worst case, and 4 dB margin or greater in the typical case. The
corresponding receiver noise figure shall be approximately 7 dB in the worst
case, and 6 dB or less in the typical case.

The linearity of the CDMA mobile station receiver using the direct
conversion architecture is now not only measured by the third-order
nonlinear distortion but also the second-order nonlinear distortion. From the
minimum specification of the intermodulation spurious response attenuation
or simply called intermodulation distortion (IMD) performance, we can
determine the minimum third-order input intercept point (IIP;) of the
receiver as it has been done in the superheterodyne architecture receiver.
The second-order nonlinear distortion of the direct conversion receiver will
cause DC offset and low frequency interference products that are located in
the receiver channel bandwidth. The main contributor to the DC component
and the low frequency interference products is the I/Q down-converter or so-
called quadrature demodulator in the direct conversion receiver. The second-
order nonlinear products generated by the LNA will be blocked by the
coupling capacitor and/or the receiver RF SAW filter, and the circuits after
the I/Q down-converter have almost no response either to the RF
interference tones or to the transmitter leakage. The second-order input
intercept point of the I/Q down-converter, IIP,, is determined by either some
two-tone block specification or the allowed second-order product level due
to the AM transmission leakage.

As seen in Table 6.32, there are three IMD performance
specifications for three different desired signal levels, —101, -91, and —79
dBm, respectively. Using the same phase noise and spurious data of the
UHF LO as given in the example of Section 4.3.3.3, and the receiver noise
figure 10 dB, the minimum receiver IIP; for Sq = —101 dBm can be
calculated by means of (4.3.51), and it is

1 ~101+1 —174+10+61

IIPlCDMA_min=5{3x(—43)+1010g[10 0 _10 10

-118.1 118
-2x10 1 -2x10 IOJ =-12.7dBm.
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In a similar way, we can obtain the minimum IIP; for Sq =-90 and —79 dBm
to be

1 -90+1 -174+19+61
[IPS,—QOVmin :5 3X (_ 32)+[10 10 _10 10 J :—2.7 dBm

and

1 —79+41 ~174+30+61
UP3,—79_mm :E 3x(—21)+1010g(10 - —_10 10 J =8.3dBm.

where it is assumed that the receiver sensitivity is at least —-95 dBm and —84
dBm or the receiver noise is NF gy o = 19 dB and NF ;9 pee = 30 dB,
respectively, when testing IMD performance at signal level —-90 dBm and
—79 dBm.

In the practical design, we would like to have 3 dB margin in the
worst case IMD performance and 5 dB margin in the typical case when the
desired signal is at a —101 dBm level. To reach these design goals, the
overall IIP; in the LNA high gain mode operation needs to be —-9.2 dBm or
greater in the worst case, and —6.8 dBm or higher in the typical case, where
the worst sensitivity —107 dBm and the typical sensitivity —108 dBm are
respectively used. The IMD performance tests at desired signal 90 dBm
and —79 dBm are usually carried out in the LNA middle gain mode. In this
case, the receiver IIP; in these two tests will be the same, and thus the latter
test is more critical due to the interference tone 11 dB higher than the former
one’s. The worst case IIP; should be determined based on the IMD
performance with the desired signal —79 dBm, and it must be greater than 11
dBm.

The CDMA receiver has a special requirement on the IIP; of its
LNA due to the single-tone desensitization issue, which results from the
cross-modulation of the AM transmission leakage to a strong interference
tone close to the desired signal through the third-order nonlinearity of the
LNA. The reason why only the LNA IIP; impacts the single-tone
desensitization instead of overall receiver IIP; is due to the RF SAW, which
is able to efficiently suppress the transmission leakage power and thus the
TP, of the rest of the receiver chain after the RF SAW filter has negligible
contribution to the cross-modulation product and the desensitization. From
the single-tone desensitization performance we can determine the minimum
LNA IIP;, but it is not unique since it also relies on the rejection of the
duplexer to the transmission, duplexer insertion loss and the output power of
the transmitter. Assuming that the duplexer rejection to transmission is 48
dB, the insertion loss of the duplexer in receiver band is 3.5 dB, the
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transmission power 23 dBm, and the receiver noise figure is 10 dB, utilizing
(4.4.14) we can calculate the LNA IIP; meeting the minimum single tone

desensitization requirement — i.e., the interference level shall be —30 dBm
as follows:

1P, 1 in :%(103.6 ~7-96+46-30—-3.8)=6.4dBm.

In the practical CDMA receiver design, we would like to have the LNA 1IP,
to be 8 dB or higher in the typical case. The single tone performance is
usually 3 dB higher than ~30 dBm or more.

For the CDMA direct conversion receiver, we need to also consider
a special requirement on two-tone blocking performance. This specification
results from the consideration that two strong AMPS signals with close
enough carriers that may jam the cellular band CDMA direct conversion
receiver due to the second-order nonlinear products generated by the
quadrature down-converter. Assuming that two equal tones with a level —30
dBm and a frequency spacing of 615 kHz, we shall determine the minimum
IIP, of the I/Q quadrature down-converter, which can keep the FER equal to
1% or less under the blocking tone attack when the desired signal S is at a
level —~101 dBm and the FER is 1% or less. If the designed receiver in the
worst case has a noise figure NFy, = 8 dB, and the gain before the down-
converter Gpepre e 18 16.7 dB, the noise level at the down-converter input
Nuxr in can be calculated by using either the method described in Subsection
3.2.3.2, or a modified method as follows:

NMxr_in =-174+ NFR,\: + lOIOg(BWRx) + Gbefare_Mxr

(6.2.3)
=-174+8+61+16.7=-88.3dBm.

The allowed maximum noise/interference contribution at the quadrature

down-converter input for 1% FER is equal to

Dmax = Sd - CNRmin + Gbefore_Mxr

(6.2.4)
=-101+1+16.7=-83.3dBm,

where CNR,,;, is the minimum carrier-to-noise/interference ratio, and it is —1
dB for 1% FER.

Comparing (6.2.4) and (6.2.3), we can find that the difference
between the allowed maximum noise/interference contribution level and the
actual noise level at the input of the quadrature down-converter is 5 dB. If
the second-order intermodulation distortion product generated by the down-
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converter IMD; ., is equal to the noise level at the down-converter input
Niter in—1.€., 3 out of 5 dB in Do ~ Ny i 18 contributed by the IMD; pyr

and the other 2 dB is left for the 1O phase noise and spurious contributions.
Thus we have

IMD, =N,y 4 =—85.3dBm.

Using (3.2.11), we obtain the estimated minimum of the quadrature down-
converter, IIP; y,, to be

IIP, 4, =2(~30+16.7)+85.3=58.7 dBm.

The second-order nonlinear distortion of the quadrature down-
converter may cause other issues, such as DC product, transmitter leakage
self-mixing, etc., as discussed in Chapter 3. Among these issues caused by
second order nonlinear distortion, the two-tone blocking demands the
highest IIP2 of the down-converter, and therefore here we discuss only the
two-tone blocking issue and the corresponding IIP, requirement.

6.2.1.3. System Lineup Analysis and Main Block Specifications

To achieve specified receiver system performance, a proper gain,
noise figure, and the third-order input intercept point distribution along the
whole receiver chain is necessary. Designing a proper distribution of key
parameters in the receiver chain is usually a cut-and-try processing. Basic
specifications of each stage in the receiver from the duplexer to the ADC
need be first defined, and we then may appropriately adjust some parameters
of each stage to trade off the overall receiver noise figure and the linearity
for optimum performance. In the following, we are going to present main
block specifications of this direct conversion receiver. It is necessary to
consider the possibility of implementing the system in practical mass
production with off the shelf products.

Let us begin with the cellular band duplexer specification. Two
important parameters of a duplexer for the receiver system analysis and
design are the insertion loss in the receiver band and the rejection (or
suppression) of the transmitter signal. The former constraint will affect the
receiver noise figure and sensitivity, and the later one will impact the single
tone desensitization performance. A SAW duplexer used in 800 MHz
Cellular band CDMA mobile station transceiver, usually has the
specifications as shown in Table 6.33.
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Table 6.33. Cellular band SAW duplexer specifications

| Minimum | Typical | Maximum
Antenna to receiver
Frequency (MHz) 869 894
Insertion loss (dB) 2.5 3.5
Rejection* to Tx (dB) 47 50
Transmitter to antenna
Frequency band (MHz) 824 849
Insertion loss (dB) 1.5 2.5
Rejection™ to Rx (dB) 40 44

* Manufactories usually employ attenuation instead of rejection for convenience in
their test. The attenuation is approximately equal to (rejection + insertion loss).

The low noise amplifier (LNA) follows the duplexer. It generally
dominates the receiver sensitivity, and also the single-tone desensitization
performance in the CDMA receiver. The main parameters are gain, noise
figure, and 1IP;. In addition, for an active device we need also consider its
power consumption. Typical specifications of an 800 to 900 MHz LNA used
in the CDMA receiver are given in Table 6.34. To meet the IMD
performance at ~90 dBm and -79 dBm desired signal, the LNA will be
switched to its mid-gain mode. In addition, to expand the gain control range
of the receiver a low gain operation mode is added in this LNA. At mid- and
low gain modes, the LNA is actually bypassed, and attenuators, which have
very high linearity or 1IP;, may be used.

Table 6.34. LNA specifications for the direct conversion receiver

Minimum Typical Maximum
Frequency (MHz) 869 894
High gain (dB) 15 16 16.5
Noise figure (dB) 1.5 2.5
ITP; (dBm) 6 8
Current (mA) 5
Mid-gain (dB) -3 -2 -1.5
TIP3 mig gain (dBmM) 23 25
Noise figure (dB) 1.5 2 3
Low gain (dB) 21 -20 -19
IIP;3 jow gain (dBm) 23 25
Noise figure (dB) 19 20 21
Input/output 50
impedance ()
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An RF SAW band-pass filter is inserted in between the LNA and an
RF amplifier. The function of this RF SAW is to further suppress the
transmission leakage signal, and therefore the residual transmitter leakage
will have no further impact on cross-modulation and single-tone
desensitization performance, and the transmitter leakage self-mixing product
generated in the UHF down-converter also becomes insignificant. The main
parameters of this RF SAW BPF are similar to those of the duplexer, the
insertion loss and the rejection to the transmitter leakage. The specifications
provided by off the shelf RF SAW filter are presented in Table 6.35.

Table 6.35. Specifications of RF SAW BPF for CDMA receiver

Minimum Typical Maximum
Frequency band (MHz) 849 - 894
Insertion loss (dB) 2.5 3.0
Rejection* (dB) 27 32
Input impedance (Q) 50
Differential output 200
impedance (€2)

* See notes given in Table 6.33.

The RF amplifier (RFA) is a preamplifier of the I/Q quadrature
down-converter. This amplifier can improve the receiver noise figure when
the receiver operates with its LNA in high or mid-gain. On the other hand
this amplifier also provides one-step gain control to further extend the

receiver gain control range. The specifications of this RFA are shown in
Table 6.36.

Table 6.36. Specifications of RF amplifier

Minimum Typical Maximum

Frequency (MHz) 869 894
High gain (dB) 5 6 7
Noise figure (dB) 3 4

IIP; (dBm) 8 9

Current (mA) 6

Low gain (dB) -13 -12 -11
IIP; 10w gain (dBm) 23 25

Noise figure (dB) 11 12 13

The T and Q quadrature demodulator or down-converter is the key
stage of the direct conversion receiver. It must have a high linearity, that is
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not only a high third-order intercept point IIP;, but also a high second order
intercept point since this stage dominates the contribution to the second-
order nonlinear distortion products in the direct conversion receiver as
discussed in the previous subsection. However, achieving the high IIP;
usually needs spending more current. The high IIP, can be obtained based
on symmetric circuit design and layout. The proposed specifications for the
quadrature demodulator are presented in Table 6.37.

Table 6.37. Specifications of UHF quadrature demodulator

Minimum Typical Maximum
Frequency (MHz) 869 894
Voltage gain (dB) 14 15 16
Noise figure (dB) 10 11.5
I1P; (dBm) 9.5 11
1IP, (dBm) 60 65
Current** (mA) 20

** The current consumption includes currents of a frequency divider and a buffer
amplifier.

The base-band (BB) low-pass filter in the direct conversion receiver
plays the role of channel filter. It is assumed in this design that a fifth order
elliptic filter is employed in the I and Q both channels, or otherwise the
ADC will need more dynamic range or bits. Table 6.38 presents the basic
requirements on this BB channel filter.

Table 6.38. Specifications of BB fifth-order low-pass filter
Minimum Typical Maximum

3 dB Bandwidth (kHz) 630
Voltage gain (dB) 0
In-band ripple (dB) 0.2
Noise figure (dB) 25 30
IIP; (dBm) 30 35
Rejection at 900 kHz offset (dB) 45
Rejection at 1.7 MHz offset (dB) 50
Group delay distortion (usec) 4
Current consumption®™** (mA) 4

*** The current consumption for the BB filters in both channels

The ICI caused by the BB channel filter group delay distortion must
be small enough to provide a carrier-to-interference ratio (CIR) is greater
than 15 dB. This is necessary for the CDMA receiver to have a good multi-
path fading performance and an expected high data rate operating capability.
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The last stage before the ADC in the BB I and Q channels is a fixed
gain BBA. This amplifier should be designed with a local DC compensation
circuit (DC servo circuit). The main specifications of this amplifier are
depicted in Table 6.39.

Table 6.39. Specifications of fixed gain BBA

Minimum Typical Maximum
Frequency (kHz) 0 630
Voltage gain (dB) 33 34 35
Noise figure (dB) 32 28
1IP; (dBm) 16 20
Current*** (mA) 5

*** The current consumption for the BB amplifiers in both channels

Finally, the characteristics of the synthesized LO for the CDMA
mobile station receiver are in Table 6.40 where only the in-channel-
bandwidth integrated phase noise, and phase noise and spurious near the
IMD test tones are presented.

Table 6.40. Phase noise and spurious requirements of synthesized UHF LO

Minimum Typical | Maximum
Frequency (MHz) 1738 1788
Integrated phase noise within + 615 30
kHz (dBc)
Phase noise at 900 kHz offset 136
(dBc/Hz)
Phase noise at 1.7 MHz offset -138
(dBc/Hz)
Spurious near 900 kHz offset (dBc) -80
Spurious near 900 kHz offset (dBc) -85
Current consumption (mA) 12

From these defined specifications of individual stages in the direct
conversion receiver chain, we can evaluate the receiver performance. Either
the Matlab or the Excel spreadsheet is a very useful tool to evaluate the
transceiver performance. Here we are going to use the spreadsheet for our
receiver system performance evaluation. In the performance evaluation, the
formulas given in Sections 4.2.2 and 4.3.2 are used for the cascaded noise
figure and IIP; calculations, and the formulas presented in Sections 4.2.1,
4.2.3, 4.3.3, and 4.4.2 need be employed for the receiver sensitivity, IMD
performance, single tone desensitization, and two-tone blocking
performance estimations. A performance evaluation of the designed CDMA
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direct conversion receiver in its high LNA gain mode is given in Table 6.41.
From this table we can see that based on the specifications defined in Tables
6.33 — 6.40, the direct conversion receiver typically has more than 4 dB
margin in the sensitivity, the IMD, and single tone desensitization, and 4 dB
margin in the two-tone blocking performance.

Table 6.42 and Table 6.43 provide the performance evaluations at
the desired signal level at Sy = —90 dBm and ~79 dBm, respectively. These
two tables mainly show the IMD performance at Sq = —-90 dBm and -79
dBm. It is apparent that the IMD at S; = —90 dBm has plenty of margin, 8
dB margin, but the IMD performance at S4 = ~79 dBm is marginal because it
is only 2 dB over spcification in the typical case. This situation can be
improved if the IIP; of the quadrature demodulator can be increased a couple
of dB, or by making the overall IIP; looking into the RFA close to 3 dB.

In addition, from Tables 6.42 and 6.43 we can also notice that the
receiver sensitivity in the mid-LNA gain mode is just better than —96.5 dBm,
and it will be even lower in the worst case. If the mid-gain sensitivity is
close to —90 dBm, the hysteresis of the LNA gain switching will become
narrow and thus the gain switching may not be reliable. The gain switching
hysteresis needs to be greater than 2 dB to avoid unexpected switching, or
otherwise the switching decision should be based on the average of multiple
RSSI measurements. Increasing LNA or RFA gain will improve the mid
gain sensitivity, but it will reduce the overall receiver IIP; and impact the
IMD performance too. Proper tradeoff between the sensitivity and IMD
performance is generally necessary when designing a receiver. On the other
hand, the integrated circuit design will be the key to resolve this conflict
between the receiver sensitivity and the IMD performance if we can obtain a
quadrature demodulator with a high enough IIPs.

In Table 6.41 to 6.43 and Table 6.44 as well, the sensitivity (MDS),
IMD, single tone desensitization two-tone blocking are calculated by using
the corresponding formulas given in Chapter 4 instead of the formulas on
the left side of the table lower portion, which are just symbolic expressions.
On the other hand, in these tables the synthesizer phase noise and spurious
are those at 2900 kHz and +1.7 MHz offset from the LO frequency,
respectively, and the unit of the phase noise is dB¢/Hz.
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6.2.1.4. Dynamic Range, AGC, and DC Compensation

The dynamic range for the CDMA mobile station receiver is
specified such that from —104 dBm to —25 dBm. The receiver shall properly
operate at —25 dBm with a FER less than 1%, and therefore, the total
minimum dynamic range is —79 dB. If we consider a 5 dB margin on the
sensitivity and on the maximum input signal, the actual dynamic range is 89
dB or higher. In normal case, the receiver AGC range should cover not only
this dynamic range, but also the receiver chain gain variation due to
temperature and supply voltage changes (even after assuming the gain
variation caused by the IC processing can be calibrated out). Then the AGC
covering range may go up to 100 dB. However, this direct conversion
receiver has only gain control range of 54 dB resulting from the LNA 2
gain-steps and the RFA one gain step, 18 dB each step. The shortage of the
gain control range is made up by using a greater than 60 dB dynamic range
or approximately 10 effective bit ADC as discussed in Section 6.2.1.1.

The receiver performance at —25 dBm CDMA signal input is
evaluated and it is shown in Table 6.44. Operating in such a high input
signal level, the LNA of the receiver is running at its —20 dB low gain mode
and the RFA is also operating at —12 dB low gain mode. From Table 6.44,
we can see that the receiver sensitivity at low LNA and RFA gain mode
operating condition is approximately —61 dBm, and this means that we can
switch to this mode as long as the received signal level is greater than —55
dBm. It is apparent that staying in LNA and RFA low gain modes time
longer we can save more power consumption since the receiver spends the
lowest current in this gain mode. However from fading performance point of
view, we would like to make this gain switch taking place as late as possible
and thus the range in which the receiver operates at the LNA mid gain mode
will be wider. The RFA and LNA both gains in low is better to happen at the
received signal level close to —35 dBm.

The AGC in this direct conversion receiver is digital in the sense
that the gain control in analog domain is a discrete step control instead of
continuous control and the fine gain control is performed in the digital
domain through a digital variable gain amplifier (DVGA). An AGC loop
incorporating DC offset compensation is proposed in [5], and its simplified
block diagram is depicted in Fig. 6.5.
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Figure 6.5. Digital AGC loop with DC offset compensation

In Fig. 6.5, the AGC loop is located after the digital filter and the
DC offset canceller. The direct conversion receiver has no IF SAW channel
filter and low-order low-pass filters are usually used in the analog base-band
to save receiver IC die size and to reduce its cost. Thus the input to the ADC
may still contain a certain amount of strong interferer power. The digital
filter provides enough suppression to the out of channel interferers. After the
digital filter, the received signal strength (RSS) can be accurately measured
with negligible impact from interferers, and the AGC is then ruled by the in-
channel-bandwidth signal strength only. On the other hand, we also do not
like to see that the DC offset of the direct conversion receiver affects the
AGC loop function, and thus it becomes a natural arrangement that the AGC
loop is located behind the DC canceller.

There are two types of gain control in this AGC loop. The step gain
control at the LNA and RFA stages is referred to as the coarse gain control,
and the DVGA in the digital domain performs the fine gain control with a
resolution close to 0.1 dB or even lower. In this example, only three gain
steps are used for simplicity as described below in detail, but it is possible to
employ more steps to cover the same control range or greater in the practical
receiver design for reducing step size and therefore decreasing possible
transient voltage amplitude overshoot or DC offset variation due to the gain
step change.

In this direct conversion receiver, in order to meet the IMD
performance requirements defined at the desired signal levels of —90 dBm
and —79 dBm, the LNA gain from its high to mid or vice versa must take
place at the desired signal level below —90 dBm if we would like to keep the
receiver current consumption as specified in the previous section. The
following gain step change is the RFA gain switched from its high to low
when the desired signal increases equal to —54 dBm and the RFA gain is
switched back to its high gain as the signal reduces to ~57 dBm. These gain
switches immediately cut down the receiver current consumption since the
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LNA and the RFA are bypassed and they are sequentially turned off. When
the desired signal reaches at —36 dBm, the LNA gain further steps down
from its mid-gain to the low gain, and the LNA gain will be back to its mid-
gain while the signal power decreases to —39 dBm. At the later two gain
switch points (i.e., at -54 dBm and —38 dBm), the CDMA signal rms voltage
at the input of the AX ADC should be slightly less than 200 mV because of
the considerations of the CDMA signal crest factor and the constructive
fading. The LNA and RFA gain step changes and the corresponding
hysteresis are summarized in Fig. 6.6. An altenative of using the power
hysteresis for preventing gain switching back and forth between two
adjacent gain steps is to employ a temporal hysteresis instead.

ﬂk
71.7
| LNA_wvm
2 537
Z
g RFA_wL
[+
T T3 S S SO
LNA_wm .
2 St S S IS I
95 92 57 -54 39 236 -

Signal Level (dBm)
Figure 6.6. The LNA and RFA gain steps and hysteresis

In the DC offset control loop, the coarse compensation is carried out
by providing a DC component opposite to the DC offset to the BB filter
input via an analog circuitry in the analog base-band, and the fine
compensation is achieved by adjusting the quadrature demodulator bias
through the SIO control data generated by the DC offset canceller as shown
in Fig. 6.5. The DC offset control loop has two operation modes, acquisition
and tracking modes. The acquisition mode is used to quickly remove large
DC offset as a result of a step change in the gains of the LNA and /or RFA,
or the overall DC loop performing a periodic DC update, or other reasons.
The tracking mode is used to perform DC offset correction in a normal
manner, and its response is slower than that of the acquisition mode.
However, for CDMA mode only receiver the complicated DC offset
correction loop may not be necessary, and it can be simply replaced by
employing AC coupling or high-pass circuitry design to block the DC and to
solve DC offset problem as described in Section 3.2.

The details of the receiver AGC loop and DC offset correction loop
designs are out of the scope of this book. Readers can refer to [5] if
interested in these loop designs.
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The example of the cellular band CDMA direct conversion receiver
system design has been presented. It is just an exercise of direct conversion
receiver system design, but it is definitely not optimized for practical
application.

6.2.2. Transmitter System Design

The direct conversion transmitter does not have so severe technical
challenges as those in the direct conversion receiver. First, the transmission
signal is usually a controllable and deterministic signal. Second, the I and Q
channels in the analog base-band of the direct conversion transmitter are
much simpler than those of the direct conversion receiver, and they only
contain a buffer amplifier with no gain and a low order passive LPF in each
channel. The I and Q channel amplitude and phase imbalances, and the DC
offset, thus, can be generally calibrated out or to an insignificant level in the
initial tuning of individual mobile station. Third, the phase noise
requirements of the synthesized LO for the CDMA transmitter are much
lower than those required by the receiver. The transmitter block diagram
applied for this design example has been presented in Fig. 6.4.

The minimum performance requirements for the CDMA direct
conversion transmitter are exactly the same as defined in [4], and the main
specifications for cellular band CDMA transmitter are presented in Table
6.45. The transmission power here is defined as effective radiated power
(ERP), which has been explained in Chapter 5.

Table 6.45. Main specifications of CDMA mobile transmitter

Min,

Items Specification Notes
Frequency band (MHz) 824 — 849 Band cass 0
Frequency accuracy (Hz) <300
Maximum output power (dBm) >23 ERP
Minimum output power (dBm) <-50 ERP
Standby output power (dBm/1 <-61
MHz)
Gated output power change (dB) >20 With Tx FIR gate off
Adjacent channel power ratio <-42 dBc/30 kHZ
(ACPR1) within 885 to 1.98 or less stringent one
MHz frequency offset <-54 dBm/1.23MHz
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Table 6.45. (Cont.)

Alternate channel power ratio <-54 dBc/30 kHz

(ACPR?2) within 1.98 to 4.0 or less stringent one

MHz frequency offset < -54 dBm/1.23MHz

Conducted spurious and noise dBm/1 kHz, 9 kHz < f <150 kHz
i<sion bevond 4.0 MH <-13 | dBn/10 kHz, 150 kHz < < 30 MHz

CImISSIon beyona 4. z dBm/100 kHz, 30 MHz < f < 1 GHz

frequency Offset dBvI MHz, | GHz < f< 12.5 GHz

Waveform quality factor, p >0.944

Code channel power accuracy +0.25 At any data rate

(dB) —

Open Loop AGC accuracy (dB) 9.5

Closed loop AGC

Range (dB) +24

Accuracy (dB) 0.5

Step size (dB) +0.5

Response time (psec) <200

6.2.2.1. CDMA Transmission Signal and Output Power

The CDMA mobile station transmission signal not only has phase
modulation, QPSK in IS-95 or HPSK in ¢dma2000_1x, but also amplitude
modulation. The peak-to-average ratio (PAR)' of the IS-95 CDMA signal at
9.6 kbps data rate is approximately 3.85 dB. The PAR of cdma2000_ 1x
signals is channel configuration dependent, and it can be as high as 5.4 dB in
the case of the channel configuration: pilot + dedicate control channel
(DCCH). A high PAR signal demands the transmitter to possess a high
linearity to achieve the same adjacent channel power emission as obtained
from a low PAR signal when the transmission power in both cases is the
same. This means that for a high PAR signal the transmitter will operate in
low power efficiency or high power consumption.

The spectrum of a ¢cdma2000 channel configuration pilot + DCCH
transmission signal passing through a power amplifier with a linear gain
27.4 dB and 1 dB compression point 31 dBm is shown in Fig. 6.7. The
output power is only 26.8 dBm while the PA input is 0 dBm, and the
adjacent channel power ratio is -42.2 dB just meeting the minimum
performance requirement <-42 dB. The same PA is employed to amplify the
c¢dma2000 voice data with a PAR approximate 3.4 dB. The output power is

" The PAR is based on 99% CDF
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now equal to 37.4 dBm when the input is still 0 dBm, and the worst ACPR1
becomes —48.4 dB —i.e., 6 dB better.

CDMA Channel Configuration: Pilot + DCCH
0 -

,|__Pin=0.0 dBm f‘&r g
i Pout=26.§ dBm ] I
10 u$ =1.280 /
s LACP=-48.9 dB¢ | |
S 15 —UACP=4222 i !
% 40| LACPI=588dhc | -
& UACPI=578 | |
£ 25
=
g -0
&
<35
-40
-45 -
-50

-25 -2 -1.5 -1 -0.5 0 0.5 1 1.5
Frequency (MHz)

Figure 6.7. SPD of cdma2000 transmission configuration pilot+DCCH

Fortunately, in the minimum performance standard IS-98E a
transmission power back-off 2 to 2.5 dB is allowed for high PAR signal
transmissions as shown in Table 6.46. Therefore, it is not necessary to
increase the transmitter linearity or to consume more power for the high
PAR signal transmission if one takes the advantage of the power back-off.
After the power back-off of high PAR transmissions, the PAR of the channel
configuration [Pilot + FCH (9600bps) + SCH1 (153600bps)] dominates the

Table 6.46. Maximum transmission power back-off of high PAR signals

Maximum

Cdma2000 Channel Configuration [4] PAR (dB) | Power Back-Off

(dB)
Pilot + DCCH(9.6k)* 54 2.5
Pilot+DCCH(9.6k)+ FCH(15k)** 5.2 2.0
Pilot+FCH(9.6k)+SCH1(9.6k)*** 4.5 2.0
Pilot+FCH(9.6k) (Voice) 3.2 0
Pilot+FCH(9.6k)+SCH1(76.8k) 3.9 0
Pilot+FCH(9.6k)+SCH1(153.6k) 4.1 0
IS95 3.9 0

* DCCH: Dedicated Control Channel
** FCH: Fundamental Channel
*** SCH: Supplement Channel
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requirement of the transmitter linearity. In a practical CDMA transmitter
design, it may not be necessary to use the full amount of the allowed
maximum power back-off. It has been verified that in most cases 0.5 to 1
dB back-off is enough to release the pressure on the PA linearity
requirement.

The output power of the CDMA mobile station transmitter measured
at the antenna port should be equal to or greater than 23 — (G 4, — 2.15)
dBm, where G ,, is the antenna of the mobile station at Cellular band, and
2.15 dB is the gain of a half wavelength dipole antenna. In this case, the
transmitted ERP of the mobile station will be equal to or greater than 23
dBm. This output power level is not difficult to achieve as long as the
overall transmitter chain has enough gain. However, it is more important
that the reverse link transmission signal not only has proper power level, but
also low ACPR and high waveform quality factor, which is discussed in the
following sections.

A power detector is used to measure the transmission power, and

its main function is to prevent the transmission power from going beyond a
defined maximum level, which may violate the SAR specification or
damage the power amplifier. When it detects that the output power is too
high, the transmitter chain gain will be automatically reduced, or the
transmitter will even be completely shut down.

6.2.2.2. Waveform Quality Factor (p) Evaluation

The waveform quality factor is another measurement of the
modulation accuracy. It is related to error vector magnitude (EVM) by
(5.3.13) in Section 5.3.1. The main contributions to the p degradation are the
in-channel-band phase noise and spurious of synthesized 1O, carrier
leakage, image product caused by I and Q channel signal imbalance, reverse
modulation due to the second harmonic current of the transmission signal
reflected by the load of the drive amplifier and modulating the UHF VCO
and the transmitter in-band noise and spurious dominating p in the low
transmission power condition. A reasonable budget assigned to these
contributors to p is presented in Table 6.47. From the budget data given in
this table and using formula (5.3.47), we can calculate the typical and worst
case p as follows:

1
Propical = -27 34 -32 -33 -12-25

141010 41010 41010 41010 410 10

=0.996

and
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1

Prorst = -25 ~27 —28 -30 —72+50

14100 41010 41010 4100 +10 10

=0.986.

Actually, p, ... represents the typical p in the high power case, and p,,,,,,

expresses the worst p in the —50 dBm output power case.

Table 6.47. Budget of contributors to waveform quality factor

Contributor Typical Worst Case

LO integrated phase noise and spurious

=27 225
(dBc)
Carrier leakage (dBc) -34 -27
Image product (dBc) -32 -28
Reverse modulation (dBc) -33 -30
Transmitter in-band noise at maximum 12 .10
output power (dBm)
Transmitter in-band noise at ~50 dBm 75 7
output power (dBm)

6.2.2.3. Adjacent / Alternate Adjacent Channel Power and Linearity

The adjacent/alternate channel power level is a measure of the
transmitter chain linearity. The adjacent channel power (ACP,;) mainly
results from third-order distortion, and the alternate channel power (ACP,,)
is predominantly contributed from fifth-order distortion products.

Assuming that the adjacent channel power ratio (ACPR,4) at the
maximum transmission power of 25 dBm for the signal with a PAR = 3.85
dB is designed to be equal to or less than —48 dBc¢/30 kHz, the minimum
OIP; of the overall transmitter chain, OIP; 7, can be then determined by
means of (5.4.13)

-48 ~60
01P3_Tx =25 —{lOlog[lO 10 _qjp 10 J +9-0.72 + 16}/2 =37.0 dBm.

A gain and OIP; partitioning of the transmitter to achieve ACPR = -48 dBc
performance is presented in Table 6.48. Here it is assumed that the digital
BB DAC output is voltage, the maximum swing of the DAC output is 1.25
V peak-to-peak, and the minimum signal-to-(noise+distortion) ratio within
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the signal bandwidth, 615 kHz, is 35 dB. In this table, the function block ‘Tx
IC Chain’ represents all the stages from the LPFs, /Q modulator, to the
driver amplifier in the transmitter block diagram of Fig. 6.4, and this
function block is usually integrated on a silicon die referred to as transmitter
chip, or simplified as Tx IC.

Table 6.48. Gain and OIP; partition and ACPR of the transmitter

DAC | TxIC | Balun+ Trace | Antenna
Function Block Output | Chain | SAW Fitr PA Coupler | Duplexer| Loss Port
Power Gain (dB) 236 4.0 28.0 -04 3.0 0.2
Cascade Gain (dB) 236 22 50.2 49.3 46.8 46.6 44.0
Pout (dBm) -19.0 4.6 0.6 28.6 282 25.2 25.0 25.0
Vout (mVp-p) 1250
NF in Tx Band (dB) 173 4.0 5.0 0.4 3.0 0.2
Cascade NF (dB) 17.3 17.3 173 173 173 17.3 17.3
OIP3(dBm) 235 100.0 41.6 100.0 | 1000 | 1000
Cascade OIP3 (dBm) 235 19.5 40.6 402 372 37.0 37.0
ACPRadj (dBc/30 kHz) -60 -57.9 -579 -43.0 480 | -48.0 | 480 | -48.0

The alternate channel power ratio (ACPR,;) at the maximum output
power is mainly determined by the fifth-order nonlinearity of the PA since
most of power amplifiers practically used in the CDMA mobile stations
possess gain expansion near the maximum output power region and the
high-order nonlinearity of the other stages in the transmitter chain is quite
weak. In reality, the ACPR,; of the CDMA mobile transmission at the
maximum output power is usually 10 dB or more below the ACPR,; —i.c.,
the ACPR,; will be —58 to —60 dBc if the ACPR,; is equal to —48 dBc. An
accurate way to determine the ACPR,, is simulation by means of the PA
amplitude and phase versus input signal level characteristics as described in
Subsection 5.4.1. However, we may roughly estimate the fifth-order output
intercept point (OIPs) by using similar approach to the OIP; as discussed in
Subsection 5.4.2. In this case, the ACPR,, is approximately expressed as

ACPR,, = 4-(Py, - OIP,)—~15-1010g(30x 10°/1.23x10° ) dBec, (6.2.5)
and the QIPS for a defined ACPR,, is roughly

1
OIP, =P, —@Z’—”— dBm. (6.2.6)

If designing for ACPR,,,; = -60 dBc, the minimum OIP;s is estimated as
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OIP, =25 - _—60{-—3—1 =32.3 dBm.

In the real case, the PA close to its maximum output power not only
experiences fifth-order nonlinearity, but also seventh-order distortion. The
latter one may also have a significant contribution to the ACPR,,;. Thus the
OIP; should be greater than that given by (6.2.6).

6.2.2.4. Noise and Spurious Emission in Receiver Band

Another important emission specification is the noise/spurious
emission in the CDMA mobile station receiver band. This emission may
desensitize the receiver if its level is high. It should be noticed that only the
excess noise — 1.e., the noise portion beyond the thermal noise cases the
receiver desensitization. The allowed desensitization is assumed to be 0.2
dB or less.

Table 6.49 presents the gain and noise figure of the transmitter in
the receiver band, and the noise emission in the receive band as well. Where
it 1s assumed that the DAC output noise level in the receiver band is 15
nV/\/Hz, the source impedance is around 200 Ohm, the transmitter SAW has
a 30 dB rejection in the receiver band, and the receiver band suppression of
the duplexer is 42 dB. We can see that the conducted noise emission in the
receiver band is —173.8 dBm/Hz, which is calculated by utilizing (5.5.5)

Table 6.49. Transmitter noise figure and noise emission in receiver band

Function DAC TxIC | Balun+ PA  |Directional | Duplx Trace Antenna
Block Output Chain | SAWHr Coupler Loss Port

Power Gain 236 | 40 | 280 | 04 | -30 0.2
Cascad Gain 236 | 222 | 502 | 498 | 468 46.6 440
Pout (dBm) -19.0 4.6 0.6 286 | 282 252 250 25.0
Vout (mVp-p) 1250
Rejin Rx Band (dB) 300 20
(Cascad Gain in Rx Band 36 | 304 | 24 | 28 | 478 | 480 480
(dB)
NF in Rx Band (dB) 377 | 340 50 04 | 450 02
Cascad NF @Rx 377 | 385 | 397 | 307 | 480 482 482
Noise in Rx band 15
(@BmH2) WVHALD) 21327 | 41659 | -1367 | -137.1 | -1738 | -1738 | -1738
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a8 482 -174 1744185 1738
Pyre ow =10 10 [10 10 -—1}-10 10 4+10 10 =10 " mW/Hz.

In the above calculation, the DAC noise 15 nV/VHz equivalent to 18.5 dB
beyond the thermal is used.

The receiver desensitization due to the —173.8 dBm/Hz noise
emission in the receiver band can be evaluated by means of (4.2.32) and
(5.5.8) as follows. The emitted excess noise in the receiver band is equal to

-173.8 -174

Pov e ow =Puge ow —kT, =10 1 ~10 1 =1.88x10"" dBm/Hz.

Assuming that the receiver noise figure is 5.8 dB equivalent to —108.5 dBm
sensitivity as given in Table 6.41, we obtain the receiver equivalent noise
figure under the transmitter emission noise influence from (4.2.32) to be

1.88 % 10_19 " 105.8/10

10—174/10

NFp, :IOIOg[ ]lelog(0.047 +3.8)=5.85dB.

Comparing with the original receiver noise figure 5.8 dB, we can see the
overall noise figure degradation is only 0.0.5 dB. It is definitely acceptable.

6.2.2.5. Automatic Gain Control and Power Consumption Management

In the CDMA mobile station, there exist two transmission power
control loops — 1.e., the open loop control and closed loop control [4]. The
open loop power control is based mainly on the received signal strength. The
mean transmission power is determined by the following power calculation
formula for the 800 MHz band

By

% _opentoop = —Fre — 73 + Correction factors dBm.

where Py, is the received signal power, the correction factors are defined in
[4], and they are equal to O in normal operation. The open-loop power
control accuracy is 9.5 dB. The open-loop powers are calibrated at the
received power levels as shown in Table 6.50.
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Table 6.50. Calibration levels of open-loop power

Pr, (dBm/1.23 MHz) Py opentony (dBV/1.23 MHz)
25 48+ 9
-65 -8+9
-93.5 20+9

The CDMA mobile station provides a closed-loop adjustment to its
open loop power estimation. Adjustments are made in response to valid
received power control bits. The minimum closed-loop control range is +24
dB around the open-loop power estimation. The step size of the closed-loop
control can be 1 dB, 0.5 dB, or 0.25 dB. The accumulated error over 16
consecutive same direction steps for the 1 dB step control is £3.2, or the
average error is £0.2 dB per step. The accumulated errors for the 0.5 dB and
0.25 dB step controls are +4.0 dB and +4.8 dB, respectively, over 32 and 64
consecutive same direction steps, or the average errors are +0.125 dB and
+0.075 dB per step, respectively. The time response of single step control
shall be less than 500 psec following the reception of a valid closed-loop
control bit to the mean output power reaching its final value within 0.3 dB
for the 1 dB step control or 0.15 dB for the 0.5 and 0.25 dB step controls.

The dynamic range of the CDMA mobile station transmitter output
power is approximately 75 dB from 25 dBm to -50 dBm. To cover this
dynamic range, the RF VGA in the transmitter chain usually has a gain
control range 90 dB and the PA has a gain adjustment around 6 to 10 dB
when its reference current or voltage (depending on the type of PA) changes
in order to reduce the current consumption. If the VGA has a linear gain
control characteristic, an 8-bit or 10-bit DAC to control the 90 dB gain
variation is enough for the 0.5 or the 0.25 dB step control. However, the
VGA gain versus control voltage curve in most cases is nonlinear, and a 10-
bit control DAC is needed to meet the control accuracy requirement for the
0.5 dB step control. Depending on the nonlinearity of the VGA control
curve the 10-bit DAC may also be used for 0.25 dB step control. Usually,
the DAC for controlling the PA reference current or voltage needs just a few
bits in the case of step control, or otherwise a high resolution DAC may be
adopted if a continuous control approach must be used for current
consumption saving.

A simplified block diagram of the CDMA mobile station transmitter
AGC is depicted in Fig. 6.8. The transmitter AGC, Tx_AGC, is determined
by the received signal strength, Rx_Power, the closed-loop control bit, and
code channel gain adjustment. The BB I and Q signal level from the data
DAC is linearly controllable through adjusting the reference voltage Vg or
reference current Ig.r based on the transmission power. The adjustment range
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the BB signal can be up to 20 dB, and it also increases the same amount of
the AGC dynamic range resulting from the RF VGA.

RF . /Q Modulator/
Isolator PA Driver RF_VGA  yp-Converter LPF

DAC

Bias

|
i
1
|
] 1/Q Data
T
I
|
Controt : I

Digital

A
Base-Band
Guin/Bias T !
Control lr
LPF : })ofg <—TX—AGC l¢—— Rx_Power
PA Reflerence Cumrent/ |

. Tx AGC ¢ Power
Voltage Control LPF : w Algorithm Control_Bit
|

(DSP) l¢—— Code Channel

| | 10Bit Gain Adjustment
N
LPF ADC

Figure 6.8. Simplified block diagrarﬁ of transmitter AGC

Properly managing the power consumption of the transmitter chain
plays a very important role in extending talk time of a mobile station. It is
commonly used in the power management scheme that the bias current of
the PA and the rest stages of the transmitter chain shall be adjustable with
the transmission power but still keep the overall transmitter having high
enough linearity. The bias control of the transmitter chain is usually
implemented incorporating with the AGC. The current consumption of a
mobile transmitter is often measured based on the CDG [8] statistical
average.

The PA bias current is generally controlled by its reference
current/voltage. Under acceptable linearity, the PA bias current should be
adjusted down as fast as possible with the transmission power decreasing
since the PA is one of the major power consumers in a mobile station. The
PA reference current/voltage control, PA_Ref, can be either in steps or in a
continuous way. In the step control case, the corresponding PA bias current
is switched at certain power levels, which are selected based on the
characteristics of the PA — i.e., its linearity and current consumption versus
output power level. On the other hand, the reference current/voltage will not
only determine the PA current but also affect its gain. This gain change due
to the reference current/voltage adjustment needs to be compensated by the
VGA gain. At present, the CDG average current of a cellular band PA is
around 55 mA.

It is similar to the PA case. The current consumption of the stages
from the quadrature modulator up to the driver amplifier in the transmitter
need be adjusted down as fast as and as low as possible with the
transmission power decreasing, but the linearity of these stages should be
still good enough to keep the ACPR of the output signal from them
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reasonable low — say, below —56 dBc. The adjustment of the DAC ouput
BB signal level and therefore the input signal level to the quadrature (I/Q)
modulator can further reduce the power consumption of the mobile station
transmitter.

The design of the transmitter AGC is tightly associated with the
detail circuitry design of the transmitter chain, and the PA performance. It is
not practical to do further detailed discussions on this without necessary
information.

6.2.2.6. Frequency Accuracy and Transmitter Synthesizer Performance

The frequency accuracy is mainly determined by the VCTCXO and
the AFC system of the mobile station. The VCTCXO is used as a mobile
station system reference frequency, and one of commonly employed
reference frequencies in CDMA is 19.2 MHz. The main specifications of a
19.2 MHz VCTCXO are presented in Table 6.51.

Table 6.51. Main specifications of 19.2 MHz VCTCXO

Minimum | Typical | Maximum
Frequency (MHz) 19.2
Preset accuracy (ppm) -1 +1
Frequency temperature stability -2 +2
(ppm)
Aging stability (5 years) (ppm) -4 +4
Output level (V) 1.0
Second harmonic -20
Control range (ppm) +12
Settling time (msec) 5
Phase Noise (dBc/Hz)
@ Offset Freq. 10 Hz -70
1 kHz -130
100 kHz -135

A simplified AFC loop is shown in Fig. 6.9. It consists of RF down-
converter, LPF, frequency detector (FD), loop filter, integrator, and digital to
frequency converter. The AFC loop is actually a digital frequency locked
loop. Its design is out of this book’s scope, and will not be further discussed
here. Readers can refer to [6] and [7] if interested in details.
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Figure 6.9. Simplified CDMA digital frequency locked loop

The receiver synthesized 1L.O frequency /} 2 Should be locked on the
received signal carrier frequency fi, under the AFC loop control. The

transmitter synthesized LO frequency f’Tx must be very close to the reverse

link channel frequency within £300 Hz tolerance. From the VCTCXO
specification presented in Table 6.50, we can estimate that the frequency
acquisition of the AFC loop needs approximately +2.5 ppm or +2.2 kHz.

In addition to the frequency accuracy of the synthesized LO in the
CDMA transmitter, the most important specification is the integrated phase
noise and spurs over the transmission signal bandwidth. The out of signal
bandwidth phase noise and spurious requirements of the transmitter LO are
much lower than those of the receiver LO. The minimum performance of the
transmitter synthesized L.O is summarized in Table 6.52.

Table 6.52. Minimum performance of transmitter synthesized LO

Minimum | Maximum

Frequency (MHz) 824 849
Integrated phase noise in signal bandwidth 5
(dBc/1.23 MHz)

Phase noise at + 885 kHz offset (dBc/Hz) -120
Phase noise at + 1980 kHz offset (dBc/Hz) -128
Phase noise at + 4.0 MHz offset (dBc/Hz) -135
Spurious beyond 885 kHz offset (dBc) <-80
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Generally speaking, the minimum performance of the transmitter
LO presented in Table 6.52, which represents actually the performance at
the transmission carrier frequency, is not difficult to be implemented even if
the VCO is integrated on the transmitter IC.

The LO signal can be generated by a LO generator, which consists
of a by 4 divider, a single side band frequency converter, and a buffer
amplifier as shown in Fig. 6.10. The left part of this figure is a simple block
diagram of an integer N synthesizer with a comparison frequency of 48 kHz.
The LO frequency is twice of the transmission carrier frequency. In this
case, the m/2 phase shifter in the I/Q modulator circuitry of Fig. 6.4
transmitter side should be replaced by a by 2 frequency divider.

Single

side band
VCO 13184 - 13584  converter 10481698

MHz
LPF —»@ l— M}z >

fio

48 kHz
—>» PD |« +n

+4

Y

Figure 6.10. Block diagram of the LO generator.

In the previous sections, we have determined the most important
parameters for a CDMA mobile station transmitter. The detail partitioning of
the transmitter IC chain is not discussed here since it is much simpler than
that of the receiver. The direct conversion transmitter system design for the
CDMA mobile stations is ended here.
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E,. See signal energe per bit
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EDGE, 387-427. See enhanced
data rates for global evoluation.
EER. See envelope elimination
and restoration
effective
area, 298
isotropic radiated power, 136,
312
radiated power, 136, 312, 449
eigenfunction, 15
eigenvalue, 15
EIPR, 312. See effective isotropic
radiated power
electric field strength, 298
electromotive force, 298
electron emission, 38
energy spectral density, 19
Enhanced 911 (E911), 4
enhanced data rates for GSM
(global) evaluation, 2, 387
ensemble, 39
average, 40, 317
of samples, 40
envelope elimination and
restoration, 350
envelope nonlinearity, 34
equivalent
device noise, 344
noise density, 240
noise factor, 238
erfc(x) function, 90
ergodic random process, 41
ERP, 312, 452. See effective
radiated power
error probability, 89
error vector magnitude, 138, 317,
424
EVM, 311, 317-32, 452. See
error vector magnitude
excess
delay, 107
emission noise, 239
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noise, 345
transmitter noise emission
density, 238
excitation, 13
expectation, 317
expected value, 96

F

FBAR filters, 290
feedback shift register, 74
FER, 429. See frame error rate
FFR. See field failure rate
field failure rate, 349
fifth-order nonlinear distortion,
340
filters, 290
finger of RAKE receiver, 105
first generation mobile
communications systems, 1
AMPS, TACS, NMT, 1
flicker noise, 154
forward link, 119
Fourier
analysis, 15
coefficients, 16
series, 15
transform, 17
frame error rate, 98
frequency
accuracy, 459
converter, 114
domain, 15
Frequency
hopping, 74
hopping rate, 77
hopping spectrum spread
(FHSS), 3,76
mixer, 114
modulation, 69
modulation index, 69
plan, 120, 389
selective path, 93
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selective system, 253, 255
slot, 76
up-conversion, 323
selective, 20
Friis equation, 234
FSK, 73
full-duplex, 115
Fundamental signal, 126

G

gain, 20
compression, 31
control, 119, 411
distribution, 134, 352
error, 282
switching, 279
switching hysteresis, 280
Gaussian pulse shaping minimum
shift keying, 68
general package radio system, 2,
387
global positioning system, 4
global system for mobile
communications, 1
GMSK, 91
GPRS, 387-427. See general
package radio system. See
general paxkage radio system
GPS. See global positioning
system
receiver, 124
group delay, 21
group delay distortion, 94, 291,
317
GSM, 387-427. See global
system for mobile
communications

H

half-duplex, 115
harmonic sampling, 189
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harmonics, 121, 127

high dynamic range ADC, 429
high LO injection, 125, 390
high resolution ADC, 429
high-pass filter, 149, 155
Hilbert transform, 23
homodyne architecture, 113
hopset, 76

HPF. See high-pass filter

|

1/Q
demodulator, 145, 293
down-converter, 151
modulator, 118, 143
Tand Q
channel imbalance, 8
channels, 152
signal imbalances, 216
ICI, 318. See interchip
interference.
ideal
low-pass filter, 48
sampling, 60
IEEE
802.15.2,4
802.11,2
802.15.1, 4
P802.15.3a, 5
IF. See intermediate frequency
amplifier, 117, 294
channel filter, 290
VGA, 278
VGA gain curve, 280
IF/2 interferer, 123
IFA. See IF amplifier
IIP,. See second-order input
intercept point
ITP;, 396. See input third-order
intercept point
image, 114
frequency, 114

Index

product, 327
rejection, 172, 177, 218
signal, 362
imbalance
error compensation, 180, 181
errors, 175
IMD, 397. See intermodulation
distortation
performance, 433
impulse
sampled sequence, 63
function, 14
noise. See noise
response, 14,319, 320
signal, 14
in-band jamming, 122
in-channel interference, 275
information bandwidth, 189
in-phase, 71
component, 22
signal, 315
input, 13
intercept point, 252
third order intercept point, 133
instantaneous bandwidth, 78
integrated
circuits, 6
phase noise, 460
power, 282
intentional aliasing, 189
intercept point, 212
interchip interference, 85, 98, 318
terferers, 30
intermediate frequency, 113
intermodulation, 30, 33, 246-65
distortion, 24665
characteristics, 246
distortion, 213, 246, 338, 396
product power, 251
product voltages, 251
products, 33
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spurious response attenuation,
246, 260, 429
intersymbol interference, 78, 318
inverse
Fourier transform, 17
Hilbert transform, 24
IP,. See second-order intercept
point
IP;. See third-order intercept point
1S-136, 1
1S-95/98, 1
ISI, 95, 320. See intersymbol
interference.
isolation between the RF and LO
ports, 161
isolator, 118
isotropic radiation pattern, 298

J

jitter, 64
effect, 64
noise, 65
time, 65
noise density, 201, 219
joint probability density function,
52

L

linear
system, 13
time-invariant (L. TT), 13
linearity, 18, 133, 205
LNA, 279, 292. See low noise
amplifier
LO. See local oscillator
phase noise and spurs, 272, 276
generator, 143, 171, 461
leakage, 147
emission, 154
phase noise, 161
self-mixing, 147

local oscillators, 114

phase noise and spurs, 262
low-frequency in-channel

interference products, 150
low IF

architecture, 114

radio, 172
low-noise amplifier, 117, 437
low-pass, 20

channel filter, 145, 291

filter, 118

impulse response, 23

signals, 23
low-pass equivalent

convolution, 27

model, 37

signal, 23

spectrum, 25

system, 27

response, 28

nonlinear model, 334
LPF. See low-pass filter

M

magnitude
distortion, 319
imbalance, 152
ripple, 317

main lobe, 274

M-ary
coherent PSK, 90
keying modulation, 70
noncoherent DPSK, 91

M-ary
orthogonal FSK, 91
QAM, 92

Matlab, 296

maximum
dynamic range, 411
input voltage, 283
length sequence, 75
output power, 311,314
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peak-to-peak voltage, 285
mean of the distribution, 39
mean square noise voltage, 44,

235
memoryless

system, 30

nonlinear, 211

model, 246
message information, 23
minimum
carrier-to-noise/interference
ratio, 258
detectable desired signal
strength, 133

IIP;, 263, 265

third-order input intercept

point, 261
mixing products, 121, 127
mobile communications, 1
modified root raised cosine filter,

319
modulated carriers, 21
modulation, 18, 67

accuracy, 138,311, 314, 424

distortion, 425

signal, 22, 315

vector constellation, 314
MPSK, 71
MQAM, 71
MSK, 71
mth order

cascaded input intercept point,

246, 256, 259
mth order
input intercept point,
in power, 257
in voltage, 249, 257

intermodulation product, 244
multiband, 387

transceiver, 124
multimode, 387

operation, 142

Index

receiver, 396, 399, 402, 411
transceiver, 389, 391
transmitter, 414

multipath
components, 104
fading channel, 93

multiple time-delayed
duplications, 104

N

narrow-band
signal, 21
noise, 49
natural sampling, 62
negative frequency component,
27
noise, 38
flicker, 38
impulse, 38
jitter, 65
quantization, 38
shot, 38
thermal, 37
white, 43
noise ~
bandwidth, 20, 48
emission, 343-46, 455
factor, 54, 230, 286, 343
figure, 7, 54, 201, 202, 221,
231, 233, 286
floor, 346
function, 38
sources, 55
temperature, 54, 57
noise
voltage, 347
within channel bandwidth, 330
noiseless system, 55
noiselike signal, 359
nonfrequency selective receiver
system, 250
nonlinear
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behavior, 29

characteristic, 34

device, 29

effects, 30

gain, 34

impulse response, 29

memoryless system, 34

system, 29
nonlinearity, 138, 328
nonorthogonal modulation, 89
nonperiod signal, 17
n-tone ACPR, 338
Nyquist, 78

criterion, 86

rate, 59, 199

0]

occurrence probability, 357

OFDM. See orthogonal frequecy
division multiplexing

offset phase locked loop, 138, 173

OIP3, 340. See output third order
intercept point.

one dB compression point, 329

one-sided power spectral density,
46

one-sided thermal noise spectral
density, 46

open loop power control, 353,
456

OPLL, 350. See offset phase
locked loop

OQPSK, 71

Orthogonality., 25

output, 13
noise voltage, 348
third order intercept point, 133,

340
overlapping, 190
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P

PA. See power amplifier
packet data channel, 394
PAR, 339, 450. See peak-to-
average ratio.
Parseval’s
identity, 17
relation, 19
PCS band, 119
PDCH. See package data channel
pdf. See probability density
function
peak-to-average ratio, 140, 325,
336, 450
periodic signal, 16
personal digital assistants, 2
personal handy-phone system
(PHS), 6
phase
delay, 21
distortion, 34, 319
imbalance, 152, 177
modulation, 22
noise, 295, 460
response, 20
shift, 23
spectrum, 16
pilot, 450
pilot PN sequences, 105
PN. See pseudo noise
PN sequences, 315
polar modulation, 350
polyphase
band-pass filter, 173, 182
filter, 184
postfiltering, 62
power amplifier, 34, 118, 312
power
back-off, 340, 452
class, 314
control bit, 354
control loop, 417
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control range, 354
efficiency, 67
flow density, 298
hysteresis, 279, 448
management, 141, 296, 355,
458
series, 30
spectral density, 42, 313
spectrum, 42, 313
pre-envelope, 23
prepower amplifier, 312
printed-circuit-board (PCB), 6
probability density function, 38,
214
processing gain, 76, 101
PSD. See power spectral density
pseudo noise, 4
pulse shaping, 78, 319
pulse shaping filter, 79, 315
Gaussian, 83

Q

Q(x) function, 90
QPSK, 71
quadrature, 71
component, 22
demodulator, 145, 438
down-converter, 293, 438
filtering, 24
representation, 36
signal, 315
quality factor, Q, 135
quality of service (QOS)., 3
quantile interval, 65
quantization
error, 65
levels, 65
noise, 65, 219, 285
guantization
noise. See noise
noise density, 202, 219
quantized samples, 64

Index

R

radio configuration, 98
radio frequency, 1
raised cosine filter, 79, 322
RAKE fingers. See fingers of
RACK receiver
RAKE receiver, 104
random
process, 38
signals, 38
time-varying function, 38
variable, 38, 39
Rayleigh distribution, 53
RBER. See residual bit error rate
RC filter, 47
received signal strength, 447
indicator, 282
receiver
AGC system, 278
blocking, 400
desensitization, 237
dynamic range, 284
equivalent noise temperature,
240
I1C, 389
minimum IIP,,, 260
noise bandwidth, 231, 259
noise factor, 241, 243
noise figure, 159, 240, 244, 433
performance, 296
selectivity, 400
sensitivity, 101, 103, 133, 230~
32,429
signal strength indicator, 140,
278
static sensitivity, 395
system lineup, 403
rectangular
function, 79
pulse, 315
reference
clock, 421
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sensitivity, 271
relative noise and/or interference
level increment, 158
residual
AM, 423
bit error rate, 393
carrier, 198 - 99
error vector, 317
nterferer, 169
modulation, 423
response, 13
reverse
isolation, 167
link, 119
modulation, 331
RF. See radio frequency
amplifier, 117
analog systems, 6
band-pass filter, 290
integrated circuit, 141
recerver, 7, 113
system. See
design, 7
transceiver, 113, 387
transmitter, 113
RFA. See RF amplifier
RF-BB co-design, 7
RFIC. See RF integrated circuit
roll-off factor, 79, 319
root raised cosine filter, 81, 313,
319
RRC filter. See root raised cosine
filter
RSSI, 168, 412. See receiver
signal strength indicator

S

sample and hold
circuit, 64

sample
function, 39
sequence, 64
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sampling
frequency, 22
process, 59
pulse, 321
rate, 189
theorem, 22
theory, 189
SAR. See specific absorption rate
SAW. See surface acoustic wave
band-pass filter, 438
duplexer, 436
filter, 87
second generation mobile
systems, 1
GSM, CDMA, US TDMA or
D-AMPS, 1
second order
distortion, 150, 157, 213, 275
input intercept point, 157
intercept point, 151, 248
nonlinear distortion, 436
nonlinear product, 435
polynomial, 280
selectivity, 133
self-mixing, 152
sensitivity power, 231
SER. See symbol error rate
settling time, 295
Shannon capacity theorem, 68
Shot noise. See noise
side lobe, 274
signal energy per bit, 67, 68
signal-to-noise ratio, 64, 89
signature code, 76
SINAD, 101
sinc
filter, 278, 283
function, 62
impulse response, 78
single tone
desensitization, 266, 429, 434
interferer, 266
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single-sided thermal noise
density, 90
SNR. See signal-to-noise ratio.
software
defined radio (SDR), 8
radio, 188
source noise, 235
specific absorption rate, 314
spectral
distribution, 38
regrowth, 335
spectrum spreading chip rate, 100
spread spectrum, 74
spreading PN chips, 315
spurious, 121, 127, 460
response lines, 129
standard deviation, 39
static sensitivity, 101
stationary random process, 39
statistical
average, 40, 323
distribution, 357
stepped gain control, 279
substrate isolation, 154
superheterodyne
architecture, 113
mobile transceiver, 387
transceiver, 114
superposition, 13
surface acoustic wave, 93
switching hysteresis, 279
symbol, 59, 70
duration, 71
error probability, 89
error rate, 88
power, 283
rate, 70, 283
rate bandwidth, 100
waveforms, 88
synthesized LO, 295, 440, 460
synthesizer, 295
LO, 390

Index

local oscillator, 117
loop
bandwidth, 323
filter, 322
phase noise, 320
system
design convergence, 6
lineup, 436
system-on-a-chip (SoC), 6

T

TCXO. See temperature
compensated crystal oscillator
TDMA, 387-427
temperature compensated crystal
oscillator, 136
temporal hysteresis, 448
thermal noise, 343. See noise
third-generation systems, 2
c¢dma2000_1x & EVDO,
WCDMA, 2
third-order cascaded intercept
point, 252, 257
third-order distortion, 338
third order
intercept point, 133, 248
nonlinearity, 340
time
average, 39
division multiple access, 1
domain, 15
response, 14
shifting, 19
waveform, 39
time-invariant, 13
total hopping bandwidth, 76
traffic channel, 100
transceiver system, 387
transfer function, 20
transformation, 13, 15
transmission leakage self-mixing,
148, 165
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transmitter

AGC, 355, 457

IC, 389

leakage, 266
transmitter/receiver switcher, 422
two-tone

ACPR,, 338

blocking, 275

interference, 162
two-port system, 55
two-sided spectral density, 45

U

UHF. See ultra-high frequency
ultra wide-band, 5
ultra-high frequency, 117
undersampling, 62
IF signal, 197
rate, 188
uniform quantizer, 65
uniform sampling, 190
theorem, 59
uniformly
distributed probability density
function, 53
spaced samples, 64
up-converter, 118
update rate, 284
up-link, 119
UWRB. See ultra wide-band

A%

variable gain amplifier, 117, 294

variance, 39

VCO, 295

VCTCXO, 459. See voltage
control temerature
compensated crystal oscillator.

very-high frequency, 118

VGA. See variable gain amplifier
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VHEF. See very high frequecy
voltage control temperature
compensated crystal oscillator,
136, 390
voltage
gain, 234
spectrum, 17
standing wave ratio, 241
Volterra series, 29
VSWR. See voltage standing
wave ratio

W

Walsh code, 76, 105
waveform quality factor, 139,
311, 317, 331, 359, 452

weighting coefficient, 106
white noise, 43
wide-band, 49
signal, 1
code division multiple access,
(WCDMA), 3, 22, 101
noise, 312, 421, 427
spectrum, 64
system, 130
wireless
digital transceiver, 7
local area network, 2
personal area network
(WPAN),3-4
systems, 1
WLAN. See wireless local area
network
WPAN. See wireless personal
area network

Z

zero IF, 142
zero mean, 43





