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Preface

The approach adopted in this book will, it is hoped, provide an understand-
ing of key areas in the field of digital synthesizers and transmitters. It is easy
to include different digital techniques in the digital synthesizers and trans-
mitters by using digital signal processing methods, because the signal is in
digital form. By programming the digital synthesizers and transmitters, adap-
tive channel bandwidths, modulation formats, frequency hopping and data
rates are easily achieved. Techniques such as digital predistortion for power
amplifier linearization, digital compensation methods for analog I/Q modula-
tor nonlinearities and digital power control and ramping are presented in this
book. The flexibility of the digital synthesizers and transmitters makes them
ideal as signal generators for software radio. Software radios represent a ma-
jor change in the design paradigm for radios in which a large portion of the
functionality is implemented through programmable signal processing de-
vices, giving the radio the ability to change its operating parameters to ac-
commodate new features and capabilities. A software radio approach re-
duces the content of radio frequency (RF) and other analog components of
traditional radios and emphasizes digital signal processing to enhance overall
transmitter flexibility. Software radios are emerging in commercial and mili-
tary infrastructure. This growth is motivated by the numerous advantages of
software radios, such as the following:

1. Ease of design—Traditional radio design requires years of experience
and great care on the part of the designer to understand how the various sys-
tem components work in conjunction with one another. The time required to
develop a marketable product is a key consideration in modern engineering
design, and software radio implementations reduce the design cycles for new
products, freeing the engineer from much of the iteration associated with
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analog hardware design. It is possible to design many different radio prod-
ucts using a common RF front-end with the desired frequency and band-
width in conjunction with a variety of signal processing software.

2. Ease of manufacture—No two analog components have precisely iden-
tical performance; this necessitates rigorous quality control and testing of
radios during the manufacturing process. However, given the same input,
two digital processors running the same software will produce identical out-
puts. The move to digital hardware thus reduces the costs associated with
manufacturing and testing the radios.

3. Multimode operation—the explosive growth of wireless has led to a
proliferation of transmission standards; in many cases, it is desirable that a
radio operates according to more than one standard.

4. Use of advanced signal processing techniques—the availability of high
speed signal processing on board allows the implementation of new
transmitter structures and signal processing techniques. Techniques such as
digital predistortion for power amplifier linearization, digital compensation
methods for analog I/Q modulator errors and digital power control and ramp-
ing, previously deemed too complex, are now finding their way into com-
mercial systems as the performance of digital signal processors continues to
increase.

5. Flexibility to incorporate additional functionality—Software radios
may be modified in the field to correct unforeseen problems or upgrade the
radio.

Figure 1 shows a block diagram of the conventional digital modulator. It
consists of the following blocks: clipping circuit (Chapter 17 and Chapter
18), pulse shaping filters (Chapter 11), interpolation filters (Chapter 11), re-
samplers (Chapter 12), quadrature direct digital synthesizer (Chapters 4, 7, 8
and 9), inverse sinc filter (Chapter 13) and D/A converter (Chapter 10). The

Carrier Frequency

Phase
Accumu-
lator

QUADRATURE
DIRECT DIGITAL
SYNTHESIZER
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ROM ROM
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i S D/A-
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Figure 1. Digital modulator.
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alternative method of translating the baseband-centered spectrum to a pro-
grammable carrier center frequency is to use the CORDIC rotator (Chapter
6) instead of the quadrature direct digital synthesizer, two mixers and an ad-
der. Three design examples of the digital modulator are presented (Chapters
14, 15 and 16).

Chapter 1 provides a basic introduction to transmitter architectures. The
classic transmitter architecture is based upon linear power amplifiers and
power combiners. Most recently, transmitters have been based upon a vari-
ety of different architectures including Envelope Elimination and Restora-
tion (EER), polar loop, LInear amplification with Nonlinear Components
(LINC), Combined Analogue Locked Loop Universal Modulator
(CALLUM), Llnear amplification employing Sampling Techniques (LIST)
and transmitters based on bandpass sigma delta modulators.

Power amplifier linearization techniques are used both to improve linear-
ity and to allow more efficient, but less linear, methods of operation. The
three principal types of linearization are feedback, feedforward and predis-
tortion. The combination of digital signal processing (DSP) and microproc-
essor control allows a widespread use of complicated feedback and predis-
tortion techniques to improve power amplifier efficiency and linearity, as
shown in Chapter 2.

In Chapter 3, methods and algorithms to compensate analog modulator
errors are reviewed, while in Chapter 4, a description of the conventional
direct digital synthesizer (DDS) is given. It is easy to include different
modulation capabilities in DDSs by using digital signal processing methods,
because the signal is in digital form. By programming the DDSs, adaptive
channel bandwidths, modulation formats, frequency hopping and data rates
are easily achieved. The digital circuits used to implement signal-processing
functions do not suffer the effects of thermal drift, aging and component
variations associated with their analog counterparts. The flexibility of the
DDSs makes them ideal as signal generator for software radios. Recursive
sinusoidal oscillators are presented in Chapter 5.

In Chapter 6, it is seen that circular rotation can be implemented effi-
ciently using the CORDIC algorithm, an iterative algorithm for computing
many elementary functions. The CORDIC algorithm is studied in detail. The
finite word length effects in the CORDIC algorithm are investigated. Redun-
dant implementations of the CORDIC rotator are overviewed and the hybrid
CORDIC algorithms are reviewed.

The DDS is shown to produce spurs (spurious harmonics), as well as the
desired output frequency, in Chapter 7. Different noise and spur sources are
studied in detail. In Chapter 8, a study is made of how additional digital
techniques (for example, dithering, error feedback methods) may be in-
corporated in the DDS in order to reduce the presence of spurious signals at
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the DDS output. The spur reduction techniques used in the sine output direct
digital synthesizers are reviewed.

In Chapter 9, an investigation into the blocks of the DDS, namely a phase
accumulator, a phase to amplitude converter (conventionally a sine ROM)
and a filter, is carried out. Different techniques used to accelerate the opera-
tion speed of the phase accumulator are considered. Different sine memory
compression and algorithmic techniques and their trade-offs are investigated.

D/A converters, along with the power amplifier, are the most critical
components in software radio transmitters. Unfortunately, the development
of D/A converters does not keep up with the capabilities of digital signal
processing utilizing faster technologies. The different techniques used to en-
hance D/A converter static and dynamic performance are reviewed in Chap-
ter 10.

The pulse shaping and interpolation filters are the topic of Chapter 11.
Different methods of designing the pulse shaping filters are reviewed. The
multirate signal processing is particularly important in software radio trans-
mitters, where sample rates are low initially and must be increased for effi-
cient subsequent processing.

The multi-standard modulator has to be able to accept data with different
symbol rates. This fact leads to the need for a re-sampler that performs a
conversion between variable sampling frequencies. There are several meth-
ods of realizing the re-sampler with an arbitrary sampling rate conversion. In
Chapter 12, the design of the polynomial-based interpolation filter using the
Lagrange method is presented. Some other polynomial-based methods are
also discussed.

Three different designs to compensate the sinc(x) frequency response dis-
tortion resulting from D/A converters by using digital FIR filters are repre-
sented in Chapter 13. The filters are designed to compensate the signal’s
second image distortion.

The design and implementation of a DDS with the tunable (real or com-
plex) 1-bit A> D/A converter are described in Chapter 14. Since the 1-bit
AY. D/A converter has only one bit, the glitch problems and resulting spuri-
ous noise resulting from the use of the multi-bit D/A converter are avoided.

In traditional transmit solutions, a two-stage upconversion is performed
in which a complex baseband signal is digitally modulated to the first IF (in-
termediate frequency) and then mixed to the second IF in the analog domain.
The first analog IF mixer stage of the transmitter can be replaced with this
digital quadrature modulator, as shown in Chapter 15.

In Chapter 16, the digital IF modulator is designed using specifications
related to GSM, EDGE and WCDMA standards. By programming a
GSM/EDGE/WCDMA modulator, different carrier spacings, modulation
schemes, power ramping, frequency hopping and symbol rates can be
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achieved. By combining the outputs of multiple modulators, multicarrier
signals can be formed or the modulator chips can be used for steering a
phased array antenna. The formation of multi-carrier signals in the modula-
tor increases the base station capacity

In a WCDMA system, the downlink signal typically has a high Peak to
Average Ratio (PAR). In order to achieve a good efficiency in the power
amplifier, the PAR must be reduced, i.e. the signal must be clipped. In Chap-
ter 17, the effects of several different clipping methods on Error Vector
Magnitude (EVM), Peak Code Domain Error (PCDE) and Adjacent Channel
Leakage power Ratio (ACLR) are derived through simulations. A very
straightforward algorithm for implementing a peak windowing clipping
method is also presented.

In conventional base station solutions, the carriers transmitted are com-
bined after the power amplifiers. An alternative to this is to combine the car-
riers in the digital domain. The major drawback of combining digital carriers
is a strongly varying envelope of the composite signal. The high PAR sets
strict requirements for the linearity of the power amplifier. High linearity
requirements for the power amplifier lead to low power efficiency and there-
fore to high power consumption. In Chapter 18, the possibility of reducing
the PAR by clipping is investigated in two cases, GSM and EDGE.
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Chapter 1

1. TRANSMITTERS

This chapter provides a basic introduction to transmitter architectures. The
classic transmitter architecture is based upon linear power amplifiers and
power combiners. Most recently, transmitters have been based upon a vari-
ety of different architectures including Envelope Elimination and Restora-
tion (EER), polar loop, Llnear amplification with Nonlinear Components
(LINC), Combined Analogue Locked Loop Universal Modulator
(CALLUM), Llnear amplification employing Sampling Techniques (LIST)
and transmitters based on bandpass sigma delta modulators.

1.1 Direct Conversion Transmitters
The principle of the direct conversion transmitter is presented in Figure 1-1.
In direct conversion transmitters, the band limited baseband signals are con-

verted directly up to the radio frequency with in-phase and quadrature carri-
ers. The band-pass filter after the signal summation is used to suppress the

-
@
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0

Figure 1-1. Direct conversion transmitter.
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out of band signals generated by the harmonic distortion of the carrier. The
direct conversion transmitter is theoretically simple (no IF components) and
potentially suitable for high integration level solutions. The drawbacks are:
an [,Q mixer is needed at RF frequency, there is LO-leakage at RF frequency
(filtering impossible) and VCO pulling.
The image rejection is given by

1+2AGcos(A6’)+AG2) (L)
1-2AGcos(AB) + AG* '

where AG is the gain mismatch and A9 is the phase mismatch. For instance,
with a 5 degree phase mismatch and 0.1 dB amplitude mismatch, the maxi-
mum achievable single sideband suppression is only 27.2 dB, as shown in
Figure 1-2.

The strong signal at the output of the power amplifier may couple to the
local oscillator (LO), which is usually a voltage controlled oscillator, causing
the phenomenon known as injection pulling [Raz98]. This means that the
frequency of the local oscillator is pulled away from the desired value. The
severity of the injection pulling is proportional to the difference between the
frequency of the local oscillator and the frequencies at the output of the PA.
By taking advantage of this, the problem of injection pulling can be allevi-
ated by using an offset LO direct-conversion structure. In this structure, the
carrier signal is formed by mixing two lower frequency signals. An addi-
tional band-pass filter is needed to filter away the undesired carrier at fre-
quency. Another solution is to generate the LO signal from a lower fre-
quency VCO by the frequency multiplication or from higher frequency VCO
by frequency division. The VCO frequency is harmonically dependent on the

R=101log,,(

Image Rejection Ratio
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T

Phase Error [°]
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Figure 1-2. Image-Rejection ratio.
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LO signal; the pulling rejection is not, therefore, as advantageous as in the
offset VCO. Reported direct conversion transmitters using CMOS are, for
example, [Ors99], [LeeO1], [GerO1], and [Liu00]. The benefits and draw-
backs of using direct conversion architecture in a transmitter are heavily de-
pendent on the particular case, i.e. on application area, modulation method
and technologies.

1.2 Dual-Conversion Transmitter

The injection pulling can also be avoided by using a dual conversion trans-
mitter presented in Figure 1-3. In this structure, the baseband data is first
upconverted to the intermediate frequency and then to the desired radio fre-
quency. The dual conversion transmitter has advantages. First, the quadra-
ture modulation is performed at the fixed lower frequency leading to the bet-
ter matching between I and Q. Second, the additional attenuation of the adja-
cent channel spurs and noise may be achieved by using a band-pass filter at
the IF. The hardware can be partly shared with the receiver (same oscillator
frequencies). The drawbacks are complexity (more components), lower inte-
gration level, impedance matching required for external components and
more power consumption. The stopband attenuation of the image reject filter
at the RF frequency has hard requirements due to high frequency and the
high attenuation factor because the signal component at the image frequency
has the same power as the desired sideband. The first analog IF mixer stage
of the transmitter in Figure 1-3 can be replaced with a digital quadrature
modulator as shown in Figure 15-1.

1.3 Transmitters Based on VCO modulation
The constant envelope modulator can simply be implemented by direct

modulation of a voltage controlled oscillator (VCO) [Bax99]. Ideally the
VCO output frequency can be expressed as

o) @
@

0| (DA Ael—ira
IF filter image reject
filter

1(r) @

Figure 1-3. Dual conversion transmitter.
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Jou =Jo + K\ Ve (1.2)
where £, is the base output frequency of the VCO, K, is the VCO sensitivity
in Hz/V and V,,,. is the input voltage that tunes the VCO. In principle, this
produces a FM signal proportional to the modulating signal. There are many
disadvantages, however, to this approach:

* Frequency drift: change in the VCO frequency due to tuning voltage
drift

* Frequency pushing: change in the VCO frequency due to change in the
power supply voltage

* Load pulling: change in the VCO frequency due to change in the VCO
load

The change in VCO frequency can be compensated so that the receiving
radio end tells the error to the transmitting radio, which tunes the modulating
signal (V},,.) in order to compensate changes in the tuning slope. In wireless
communication systems using time division multiple access (TDMA), such
as DECT, data is transmitted in bursts with inactive periods in-between.
Figure 1-4 presents a DECT architecture that utilizes these inactive periods
between bursts to force the VCO frequency to match the desired channel
frequency by a closed PLL [Bax99]. During transmit bursts the PLL loop is
open and the incoming data modulates the VCO. Since the transmit burst
duration is short (< 500 us) in DECT and the requirements on the frequency
error are not very tight (<50 kHz) [Bax99], the frequency drift in the VCO
during the burst can be made so low that it is tolerable. Frequency pushing
caused by the switching and power ramping of the power amplifier (PA) is
also a problem. Another more severe problem is frequency pulling caused by
changes in the input impedance of the PA when it is switched or ramped.
While these problems can be overcome in the DECT system, they render
direct modulation unsuitable for standards that have strict frequency control

data i
LOOP
fr FILTER [ +RF

n/n+1

A

channel
Figure 1-4. VCO modulator architecture.
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specifications, such as GSM [Bax99].

In an indirect modulation scheme, the problems of VCO drift and insta-
bility are overcome by digitally modulating a synthesizer rather than directly
modulating a VCO as in a simple direct modulator. In indirect modulation,
the modulating signal is injected while the PLL is closed [Bax99], this
makes it possible to constantly maintain accurate frequency control. An indi-
rect modulator architecture is illustrated in Figure 1-5 [Ril94], [Per97],
[Bax01], and [McMO2]. The architecture comprises an FIR filter and a fre-
quency synthesizer. The FIR filter filters the data bits. It consists of an over-
sampling counter, a ROM look-up-table and a small amount of random
logic. The FIR filter taps stored in the ROM are quantised to single-bit. A
reference frequency f, is needed to phase-lock the VCO to a stable source.
The delta-sigma modulator (AX) and dual modulus divider comprise a frac-
tional-N frequency synthesizer. The key feature of this synthesizer approach
is that it uses a digital AX to generate a bit stream b(n), which embodies the
higher resolution of the &-bit input within the long term average of b(n). By
making the k-bit input to the AX a function of time, the instantaneous fre-
quency can be directly manipulated.

The advantage of this technique is both that no mixers are needed to up-
convert the modulating signal to the carrier frequency and that the RF signal
is inherently band-limited to suppress noise. The disadvantage of this tech-
nique is that the modulation bandwidth must be less than the synthesizer
bandwidth to avoid any loop suppression of the modulating signal. Since the
synthesizer closed-loop bandwidth is usually narrow in order to suppress the
quantization noise of the AX modulator, the maximum bandwidth is limited.
This problem, however, can be tackled by equalizing the signal entering the

]
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Figure 1-5. Indirect GMSK modulator with AX—fractional-N-synthesizer.
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synthesizer with an equalization filter that precompensates the suppression
of high frequency components in the PLL [Per97].

Another approach to indirect modulation is to fix the divider modulus to
a value corresponding to the desired channel frequency and vary the refer-
ence frequency f, instead. The reference frequency is replaced by an analog
modulator that produces the desired modulated signal at some intermediate
frequency (IF). Then the synthesizer output becomes f,,(#)=Nf.(¢), implying
that this kind of upconversion scales up the frequency deviation of the
modulating signal. Any multiplication of the reference frequency results in a
degraded phase noise and spurs spectrum inside the loop bandwidth per the
classical 20 logo(N) rule.

1.4 Offset-PLL Architecture

The offset-PLL is suited for systems using constant envelope modulation,
such as the GSM [Yam97], [Irv98]. The PLL operates as a narrowband filter
centered around frg, suppressing the out-of-band noise generated by the ref-
erence, as shown in Figure 1-6. The TX-SAW filter can be replaced with this
structure. The phase comparator generates an error signal by comparing the
modulated reference IF signal and the feedback signal. The PFD output con-
trols the frequency of the TX-VCO such that the VCO output frequency is
modulated with the original GMSK data at the center frequency of the RF
channel. The tradeoff is between the TX noise level and the phase error,
which are related to the loop bandwidth. For example, if the loop bandwidth
is designed narrow in order to increase the suppression of the TX noise, the
range in which the input phase variation can be reproduced becomes corre-
spondingly narrow, so the phase error gets bigger. However, widening the
bandwidth may result in excessive wideband noise in the transmitted RF sig-
nal. This, in turn, necessitates additional filtering.

1.5 Envelope Elimination and Restoration (EER)

The envelope elimination and restoration (EER) technique combines a

IF >| PFD | LPF —» RF

X )

RF-LO
Figure 1-6. Offset-PLL.
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highly efficient, but nonlinear RF PA, with a highly efficient envelope am-
plifier to implement a high-efficiency linear RF PA. The technique was first
presented by Kahn [Kah52]. In its classic form, a limiter eliminates the enve-
lope, allowing the constant-amplitude phase modulated carrier to be ampli-
fied efficiently by class-C, class-D, class-E, or class-F RF PAs [Su98] as
shown in Figure 1-7. Amplitude modulation of the final RF PA restores the
envelope to the phase-modulated carrier, creating an amplified replica of the
input signal. The EER is based upon the principle that any narrow-band sig-
nal can be produced by simultaneous amplitude (envelope) (4(r)) and phase
modulations (P(n)):
RE,, = I(n) cos(@,, n) + Q(n)sin(®,, )

= A(n) cos(w,, n— P(n)), (1.3)
where  A(n)=+/1(n)* + O(n)?, P(n) = arctan(O(n) / I(n)),

where arctan is the four quadrant arctangent of the quadrature phase data
(O(n)) and in-phase (/(n)). The two most important factors affecting the line-
arity are the envelope bandwidth and alignment of the envelope and phase
modulations.

The ERR is suitable for narrowband systems because of the bandwidth
expansion that is associated with the polar representation of the signal in
(1.3). The envelope and phase modulators need to amplify at least 2-3 times
the RF bandwidth to meet ACLR and EVM requirements, as shown in Table
1-1. The synchronization requirements are shown in Table 1-2. The wider
bandwidth requires a higher sampling frequency in DSP (Figure 1-8).

Theoretically, the EER can achieve 100 % efficiency. However, usually a
linear predriver amplifier is needed before the power amplifier in order to
increase the power of the constant envelope signal to a high enough level to

supply voltage
envelope
envelope modulator
detector

limiter

predriver ~ nonlinear
power amplifier

Figure 1-7. Envelope elimination and restoration block diagram.
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keep the PA in saturation, which decreases the efficiency. The efficiency can
be increased by modulating the drive level of the predriver. This introduces a
small amount of amplitude modulation to the PA-input signal, but the spec-
tral degradation due to this is not large enough to be a problem. Maximal
efficiency is achieved when this modulation decreases the PA input signal
amplitude to zero when the envelope is zero. This, however, causes the PA
gain to decrease nonlinearly near these zero points so intermodulation prod-
ucts are introduced to the amplified spectrum. The problem can be alleviated
by limiting the minimal drive level of the predriver to the minimal point
where the PA is still in saturation. This decreases the efficiency slightly, but
decreases/improves the distortion/linearity considerably [Raa99].

The delay mismatch between envelope and phase path in an EER trans-
mitter should be considered carefully because it causes inter-modulation dis-
tortion (IMD), which not only degrades the modulation but also causes the
spectral regrowth. In [Raa96] it has been shown that the resultant IMD for
two-tone input can be approximated as

IMD =27 By Tppp (1.4)
where Bpr is the bandwidth of the RF signal and Tggr is the corresponding
path-delay difference. To reduce IMD, the envelope feedback provides delay
equalization and amplitude linearization to increase the IMD suppression
[Sta99]. The phase and envelope feedback provides delay equalization and
phase/amplitude linearization as described in [Raa98].

The efficiency of an EER system depends primarily on the efficiencies of
the envelope modulator and the nonlinear RF amplifier, assuming that the
output power is sufficiently high to ensure that the power consumption of the
signal processing devices is negligible. If this assumption is made, then the
efficiency of the EER system can be regarded as simply the product of the

supply voltage
envelope
modulator
DSP
)
phase

modulator nonlinear
power amplifier

Figure 1-8. Digital ERR.
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efficiencies of the envelope modulator (n,4r) and the nonlinear power ampli-
fier (I’ZRF)
N=HN, Npp. (1.5)

A typical system employing a class-C power amplifier (nz- = 0.6) and a
class-S (pulse-width modulation) audio amplifier (4 = 0.9) will yield an
overall efficiency of around 54%. If the switching RF power amplifier is
employed with a basic efficiency of, say, 80%, then the overall efficiency
will increase to around 72%. The experimental results of the EER transmitter
are presented in [Su98], [Raa98], [Sta99], and [Raa99].

In a modern implementation, both the envelope and phase-modulated car-
rier are generated by a DSP, as shown in Figure 1-8. The CORDIC algorithm
can be used to generate the envelope and phase modulated carrier.

1.6 Polar-Loop Transmitter

This technique was proposed by Petrovic et al. [Pet79]. The principle is il-
lustrated in Figure 1-9. It is closely related to the envelope elimination and
restoration (EER) technique (see section 1.5) in that it completely avoids the
nonlinear characteristic of the amplifier. The input signal is an intermediate
frequency signal. This signal is split up into its polar components, amplitude
and phase, and compared with their respective counterparts of the amplifier
output signal. The resulting phase error signal controls a VCO that feeds the
amplifier with a constant envelope but phase modulated signal. Equally, the
amplitude error signal modulates the collector voltage of the power ampli-
fier. Thus a phase-locked loop is used to track the phase and a classical feed-
back circuitry to track the amplitude. Note that, unlike a conventional trans-
mitter, the channel frequency is set by the local oscillator in the feedback
chain.

Although this feedback arrangement is applicable to any form of modula-
tion it is most suitable for narrowband systems because of the bandwidth

Table 1-1. Needed bandwidth (assuming perfect synchronization) [Nag02]

NADC 90kHz

EDGE 600kHz

1S-95 3.75MHz

UMTS 15MHz
Table 1-2. Degree of synchronization (assuming ideal phase and envelope modulation)
[Nag02]

NADC +666ns

EDGE +100ns

1S-95 +16ns

UMTS +4ns
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expansion that is associated with the polar representation of the signal. Nev-
ertheless, it has shown promising results with spurious emission at about
60dB below the main signal for narrowband applications, typically a couple
of kHz modulation bandwidth, with carrier frequencies ranging from
100MHz to 950MHz [Che68], [Pet84].

1.7 Linear amplification with Nonlinear Compo-
nents (LINC)

In the mid 1930's, the so called outphasing technique was introduced to
overcome increasing problems with the cost and power efficiency of high
power AM-broadcast transmitters [Chi35]. When the technique was redis-
covered in early 1970's by Cox [Cox75b], it became better known as LINC,
an acronym for 'LInear amplification with Nonlinear Components'. Cox sug-
gested a solution that was suitable for modulation schemes exhibiting both
amplitude and phase variations. Like the envelope elimination and restora-
tion technique described previously, the LINC scheme avoids the nonlinear
characteristic of the power amplifier by feeding it with a constant envelope
signal. But when it comes restoring the envelope, LINC is completely differ-
ent. Two phasors with equal amplitudes are generated from the input signal
in the signal component separator. These phasors are amplified separately in
highly power efficient amplifiers and finally recombined to form an ampli-
fied replica of the input signal (see Figure 1-10). The signal in (1.3) can be
split into two constant amplitude, but phase modulated signals:

nonlinear
vVCO power amplifier

@H -

2

mixer mixer

limiter phase imi local
IF]N detector limiter @ oscillator

mixer

Figure 1-9. Polar-loop transmitter.
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RF,, = A(n) cos(@,, n— P(n)) = 4, cos(D(n)) cos(e,, n— P(n))

s, 1)+ 5 50, (10
where
s,(n)=A4,,,cos(w,,, n—P(n)+D(n))/2, 1.7)
and
o) (l’l) = Amax Cos(wuut n-— P(I’Z) - D(n)) / 27 (1 8)

where  D(n)=arccos(A(n)/ A

These relations indicate that the generation of the constant amplitude sig-
nals is nontrivial. Earlier papers suggested a completely analogue solution,
in which the signal component separator operated at some intermediate fre-
quency or directly at the carrier frequency [Cox75b], and [Rus76]. The com-
plexity of these systems prevented the technique from becoming widely ac-
cepted. Today, the evolution of DSP techniques has made it possible to im-
plement the signal component separator completely in software using a stan-
dard DSP device [Het91]. With this scheme, all processing is executed at
baseband, while one quadrature modulator for each amplifier arm follows
the separator to translate the baseband signals to the desired carrier fre-
quency, see Figure 1-11. However, the bandwidth of the phasors is substan-
tially larger than that of the original input signal (due to nonlinear operations
in (1.6)), so the DSP and D/A converters (four of them are needed for base-
band operation) need to operate with sampling rates at least some 15-20
times the bandwidth of the input signal [Sun95b]. This has a significant im-
pact on the power consumption of the DSP and D/A converters, as it is
roughly proportional to the clock frequency. In Figure 1-11, DSP techniques
are shown to generate the phasors at baseband as /-0 pairs, one quadrature

max )'

nonlinear
power amplifier

5,(0) ‘
‘ G

signal
RFin(z)*» component Gr GRFm(;)
separator

P

85(0) ‘
nonlinear

power amplifier

Figure 1-10. LINC transmitter.
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modulator must be used in each branch to upconvert the signal to the desired
carrier frequency. Quadrature modulators also suffer from gain and phase
imbalance (see Figure 1-2), as well as dc offset (carrier leakage), that results
in an unwanted residual spectrum at the transmitter output, and therefore
degrades the system linearity [Sun00]. In [Shi00], it was attempted to de-
velop a signal component separator architecture based on analog integrated
circuit (IC) techniques to avoid the need for highly balanced quadrature
modulators and high-speed D/A converters, as would be required in a DSP-
based realization. The feedback loop in [Shi0OO0] limits the signal bandwidth
so the scheme is suited for single carrier modulation techniques with a lim-
ited amplitude variation range.

For the practical implementation of the LINC, the two amplifiers in the
two channels must be very accurately matched regarding amplitude and
phase (typically 0.1-dB amplitude matching and 0.5 phase matching)
[Tom89], [Sun95a]. These specifications are extremely difficult to meet in
an open-loop fashion. A "phase-only" correction was proposed in [Tom89].
In this algorithm, the phase difference between two amplifier branches is
used as a guide for the correction. The phase imbalance is detected by multi-
plying the outputs of two amplifiers; hence, any imbalance after the power
amplifiers is ignored. Besides, careful design is required to prevent the addi-
tional phase imbalance introduced by the measurement circuit. A simplex
search algorithm was proposed in [Sun95a] to correct for both gain and
phase errors. The correction of these errors relies on the measurement of the
out-of-band emission, which requires a long data sequence for each iteration.
This requirement sets a lower limit on the calibration time of approximate 1—
2 s, which is a consideration in real-time applications. A direct search
method was proposed in [Dar98] to correct the gain imbalance as well as the
consequent phase imbalance due to AM—PM transition. This technique is

nonlinear
power amplifier

quadrature
modulator

D/As
digital
1(n) signal reconstruction 6 local
o(n) component filters oscillator hybrid
separator combiner
D/As quadrature
modulator

nonlinear
power amplifier

Figure 1-11. LINC transmitter with digital separator operating in baseband.
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based on the evaluation of the in-band distortion by downconverting the
LINC output and subtracting it from the input signal with an extra digital-to-
analog (D/A) branch. The subtraction has to be quite accurate for the com-
plete cancellation of the in-band signal. A DSP based calibration scheme is
proposed in [Zha00], in which the evaluation of path imbalance (both gain
and phase) is based on the measurement of a set of simple down-converted
and low-pass filtered calibration signals. The application of this technique is
limited, since the calibration is not transparent to data transmission. An al-
ternative calibration scheme, which operates continuously in the background
during regular data transmission, thus requiring no interruption of the trans-
mitted signal for calibration, has been developed in [ZhaO1]. In the approach
of [ZhaO1], the gain and phase imbalances are characterized by exchanging
two LINC vector components and controlling a down-conversion loop.

Efficiency is probably the most difficult problem with LINC. Using a
conventional hybrid combiner as shown in Figure 1-11 is a convenient solu-
tion, since it can provide high isolation and well defined impedances. But it
also has a major disadvantage in that it is a power combiner that requires the
input signals to be identical to avoid power losses. If the two input signals
are uncorrelated, the loss will be 3dB, while, for the LINC transmitter, the
loss is sometimes even worse, depending on the modulation scheme
[Sun94]. Combining techniques that are more efficient exist, but they require
the amplifiers to act as ideal voltage sources, since the load impedance for
each amplifier varies with such signal combiners [Raa85].

nonlinear
VCO power amplifier
10 — ~) %
Loop A
local <: ) .| quadrature ﬂr\
oscillator demodulator N
Loop B
Q) — ) %
VCO nonlinear

power amplifier

Figure 1-12. CALLUM block diagram.
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1.8 Combined Analogue Locked Loop Universal
Modulator (CALLUM)

The Combined Analogue Locked Loop Universal Modulator (CALLUM)
proposed by Bateman [Bat92], [Bat98] is related to the LINC technique in
that it combines two constant amplitude phasors to form the output signal.
But, instead of having a signal component separator, the two constant ampli-
tude phasors are generated by means of two feedback loops (see Figure 1-
12). The baseband equivalent of the transmitter output signal is obtained
with a quadrature demodulator and compared with the corresponding input
signal. The resulting error signal controls one VCO in each loop that in turn
drives a power amplifier. Note that the channel frequency is set by the local
oscillator in the feedback path. The CALLUM consists of two phase-locked
loops, loop A and loop B. Loop A will only maintain lock whilst the phase
of the RF output signal is within £90° of the sine of the local oscillator vec-
tor, while loop B will only maintain lock while the phase of the RF output
signal is within £90° of the cosine of the local oscillator vector. Conse-
quently, there exists a stability region within which both loops can achieve
and maintain lock; this is shown in Figure 1-13. Loop A is stable in the first
and second quadrants, while loop B is stable in the first and fourth quadrants.
For the technique to be truly useful, a method must be found to extend the
stable region of operation to all quadrants. Work has been carried out to
solve this problem by including additional signal processing within the basic
CALLUM modulator [Cha95]. One option is to control the sign of the VCO

tQ tQ
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Stability region for loop A Stability region for loop B
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/\
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Stability region for loops A&B
Figure 1-13. Stability regions for the basic CALLUM modulator.
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input signals in order to ensure that the loop is always operating in its stable
region [Jen98], [Jen99].

Some attention has been directed towards characterizing the closed-loop
behavior of CALLUM [Cha95]. It is reported that the amplitude and phase
step response are very different. Both are functions of the input signal such
that the phase time constant increases with decreasing input signal ampli-
tude, whereas the amplitude time constant increases with the input signal
amplitude.

Experimental systems have been reported so far in [Bat92], [Jen98].
Measured results gave —50dB ACI when operating at 160MHz carrier fre-
quency and 2kHz modulation bandwidth [Bat92].

Another VCO-derived synthesis method, called the vector locked-loop
(VLO) [Das92], operates in a similar manner, but the required signal proc-
essing utilizes polar (magnitude and phase) rather than Cartesian signals.
The system consists of two cross-coupled phase-locked loops employing
phase and magnitude detection so that both phase and magnitude may be
employed as feedback signals. The main drawback of this technique, in
comparison with the CALLUM technique described below, lies in the diffi-
culty of realizing appropriately low-distortion magnitude and phase detectors
with a suitable broadband response and operating at high carrier frequencies
[Ken00].

1.9 LlInear amplification employing Sampling
Techniques (LIST)

Traditionally, pulse width modulation (PWM), delta modulation and delta
sigma modulation techniques in RF linear amplification have been utilizable
only at low frequencies. Linear amplification employing sampling tech-
niques (LIST) attempts to bring the advantages of the delta modulation tech-
niques to RF amplification in higher frequencies.

The basic structure of a LIST transmitter is shown in Figure 1-14. The |
and Q signals are fed directly into a delta coder [Cox75a], in which the origi-
nal information is converted to a data-stream of value =K

Al(n) = KA[i(n)]

AQ(n) = K A[g(n)],
where A[] represents the delta coding. The bandpass filter at the output
(Figure 1-14) is required to perform the reconstruction of the delta-coded
signals; this is equivalent to using a low-pass filter at baseband. A low-pass
filter is a suboptimal solution (with the optimal solution being an integrator);
however, it is adequate in most cases [Ken00].

(1.9)
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The delta-coded signals (including image products) are then quadrature
upconverted and fed to the two nonlinear power amplifiers. The binary out-
put (£K) from the delta coders results in a carrier phase shift of +
180° during the upconversion process; this is more commonly known as
Phase Reversal Keying (PRK). The resulting upconverted signals are given
by

Al (1) =G AlI(t)cos(w,t)

AQpr (1) = GAQ(D)sin(a, 1),

where G is the gain of the amplifier. The power amplifiers would be con-
structed from, for example, class-E stages, with no loss of signal fidelity
(since the signals are constant envelope at this point in the system) and with
an excellent potential efficiency. Following the nonlinear amplification, the
two paths are combined and fed to a bandpass filter. The combination proc-
ess should, ideally, be lossless, although this is unlikely to be the case in
practice. Any imbalance between the two paths should not result in degrada-
tion in linearity performance, but will result in an image signal. This image
can be arranged to be in-band and hence the suppression required can be
relatively modest. As result, a gain and phase error between the two paths of
0.3 dB and 3° may well be adequate for most applications [Ken00].

The bandpass filter (in Figure 1-14) must be sufficiently effective to re-
move the many out of band products generated by the LIST modulator, and
hence is one of the main drawbacks of this technique. Usage of fast digital
logic enables a high sampling frequency, so that unwanted products can be

(1.10)
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Figure 1-14. Basic architecture of a LIST transmitter.



Transmitters 17

pushed far from band, and bandpass filter specifications can be more re-
laxed.

1.10 Transmitters Based on Bandpass Delta Sigma
Modulator

The conventional approach to employing switching mode amplifiers for sig-
nals with a time-varying envelope is the class-S amplifier, widely used for
audio power amplification. The switching mode amplifier can be imple-
mented as a voltage mode class-D (VMCD) amplifier, schematically shown
in Figure 1-15. The signal is passed through a bandpass delta sigma modula-
tor with 1-bit (two-level) output, and the resulting binary signal is fed into a
VMCD amplifier. Finally, a bandpass filter is used at the amplifier output
prior to the load. The output of the bandpass delta sigma modulator is a bi-
nary signal, in which the quantization noise associated with the digitization
is spectrally shaped so that it lies largely outside of the band of interest. The
output filter provides nonzero conductance essentially only in the band of
interest, so there is no power dissipation associated with spectral components
that do not reach the load. Amplifiers using the bandpass delta sigma algo-
rithm to generate digital signal streams that encode analog communication
signals of interest have also been investigated [Jay98], [Asb99], [Iwa00], and
[Key01].

Since the pulse density modulated signal is linear within a narrow band-
width and the class-D amplifier is a linear stage for digital signals, the fil-
tered output should likewise be linear. With the combination of the bandpass
delta sigma modulator and class-D amplifier, this simple amplifier topology
has the potential to provide both high linearity and efficiency. A wide band-
width pre-driver is necessary because the delta sigma modulated signal is
broadband, and any significant lowpass and highpass filtering would corrupt
the encoded signal. The class-D amplifier (Figure 1-15) has no rejection of
errors introduced in the power stage due to power supply modulation, jitter,

VDD

\ high Q filter
Bandpass

Delta Sigma ‘| '_m\" h \/
Modulator

. / load
oupu [0 1

Figure 1-15. Schematic structure of voltage mode class-D amplifier, together with representa-

tive output and drive signals.
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switching artifacts, etc.
The principal sources of power loss in the VMCD amplifier (Figure 1-15)
are [Ham95], [Jay98]:

1) power lost in the transistors during the ON—OFF transients;

2) energy associated with discharging parasitic capacitance associated with
the output terminals of the transistors;

3) power needed to operate the bandpass delta-sigma modulator, and pre-
driver for the output amplifier;

4) power lost in the transistors and diodes associated with their on voltage;

5) power lost in the passive elements, such as the output filter.

The contributions listed as 1)-3) above increase as the rate of switching
of the amplifier input increases, and thus require minimizing the sampling
frequency of the bandpass delta-sigma modulator. If the entire system is ac-
counted for, the power dissipated by the bandpass delta sigma modulator and
the pre-driver has to be considered.

VMCD PAs with power outputs of 100 W to 1 kW are readily imple-
mented at HF, but are seldom used above lower VHF because of losses asso-
ciated with the drain capacitance [Raa93]. In order to reduce the capacitive
loss, the voltage across the switch should be zero when it turns on or off.
This is called zero-voltage-switching (ZVS) and can be achieved with cur-
rent mode class-D (CMCD) amplifiers, where the transistor drain capaci-
tance can become part of the output filter. Another way to reduce turn-on
and turn-off loss is minimizing the series inductive loss by zero-current-
switching (ZCS), where the current is always zero when the switch turns on
or off. The ZCS is, however, less important than the ZVS at hundreds of
megahertz switching frequencies [KobOl]. The VMCD power amplifier
achieves the ZCS condition. The signal frequency component is only a small

VDD VDD
Lchoke Lchoke
load

high Q filter

Y YL
Bandpass

Delta Sigma I i

Modulator e .

Figure 1-16. Schematic structure of current mode class-D amplifier.
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Figure 1-17. Transmitter based on bandpass delta sigma modulator.

portion of the overall AY, modulated signal as shown in Figure 14-8. There-
fore the switching frequency is not the same as signal frequency (output fil-
ter is tuned to signal frequency), so the drain-to-source currents and drain-to-
source voltages have different frequencies; the voltage changes at switching
frequency and the current at signal frequency at the VMCD amplifier or vice
versa at the CMCD amplifier. Thus, it is impossible to achieve the ZVS or
the ZCS when the class-D amplifiers are driven with A}, modulated signals.
Only the power at signal frequency is passed to the load, and the switching
activity due to the outside band power will cause switching losses. For these
reasons, when compared to the square wave with fixed switching frequency,
the efficiencies of circuits driven with delta-sigma modulated signals drop
dramatically. According to the simulations, the VMCD amplifiers give better
efficiency than the CMCD amplifiers with ZA-modulated signal [Som04]. It
is possible to achieve with the VMCD amplifiers high efficiencies at audio
frequencies [Var03].

Bandpass delta sigma modulators can be implemented with analog or
digital inputs. Figure 1-17 shows the structure of a representative digital
transmitter [Spl01].
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Chapter 2

2. POWER AMPLIFIER LINEARIZATION

Traditionally, constant envelope modulation schemes have been used in ra-
dio telecommunications because of their simplicity and robustness to ampli-
tude errors. This made it possible to use high efficiency power amplifiers
(PA), which are intrinsically very nonlinear devices, near the saturation re-
gion where the amplifier efficiency is at its peak.

However these modulation schemes are spectrally inefficient and the cur-
rent trend is to improve the spectral efficiency or the number of bits trans-
mitted per bandwidth by using some linear modulation scheme such as quad-
rature amplitude modulation (QAM). Alas, when driven through a nonlinear
device the fluctuating envelope of the linear modulation schemes cause in-
termodulation products to appear around the signal band. This spectral spill-
age is effectively impossible to filter away and so can cause the amplified
signal to exceed its allowed adjacent channel interference (ACI) limits.

To compensate these unwanted effects, various amplifier linearization
techniques have been presented. Table 2-1 shows a comparison between
three basic linearization techniques, namely, Cartesian feedback, feedfor-
ward and predistortion. The cancellation performance of the Cartesian feed-
back is good, but the bandwidth is narrow, making the technique unsuitable
for very wideband systems. The feedforward, on the other hand, can be em-
ployed for wideband linearization, but, unfortunately, the system is ex-
tremely complicated, resulting in great power waste and large physical size.
The third method, predistortion, is an optimal solution in terms of power
added efficiency and physical size.

2.1 Feedforward

In the 1920s, H. S. Black invented two schemes for reducing amplifier dis-
tortion, namely, feedforward [Bla28] and negative feedback [Bla37]. Feed-
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forward became forgotten in favor of the feedback technique, even though
feedforward predated the latter by several years. Today, we are well aware
of the limitations of feedback owing to the work of Nyquist and Bode. Feed-
back is limited by conditional stability and finite inter-modulation distortion
(IMD) suppression, whereas feedforward is unconditionally stable and can,
in theory, completely eliminate the IMD. However, Black himself noted that
the key problem with his feedforward prototype was the primary reason for
feedforward to be relegated to the background.

The feedforward prototype required perfect gain match in the different
signal paths and Black reported that the gain of the amplifier had to be con-
stantly re-adjusted. Another reason, at that time, was the simple fact that the
complexity of the feedforward system compared with negative feedback was
considered as a major disadvantage. However, as applications with higher
frequencies and bandwidths appeared, the disadvantages of negative feed-
back became more apparent. This has to some extent led to a renaissance of
the feedforward technique and it is nowadays considered to be one of the
most established and approved methods, especially for wideband and multi-
carrier systems [Ken91a], [Ken91b], [Mye94]. Otherwise, it has been used in
many areas spanning from low frequency audio applications [Van80] to
high-frequency CATV [Pro80] and microwave [Se71b] applications.

A block diagram of the feedforward system is depicted in Figure 2-1. All
blocks operate at RF. The main amplifier, a nonlinear power amplifier, is fed
directly with the source signal. The distortion generated by the amplifier is
isolated in the signal cancellation loop by subtracting the source signal from
the amplifier output. This signal is often referred to as the error signal. In the
distortion cancellation loop, the error signal is finally subtracted from the
amplifier output. For perfect signal and distortion cancellation, an attenuator
and auxiliary amplifier are required in the signal and distortion cancellation
loops, respectively. For high frequency applications, it is evident that the
performance of this scheme in terms of obtaining perfect signal and distor-
tion cancellation is not only dependent on the amplitude match but also on
the phase/delay match along the parallel signal arms. In practice, fixed de-
lays can be inserted as noted in Figure 2-1 to balance the delays in the co-
arms that are primarily dominated by the amplifiers.

The effects of delay, phase and amplitude imbalances have been treated

Table 2-1. Comparison of Three Basic Linearization Techniques [Mad99]

Technique Cancel- Bandwidth | Power Size Suitability to
lation Per- Added Multicarrier
fomance Efficiency

Feedback Good Narrow Medium Medium | Low

Feedforward Good Wide Low Large High

Predistortion Medium Medium High Small Medium
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in several papers [Ste88], [Wil92a], [Par94], and [Mye94]. As an example,
to obtain 25dB suppression of the amplifier distortion, an amplitude error of
better than 0.5dB or a phase error of better than 0.5 degrees is required
[Wil92a]. For narrowband systems, the delay mismatch can be corrected by
simply adjusting the phase. However, for wideband systems, a given delay
corresponds to different phase shifts at different frequencies. It is shown in
[Par94] that, if the delay mismatch corresponds to one wavelength of the
carrier signal, then the distortion suppression will be limited to 30dB at both
ends of the bandwidth, assuming 1% bandwidth with an otherwise ideal sys-
tem. Thus, to take into account the delays when designing a feedforward sys-
tem, the delaying elements should be quantified by means of measurements
and/ or simulations. A systematic approach based on simulation is presented
in [Kon93]. The technique is based on harmonic balance simulation that
takes into account the nonlinear effects in the amplifiers, provided that ap-
propriate simulation models are available. The method was found to work
quite well for a microwave feedforward amplifier. Simulation results gave
20dB suppression over S00MHz bandwidth and a 6GHz carrier frequency.
Fixed or manually controlled amplitude and phase matching networks are
usually not sufficient to preserve reasonable distortion suppression. Compo-
nent aging, temperature drift, change of operating frequency etc. cause varia-
tions that require automatic control of the amplitude and phase matching
networks. Several solutions have appeared and three distinct techniques can
be identified. One approach is based on measuring the power at some points
and minimizing it [Obe91]. For example, the signal cancellation loop can be
tuned by minimizing the power of the error signal and the distortion cancel-
lation loop can be tuned by minimizing the out-of-band power at the trans-
mitter output. Another method uses a pilot tone that is inserted at some point,

MAIN
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I/ — YN
POWER 4 | | 4 | DISTORTION
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dte | w2
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CANCELLATION ERROR
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Figure 2-1. Block diagram of the feedforward system.
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typically after the power amplifier, and a measure of the imbalance is ob-
tained by detecting the pilot at another point [Nar91], [Cha91]. The level of
the detected pilot tone guides a controller to adjust the amplitude and phase
accordingly. The third method is based on the fact that the gradient for the
function to be optimized can be calculated and used to guide the adjustment
[O1v85], [Bau93], [Ken94], [Cav95], [Smi98]. Some of these solutions re-
quire a computer-based controller [Obe91], [Nar91], [Ken94], [Smi98]; oth-
ers can be implemented using a continuous closed-loop system [Cha91],
[Ken94]. Common for all the schemes is the fact that the total complexity of
the feedforward scheme becomes quite large compared with the basic feed-
forward configuration shown in Figure 2-1.

Even though the main amplifier can be quite power efficient, the total ef-
ficiency of the feedforward scheme is drained due to losses in the main path
delay, the couplers and the auxiliary amplifier. A high efficiency auxiliary
amplifier should, of course, be used. But it must also be sufficiently linear so
that no additional distortion is generated. Furthermore, the coupler that is
used to subtract the error signal from the amplifier output should have a low
coupling factor. With a low coupling factor, most of the power available
from the main amplifier is fed to the antenna. On the other hand, the cou-
pling factor should be high because the auxiliary amplifier must provide
enough power to compensate for the losses in the coupler. Thus, an optimal
coupling factor can be calculated based on the knowledge of the other com-
ponents in terms of amplifier efficiency, intercept points and delay line
losses [Ken92], [Dix86].

Several feedforward prototypes have been reported [Ken91b], [Se71b],
[Ste88], [Mey74], [Nar91], [Dix86] with performance ranging from 20 to
40dB suppression both for narrowband and wideband systems with carrier
frequencies from a couple of MHz to several GHz.

Typical applications are of narrowband type, i.e. the bandwidth is a cou-
ple of percentage points of the carrier frequency. Yet, it is interesting to note
that feedforward has also been applied to systems with a bandwidth of one
decade or more [Sei7la], [Mey74], even though the maximum frequency
was rather low (< 300MHz). With such a large bandwidth, the designer is
confronted with the problem of obtaining flat frequency responses from all
components. In [Mey74], an interesting solution is presented because it com-
bines the best sides of Black's two schemes. The main amplifier has a local
negative feedback loop, while, for low frequencies, the loop-gain is large
enough to make the amplifier itself sufficiently linear. However, for higher
frequencies, the loop-gain is diminished and the feedforward technique,
which is optimized for the higher frequencies, takes over.
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2.2 Cartesian Modulation Feedback

Figure 2-2 shows the principle of the Cartesian feedback transmitter. The
output of the amplifier is synchronously demodulated and compared with the
source signal to obtain an error signal. The error signal is fed to the loop fil-
ter followed by upconversion in a quadrature modulator before it finally
reaches the power amplifier. The Cartesian feedback was introduced by Pet-
rovic [Pet83]. Several experimental systems have been reported operating
with carrier frequencies ranging from a couple of MHz to 1.7GHz with
modulation bandwidths of up to 500kHz [Joh91], [Wil92b], [Joh94],
[Whi94]. Distortion suppression varies from 20dB up to 50dB with 35% to
65% amplifier power efficiency.

It is interesting to note that Cartesian feedback has been proven to work
for wideband applications [Joh91]. Careful design and selection of compo-
nents are required since the propagation delay will dominate the phase char-
acteristics of the loop. The relations between loop delay, bandwidth and sta-
bility are investigated in [Joh95]. It is shown that for a SMHz cross-over
bandwidth the loop delay should not exceed 33ns (with 60° phase margin).
Assuming that the loop gain is sufficiently high and that the loop contains a
single pole, this corresponds to 20dB of IMD suppression at S00kHz.

A potential problem for Cartesian feedback transmitters is that the char-
acteristics of the amplifier effectively degrade the gain and phase margins of
the loop. Another problem is the phase shift that occurs in the loop when, for
example, changing the carrier frequency. In practice, a phase adjuster is re-
quired to adjust the phase automatically to preserve the stability [Bro88],
[Ohi92]. The phase adjuster can be placed in the loop or, as illustrated in
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Figure 2-2. Cartesian feedback transmitter block diagram.
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Figure 2-2, to differentiate the local oscillator phase between the modulator
and the demodulator. This means that the complexity of a practical Cartesian
feedback transmitter is much higher than the diagram in Figure 2-2 might
imply.

One disadvantage of Cartesian feedback and other schemes where the
amplifier is fed with a signal having a varying envelope is that the power
efficiency is low for low input levels. An attempt to improve on efficiency is
presented by Briffa et al. [Bri93]. Dynamic biasing is applied to the final
amplifier stage. The biasing (of both base and collector) is controlled by the
envelope of the input signal through mapping functions that apply predeter-
mined biasing levels for maximum efficiency. Simulation results show that
the efficiency can be increased from 50% to 60% near saturation and from
10% to 30% at low input levels. A small improvement in linearity was a
welcome side effect.

To obtain low levels of ACI the dynamic range of the feedback path must
be appropriately high. Upwards, the dynamic range is limited by intermodu-
lation, especially in the quadrature demodulator, and, downwards, by the
accumulated noise in the feedback path.

A derivative of Cartesian feedback was presented by Johansson et al. for
multi-carrier applications [Joh93]. The principle is outlined in Figure 2-3.
Several Cartesian feedback loops (Figure 2-4) operate in parallel on distinct
frequency bands. Each loop can accommodate several carriers. An interest-
ing property is that a loop can be assigned to a channel without an input sig-
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E splitter

Figure 2-3. Block diagram of multi-loop Cartesian feedback system.
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nal to reduce intermodulation products in that channel caused by the other
channels in operation. Experimental results show that this is a viable method
for broadband multi-carrier linearization with up to 30dB intermodulation
suppression [Joh94]. The use of Cartesian feedback with a class-C PA am-
plifying an IS-136 (DAMPS) signal improves the first ACPR by 35 dB and
allows the signal to be produced with an efficiency of 60% [Ken00].

2.3 Predistortion

From a mathematical point of view, predistortion is, next to feedforward,
probably the most obvious technique for linearization. By preceding the
nonlinear amplifier with its inverse counterpart, one-to-one mapping be-
tween the input and output can be obtained. As illustrated in Figure 2-5 pre-
distortion in its most simple form is an open loop system. However, most
solutions presented use some kind of feedback to enable adaptation of the
predistorter. Several solutions have been developed to realize the predis-
torter, from digital baseband processing to processing the signal directly at
RF using diodes as nonlinear devices.

Behavior models for PA have traditionally been developed on the basis
of the AM-AM and AM-PM curves, and the PA gain is usually approxi-
mated as a complex polynomial function of instantaneous input power level.
However, as the bandwidth of the signal increases, memory effects in the
transmitter distort this simplified picture. Memory effects are attributed to
filter group delays, the frequency response of matching networks, nonlinear
capacitances of the transistors and the response of the bias networks. The
performance of the predistortion algorithms that do not take these memory
effects into account is severely degraded as the bandwidth of the input signal
increases [VuoO1]. A nonlinear system with memory can be represented by
Volterra series, which are characterized by Volterra kernels [Sch81]. How-
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Figure 2-4. Cartesian feedback module (CFBM).
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ever, the computation of the Volterra kernels for a nonlinear system is often
difficult and time consuming for strongly nonlinear devices. In many appli-
cations that involve modeling of nonlinear systems, it is convenient to em-
ploy a simpler model. The Wiener model, which is a cascade connection of
linear time invariant (LTI) system and memoryless nonlinear system, has
been used to model nonlinear PAs with memory [Sal81]. A straightforward
predistortion method is to add an adaptive filter in cascade with the memory-
less predistorter [Kan98].

In applications with weak nonlinear amplifiers, or having moderate line-
arity requirements, coarse approximations of the wanted predistortion func-
tion can be applied using nonlinear analogue components. In fact, what this
all really says is that the predistorter is essentially a technique, which can
work usefully for well backed-off amplifiers showing only small amounts of
compression. This is a very tough restriction for signals having high peak to
average ratios.

The output of the power amplifier in Figure 2-5 is

v, =v,—a;vp (a =1). (2.1)

A predistorter generates output v,

v, =V, =vp—a3v;, (2.2)
so a predistorter has to "solve" the cubic
-ty +L, =0, (23)
a3 a3
This can be solved by
Vp =V, +byvi +bsv) +b,v] +....etc. 24

This shows that, in general, the predistorter contains an infinite series of
terms of a higher order than the amplifier distortion itself. The output signal
from any useful predistorter will have a spectral bandwidth significantly
greater than the distorted PA output that it strives to linearize; this has im-
portant implications for the required bandwidth of any components used in
predistorter design.

The output of the power amplifier is

v, =aq, vp—a3vf,. (2.5)
The transfer function of the predistorter is
vp =, +byv,, (b =1). (2.6)
Pre- PA
distorter
V.
m—. [bn]

Figure 2-5. Open-loop predistortion block diagram.
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Using (2.5) and (2.6), the power amplifier output is

Vo =44 (vin +b3 vi3n ) —da (vin + b3 Vi3n )3 (2 7)

=a,v,, +(a,b; — a3)vl.3n - 3a3b3vi5n —3a, bfv; - a3b§v;’;. '
If by = as/a,, then the third harmonic will cancel. But we now have addi-
tional 5™ 7™ and 9™ order products. An important result is that a predistorter
with a simple 3™ degree expansion characteristic can cancel the 3™ degree
nonlinearity in an amplifier, but will create additional higher degree non-

linearities, that were absent in the basic PA itself.
2.3.1 Analog Predistortion

In [Noj84] Nojima et al. used diodes to build a third-order predistorter (see
Figure 2-6) that operated at an intermediate frequency (130MHz) for a mi-
crowave system with 6GHz carrier frequency and a 30MHz bandwidth.
More than 30dB suppression of the third-order IMD was obtained with a
self-adjusting system that controlled the magnitude and the phase of the
third-order predistorter. A continuation of this work was presented in
[Noj85], [Noj85], [Nan85], where the predistorter worked at the carrier fre-
quency instead of an intermediate frequency. One prototype was intended for
mobile telephone systems operating at 800MHz and the other one for 6GHz
microwave digital radio systems. For the 800MHz system, Nojima reported
up to 20dB reduction of the third-order products over a bandwidth of 25MHz
and, for the microwave system, about 6dB over a S00MHz bandwidth. A
similar solution is presented in [Nam&3], where the predistorter is realized
with FET (field-effect transistors) amplifiers acting as nonlinear devices.
Third-order predistorters are not enough if we want to obtain higher ac-
curacy or linearize amplifiers that are less linear. One solution is to use
higher order polynomials. However, this requires more advanced adaptation
algorithms since there will be more coefficients to adjust. A new technique
for adaptation of this kind of predistortion linearizers is presented by Staple-
ton et al. in [Sta91], which is based on minimizing the out-of-band power.
By describing both the predistorter and the amplifier with truncated Sth-
order complex polynomials, the IMD power can be expressed as a function
of the polynomial coefficients. From this analysis it was shown that for the
dominant third order components the out-of-band power represented a quad-
ratic surface. Although the analysis required that the input signal was a sta-
tionary Gaussian process, it was also demonstrated by means of simulations
that quadratic-like surfaces were obtained for a 16-QAM signal. The fact
that one global minimum exists suggests that we can choose from several
powerful optimization methods. As a first step, Stapleton simulated a system
using a modified version of the Hooke and Jeeves method, a direct search
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scheme, to prove the viability of this approach. A prototype operating with
an 850MHz carrier frequency is presented in [Sta92a]. The polynomial coef-
ficients were adjusted manually to give a 15dB improvement in the third-
order and 5dB improvement in the fifth-order IMD products. Simulations
estimated that the adaptation time was rather long, in the order of minutes, in
fact.

The method that was used to measure the out-of-band power included the
use of a mixer and a separate local oscillator followed by a filter and a recti-
fier. An alternative solution is given in [Sta92b], [Sta92c] that uses convolu-
tion of the RF input signal and the transmitter output signal, thereby avoid-
ing an additional oscillator for the down conversion of the output signal.
Analysis showed that the resulting signal could be used as a measure of the
out-of-band power, just as in the previous approach. Prototype results gave
an 11dB improvement in linearity compared with the 15dB that was pre-
dicted by means of simulation. The adaptation time was decreased to ap-
proximately 10 seconds by using more advanced optimization schemes
based on surface fit.

The analysis based on complex polynomials has been extended to include
quadrature modulator errors in [Hil92], [Hil94]. It is shown that the out-of-
band power is a quadratic function of both the amplifier nonlinearities and
the quadrature modulator errors. A prototype was reported to work excel-
lently with up to 20dB IMD suppression and with a convergence time of be-
low 4 seconds.

Yet another system based on polynomial predistortion is presented in
[Gha93], [Gha94]. This system has a significantly larger complexity com-
pared with the previous solutions, especially in terms of digital signal proc-
essing. The adaptation process requires synchronous detection of the output
signal instead of monitoring the out-of-band power. Simulation results prom-
ise up to 45dB distortion suppression. Still no prototype results have been
reported for this scheme.

The use of polynomial functions and a simple adaptation scheme based
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Figure 2-6. Principle of third-order predistorter.



Power Amplifier Linearization 35

on out-of-band power measurements offers low cost and complexity. How-
ever, a low-order polynomial is capable of canceling only weak nonlineari-
ties. For more non-linear amplifiers, more general schemes based on DSP
techniques and look-up tables have been developed.

2.3.2 Mapping Predistortion

In [Bat88], Bateman et al. suggested the use of DSP techniques and look-up
tables with curve fitting to realize an adaptive predistorter. The approach
required the transmission to be interrupted because of the special signal that
had to be applied to characterizing the amplifier nonlinearities. However, the
solutions presented below can adapt while transmitting and do not require
any special signals.

A simple and "brute force" solution was presented by Nagata [Nag89],
who used a huge two-dimensional table (see Figure 2-7). By using a two-
dimensional table, any complex input signal represented by its Cartesian
components can be mapped to a new constellation of Cartesian components.
Thus, any distortion or error occurring in the conversion process can be can-
celled. This even includes misalignments and nonlinearities in the quadrature
modulator. For the purpose of adaptation, the amplifier output signal is syn-
chronously demodulated and compared with the input signal. The suggested
adaptation process is quite simple and is performed while transmitting. Ac-
tually, it is the time-discrete equivalent to the Cartesian feedback system de-
scribed in Section 2.2. As such, the phase of the feedback signal has to be
correct for stable operation. Nagata presented results from an experimental
system with a 16kHz modulation bandwidth, 128kHz sampling rate and
145MHz carrier frequency. Up to 26dB distortion suppression was obtained,
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but the convergence time was quite long (10 seconds), which was primarily
caused by the size of the table (2Mwords). The problem of correct sampling
of the demodulated signal to be used in the adaptation process was ad-
dressed. It was shown by simulation that a sampling time deviation corre-
sponding to 1% of the symbol time or more resulted in a significant degrada-
tion in performance. An automatic delay adjustment circuit that converged
within 16 symbols was presented. Nagata reports that 2Mbits of memory
were required in his design, along with 13000 gates in dedicated DSP hard-
ware and up to 2W in the A/D and D/A converters. The total power con-
sumption was therefore up to 4W, which is significantly more than the
power output of the RF amplifier in most handportable equipment. It is
therefore evident that the power-efficiency of an adaptive predistortion sys-
tem will be poor until device technology is advanced sufficiently to enable
the power consumption of the linearizer to become a small fraction of that of
the RF power amplifier.

A similar system is presented by Minowa et al. [Min90], who investi-
gated this technique in conjunction with amplifier back-off. Yet another pro-
totype is presented in [Man94], where the computational burden was in-
creased by using interpolation of the table entries. With this procedure, the
table size could be reduced by a factor of 16 to 64 kwords. More memory
efficient schemes have been developed (see Sections 2.3.3 and 2.3.4). In
contrast to the mapping predistorter, these techniques can only compensate
for phase-invariant non-linearities.

2.3.3 Complex Gain Predistortion

The major drawback of the mapping predistorter is the size of the two-
dimensional table, which results in long adaptation times. However, if we
restrict the predistorter to correct for nonlinearities in the amplifier alone,
then a one-dimensional table will do, since the amplifier characteristic is a
function of the input amplitude only. That is, such a table would approxi-
mate the inverse function of the amplifier nonlinearity with a finite number
of table entries.

This approach has a table containing complex-valued gain factors given
in Cartesian form, see Figure 2-8 [Cav90]. The address to the table is calcu-
lated as the squared magnitude of the input signal, which gives a uniform
distribution of power in the table entries. Furthermore, the input signal is
predistorted by a single complex multiplication. All in all, this leads to a
substantially larger computational load compared with the mapping predis-
torter. The adaptation scheme of the complex gain predistorter is a multipli-
cative predistorter in contrast to the mapping predistorter, which is additive.
This means that the complex gain predistorter is not sensitive to the phase of
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the feedback signal, as is the case for the mapping predistorter. A phase ad-
justment circuit in the feedback path is therefore not necessary for stable op-
eration.

Since this solution assumes a phase-invariant characteristic it depends
heavily on the use of perfect quadrature modulators and demodulators. Such
modulators and demodulators are difficult and expensive to build. Methods
for automatic adjustment of these errors have therefore been suggested in
Chapter 3.

Cavers analyzed the effect of table size on adjacent channel interference.
The effect of adaptation jitter was also investigated and it was found that the
table size should be increased by 20% to account for this effect. The adapta-
tion process was formulated as a root finding problem; the secant method
was found to perform significantly faster than the linear scheme described by
Nagata in [Nag89]. The convergence time was estimated to be less than 4ms
for a 25kHz system with 64 table entries, provided that every table entry was
accessed exactly 10 times each.

The LUT size affects linearly the speed of adaptation, so one way to in-
crease the adaptation speed is to reduce the number of entries in LUT. The
number of LUT entries, however, determines how closely the predistorter is
able to follow the inverse function of the amplifier distortion as well as the
maximal signal to noise ratio (SNR) available in the output of the amplifier.
Both the precision and the entry number requirement can be alleviated with a
nonuniform organization of the LUT entries [Cav97]. By organizing the en-
tries in such a way that the entries do not overlap [Has01], the required pre-
cision can be reduced, while by organizing the entries according to the prob-
ability density of the amplitude values, the required number of LUT entries
can be reduced [Muh00].

An experimental system based on complex gain predistortion is presented
in [Wri92]. This system gave an up to 25dB improvement in linearity in nar-
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rowband operation (less than 1kHz). A recent advance in this area has been
described by Sundstrém et al. [Sun96], [And97], in which a dedicated pre-
distorter ASIC is outlined. The performance of this device was shown to be
very good over a broad range of channel bandwidths (up to 300 kHz) and the
use of an ASIC helped to reduce the linearizer power consumption to sensi-
ble levels (roughly one-tenth of that of an equivalent clock-rate DSP device,
whilst providing around seven times the channel bandwidth).

2.3.4 Polar Predistortion

The approach suggested by Faulkner et al. [Fau94] uses two one-
dimensional tables containing magnitude gain and phase rotation, respec-
tively. The principle is illustrated in Figure 2-9 [Sun95]. From the input sig-
nal, given in Cartesian components, the amplitude is calculated and used as
an address to the look-up table containing amplitude gain factors. The input
signal is multiplied by the gain factor obtained from the table. The magni-
tude of the input signal is multiplied by the same gain factor and the result is
used to address the second table containing the phase. Finally, phase rotation
is performed by the amount obtained from the second table. This final step
includes two additional look-ups to get sin() and cos() values for the rotation
matrix. This technique requires more operations to predistort the signal com-
pared with the complex gain predistorter.

Since the adaptation process is based on polar coordinates each iteration
involves rectangular-to-polar (R/P) conversion of the input signal and the
detected output signal. All in all, this leads to a substantially larger computa-
tional load compared with the mapping predistorter. The adaptation scheme
of the polar predistorter is a multiplicative predistorter in contrast to the
mapping predistorter which is additive. This means that the polar predistorter
is not sensitive to the phase of the feedback signal, as is the case for the
mapping predistorter. A phase adjustment circuit in the feedback path is
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therefore not necessary for stable operation.

This technique gives a considerable reduction in table size compared with
the mapping predistorter [Fau94]. Faulkner reported that, as a compromise
between convergence time and error it was found that 64 table entries gave
the best result, provided that interpolation was used. This is four orders of
magnitude less than the size of the mapping table. As a consequence, the
adaptation time was estimated to be less than 10ms for a 25kHz system with
a sampling rate eight times the symbol rate, assuming that all samples were
used in the adaptation process. The experimental system gave up to 30dB
IMD suppression when the system was exercised with a two-tone test
[Fau94]. However, the modulation bandwidth was only 2 kHz.

The possibility of making the gain table a function of| | * (see Figure 2-8)|
instead of | | (see Figure 2-9) was considered in [Fau94]. |2 s easy to calcu-
late and causes the points of the table to be concentrated in the saturation
region of the amplifier characteristics, while | | concentrates more points into
the turn-on region.

Since this solution assumes a phase-invariant characteristic, it depends
heavily on the use of perfect quadrature modulators and demodulators.
Therefore, methods of automatic adjustment of these errors have been sug-
gested in Chapter 3.

2.3.5 RF-Predistortion Based on Vector Modulation

The RF-input/output predistortion operates completely independently of the
circuit before the amplifier [Set00]. The RF-predistortion is implemented by
transforming the analog PA input signal by analog means that are controlled
by digital signals (Figure 2-10). The phase and envelope of the input and
output signals are detected by analog means and A/D-converted. The result
is fed to a DSP that retrieves phase and amplitude correction values corre-
sponding to the input envelope value from a LUT. These values are D/A
converted and used to control an analog AM/PM distorter that alters the RF-
signal. The effect of RF-predistortion can be described with formula:

App (|V[N|) Apy (|VPD|) =K

Prp (‘VIN‘) +0p, (‘VPDD =Ag,
where 4 and ¢ refer to the notation in Figure 2-10 and K and A¢ are con-
stants.

The LUT is updated with a suitable algorithm on the basis of the phase
and amplitude differences of the input and output signals. The signal can be
detected with simple envelope and phase detectors [Ken01]. This configura-
tion alleviates the problem of detector nonidealities that may limit the lin-
earization ability of the baseband schemes, as both the output and input sig-

(2.8)
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nals are detected with the same kind of detectors. Therefore, the possible
error in the correction is only due to the mismatch between the detectors,
which can be kept low with proper selection of the detectors. If the ampli-
tude distortion is delayed compared to the phase distortion or vice versa, the
upper and lower intermodulation sidebands become asymmetrical [Crip02].
This can be caused by, for example, different delays in the phase and ampli-
tude feedback loops.

Another method used for the LUT update is the minimization of out of
band distortion. This can be achieved by downconverting the signal to IF and
bandpass filtering the signal to extract the out of band distortion. The power
of the distortion is measured and the LUT is updated to minimize it. Another
drawback is the slow convergence of the adaptation and complexity [Set00].

The limiting factors in the RF-predistortion mainly relate themselves to
the analog parts of the circuit. The phase delay round the forward control
loop reduces the effectiveness of the predistortion. The main sources for this
delay are DSP latency, A/D and D/A converters latencies and the delays of
the reconstruction and anti-aliasing filters. This can be alleviated to some
extent by increasing the sampling rate of the digital parts and by adding an
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analog delay element before the analog predistorter. The envelope detection
process generates signals that have a higher bandwidth than the original
modulation bandwidth of the RF signal. The RF predistortion based on vec-
tor modulation is therefore mainly suitable for narrowband systems. The
wider bandwidth requires a higher sampling frequency in DSP. Furthermore,
less delay for forward correction is tolerated. The operational bandwidths of
the envelope detectors as well as the A/D and D/A converters limit the
bandwidth of the correction signal. The use of the RF predistorter to amplify
an EDGE signal improves the first ACPR by 20 dB and allows the signal to
be produced with an efficiency of 30% [KenO1].

2.3.6 Data Predistorters

The technique operating at the transmitter is mainly related to distorting the
data alphabet [Sal83], [Boy81]. Such predistorters compensate for the warp-
ing and clustering effects on the data constellation and therefore improve the
eye openings at the maximum eye opening instants. They will thus improve
the error magnitude of the amplifier output signal, but do not usually im-
prove, intentionally, the adjacent channel performance or spectral purity of
the transmitter output. They commonly employ look-up table based tech-
niques to form the predistortion function and operate in a manner similar to
their conventional equivalents. Biglieri proposed a data predistortion scheme
with memory [Big88], which improves the system performance with respect
to the memoryless predistorter. A key disadvantage with this form of the
predistorter is that it is generally modulation format specific.
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Chapter 3

3. DIGITAL COMPENSATION METHODS FOR ANALOG
I/Q MODULATOR ERRORS

The block diagram of the I/Q modulator and correction network is shown in
Figure 3-1. The I/Q modulator has phase imbalance, gain imbalance and DC-
offset errors. With a careful layout design, the errors can be minimized, but
they can never be completely nulled. The phase imbalance is caused mainly
by the local oscillator and phase shifter, which does not produce exactly 90
degrees of phase shift between the two channels. The gain imbalance is
caused mainly by the mixers, which are not exactly balanced. The sideband
suppression is a function of both the gain and phase imbalance (see Figure 1-
2). The carrier suppression is a function of the DC offset between the in-
phase (I) signal and the quadrature (Q) signal. This offset can be compen-
sated by altering the DC offset of the input signals.

The effects of the modulator errors on the constellation are shown in
Figure 3-2, Figure 3-3 and Figure 3-4. The phase imbalance results in rota-
tion of the axes in the I/Q coordinates as shown in Figure 3-2. The gain im-
balance results in distortion of the signal and transforms the circular constel-
lation in the I/Q coordinates to elliptical ones, as shown in Figure 3-3. The
DC-offset shifts all sample points the same amount in the same direction, as
shown in Figure 3-4. Together these imbalances cause the bit-error rate of
the connection to increase. In [Cav93], a more detailed discussion about ana-
log 1Q modulator errors and their effects on the communications can be
found.

The effects of the analog 1/Q modulator errors are modelled using matrix
notation. The quadrature modulator (QM) output of Figure 3-1, when the
nonidealities are taken into account, can be written as [Fau91]

v, (1)=MV, (1) + Ma, 3.1

where
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v (acos@/ 2) ﬂsin(q)/z)J 32)

asin(¢/2) Pcos(@/2)

= (“‘ J (3.3)
a,

where o and P are gains of the 7 and Q channels, V,,(?) is the quadrature in-
put, and ¢ is the phase split between the channels. a; and a, are the dc offsets
of the channels. The time invariant signals are expressed as the length of two
vectors composed of the in-phase and quadrature phase parts of the signals.
The representation in (3.2) is called a symmetric form of the error; (3.4) is
the same error presented in asymmetric form. The symmetric model [Cav93]
differs from the symmetric model presented in [Fau91] in that the phase im-
balance is attributed completely to the Q channel. In this case
M= (05 Bsin(@) ]
0 feos(@)

To compensate the errors, correction terms should be added so that errors
presented in (3.1), (3.2) and (3.3) are nulled. The corrected output for the
quadrature modulator compensator (QMC) output should be (if the QMC is
in series with the QM)

v.t)=Cv,(t)+b=GDv,(t) + b, (3.5)
where v,(f) is the compensator input, and

(3.4)

Correction Network
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Figure 3-1. Quadrature modulator and correction network.
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Figure 3-2. Phase imbalance causes rotation of axes in IQ plane. The dashed line represents
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CeGd M- ZM( Bcos(¢/2) —,Bsin(¢/2)} (36)
ofp \—asin(¢/2) «acos(¢/2)
correspond to M in (3.2). The DC offset correction terms are
b=-a. (3.7
The gain imbalance is
G:cos(¢/2) (1/0{ 0 j G5
cos(@) 0 1/B) '
and the phase imbalance is
& ( 1 - tan(¢/2)} (3.9)
—tan(@/2) 1

The compensator structure for the symmetrical model is presented in Figure
3-5. The cos(¢/2)/cos(¢) in (3.8) is ignored in Figure 3-5.
With (3.4) as a starting point, C becomes

C=Go=M"= %{ﬂ C%s(@ ~F in(¢)]. (3.10)
The gain imbalance is
l/ee 0O
G:( 0 ]/ﬂj, (3.11)
and the phase imbalance is
@ = [1 - tan(@} (3.12)
0 sec(@)

The compensator structure for the asymmetrical model is presented in Figure
3-6.

In a wideband transmitter, the frequency dependence of I/Q mismatches
must be taken into account. The wideband correction system is similar to the
narrowband systems shown in Figure 3-5 and Figure 3-6 except that the cor-
rection terms are replaced by FIR filters, and extra delays are added due to
the non-causality of the FIR filters [Pun00].

3.1 Quadrature Modulator Errors Compensation

The linearizer circuits such as mapping predistorter or Cartesian coordinate
negative feedback linearizer can adapt for the quadrature modulator imper-
fections (see Section 2.3.2 or 2.2) [Cav90]. The linearizer types that assume
the distortion to be dependent only on the magnitude of the signal and not its
phase cannot be used for modulator error compensation (see Section 2.3.3).
There are analog and digital compensation methods for quadrature modu-
lator errors. The majority of the articles suggest an adaptive way of compen-
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sating the I/Q modulator errors. There are two main ways to do this. One
way is to use a particular training signal and the DSP processes the sampled
information of this signal to cancel the changing nonlinearities. This method
is used in [Fau91], [Fau92], [Loh93], [Cav91], [Cav93], [Jui94], [Hir96],
[Cav97], [Pie01], [McV02]. The second way is to sample the data and com-
pensate the errors as the data is transmitted or received without a test tone, as
in [Hil94], [Cav97], [Mar00], [Ger92], [McV02]. A simple analog method of
compensating the DC offset is presented in [Ris01], [Man9] and [AkiOO].

The basic idea of adaptation is to have some samples of the data, and
some sort of estimation of the imbalances. A digital signal processor calcu-
lates the correction terms to compensate for the I/Q modulator errors. In the
literature, there are some algorithms used commonly when searching con-
vergence of the correction terms. The choice of the adaptation algorithm
leads to different convergence speeds and computational complexities in
general, as well as to different remaining steady-state errors [Hay91]. These
algorithms can be divided into gradient and surface fit (LMS, RLS) algo-
rithms. The Newton-Rhapson algorithm used in [Loh93] is a gradient based.
This method is susceptible to quantization and modeling errors [Cav97]. The
least mean square (LMS) algorithm used in [Cav93], [Mar00] is simple to
implement and is not computationally demanding. It is widely used because
of its simple and effective nature. However, the problem with the LMS is its
slow convergence. The recursive least squares (RLS) algorithm used in
[Hil94] is computationally more demanding than the LMS, but the RLS
method reaches convergence faster than the LMS.

The methods in [Fau91], [Fau92], [Loh93], [Cav93], [Hil94], [Cav97],
[Mar00] use a feedback network as shown in Figure 3-1. At the QM (or PA)
output is an envelope detector that operates at radio frequency. The detector
has diode characteristics. This diode, however, has some transfer characteris-
tics that must be taken into account. The correction terms vary with tempera-
ture and applied carrier frequency often making readjustment necessary.

3.1.1 Symmetric Compensation Method

In [Fau91], an automatic method of compensating modulator errors is pro-
posed. The principle of the method can be seen in Figure 3-1. The method is
based on baseband preconditioning, meaning that adjusting the baseband
drive signals feeding the mixers compensates the errors. The output signal is
measured with a diode detector and converted to digital form. Then, using
this digital information, DSP searches compensation terms that are inputted
to the correction network. It is possible to keep all the corrections independ-
ent of each other by applying them in the correct order [Fau91]. In [Fau9l],
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the DC offset is cancelled first. The differential gain errors should be com-
pensated second, and the phase errors last.

The compensation method starts by initializing the correction circuit.
Then test vectors are applied to the I and Q inputs, and the adjustments be-
gin. First, carrier leak is corrected by zeroing the drive signals. The DC
compensation terms in (3.7) are adjusted by, for example, a one-dimensional
search. This happens by holding a, constant and adjusting a, so that detector
output is minimized. When local minimum is found, a, is held constant and
a, is adjusted to find minimum. This is repeated until optimum is found

[Fau91].
The gain error in (3.8) is compensated using the test vectors /=4, Q=0

and / = 0, O = A) applied to the channels, and measuring the outputs. The
ratio of the output measurements is the gain mismatch. An iterative approach
is used in [Fau91], thus avoiding the need for a calibrated detector. The gain
of the channel with the larger output is decreased until the amplitudes of
both channels are equal.

When channels are balanced, the phase error in (3.9) is compensated. The
system is fed with a constant amplitude phasor (/ = cos(2nft), O = sin(2xft)).
The cross-term tan(¢/2) of Figure 3-5 is adjusted iteratively so that the I and
Q amplitudes become equal, and the output circular, as it is in an ideal case.

The 900 MHz quadrature modulator consisted of a 90° phase splitter, a
combiner and two diode ring mixers fed at a +7dBm RF drive level [Fau91].
The uncorrected modulator had an overall differential phase error 8°, a dif-
ferential gain of 0.5 dB, and carrier leak of -20dBm. After correction the
above errors improved to 0.4°, 0.02 dB and -63dBm, respectively.

The algorithm in [Fau91] can be modified so that the test vectors are not
needed. The trajectory of the incoming modulation is sampled. This is not,

-a,

1/Q error correction unwanted DC
elimination

——tan(6/2) |

Figure 3-5. Signal flow graph of symmetrical IQ correction network.
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however, tested in [Fau91].

A similar symmetric compensation method is used in [Loh93], but the
Newton-Rhapson algorithm is used instead for acquiring the compensation
terms. The controller stores the values inputted to the quadrature modulator
and the values read from the envelope detector. Five sets of values are ob-
tained for o, B (gains for both channels), a;, a, (dc-offsets) and ¢ (phase im-
balance between channels). Thus five equations are obtained for five un-
known variables at different time instants. When the impairment values are
known, both channels are predistorted and new values are measured; the im-
pairment values are estimated as before. This compensation method, how-
ever, needs a perfect knowledge of the envelope detector parameters, thus
limiting the usage of this method [Cav97].

In [Cav97], a symmetric model for both quadrature modulator (QM) and
quadrature modulator compensator (QMC) are used. However, some im-
provements are made compared to previous methods. The channel imbalance
and offset are measured simultaneously. The method reduces sensitivity to
quantization noise in the feedback path, and thus coarse quantizers can be
used.

3.1.2 Partial Correction of Mixer Nonlinearity in Quadrature
Modulators

A byproduct of the baseband correction techniques [Fau91] in the previous
section is that the nonlinearity effects are made worse. The differential phase
correction often increases the magnitude of the drive signals. The DC correc-
tion term moves the mixer bias point, which causes the positive part of the
waveform to suffer more compression than the negative part, so the system

D

e

__________________ sec@B:
1/Q error correction unwanted DC
elimination

Figure 3-6. Signal flow graph of asymmetrical IQ correction network [Cav93].
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is no longer balanced. This causes the growth of even order intermodulation
products and the re-emergence of the carrier leak term with an amplitude
that is dependent on the applied level of the signal.

In [Fau92], it was shown how the baseband correction of linear errors can
be extended to include partial compensation of the third order nonlinearities
in the mixer. An 8 dB improvement in mixer IM3 was obtained on a 900
MHz system.

3.1.3 Asymmetric Compensation Method

The method in [Cav93] is an improved version of the method presented in
[Fau91]. The improvement suggests that a more economical asymmetric
form of compensator that results in lower computational load and faster con-
vergence should be used. The symmetrical correction network in Figure 3-5
requires 4 multipliers and 4 adders, and asymmetric in Figure 3-6 needs 3
multipliers and 3 adders [Cav93]. Moreover, a simplification is made and
division with ¢ is neglected in (3.11), since it has no substantial effect on the
results, it produces only scale change of a few percentage points. This there-
fore reduces the number of the multipliers to two. The adaptation algorithm
itself has only to acquire four remaining imbalance compensation terms in
(3.10). In [Cav93], the LMS algorithm is used, providing an effective way of
achieving convergence.

The DC offset is eliminated by setting / = 0, O = 0 and adjusting « to
minimize the envelope detector output. A detailed description of this can be
found in [Cav93], but the principle is that the DC correction term a is ob-
tained in two steps. First, 4 measurements are made in the output with differ-
ent values of a, and a correction term is obtained from these measurements.
The article suggests that the sum of squared errors between the measure-
ments and the fitted surface of the input signal is minimized. Second, the
measurements are made with the current optimal correction terms. The cor-
rection term is updated and the measurements are repeated until convergence
is achieved. In practice, about eight measurements should be enough to ob-
tain the terms.

The gain and phase imbalance compensation is achieved next. In asym-
metric compensator gain and phase compensation, terms must be acquired
simultaneously; [Cav93] provides an algorithm to do so. Four test signals are
used with the same amplitude, but with four different phases. The adaptation
is complete when all four phases give the same output from the envelope
detector. The details are presented in [Cav93]. Fewer than eight iterations are
needed to reach a steady state, and each iteration needs four power meas-
urements at the envelope detector output.
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The adaptation method in [Hil94] uses the same principles presented in
[Cav93], but it concentrates on the adjacent channel power minimization.
The QM and PA produces unwanted components on the radio frequencies
and these components may affect the data transmission on adjacent channels.
The method adjusts the correction coefficients in a way that the adjacent'
channel power is minimized. However, the RLS algorithm used requires
more memory and computational capacity to achieve good results, and thus
modern digital signal processors must be used and if LUT based predistor-
tion is used the method is far too slow [Cav97].

3.1.4 Digital Precompensation Method without Training Signal

The training signal is fed to the QM input and then read out from the QM (or
PA) output, and changed again to digital form. The training signals are gen-
erated by the transmit modem and they are perfectly known. However, when
using training signals, the compensation must be performed so that the train-
ing data is not transmitted. This can be achieved in, for example, the manu-
facturing/testing phase, when the transmitter is tested before being sold to
the customers. Testing with training signals can safely be carried out when
the transmitter (phone etc.) is turned on and a certain amount of time spent
on the training signals before the device starts transmitting data. If the train-
ing signals are used in the middle of transmission, it must be ensured that the
data is not transmitted.

[Cav97] suggests compensation methods with and without training sig-
nals. The problem with the technique without a training signal is that the
loop-delay of the feedback loop is unknown. The modulator and the enve-
lope detector, as well as the A/D converters are not infinitely fast and thus a
delay is added for the signal. There are, however, compensation methods for
loop-delay; [Cav97] suggests a way that does not need extra computation for
the time delay parameters. Compensation from random data results in slower
convergence than with training signals, but it can be accomplished in the
middle of transmission without affecting the transmission. It can thus be
used all the time and it can adapt to rapid changes in the temperature or other
variables.

The precompensation method presented in [Mar00] does not need a train-
ing signal. The patent in [XavO0l1] is similar to this method. In [Mar00], for
simplicity, DC, gain and phase imbalance are treated separately, but the ad-
aptation procedure can be made concurrently. The gain of the modulator-
amplifier-detector chain must be known exactly in order to achieve perfect
adaptation in [Mar00]. [Mar00] uses the LMS algorithm that produces con-
vergence in 2000-2500 iterations. However, the author accepts that the
physical system is not as good as simulated, since some analog effects limit
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the accuracy of the compensation values.
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Chapter 4

4. DIRECT DIGITAL SYNTHESIZERS

In this chapter, the operation of the direct digital synthesizer is described
first. It is simple to add modulation capabilities to the DDS, because the
DDS is a digital signal processing device. The digital quadrature modulator
architectures, where the DDS generates in-phase and quadrature carriers, are
also reviewed.

4.1 Conventional Direct Digital Synthesizer

The direct digital synthesizer (DDS) is shown in a simplified form in Figure
4-1. The direct digital frequency synthesizer (DDFS) or numerically con-
trolled oscillator (NCO) is also widely used to define this circuit. The DDS
has the following basic blocks: a phase accumulator, a phase to amplitude
converter (conventionally a sine ROM), a digital to analog converter and a
filter [Tie71], [Web72], [Gor75], [Bra81]. The phase accumulator consists of
a j-bit frequency register that stores a digital phase increment word followed
by a j-bit full adder and a phase register. The digital input phase increment
word is entered in the frequency register. At each clock pulse, this data is
added to the data previously held in the phase register. The phase increment
word represents a phase angle step that is added to the previous value at each
1/f; seconds to produce a linearly increasing digital value. The phase value is
generated using the modulo 2’ overflowing property of a j-bit phase accumu-
lator. The rate of the overflows is the output frequency

_APJ /s
fout - 2_1' v out S?’ (41)

where AP is the phase increment word, j is the number of phase accumulator
bits, f; is the sampling frequency and f,,, is the output frequency. The con-
straint in (4.1) comes from the sampling theorem. The phase increment word
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in (4.1) is an integer, therefore the frequency resolution is found by setting A
P=1
_Js
Af = CYR 4.2)
The read only memory (ROM) is a sine look-up table, which converts the
digital phase information into the values of a sine wave. In the ideal case

with no phase and amplitude quantization, the output sequence is given by

sin(ZE% , (4.3)

where P(n) is a (the j-bit) phase register value (at the nth clock period). The
numerical period of the phase accumulator output sequence is defined as the
minimum value of Pe for which P(n) = P(n+Pe) for all n. The numerical
period of the phase accumulator output sequence (in clock cycles) is

2]

e=— (4.4)
GCD(AP,2")

where GCD (AP,2)) represents the greatest common divisor of AP and 2.
The numerical period of the sequence samples recalled from the sine ROM

PHASE ACCUMULATOR
PHASE AMPLITUDE
AP Jj | FREQUEN- . k PHASE TO m . e |OUTPUT
> SY J\ PHASE /__p| AMPLITUDE Lyl 3/;;, N FILTER
REGISTER REGISTER CONVERTER / VERTER £
out
J
fS
Phase Accumulator  Phase to Amplitude =~ D/A-Converter Output Filter Output
Output Converter Output
out

Uf,, ‘ 1A,

1/ f:)ut

—
R
N\
.
~———»
v

s

i >
- ; — \ /
W; sample index n J /£ \ S| n J t

Figure 4-1. Simplified block diagram of the direct digital synthesizer, and the signal flow in
the DDS.
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will have the same value as the numerical period of the sequence generated
by the phase accumulator [Dut78], [Nic87]. The spectrum of the output
waveform of the DDS prior to a digital-to-analog conversion is therefore
characterized by a discrete spectrum consisting of Pe points. The ROM out-
put is presented to the D/A-converter, which develops a quantitized analog
sine wave. The D/A-converter output spectrum contains frequencies nf;
four, Where n =0, 1, ...etc. The amplitudes of these components are weighted
by a function

sin ¢(m L) (4.5)
f&'

This effect can be corrected by an inverse sinc(nf/f;) filter. The filter that is
after the D/A converter removes the high frequency sampling components
and provides a pure sine wave output. As the DDS generates frequencies
close to f;/2, the first image (f; - f...) becomes more difficult to filter. This
results in a narrower transition band for the filter. The complexity of the fil-
ter is determined by the width of the transition band. In order to keep the
filter simple, the DDS operation is therefore limited to less than 35 percent
of the sampling frequency.

4.2 Pulse Output DDS

The pulse output DDS is the simplest DDS type. It has only a phase accumu-
lator. The MSB or carry output signal of the phase accumulator is used as an
output. The average frequency of the DDS is obtained from (4.1). As long as
AP divides into 2, the output is periodic and smooth (see column 3 in Table
4-1), but all other cases create jitter. The output can change its state only at
the clock rate. If the desired output frequency is not a factor (a divider) of 2/,

Table 4-1. For an accumulator of 3 bits (j=3) controlled with an input of AP =3 and AP =2.

Accumulator Carry output Accumulator Carry output
output output
AP=3andj=3 AP=2andj=3
000 (0) 1 Cycle begins 000 (0) 1 Cycle begins
011 (3) 0 010 (2) 0
110 (6) 0 100 (4) 0
001 (1) 1 110 (6) 0
100 (4) 0 000 (0) 1
111 (7) 0 010 (2) 0
010 (2) 1 100 (4) 0
101 (5) 0 110 (6) 0
000 (0) 1 000 (0) 1
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then a phase error is created between the ideal and the actual output. This
phase error will increase (or decrease) until it reaches a full clock period, at
which time it returns to zero and starts to build up again (see column 1 in
Table 4-1). Ideally, we would like to generate a transition every 8/3 = 2.6667
cycles (see column 1 in Table 4-1), but this is not possible because the phase
accumulator can generate a transition only at integer multiples of the clock
period. After the first transition the error is -1/3 clock period (we should
transit after 2.6667 clocks, and we transit after 3), and after the second it is -
2/3 clock period (we should transit after 5.33, and we do after 6). There is a
clear relation between the error and the parameters AP (phase increment
word) and C (phase accumulator output at the moment of carry generation).
The error is exactly -C/AP.

By using a digital delay generator (see Figure 4-2), the carry output is
first connected to a logic circuit that calculates first the ratio -C/AP and de-
lays the carry signal [Nuy90], [Gol96], [Rah01], [NosOla], [NosOlb],
[RicO1]. The negative delay must be converted into a positive delay, which
is 1 - C/AP, AP > C in all cases (the carry overflow error can never be as
large as AP).

It is assumed that the delay-time of the whole delay line meets exactly 7
= 1/f,. For the delay components inside the delay line there are B outputs
with delay times

3T

cv >

where y =1,...,B, (4.6)

and where B = 2" in this case. The applied delay (y7,/B) is a multiple of the
delay components inside the delay line, and the positive delay time is

CT
- 4.7
S TP 4.7)
From these two equations, it is easy to solve y (digital delay generator input)
C
=|B(l-—)| 4.8
y { ( AP)} (4.8)

where [] denotes truncation to integer values. The division C/AP requires a
lot of hardware.
The delay compensation could also be implemented with other tech-

1

Phase / Pulse
Accumu- Delay | Output
Genera- —»
lator
R tor
J-bit B (1-c/AP)

Figure 4-2. Single bit DDS with a digital delay generator.
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niques [Nak97], [Mey98], [Nie98].
4.3 DDS Architecture for Modulation Capability

It is simple to add modulation capabilities to the DDS, because the DDS is a
digital signal processing device. In the DDS it is possible to modulate nu-
merically all three waveform parameters

s(n) = A(n) sin(2w(AP(n) + P(n))), 4.9)

where A(n) is the amplitude modulation, AP(n) is the frequency modulation,
and P(n) is the phase modulation. All known modulation techniques use one,
two or all three basic modulation types simultaneously. Consequently, any
known waveform can be synthesized from these three basic types within the
Nyquist band limitations in the DDS. Figure 4-3 shows a block diagram of a
basic DDS system with all three basic modulations in place [Zav88a],
[McC88]. The frequency modulation is made possible by placing an adder
before the phase accumulator. The phase modulation requires an adder be-
tween the phase accumulator and the phase to amplitude converter. The am-
plitude modulation is implemented by inserting a multiplier between the
phase to amplitude converter and the D/A-converter. The multiplier adjusts
the digital amplitude word applied to the D/A-converter. Also, with some
D/A-converters, it is possible to provide an accurate analog amplitude con-
trol by varying a control voltage [Sta94].

4.4 QAM Modulator

The block diagram of the conventional QAM modulator with quadrature
outputs is shown in Figure 4-4. The output of the QAM modulator is
I()llt (n) = [(n) Cos(wout n) + Q(n) Sin(a)()llt n)

(4.10)
Q()ut (n) = Q(l’l) COS(wnut ﬂ) - I(l’l) Sln(a)r)ut }’l),
MODULATION CONTROL BUS
FREQUENCY]| PHASE AMPLITUDE]
MODU- MODU- MODU-
LATION LATION LATION
CONTROL CONTROL CONTROL
v v v
AP i K K m m
/ . / . PHASE / ' / . PHASE TO / . / . D/A-
ADDER ACCUMU- ADDER AMPLITUDE I\gElII:-II;I- CONVER- ‘»
LATOR [CONVERTER] TER

Figure 4-3. DDS architecture with modulation capabilities.
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where g, 1s the quadrature direct digital synthesizer (QDDS) output fre-
quency from (4.1), and I/(n), Q(n) are pulse shaped and interpolated quadra-
ture data symbols [Tan95a]. The direct implementation of (4.10) requires a
total of four real multiplications and two real additions, as shown in Figure
4-4. However, we can reformulate (4.10) as [Wen95]

[oul (}’Z) = [(ﬂ) (cos(wout n) + Sin(wout }’1)) + Sin(a)out ﬂ) (Q(n) - ](ﬂ))
Qout (I’l) = Q(}’l) (Cos(wout I’l) - Sin(a)out }’Z)) + Sin(a)our ﬂ) (Q(n) - ](ﬂ))

The term sin(w,u) (Q(n) — I(n)) appears in the both outputs. Therefore, the
total number of real multiplications is reduced to three. This, however, is at
the expense of having five real additions.

The quadrature amplitude modulation (QAM) could be also performed

15, (n) = I(n)cos(@,,, n) + Q(n)sin(w,,, 1)

= A(n)cos(w,,, n-P(n)), | .12)
O, (n) = Q(n)cos(w,,, n)—1(n)sin(®,,, n)

= A(n)sin(w,,, n—P(n)),

and A(n) =+1(n)> + O(n)*, P(n) = arctan(Q(n) / I (n)),

where arctan is the four quadrant arctangent of the quadrature phase data
(O(n)) and in-phase (/(n)). If the in-phase output only is needed, this requires
one adder for phase modulation (P(n)) before and a multiplier for amplitude
modulation (4(#)) after the phase to amplitude converter (sine) according to
(4.12) (Figure 14-1) If the quadrature output is needed, this requires one ad-
der before and two multipliers after the phase to amplitude converter (quad-
rature output) according to (4.12) (Figure 14-2).

The CORDIC algorithm also performs quadrature modulation (see Chap-

(4.11)

Carrier Frequency
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LATOR
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Figure 4-4. QAM modulator with quadrature outputs.
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ter 6). The QAM modulation can be performed by two cascaded rotation
stages, a coarse rotation stage and a fine rotation stage (see Section 6.4)
[AhmS89], [Cur01], [Tor03], [Son03].

If the quadrature output is not needed, then the complex multiplier can be
replaced with the two multipliers and an adder, as shown in Figure 4-5. The
output of the quadrature modulator is shown in Figure 4-5

O(n)=I1(n)cosRznf,, ! f)+0msinxnf,,/f), (4.13)
where f; and f,,, are the sampling and output frequency, and /(n), O(n) are
interpolated in-phase and quadrature-phase carriers, respectively. Solutions
for the quadrature modulation, when f,,./f; is equal to 0, 1/2, 1/3, 1/4, -1/4,
1/6 and 1/8, are listed in Table 4-2. In order to implement a multiplier-free
quadrature modulation, we must therefore require that for all values of », the
quadrature modulator output (4.13) leads either to +1, -1, or 0 for sine and
cosine terms in Table 4-2. It should, however, be noted that the multiplica-

tions by 0.5, -0.5, 1/\/5, -1/\/5,\/5/2, -+/3/2 in other cases are also rela-
tively simple to implement with hardware shifts and canonic signed digit
(CSD) multipliers (see section 11.6). The multiplications could also be in-
cluded in the filter coefficients of I and Q filter branches. Furthermore, if we
require that either the sine or cosine term is zero in (4.13) at every n, then,
for each output value, one of the in-phase or quadrature-phase part needs to
be processed, which reduces hardware [Dar70], [Won91]. This results in
oscillator samples of cos(#m/2) and sin(nm/2) that have the trivial values of 1,
0, -1, 0, ..., thus eliminating the need for high-speed digital multipliers and
adders to implement the mixing functions. Furthermore, since half of the

Carrier Frequency
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ping Filter Filters
Interpola-
Q Pulse Sha- .
P ping Filler tion
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Figure 4-5. QAM modulator.
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cosine and sine oscillator samples are zero, only a single interpolate-by-4
transmit filter (over-sampling factor of 4) can be used to process the data in
both I and Q rails of the modulator, as shown in Figure 4-6. Thus the only
hardware operating at 4/T,,, in the modulator is a 4:1 multiplexer at the out-
put.

The pulse shaping filter in Figure 4-4 and Figure 4-5 reduces the trans-
mitted signal bandwidth, which results in an increase in the number of avail-
able channels, and at the same time it maintains low adjacent channel inter-
ferences. Furthermore, it minimizes the inter-symbol interference (ISI). The
interpolation filters increase the sampling rate and reject the extra images of
the signal spectrum resulting from the interpolation operations. The quadra-
ture DDS and the complex multiplier translate the signal spectrum from the
baseband into the IF.

All the waveshaping is performed by the lower sample rate in the pulse
shaping filter, and it is essential that the interpolation filters do not introduce
any additional magnitude and phase distortion [Cro83]. The interpolation
filters are usually implemented with multirate FIR structures. There exists a
well-known multirate architecture for implementing very narrow-band FIR
filters, which consists of a programmable coefficient FIR filter, and half
band filters (see Section 11.9) followed by the cascaded-integrator-comb
(CIC) structure (see Section 11.10) [Hog81]. A re-sampler allows the use of
sampling rates that are not multiples of the symbol rates (see Chapter 12). It

Table 4-2
Solutions for Multiplier-Free Quadrature Modulation

ff]“’/fS COS(ZTE}’lﬁ,m/fQ) Sin(znnﬁml/f\‘) Cos(znnﬁml/f\‘) I(n) + Sin(znnﬁml/f\‘) Q(}’l)
O e 1 ee e 0 e ](n)
1/2 ee 1’_1 0,0 ](n)’ _](n)
V3 | 105,054 V3 V3| g, -Lny24 Q) V3., -Imy2-0(m) Y3 -
2 2 2 2
% 1’0’ 1’0 O’ 1, O’_l ](n)’ Q(n), -1(”), _Q(n) vee
/4 1,0,-1,0~ | ~0,-1,0,1 ~ 1(n), -0(n), -I(n), O(n)
1/6 : 1’00'55 0055 -0, ﬁ, ﬁ, - I(n), 1(n)/2+Q(n)£, -1(n)/2+Q(n)£, -
s~V U 2 2 2 2
0,-Y3 B | ), -Kmy2-00) Y3 10my2-0m) V3. -
2 2 2 2
1/8 w1, 1 0,- w0, 11, =+ I(n), Kn)/ {2 +On)/ 2 , O(n), -
V2 V2 1)/ 2 +Q(n)/ 2 . -I(n), -I(n)/ {2 -0(n)/ 2 ,
-, Lo L - -0(n), I(n)/ 2 -Q(n)/ 2,
R R R AR
0, 1 1 - 1 ..
V2 2
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By Digital
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Figure 4-6. Simplified digital modulator.

enables the transmission of signals having different symbol rates.
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Chapter 5

5. RECURSIVE OSCILLATORS

In this chapter, the operation of the digital recursive oscillators is described
first. It is shown that it produces spurs as well as the desired output fre-
quency. A coupled-form complex oscillator is also presented.

5.1 Direct-Form Oscillator

Figure 5.1 shows the signal flow graph of the well-known second-order di-
rect-form feedback structure with state variables x(n) and x(n) [Gol69],
[Fur75], [Har83], [Abu86a], [Gor85], [Asg93], [Pre94], [Ali97], [AliO1],
[Tur03]. The corresponding difference equation for this system is given by

X,(n+2)=ax,(n+1)—x,(n). 5.1
The two state variables are related by
x,(n)=x,(n+1). (5.2)

Solving the one-sided z transform of (5.1) for x,(r) leads to
(z> —az)x,(0) + z x,(0)

X(2) = 2P —az+1

; (5:3)

where x,(0) and x,(0) are the initial values of the state variables. Identifying
the second state variable as the output variable

y(n)=x,(n), (5.4)
as shown in Figure 5.1, and choosing the denominator coefficient o to be
azzcose{)l”’ 0{)“[ zw()ll[Tzzﬂf[)M[/fﬂ" (5'5)

with £, being the oscillator frequency and f; the sampling frequency, then,
on choosing the initial values of the state variables to be
x,(0)= Acos@ x,(0)= 4, (5.6)

out >
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we obtain from (5.3) a discrete-time sinusoidal function as the output signal:

A(z*—cos@,, z)
> . (5.7)
z°—2co0s8,, z+1

Y(z)=

It has complex-conjugate poles at p = exp(1/0.y), and a unit sample response
y(n)= Acos(n@,,,), n=0. (5.8)
Thus the impulse response of the second-order system with complex-

conjugate poles on the unit circle is a sinusoidal waveform.
An arbitrary initial phase offset @, can be realized [F1i92], namely,

y(n)= Acos(@,,n+ @,), 5.9

by choosing the initial values:
x,(0)=Acos(@,,, + ¢,), (5.10)
x,(0) = Acos(¢,). (5.11)

Thus, any real-valued sinusoidal oscillator signal can be generated by the
second-order structure shown in Figure 5.1.
In fact, the difference equation in (5.1) can be obtained directly from the
trigonometric identity
Acos(@,,,(n+2))=A2cos(8,,)cos(8,,(n+1))— Acos(@,,n), (5.12)
where, by definition, x,(n + 2) = Acos(cosOou(n + 2)).
The output sequence y(n) of the ideal oscillator is the sampled version of
a pure sine wave. The angle 6, represented by the oscillator coefficient is
given by
6.,.=27f,"'f. (5.13)

where f,,, is the desired output frequency. In an actual implementation, the
multiplier coefficient 2 cosO,, is assumed to have b + 2 bits. In particular, 1

x,(n) X,(n)
—» Z-l Z-l »
y(n)

2 cosb,,, -1

Figure 5.1. Recursive digital oscillator structure.



Recursive Oscillators 75

bit is for the sign, 1 bit for the integer part and b bits for the remaining frac-
tional part in the fixed-point number representation. Then the largest value
of the coefficient 2 cosO,, that can be represented is (2 — 2'b). This value of
the coefficient gives the smallest value of 6,,;, that can be implemented by
the direct form digital oscillator using b bits

1
6, =cos [5(2 -2 )} (5.14)
Therefore, the smallest frequency that the oscillator can generate is
6min
fmin = fs ° (5 1 5)
2r

where f; is the sampling frequency. It should be emphasized that the fre-
quency resolution of the direct-form oscillator is a function of the
wordlength of the multiplier coefficient. Therefore, to increase the frequency
resolution, the wordlength of the multiplier coefficient must be increased.
Because the poles generated by a quantized coefficient (2 cosf,,) are not
uniformly distributed on the unit circle, the distance between two adjacent
generated frequencies varies (the distance decreases as the generated fre-
quency increases). The inability of the direct form digital oscillator to gener-
ate equally spaced frequencies is a disadvantage from the point of view of a
communication system. A modified direct-form digital oscillator capable of
generating almost equally spaced frequencies has been proposed in [Ali97].
However, it comes at a higher hardware cost as the solution in [Ali97] re-
quires one additional multiplier and two integrators.

Every time when the frequency is changed, a new set of parameters have
to be computed. For the direct-form digital oscillator it is rather difficult to
keep the phase continuous when the frequency is changed. This is a disad-
vantage if compared with the DDS (Figure 4-1).

In this digital oscillator, besides the zero-input response y(n) of the sec-
ond-order system we get a zero-state response y.,.(n) due to the random se-
quence e,(n) acting as an input signal. From (5.1) we obtain

y(n+2)=ay(n+1) - yn)+e,(n), (5.16)
and by the z transformation
Y(Z) :Yideal(z)+ Yerr (Z)v (517)

with Yigea(z) derived from (5.7). The z transform of the output error ye.(n) is

given by

22E2 (Z)—Zze2 (0)—ze, (1)
z? —2cos@

out

Y,.(2)= (5.18)

z+1
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with E5(z) being the z transform of the quantization error signal e,(rn). Trans-
forming Y.,(z) back into the time domain results in an output error sequence

n

Vor ) =——— > e, (k) sin(B,,, (n—k+1)), forn>2,  (5.19)
1

out k=2

where e,(0) and e,(1) are assumed to be zero. Equation (5.19) shows that the
output error is inversely proportional to sin(8,.), thus the output error in-
creases with the decreasing digital oscillator frequency. The accumulation of
the quantization errors degrades the spectral purity of the generated wave
and can produce computation overflows. Such computation overflows can
casily make the oscillator unstable.

The output quantization error can be reduced by an appropriate error
feedback [Abu86b]. In addition to the error feedback, a periodic oscillator
reset could be applied. In order to eliminate an infinite accumulation of er-
rors, the direct-form oscillator could be reset to its initial states after N sam-
ples (K cycles) if the normalized frequency 6,./27 equals the rational num-
ber K/N [Fur75]. This method is not effective for a large N, because the ac-
cumulated error will also be large. As a result, the signal spectrum will be
degraded. Therefore, it is possible to reset the oscillator many times over one
period (V) in [Fur75].

5.2 Coupled-Form Complex Oscillator

The coupled-form digital oscillator generates simultaneously sine and the
cosine waves (A4sinB,,» and AcosBy,7) [Gol69], [Gor85], [F1i92], [Kro96],
[Pro97], [Gra98], [Pal99], [Pal00], [Tur03] and can be obtained from the
trigonometric formulae

X,(n+1)

. eout
X,(n) /

x;(n+1) ;(1(n)

Figure 5.2. Vector rotation.
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Acos(a + ) = Acos(a)cos(f) — Asin(ex)sin(f)

Asin(er + ) = Acos(@)sin() + Asin(@) cos(B), 20
where, by definition, o, = 70y, B = 0oy, and
xi(n+1) = Acos((n+1)6,,) (5.21)
x,(n+1)=Asin((n+1)8,,).
Thus we obtain the two coupled equations
X (n+1)=x(n)cos(8,,) = x,(n)sin(g,,) (5.22)

X, (n+1) = x,(n)sin(6,,,) + x, (n)cos(6,,,),

ut

that perform a general rotational transform anti-clockwise with angle Oy
the coordinates of a vector in Figure 5.2 transform from (x;(n), x,(n)) to
(x1(n+1), xp(nt+1)). The structure for the realization of the coupled-form os-
cillator is illustrated in Figure 5.3. This is a two-output system which is not
driven by any input, but which requires the initial conditions x;(0) =
Acos(0,u) and x,(0) = A4sin(B,,) in order to begin its self-sustaining oscilla-
tions.

Obviously, the total hardware cost of the coupled-form digital oscillator
(Figure 5.3) is significantly higher than the cost of a direct-form oscillator
(Figure 5.1). The coupled-form complex oscillator in Figure 5.3 could be
implemented by a complex multiplier [Kro96], [Gra98], [Pal99], [Pal00].
The drawback of this method is low maximum clock frequency, which is
limited by the speed of the complex multiplier. Due to the recursion, regular
pipelining cannot be utilized [Pal00]. The design in [Gra98] uses CORDIC
algorithm to compute the initial values.

Changing the frequency of the sinusoids generated by the coupled-form
oscillator is simpler than in the case of the direct-form oscillator, because

cos6
ot TN Acos((n+1)8,,)
z! sinf, ¢ " >
Asin((n+1)8,,)

cosO ¢

Figure 5.3. Coupled-form complex oscillator.
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only the oscillator’s coefficients have to be updated. Moreover, the change
of frequency is phase continuous.
From the z transform of the state equations (5.22)

X=VX, X=[X0)X,] (5.23)
the characteristic equation

z—cos@,  siné,

out

D(z)=|z]-V|=
@) ‘Z ‘ —-sin@,, z—cosé,, (5.24)

=z>—2co0sf  z+cos’B.  +sin’ 6O

out out out

can be derived. From (5.24), it is obvious that the eigenvalues (poles) are
lying on the unit circle of the z plane. In a finite register length arithmetic,
however, the eigenvalues almost never have exactly unit magnitude because
the two coefficients cos(6,,) and sin(B,,) are realized separately. Thus we
observe no stable limit cycle but a waveform with an increasing or decreas-
ing amplitude. The stability of the oscillator is also influenced by the accu-
mulation of the roundoff errors caused by finite wordlength arithmetic.
Clearly, these negative effects can be reduced by increasing the internal
wordlength of the oscillator. Unfortunately, this solution has a high negative
impact on the total hardware cost. Moreover, the oscillator may become in-
stable even if it happens after the higher number of oscillating cycles.

Because the poles of the coupled-form digital oscillator are conditioned
by two coefficients, (cos(B,y) and sin(B,y)), they are uniformly distributed
on a rectangular grid. As a result, the frequency resolution is improved in
comparison to that of a direct-form oscillator (especially at low frequencies).

Equation (5.22) shows that x; and x, will both be sinusoidal oscillations
that are always in exact phase quadrature. Furthermore, if quantization ef-
fects are ignored, then, for any time », the equality

X7 (n)+x3 (n) = x{ (0) + x3(0) (5.25)

holds. In order to reset the system so that, after every k iterations, the vari-
ables x1(n) and x,(n) are changed to satisfy (5.25), we can multiply both x,(r)

and x,(n) by the factor
X7 (0) + x5 (0)
= [ —————F—. 5.26
R PP 20

Thus, for each £ iterations of (5.22), we perform once the non-linear iteration
x,(n+1)= f(n)|x,(n)cos(8,,,) - x,(n)sin(6,,,)]
x,(n+1) = £ (n)[x,(n)cos(B,,,) + x,(n)sin(6,,,)]

Execution of (5.27) effectively resets x;(m + 1) and x,(m + 1) so that
(5.25) is satisfied. Thus, if x;(#) and x,(n) had both drifted by the same rela-

(5.27)
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tive amount to a lower value, both would be raised, in one iteration cycle, to
the value they would have had if no noise were present. If, however, x,(n)
had drifted up and x,(n) down so that the sum of the squares were satisfied
(5.25), then (5.27) would have no effect. Thus the drifts of phase are not
compensated by (5.27). In [F1i92], the amplitude gain is controlled by chang-
ing the oscillator coefficients. If f{n) is larger than one, then the coefficient-
set generating poles outside the unit circle are utilized. If f{rn) is smaller than
one, then the coefficient-set generating poles inside the unit circle are used
for computing the next sample. By these means, the amplitude of the gener-
ated waves is kept within given limits. Other amplitude correction methods
are presented in [Gra98], [Pal99], [Pal00]. In these methods, the feedback
signal is saturated if overflows or underflows occur. The most efficient
method of eliminating the infinite accumulation of errors of the coupled-
form complex oscillator is to reset its initial states after N samples (K cycles)
if the normalized frequency 0,,/27 equals the rational number K/N.

An increase in the frequency resolution requires that the word length of
the whole complex oscillator is widened; however, in the case of the conven-
tional direct digital synthesizer, it is only necessary to increase the phase
accumulator word length (see (4.2)).
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6. CORDIC ALGORITHM

Algorithms used in communication technology require the computation of
trigonometric functions, coordinate transformations, vector rotations, or hy-
perbolic rotations. The CORDIC, an acronym for COordinate Rotation DIgi-
tal Computer, algorithm offers an opportunity to calculate the desired func-
tions in a rather simple and elegant way. The CORDIC algorithm was first
introduced by Volder [Vol59]. Walter [Wal71] later developed it into a uni-
fied algorithm to compute a variety of transcendental functions. Two basic
CORDIC modes leading to the computation functions exist, the rotation
mode and the vectoring mode. For both modes the algorithm can be realized
as an iterative sequence of additions/subtractions and shift operations, which
are rotations by a fixed rotation angle, but with a variable rotation direction.
Due to the simplicity of the operations involved, the CORDIC is very well
suited for a VLSI realization ([Sch86], [Dur87], [Lee89], [Not88], [Bu8§],
[Cav88a], [Cav88b], [Lan88], [Sar98], [Kun90], [Lee92], [Hu92b], [Fre95],
[Hsi95], [Phi95], [Ahn98], [Dac98], [Mad99]). It has been implemented in
pocket calculators like Hewlett Packard's HP-35 [Coc92], and in arithmetic
coprocessors like Intel 8087.

In this book, the interest is in the rotation mode, because the QAM modu-
lator (our application) performs a circular rotation (see (4.10)). The basic
task performed in the CORDIC algorithm is to rotate a 2 by 1 vector through
an angle using a linear, circular or hyperbolic coordinate system [Wal71].
This is accomplished in the CORDIC by rotating the vector through a se-
quence of elementary angles whose algebraic sum approximates the desired
rotation angle.

The CORDIC algorithm provides an iterative method of performing vec-
tor rotations by arbitrary angles using only shifts and adds. The algorithm is
derived from the general rotation transformation. In Figure 6-1, a pair of rec-
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tangular axes is rotated clockwise through the angle Ang by the CORDIC
algorithm where the coordinates of a vector transform (,Q) to (/,Q")
I'=1cos(Ang) + Osin(Ang)

Q' = Qcos(A4ng) — Isin(Ang).

which rotates a vector clockwise in a Cartesian plane through the angle Ang,
as shown in Figure 6-1. These equations can be rearranged so that

1' =cos(A4ng) [I +0 tan(Ang)]

Q' =cos(4ng) [Q -1 tan(Ang)].
If the rotation angles are restricted to tan(4ng;) = 2", the multiplication by
the tangent term is reduced to a simple shift operation. Arbitrary angles of
rotation are obtainable by performing a series of successively smaller ele-
mentary rotations. If the decision at each iteration, i, is which direction to
rotate rather than whether or not to rotate, then the term cos(4ng;) becomes a
constant, because cos(4ng;) = cos(-Ang;). The iterative rotation can now be
expressed as

(6.1)

(6.2)

I, =K, [Ii +0, dl,2_iJ

Oin=K; [Qz —1;d, 27,
where d; = +1 and

K, =cos(tan”' (27))=1//(1+27%). (6.4)

Removing the scale constant from the iterative equations yields a shift-add
algorithm for the vector rotation. The product of the K;’s approaches 0.6073
as the number of iterations goes to infinity. The exact gain depends on the
number of iterations, and obeys the relation

N-1 -
Gy =TT +27%). (6.5)
i=0

(6.3)

Q
i, ANG
Q'

I I'

Figure 6-1. Vector rotation.
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The CORDIC rotation algorithm has a gain, Gy, of approximately 1.647
as the number of iterations goes to infinity.

If both vector component inputs are set to the full scale simultaneously,
the magnitude of the resultant vector is 1.414 times the full scale. This, com-
bined with the CORDIC gain, yields a maximum output of 2.33 times the
full-scale input.

The angle of a composite rotation is uniquely defined by the sequence of
the directions of the elementary rotations. This sequence can be represented
by a decision vector. The set of all possible decision vectors is an angular
measurement system based on binary arctangents. Conversions between this
angular system and others can be accomplished using an additional ad-
der/subtractor that accumulates the elementary rotation angles at each itera-
tion. The angle computation block adds a third equation to the CORDIC al-
gorithm

z,, =z, —d, tan”' (27). (6.6)

The CORDIC algorithm can be operated in one of two modes. The first one,
called rotation by Volder [Vol59], rotates the input vector by a specified an-
gle (given as an argument). The second mode, called vectoring, rotates the
input vector to the I axis while recording the angle required to make that ro-
tation. The CORDIC circular rotator operates in the rotation mode. In this
mode, the angle computation block is initialized with the desired rotation
angle. The rotation decision at each iteration is made in order to decrease the
magnitude of the residual angle in the angle computation block. The decision
at each iteration is therefore based on the sign of the residual angle after each
step. The CORDIC equations for the rotation mode are

Iy, =1, +0,d, 2"

0n=0,-1,d, 2~ (6.7)
=z, —d, tan”' (27),

Zitl

where d; = -1 if z; < 0, and +1 otherwise, so that z is iterated to zero. These
equations provide the following result, after » iterations
I, =G, [I,cos(A4)+ O, sin(4)]

n

0, =G, [0, cos(4) - I sin(4)]
n—1 - 6.8
G, =Tl{1+277 (6.5)
i=0
A=A4ng -z,

where 4 is the rotated angle
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n-1
A=Y d, an'(27). (6.9)
i=0
The CORDIC rotation algorithm as stated is limited to rotation angles be-
tween -m/2 and /2, because of the use of 2° for the tangent in the first itera-
tion. For composite rotation angles larger than /2, an initializing rotation is
required. For example, if it is desired to perform rotations with rotation an-
gles between -1 and T, it is necessary to make an initial rotation of /2
IO =d Qin >
QO =—d Iin ’
zy =2z, —d 2 tan"'(2°),

(6.10)

where d = -1 if z;, <0, and +1 otherwise.

6.1 Scaling of I, and Q,

The results from the CORDIC operation have to be corrected because of the
inherent magnitude expansion in the circular mode. This increases the la-
tency and requires a lot of hardware. Many articles have dealt with this prob-
lem and have suggested different methods to reduce the cost of the scaling.
Timmermann et al. compares the different approaches in [Tim91].

Each iteration of the CORDIC algorithm extends the vector [/; Q;] in the
rotational mode. Because of this, the resulting vector [/, O,] has to be scaled
with the scaling factor G, given in (6.5). The correction due to the scaling
factor can be performed in three different ways:

1. Post-multiplying the result 7,, O, or pre-multiplying the input /o, Oy
with 1/G,. This is the straightforward way to compensate for the scaling fac-
tor; it increases the latency with one multiplication.

2. Separate scaling iterations can be included in the CORDIC algo-
rithm, or CORDIC iterations can be repeated, such that the scaling factor
becomes a power of two, thus reducing the final scaling operation to a shift
operation [Ahm82], [Hav80].

3. The CORDIC iterations can be merged with the scaling factor com-
pensation (as described in [Bu88]).

The conclusion in [Tim91] is that the third type of scaling tends to in-
crease the overall latency. Therefore, to minimize the latency, the normal
iterations and the scaling should be separated.

In our design, the scaling factor is constant because the number of the it-
erations is constant. The scaling factor is simply factored into an aggregate
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processing gain attributed to the filter chain in the QAM modulator (see
Figure 16-6).

6.2 Quantization Errors in CORDIC Algorithm

Hu [Hu92a] provided an accurate description of the errors encountered in all
modes of the CORDIC operation. In [Hu92a], two major sources of error are
identified: the (angle) approximation error and the rounding error. The first
type of error is due to the quantized representation of a CORDIC rotation
angle by a finite number of elementary angles. The second one is due to the
finite precision arithmetic used in a practical implementation. However, the
bound for the approximation error has been set without taking into account
the effects of the quantization of the angles (the inverse tangents). In
[Kot93], the study of the numerical accuracy in the CORDIC includes the
accuracy problem with the inverse tangent calculations. The error analysis in
[Hu92a] and [Kot93] is based on the assumption that an error reaches its
maximum value at each quantization step. This gives quite pessimistic re-
sults especially in QAM modulator applications, where the 1/Q inputs are
random signals.

6.2.1 Approximation Error

The equations (6.7) can be rewritten as

Vier = Pi " Vi (6.11)
where v; = [I; O;]" is the rotation vector at the ith iteration, and
1 d2" [ cosa, d. sina,
pi :|: 4 i :| — 1+2—21 |: .l i i (612)
-d. 2™ 1 —d,sina;  cosa,

is an unnormalized rotation matrix. The magnitude of the elementary angle
rotated in the ith iteration is ; = tan™ (27).

In the CORDIC algorithm, each rotation angle A4 is represented by a re-
stricted linear combination of the » elementary angles a; (n is the number of
iterations), as follows:

n-1
Ang=>d, a;+z,=A+z,, (6.13)
i=0
where z, is the error due to this angle quantization. The CORDIC computa-
tion error in v, due to the presence of "z," is defined as the approximation
error. In the following derivations, infinite precision arithmetic will be ap-
plied in order to suppress the effect due to the rounding error.
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Conventionally, in the CORDIC algorithm, two convergence conditions
will be set [Hu92a]. The first condition states that the rotation angle must be
bounded

n-1

A< Ya,=4a . (6.14)
i=0
The second condition is set to ensure that if the rotation angle 4 satisfies
(6.14), its angle approximation error will be bounded by the smallest
elementary rotation angle a,,.;. That is,
<a,,. (6.15)

Zn

To satisfy this condition, the elementary angle sequence (a;; i =0 to i = n-
1) must be chosen so that [Wal71]

n-1
a-a <a,,. (6.16)
j=itl
Based on the above result, it is quite obvious, that in order to minimize
the approximation error, the smallest elementary rotation angle a,.; must be
made small. This can be achieved by increasing the number of the CORDIC
iterations.

6.2.2 Rounding Error of Inverse Tangents

If the numerically controlled oscillator (NCO) output in Figure 16-6 has a
long period (from (4.4)), then the approximation errors are uncorrelated and
uniformly distributed within each quantization step

-a,,<z,<a, . 6.17)

n-1—

The quantization of the angles is defined as

e, =a;-0Ola,], (6.18)
where (Q].] denotes the quantization operator and the rounding error is
2r 2r

N o bat S¢S batl’ (6.19)
for a fixed-point angle computation data path with ba bits, which is assumed
to be greater than the number of iteration stages (n). This is a reasonable as-
sumption because the size of the residual angle becomes smaller in the suc-
cessive iteration stages, approximately by one bit after each iteration.
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6.2.3 Rounding Error of 7, and Q,

The rounding error of z, is quite straightforward as it involves only the inner
product operation. Hence, the focus will be on the rounding error in /, and
0,. The quantization of the error v; = [I; Q;]" is defined as

T

where e; = [e/ ¢]" is an error vector due to rounding. For the fixed-point
arithmetic, the absolute rounding error will be bounded by
2—bb 2—bb
1
‘ei <
2 2

where bb is the number of fractional bits in the angle rotation data path. The
variance of the error is (assuming that the error is a white noise process and

probability distribution of the error sample values is uniform over the range
of the quantization error)

eiQS

6.21)

5 5 272bh
852 =67 = 6.22
1% = (6.22)
The variance of the rounding error of /; and Q; is
2—2bb

In each CORDIC iteration, the rounding error consists of two compo-
nents: the rounding error propagated from the previous iterations and the
rounding error introduced in the present iteration. The variance due to the
rounding error of 7, and O, at the CORDIC rotator output is therefore

n-1 || n-1
é‘t%)tZ = JIZQ {1 +2 H Ki2

=0 |[i=j

} , (6.24)
where K is (1 + 2%) from equation (6.12).

6.3 Redundant Implementations of CORDIC Rota-
tor

The computation time and the achievable throughput of CORDIC processors
using conventional arithmetic are determined by the carry propagation in-
volved with the additions/subtractions, since the direction of the CORDIC
microrotation is steered by the sign of the previous iteration results. This
sign is not known prior to the computation of the MSB. The use of redundant
arithmetic is well known to speed up additions/subtractions, because a carry-
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free or limited carry-propagation operation becomes possible. However, the
application of redundant arithmetic in the CORDIC is not straightforward,
because a complete word level carry-propagation is still required in order to
determine the sign of a redundant number (this also holds for generalized
signed digit numbers as described in [Par93]).

In order to overcome this problem, several authors have proposed tech-
niques for estimating the sign of the redundant intermediate results from a
number of MSDs (most significant digits) ([Erc90], [Erc88], [Tak87]). If the
sign, and therefore the rotation direction, cannot be estimated reliably from
the MSDs, no microrotation occurs at all. However, the scaling factor in-
volved in the CORDIC algorithm depends on the actual rotations. Therefore,
here, the scaling factor is variable, and has to be calculated in parallel to the
usual CORDIC iteration. Additionally, a division by the variable scaling fac-
tor has to be implemented following the CORDIC iteration.

A number of publications dealing with constant scale factor redundant
(CSFR) CORDIC implementations of the rotation mode ([Erc90], [Erc88],
[Tak87], [Kun90], [Nol91], [Tak91], [Lin90], [Nol90], [Yos89]) describe
sign estimation techniques, where every iteration is reactually performed, in
order to overcome this problem. However, either a considerable increase
(about 50 per cent) in the complexity of the iterations (double rotation
method [Tak91]) or a 50 percent increase in the number of iterations (cor-
recting iteration method [Tak91], [Nol90], [Kun90], [Nol91]) occurs.

In [Dup93], a different CSFR algorithm is proposed for the rotation
mode. Using this "branching CORDIC", two iterations are performed in par-
allel if the sign cannot be estimated reliably, each assuming one of the possi-
ble choices for the rotation direction. It is shown in [Dup93] that, at most,
two parallel branches can occur. However, this is equivalent to an almost
twofold effort in terms of implementation complexity of the CORDIC rota-
tion engine. In contrast to the above mentioned approaches, in [Daw96],
transformations of the usual CORDIC iteration are developed, resulting in a
constant scale factor redundant implementation without additional or branch-
ing iterations. It is shown in [Daw96] that this "Differential CORDIC
(DCORDIC)" method compares favorably to the sign estimation methods.

However, the architecture described in Section 16.5 does not use any of
these techniques. The adder/subtractors used in the CORDIC rotator unit
allow the operation frequency to be reached with carry-ripple arithmetic, and
therefore the problem of sign estimation is avoided.

6.4 Hybrid CORDIC

Ahmed has developed a hybrid approach to elementary function generation
that combines memory, multipliers and the CORDIC [Ahm&2], [Ahm89].
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The vector rotation by angle (4Ang) could be partitioned into two parts, a
coarse rotation stage and fine rotation stage [Ahm89]. The basic principle is
general, although Ahmed has restricted his attenuation to the CORDIC rota-
tion algorithm in [Ahm&89]. Similar results were published in [Tim89],
[Hwa03] but the effect on the vectoring mode were considered. Wang gener-
alized Ahmed’s work and presented two Hybrid CORDIC algorithms: Mixed
Hybrid algorithm and Partioned-Hybrid algorithm based on [Wan97]. The
hybrid CORDIC algorithms offer a considerable latency time reduction and
chip area savings when compared with the original CORDIC algorithm
[Wan97].

6.4.1 Mixed-Hybrid CORDIC Algorithm

The architectural approach for the case of the Mixed-Hybrid CORDIC algo-
rithm is given in Figure 6-2. The CORDIC iterations related to the coarse
part are performed as in the conventional CORDIC algorithm. In order to
avoid errors, each rotation direction can be evaluated only after the previous
iteration has been completed. The iterations related to the fine part can be
simplified [Ahm89], [Tim89]. Applying the Taylor series expansions to the z
data path in (6.6), and taking only the first terms, the z data path becomes

z =z, —d 27" (6.25)

In [Wan97], it has been showed that the rotation directions for approxi-
mately 2/3 of the iterations (N) can be derived using (6.25) in the rotation
mode. The error is negligible in finite length arithmetic [Wan97]. All rota-
tion directions associated with such iterations are available in parallel, since
each of them is given by the corresponding bit of the residue rotation angle
(1 and O identify positive and negative rotation, respectively). It is worth-
while noting that application of the CORDIC iterations related to the most

T

Ang |
Zﬂ
7, l

lO In lN

— —
COARSE FINE
ROTATOR ROTATOR

QO Qn QN

— —

Figure 6-2. The architecture for Mixed-Hybrid CORDIC algorithms.
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significant part of Ang may change the value of the bits of the least signifi-
cant part with respect to their initial value in Ang. As a consequence, the
parallel evaluation of the directions associated with the fine part can be per-
formed only after rotations of the coarse one. The coarse rotator uses the
whole rotation angle Ang and the initial vector coordinates /, and Q, to gen-
erate z,, 1,, and Q, at the end of the first n iterations (n = 1/3 N) [Wan97].
The rotation directions are generated sequentially, as in the conventional
CORDIC algorithm. At the end of these iterations, the most significant part
of z, is zero. The fine rotator operates starting from z,, /,, and O, to generate
1, and Q, at the end of the remaining N - n iterations.

A method in [Ahm89] implements a coarse stage with CORDIC for the
first n rotations and a fine stage computing as a single rotation via two mul-
tiplications and without a trigonometric lookup table. A coarse stage is im-
plemented with CORDIC rotator and the fine stage by a lookup table and
multipliers in [Cur01]. Applying the Taylor series expansions to the trigo-
nometric functions in (6.1), and taking only the first terms, (6.1) becomes

Iy=1,+0, AngL

Oy=0,-1,AngL.

Therefore, no look-up tables for sine and cosine terms are needed to com-
plete the fine rotation according to (6.26) [Ahm89].

(6.26)

6.4.2 Partitioned-Hybrid CORDIC Algorithm

To increase the performance, the computation of the coarse rotation must be
completely separated from the least significant one while preserving full ac-
curacy. To achieve this goal, the Ang is partitioned in two parts: the » most
significant bits (AngH) and the remaining N - »n bits (AngL). The rotation
Ang is partitioned in two rotations; AngH is the most relevant, while AnglL
adjusts the position of the rotated vector to achieve the final expected (or

Ang ‘
AngH AngL | l

I0 ]n IN

— —
COARSE FINE
ROTATOR ROTATOR

Q Q, Qy

— —>

Figure 6-3. The architecture for Partitioned-Hybrid CORDIC algorithms.
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nearby) position. AngL always has zeros in the » most significant bits. The
angle AngH is completely independent from AngL only if it does not change
the N - n least significant bits of the residue rotation angle with respect to
AngL. To achieve this goal, the exact rotation AngH must be performed
separately from AngL. To avoid a possible increase in the number of the ro-
tation iterations and to speed up the whole algorithm, the traditional
CORDIC algorithm is modified by assuming that the whole rotation AngH is
performed in only one iteration [Wan97]. This is not an actual limit since,
when 7 is not too large, the iteration can be realized by using a ROM-based
architecture.

The architectural approach to the case of the Partitioned-Hybrid
CORDIC algorithm is given in Figure 6-3. The coarse rotator operates a ro-
tation of AngH on I, and Qy and generates /,and O,. The fine rotator receives
these intermediate rotated coordinates and applies the rotation AngL to gen-
erate the final /y and Qy. The coarse rotator could be implemented by the
look-up table, where the AngH is used as an address. This solution is feasible
in terms of circuit complexity only for relatively small values of n, as occurs
in several applications [Mad99], [Jan02]. A coarse stage is implemented
with lookup tables and multipliers in [Ahm8&89], [Tor03] or by a lookup table
[Jan02]. The fine rotator could be implemented as a single rotation using
approximation (6.26) in [Ahm89], [Tor03] or by CORDIC iterations using
[Ahm89], [Mad99], [Jan02]. The rotation directions for the CORDIC itera-
tions are obtained from (6.25), which reduces the latency time.

The coarse rotation stage performs the rotation with the AngH using a
complex multiplier in [Son03], [Tor03]. The sin(4dngH) and cos(AngH) re-
quired for this rotation are stored in a small lookup table. To reduce the
hardware cost of the complex multiplication, sin(4ngH) and cos(AngH) are
quantized on a small number of bits in [Son03]. Naturally, this brute quanti-
zation introduces a significant angle rotation error. To avoid this situation,
the angle rotation error of the coarse rotation stage is stored in a lookup table
and taken into consideration by the fine rotation block [Son03]. The fine ro-
tation is also performed using a complex multiplier, but the sin(4ngl) and
cos(4Angl) are computed using Taylor series expansion (6.26) [Tor03] or
linear interpolation [Son03]. Even if these algorithms require two complex
multipliers, the total area is smaller than the one of a classic mixer due to the
fact that the wordlength of the multipliers is small [Tor03]. However, in or-
der to reach high operation speed, both designs have to rely on heavy pipe-
lining. For instance, the design in [Tor03] has 13 pipeline stages for a 300
MHz clock, whereas the design in [Son03] requires 17 pipeline stages for a
330 MHz clock. Therefore, these architectures have the same drawback as
the CORDIC algorithm, i.e., high tuning latency.
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Chapter 7

7. SOURCES OF NOISE AND SPURS IN DDS

The model of the noise and spurs in the DDS has six sources. These sources
are depicted symbolically in Figure 7-1. The sources are: the truncation of
the phase accumulator bits addressing the sine LUT (e,), a distortion from

compressing the sine LUT (e . ), the finite precision of the sine samples

COM
stored in the LUT (e,), the digital-to-analog conversion (e, ) (see Chapter
10), a post-filter (e,), the phase noise of the clock (ncx), and the frequency

error (Af). The frequency error (Af) causes a frequency offset (4.2), but not
noise and spurs.

7.1 Phase Truncation Related Spurious Effects
In the ideal case, with no phase and amplitude truncation, the output sample
sequence of the DDS is given by
. AP

s(n) = s1n(27r?n). (7.1)
Since the amount of memory required to encode the entire width of the phase
accumulator would usually be prohibitive, only & of the most significant bits
of the accumulator output are generally used to calculate the sine-wave sam-

ples. If the phase accumulator value is truncated to k bits prior to performing
the look-up operation, the output sequence must be modified as

. 2m| AP
S(I’Z) = Sln(z—k|:2j—kn:l), (72)
where [] denotes truncation to integer values. This may be rewritten as

s(n) = sin(i—f (APn —ep(n))), (7.3)
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Figure 7-1. Block diagram of the sources of noise and spurs.

where ep(n) is the error associated with the phase truncation. The phase error
sample sequence is also restricted in magnitude as

ep(n) <277, (7.4)

and is also periodic with some period. The phase truncation occurs only
when GCD (AP, 2)) is smaller than 2*. If GCD (AP, 2) is equal or greater
than 2%, then the phase increment bits are zeros below 2* and no phase error
occurs.

This sawtooth waveform (see Figure 7-2) is identical to the waveform
that would be generated by a phase accumulator of word length (j-k) with an
input phase increment word of

(nAP)mod 2/7*. (7.5)

A complete derivation of the phase accumulator truncation effects on the
output spectrum is given in [Meh83], [Nic87], [Jen88b], [Kro00], [Tor01].
References [Meh83] and [Nic87] describe very similar approaches and base
their analyses on the phase-error sequence due to phase truncation and, using
properties of this error sequence along with the assistance of small-angle
approximations, derive a rather complex procedure for the characterization
of phase-truncation spurs. Kroupa [Kro00] used an approach similar to that
of [Meh83] and [Nic87] and presented an algorithm for the estimation of
phase-truncation spurs with the introduction of more approximations. Jenq
[Jen88b] used a more elegant approach, one for analyzing a class of non-

ep(n)
i
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i e | |
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Figure 7-2. Phase accumulator error sequence.
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uniformly sampled signals, to model the phase error due to phase truncation
without approximations. References [Jen88b] and [Tor01] describe similar
approaches. The difference between them is that, in reference [Jen88b], the
results are given in Fourier spectrum, while in [Tor01], the result are given
in discrete Fourier transform, which comprise just the samples of the Fourier
transform.

The process of phase truncation occurs in a periodic pattern due to the
periodic characteristics of the DDS. Jenq obtains the equivalence of the
phase truncation with a non-uniform sampling process [Jen88b]. The phase
increment (AP) is a number with an integer part ' and a fractional part L/M,
ie.

AP=W +L/M, (7.6)
where L and M have no common factor. The integer part of the address in-
crement register should be set to ¥, and its fractional part to L/M. Only the
integer part of the phase accumulator is supplied to the addressing circuit of
the sine LUT; data points sent to the D/A converter are offset from the in-
tended uniform sampling instances, except for those where the fractional part
of the phase accumulator is zero. Since the ratio of M to L is prime, M is the
smallest integer to make MAP = M (W + L/M) an integer. Therefore, the out-
put data sequence is obtained by sampling the sine wave stored in the sine
LUT non-uniformly, but having an overall period MT;, where M is

277k
~ GCD(AP2/ Y’

and where GCD (AP, 27*) denotes the greatest common divisor of AP and 2~
¥ The number of spurs due to the phase truncation is [Nic87]

277"
YZ—_k—le—l. (78)
GCD(AP,2'™)

It has been shown in [Jen88a] that if one samples a sinusoidal e’
non-uniformly with sampling advancement offsets (i.e. sampling earlier than
it should be) {7, T,, m = 0, 1, 2, ... M-1}, then the digital spectrum of the
sampled waveform is given by

(7.7)

t

G(w) = Ti i A(r) 2w dlw-w,, —r(27/ MT)], (7.9)

§ r=—oo

where the coefficient A(r) is given by
M-1
A(l") — z |:L e—j27[lm Sout ! [ :|e—jrm(2ﬂ'/ M) , (7 1 0)
m=0 M

and f; = 1/T; and foy; = @Wou/2T.
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To utilize (7.9) and (7.10) for this situation, let A be the time duration
corresponding to

W+L/IM)A=T, (7.11)
and let [x]g.c be the fractional part of x, then we then have
byl fo =t T,
=[mW + L/ M)),,. A (7.12)
=[mL/M]g, A
o = 4 LI @.13)
where N is 2* (k is the number of bits used to calculate the sine-wave sam-
ples).
Hence

2t fou! fo=2m[mLIM], /N
2x(mL), (7.14)
MN
where (mL),, stands for mL modulo M. Substituting (7.14) into (7.10), we

then have

M-1
I —jor(mi) (MN)Y | —jrmazim
A(r,L,M,N)= —e’ v e /rmamii, 7.15
( )= [ — (7.15)
It is noted from (7.15) that the finite sequence [A(r, L, M, N), r=0, 1,..., M -
1] is the discrete Fourier transform (DFT) of the sequence [(1/M)
e ISl I i =0,1,..., M - 1]; therefore, by Parseval’s theorem, the sum
of the squares of | A(r, L, M, N) | fqr r=0,1,..., M—1is equal to M times
the sum of the squares of | (1/M) e 7**nfor' | which is unity, i.e.

M-1

> |A(r, LM, N)|* =1. (7.16)

r=0
This result is used to calculate the S/N, which is defined as the ratio of the
power of the desirable harmonic component to the sum of the powers of the
spurious harmonic components, i.e.

m=0

40,2, M, N)|*
1|40, L, M, N)|*

S/N=1010g1{ , (7.17)

where | A(0, L, M, N) * can be readily obtained from (7.15)
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sin’(x/N) (w/MN)*
(m/N)* sin®(x/MN) |

There are three interesting properties of | A0, L, M, N)|* worth mention-
ing:

40,2, M, N)|" = (7.18)

1) For M=1, | A0, L, 1, N) |2 = 1, hence there is no spurious harmonic
component due to the phase truncation.

2) For a fixed N, | A(0, L, M, N) 2isa decreasing function of M. Therefore,
the S/N is also decreasing on M.

3) For a fixed M, | A0, L, M, N) |2is an increasing function of V. Hence,
the S/N can be made arbitrarily large by choosing a sufficiently large N.

From the properties listed above, we can have closed-form expressions
for both the maximum and the minimum S/N for a fixed N, by making M =2
and oo, respectively, as follows:

S/ N(max) =20 log,, [cot(zz/2N)] (7.19)

and
[sin(z / N H(z | )]

S/ N(min) =10 log,, = |
1= [sin(z / N iz 1 N)]

(7.20)

For a reasonably large N, say N > 10 (in practice, N is larger than 1000),
(7.19) and (7.20) can be simplified by expanding the arguments of the log
function in (7.19) and (7.20) in the Taylor’s series form, and retaining only
the first significant term. By doing so, we obtain

S/ N(max) = 20log,,(N) —10 log,,(m/ 2)

(7.21)
~6.02k —3.92dB,

and
S/ N(min) = 20log,,(N) —10log,, (7> /3)

(7.22)
~6.02k —5.17 dB.

Equations (7.21) and (7.22) give very handy and accurate estimates of the
S/N as a function of the size of the sine LUT [Jen88b].

The SP is defined as the ratio of the power of the desirable harmonic
component to the power of the spurious harmonic components

|40, L, M, N’ }

- (7.23)
|A(r, L, M, N)|

SP(r)=10 logw[
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where | A0, L, M, N)\ 2 and | A(r, L, M, N)| 2 can be readily obtained from
(7.15)

sinc(1/ N )* sinc(N r /(NM)+1/(NM))* )

SP(r)=101 ’
(r) 08 ( sinc(l /(N M))? sinc(r+1/ N > (7.24)

where sinc(x) = sin(7tx)/mx.
The corresponding spur locations for quadrature DDS (complex in-input
to Discrete Fourier Transform (DFT)) are given by

F(r)=(AP/GCD(AP,2/) + r NAP/GCD(AP,2/ ))mod(Pe), (7.25)

where » = 1,...M-1 and 0 < F(r) < Pe-1, the DFT size is NM, which is equal
to the period of the DDS output (Pe) from (4.4). If the location of a spur
were calculated using (7.25), and if the resulting spur number, F(r), was lar-
ger than Pe/2, then the aliased positions of the spurs for cosine DDS output
(real input to the DFT) are

F(ry=Pe—F(r), (7.26)
where 0 < F(r) £ Pe/2. The worst case signal to spur power ratio (minimum
ratio) occurs when » = M-1 in (7.24) [Jen88a]. The signal to spur power ra-
tios from minimum to maximum are in the following order SP(M-1), SP(1),
SP(M-2), SP(2), SP(M-3)... in (7.24). The worst-case carrier to the spur ratio
due to the phase truncation occurs when M =2 (r=1)

A(0,L,2,N)? P s

SP(1) i, =10log, | ———— |=201log,,| cot(—) |. 7.27

@ gl{A(l,L,Z,N)Z} gl()l: (ZN)} ( )
The carrier to spur ratio due to the phase truncation when » =1 and M =

oo (2*>> GCD(AP, 27*) in (7.7) is given by

SP(I)max :20 10g10|: ( o day 5 )

—2 2 2 1=201 N +1 7.28
A(I,L,oo,N)} Ogm[ 1 ( )

For a reasonably large N, say N > 10 (in practice, N is larger than 1000),
(7.27) can be simplified by expanding the argument of the log function in
(7.27) in the Taylor’s series form and retaining only the first significant
term. By doing so, we obtain the worst-case carrier to spur ratio

SP(1).. =20log,,(N)— 20log,,| = |=6.02k - 3.92dB.  (7.29)
min 10 10 2

The carrier to spur ratio due to the phase truncation when » = 1 and M =
oo (from (7.28) is

SP(1),... ~20log,,(N)=6.02k. (7.30)

max

The phase truncation error analysis in [Jen88b] is extended here so that it
includes the worst-case carrier to spur ratio bounds (7.29) and (7.30). The
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spur power is concentrated in one peak in Figure 8-2, because M is 2 (7.8).
The worst-case carrier-to-spur level due to the phase truncation appears to be
44.24 dBc. The expect worst-case carrier-to-spur value is 44.17 dBc (7.29),
which agrees closely. The frequency bin of the worst case spur in Figure 8-2
is 1784 (8xF(1)), where F(1) is from (7.25) and (7.26) and the DFT is calcu-
lated over eight DDS output periods (Pe). If M is larger than 2, the spur
power is spread over many peaks (see Figure 8-3). The number of spurs is 15
from (7.8) in Figure 8-3. Since M = 16 for this case, the expected worst-case
carrier-to-spur value is approximately 48.16 dBc (7.30). The worst-case car-
rier-to-spur level due to the phase truncation appears to be 48.08 dBc.

7.2 Finite Precision of Sine Samples Stored in LUT

Finite quantization in the sine LUT values also leads to the DDS output
spectrum impairments. If it is assumed that the phase truncation does not
exist, then the output of the DDS is given by

sin(i—iz (AP n)) — e ,(n), (7.31)

where e4(n) is the quantization error due to the finite sine LUT data word.
The sequence of the LUT quantization errors is periodic, repeating every Pe
samples (4.4). There are two limiting cases, i.e. cases where the numerical
period of the output sequence (Pe) is either long or short, to consider.

In the first case, the quantization error results in what appears to be a
white noise floor, but is actually a "sea" of very finely spaced discrete spurs.
The amplitude quantization errors can be assumed to be totally uncorrelated
and uniformly distributed within each quantization step,

A, A,
——F+<e, <—2, 7.32
5 Seas (7.32)
where the quantization step size is
1
AA = Z—m, (733)

and where m is the word length of the sine values stored in the sine LUT.
Then the amplitude error power is [Ben48]

E{elt=— | e de, =—2. (7.34)

The signal power of the sine wave is
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Az
ey

where A4 is the amplitude of the sine wave. In the DDS literature, there is
well-known formula for the signal to noise ratio due to the amplitude quanti-
zation (rounding)

P P
(i] =10 log | —2— | = 10 log,y| —— | = (1.76+ 6.02m) dB, (7.36)
N Efea”} E{cea”}

where P, is A*/2 (sine wave power), P, is A” (quadrature wave power), 4 is
0.5 in (7.36) and the quantization power of the sine wave

, (7.35)

Az 2*2}11
Efea’} == ="—, 7.37
tea’ 12 12 (7.37)
and the error power for the quadrature output signal is
AZ 2—2m
E{cea®t == = , 7.38
feea™} =— p (7.38)

where A,, is the phase to amplitude converter step size and m is the phase to
amplitude converter wordlength.

Comparing (7.22) and (7.36), if kK <m + 2, then the phase truncation
dominates S/N, otherwise amplitude quantization. Due to the sine/cosine
wave symmetry the error is also symmetric, therefore the spurs located at the
even bin positions are zero for all phase increment words [Tie71] (Pe/2 spurs
for cosine output and Pe/4 spurs for quadrature output, where the period of
the DDS output (Pe) is from (4.4)). The cosine generated is real, so its power
is equally divided into negative and positive frequency components. The
quadrature output is complex, so its power is in one frequency component.
Therefore, the amplitude quantization noise floor is from (7.36) for the co-
sine output and quadrature output

NF = (1.76 +6.02m +10 logm[%j) dBe, when Pe>> 1. (7.39)

In the second case, there will be no quantization errors if the samples
match exactly the quantization levels, e. g., f,., = fi/4. The assumption that
the error is evenly distributed in one period is really not valid due to the
shortness of the period. Assuming that the amplitude error gets its maximum
absolute value (A4/2) at every sampling instance, and that all the energy is in
one spur, the carrier-to-spur ratio is

4P
(%J =10x 1og10[A—2A] = (-3.01+6.02m) dBc. (7.40)
A

However, simulations indicate that in the worst-case the sum of the dis-
crete spurs is approximately equal to
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AP =1 AP =3
P(0) |0 0] GCD(1,2})=GCD@3,8) = 1
P(1) |1 3
PQ) |2 6
P3) |3+ 1
P(4) |4 >4
PG) |5 7
P(6) 6 2
P(7) 7] 5

Figure 7-3. Time series vectors for a 3-bit phase accumulator for AP = 1 and AP = 3. The
column vector for AP = 3 can be formed from a permutation of the values of the AP =1 vec-
tor, regardless of the initial phase accumulator contents.

C Py
(S J_[E{ei}J_(l.%m.ozm) dBc. (7.41)

sum

7.3 Distribution of Spurs

One of the advantages of a DDS is its ability to provide a continuous phase
when changing phase increment words; the phase accumulator need not be
reset when a new AP is applied. The state of the phase accumulator at the
point in time when a new AP is applied provides a natural phase-offset for
the subsequent DDS output, thereby providing continuous-phase frequency
switching. The initial phase of the phase accumulator at the time when a new
AP is applied could, however, also be a factor in determining the output
spurs.

The j-bit phase accumulator can be considered as a permutation genera-
tor, where each value of AP provides a different permutation of the values
from 0 to 2’ - 1 given by

AP=2  AP=g
P(0) |0 0 GCD(2,21) = GCD(6,8) =2
P(1) |2 6
P(2) |4 /\:4
P(3) |6 12
AP=2 AP=6
P(0) |1 1
P(1) |3 P
PQ) |5 5
P(3) 1/\»737

Figure 7.4. Time series vectors for a 3-bit accumulator for AP =2 and AP = 6.



106 Chapter 7

ap P(n) = (AP + p)mod2’. (7.42)
The output vector generated by the phase accumulator depends on the phase
increment word and on the initial accumulator value, i.e., the initial phase (p)
in (7.42). In Figure 7-3, any phase accumulator output vector can be formed
from the permutation of another output vector, regardless of the initial phase
accumulator contents, when GCD(AP, 2/) = 1 for all values of AP. In Figure
7.4, the time vectors are formed from phase increment values that have the
property GCD(AP, 2) = 2' when the initial phase is not same (0 and 1).
From this figure it is evident that the phase accumulator is now characterized
by having two different sets of possible output vectors, depending on the
initial contents of the phase accumulator.
The number of the least significant bits (i), which are zero in the phase
increment word, can be obtained from

GCD(AP,2"y=2", where i=(0,1,..., j-1), (7.43)
and the phase value of the least i significant bits of the initial phase (p) is
p, =(p)mod2’, where p,=(0,..,2" -1). (7.44)

The most (j-i) significant initial phase bits do not affect output vector values
but cause a constant phase shift to the output vector. Consequently, for the
phase increment words with the property of GCD(AP, 2/) = 2', we have to
evaluate only for initial phases (0, ..., 2’ - 1). Therefore, by evaluating the
output vector for AP = 2" and every initial phase p; € (0, ..., 2’ — 1) with i & (0,
..., ] — 1) we know the output vector for any AP and initial phase p.

The time output vector generated by the phase increment words with the
property of GCD(AP, 2/) = 2 can be formed from a permutation of the indi-
vidual elements of the vector for AP = 2’ (assuming the initial phase p = 0),

p P(n) = 2‘»P((nAP/2")modPe), (7.45)

where Pe is the period of the phase accumulator output (2) from (4.4), and
AP/2" and Pe are relatively prime. As in (7.45), output time vectors may be
formed from a permutation of another time vector by permuting the indices
using (nAP/2") mod Pe. The converse follows from the existence of a unique
integer 0 < J < Pe satisfying the relation

(AP/2") Jmod Pe=1. (7.46)

This is a fundamental result of number theory that requires that AP/2" and Pe
are relatively prime [McC79]. In a sense, J is the multiplicative inverse of
AP/2'. From the above equation it follows that AP/2’ and .J must be odd be-
cause Pe is even. Therefore J and Pe are relatively prime, too.

The DDS with a sinusoidal output operates by applying some memory-
less non-linear function s{} to the phase accumulator output to produce the
sine function. The DFT of the phase to amplitude converter output using
(7.45) is
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Pe—1
S{upPam)k= Y 51, P(1AP /29 mod Pe) W m=0,1,.., Pe 1,
e (7.47)
where 7, = e /*"'7¢,

and Pe is the period of the phase accumulator output (4.4). (7.46) can be
used to show that permutation samples in the time domain produce the same
type of permutation in the frequency domain by defining the new index

g = (nAP/2")mod Pe, (7.48)
and noting that
gJmod Pe = J((nAP /2" )mod Pe)mod Pe

=n(AP/2")Jmod Pe.
Substituting from (7.46), (7.49) becomes
n = gJmod Pe. (7.50)
Re-indexing (7.47) using (7.48) and (7.50), then

Pe—1

S{AP P(m)} = Zs{zf P(q)}WF"Z(q Jmod Pe)
q=0

(7.49)

Pe—1

=35, Pg) gl medro (7.51)
q=0

= 8{, PonJymod Pe)} m=0,1,..,Pe~1.

The above equation establishes that the permutation of the samples in the
time domain results in the same type of permutation as the DFT samples in
the frequency domain, because J and Pe are relatively prime. This means
that the spurious spectrum due to all system non-linearities generated by the
phase increment words with the property of GCD(AP, 2/) = 2 is a permuta-
tion of the spectrum generated by AP = 2’ (assuming the same initial phase, p
= 0 in this case), because each spectrum will differ only in the position of the
spurs and not in the magnitudes. Therefore, by evaluating the DDS spectrum
for AP = 2" and every initial phase p; € (0, ..., 2' — 1) with i € (0, ..., j — 1), we
know the DDS spectrum magnitude for any AP and initial phase p. For phase
increment words with GCD(AP, 2/) = 1, the DDS spectrum magnitude does
not depend on the initial phase and the evaluation of the spectrum magnitude
has to be made just for p = 0 (Figure 7-3).

Moreover, when the output of the phase accumulator is truncated to £ bits
(see Section 7.1), for phase increment words with GCD(AP, 2) = 2/ < 2,
the least i significant bits of the initial phase p does not affect the output se-
quence. For the spectrum evaluation procedure, it means that for these phase
increment words the DDS spectrum magnitude does not depend on the initial
phase and the evaluation of the spectrum has to be made just for p = 0.
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Two AP values 619 and 1121 are considered in the example. The DFT of
the DDS output sequence for AP = 619 is shown in Figure 7-5, where the
worst-case carrier-to-spur level due to the phase truncation appears to be
48.08 dBc. Since M >> 2 for this case, the expected worst-case carrier-to-
spur value is 48.16 dBc (7.30), which agrees closely. The number of spurs in
the figures is 15, from (7.8). The frequency bins of the spurs in Figure 7-5
could be calculated using (7.25) and (7.26). The DFT spectrum for the sec-
ond frequency case of AP = 1121 is shown in Figure 7-6. As predicted, since
GCD (AP, 2/) = 1 for this case as well, the worst-case carrier-to-spur level is
unchanged and only the position of the spurs has been permutated.

7.4 Phase Noise of DDS Output

Leeson has developed a model that describes the origins of phase noise in
oscillators [Lee66]; since it closely fits experimental data, the model is
widely used in describing the phase noise of the oscillators [Roh83],
[Man87]. In the model, the sampling clock signal (oscillator output) is phase
modulated by a sine wave of frequency f,,

v, (t) =cos(w,t+ Bsinw, 1), (7.52)

where y is the sampling clock frequency of DDS, 3 is the maximum value
of the phase deviation, ,, is the offset frequency. The spectrum of the sam-
pling clock signal is shown in Figure 7-7.

The frequency of the sampling clock signal is

1 d(6.(¢ 1
f.()= % — (@, + B, cosm, t (7.53)

The DDS could be described as a frequency divider, and so the output

frequency of the DDS is

POWER SPECTRUM POWER SPECTRUM

o
2
5

-30f

) H
-80

Figure 7-5. Discrete Fourier transform of Figure 7-6. Discrete Fourier transform of
the DDS output sequence for j = 12, k =8 the DDS output sequence for j = 12, k=8
and AP =619. and AP =1121.
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B

(w,,, +Wa)m cos@,1), (7.54)

APL(0) _ fu0) 1
2/ N 2z

where j is the word length of the DDS phase accumulator, AP is the phase

increment word, N is the division ratio. The phase of the DDS output is

f;)ut (t) =

a(mt (t) = (a)nutt + % Slna)mt)9 (755)
and the DDS output is
Vou () = cos(@,,,t + % sinw,, ). (7.56)

Comparing (7.52) and (7.56), the modulation index is changed from [3
to B/N, but the offset frequency is not changed. The spectrum of the DDS
sampling clock is given by inspection from the equivalent relationship

y,(t) =cos(wt+ B sinw, 1) = Re{e”"“‘lemSin "’m’}

= Re{e-f“*" i‘]i (,B)e-j[“’""} = i‘jf (B)cos(wt+im,t),

j=—oc0

(7.57)

j=—oc0

where Ji(B) are Bessel functions of the first kind. The spectrum of the DDS
output is given by inspection from the equivalent relationship

. iB i
Vou (&) =cos(w,,,t + % sinw, 1) = Re{e.zwau,t e’V stna)mt}

) (7.58)
} = z Ji (%) cos(a)mltt + la)mt)

j=—oc0

:Re{ejwowt Z‘], (%) eﬁwmt

j=—oc0

The relative power of the DDS output phase noise at offset i, is from
(7.57) and (7.58)

< : : ~

fo-fo . f+f.  FrEqQuENcY

Figure 7-7. Typical phase noise sidebands of an oscillator.
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2

e, |25
ol o A} (7.59)
P | Ji(B

If B << 1, then Jy(B) = 1, Jo(B/N) = 1, Ji(B) = B2, Ji(B/N) = B/2N) and Ji(B)
~0(i=2,3..),and

B
(P_j ~—20xlog,,(N) [dB] (7.60)
dB

Sy

From the above equation, it can be seen that the relative power level of the
DDS output phase noise depends on the ratio between the output frequency
and sampling clock frequency. The output signal will exhibit the improved
phase noise performance [Jen97], [Ana99]

n,, —20xlog,,( /s ). (7.61)

J out

The DDS circuitry has a noise floor, which, at some point, will limit this im-
provement. An output phase noise floor of -160 dBc/Hz is possible, depend-
ing on the logic family used to implement the DDS [Qua90]. The frequency
accuracy of the sampling clock is propagated through the DDS [Qua90].
Therefore, if the sampling clock frequency is 0.1 PPM higher than desired,
the output frequency will be also higher by 0.1 PPM.

7.5 Post-Filter Errors

The sixth source of noise at the DDS output is the post-filter, e, which is

needed to remove the high frequency sampling components. Since this post-
filter is an energy storage device, the problem of the response time arises.
The filter must have a very flat amplitude response and a constant group de-
lay across the bandwidth of interest so that the perfectly linear digital modu-
lation and frequency synthesis advantages are not lost. The output filter also
affects the switching time of the DDS output.
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Chapter 8

8. SPUR REDUCTION TECHNIQUES IN SINE OUTPUT
DIRECT DIGITAL SYNTHESIZER

The drawback of the direct digital synthesizer (DDS) is the high level of spu-
rious frequencies [Rei93]. In this chapter we concentrate only on the spurs
that are caused by the finite word length representation of phase and ampli-
tude samples. The number of words in the LUT (phase to amplitude con-
verter) will determine the phase quantization error, while the number of bits
in the digital-to-analog converter (D/A-converter) will affect amplitude quan-
tization. Therefore, it is desirable to increase the resolution of the LUT and
D/A-converter. Unfortunately, larger LUT and D/A-converter resolutions
mean higher power consumption, lower speed, and greatly increased costs.
Memory compression techniques could be used to alleviate the problem, but
the cost of different techniques is an increase in circuit complexity and dis-
tortions (see Section 9.2).

Additional digital techniques may be incorporated in the DDS in order to
reduce the presence of spurious signals at the DDS output. The Nicholas
modified phase accumulator does not destroy the periodicity of the error se-
quences, but it spreads the spur power into many spur peaks [Nic88]. Non-
subtractive dither is used to reduce the undesired spurious components, but
the penalty is that the broadband noise level is quite high after dithering
[Rei93], [Fla95]. To alleviate the increase in noise, subtractive dither can be
used in which the dither is added to the digital samples and subtracted from
the DDS analog output signal [Twi94]. The requirement of dither subtraction
at the DDS output makes the method complex and difficult to implement in
practice. The novel spur reduction technique presented in this work uses
high-pass filtered dither [Car87], [Ble87], which has most of its power in an
unused spectral region between the band edge of the low-pass filter and the
Nyquist frequency. After the DDS output has been passed through the low-
pass filter, only a fraction of the dither power will remain. From this point of
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view, the low-pass filtering is a special implementation of the dither subtrac-
tion operation.

An error feedback (EF) technique is used to suppress low frequency
quantization spurs [Lea91a], [Lea91b], [Laz94]. A novel tunable error feed-
back structures in the DDS is developed in Section 8.4. The drawback of
conventional EF structures is that the output frequency is low with respect to
the sampling frequency, because the transfer function of the EF has zero(s) at
DC. In the proposed architecture, the sampling frequency needs only to be
much greater than the bandwidth of the output signal, whereas the output fre-
quency could be any frequency up to somewhat below the Nyquist rate. The
coefficients of the EF are tuned according to the output frequency.

8.1 Nicholas Modified Accumulator

This method does not destroy the periodicity of the error sequences, but
spreads the spur power into many spur peaks [Nic88]. If GCD (AP, 2) is
equal to 2", the spur power is concentrated in one peak, see Figure 8-2. The
worst case carrier-to-spur ratio is from (7.29)

(%j = (6.02k —3.992) dBc, (8.1)

where k is the word length of the phase accumulator output used to address
the LUT. If GCD (AP, 2*) is equal to 1, the spur power is spread over many
peaks in Figure 8-3. Then the carrier-to-spur ratio is approximately, from
(7.30),

(%j =6.02k dBc when (j - k) >>1. (8.2)

Comparing (8.1) and (8.2) shows that the worst-case spur can be reduced
in magnitude by 3.922 dB by forcing GCD (AP, 2% to be unity, i.e. by forc-
ing the phase increment word to be relatively prime to 2°*. This causes the
phase accumulator output sequence to have a maximal numerical period for
all values of AP, i.e. all possible values of the phase accumulator output se-
quence are generated before any values are repeated. In Figure 8-1, the hard-
ware addition is to modify the existing j-bit phase accumulator structure to
emulate the operation of a phase accumulator with a word length of j+1 bits
under, the assumption that the least significant bit of the phase increment
word is always one [Nic88]. It, too, has the effect of randomizing the errors
introduced by the quantizied LUT samples, because, in a long output period,
the error appears as "white noise" (7.39).

The disadvantage of the modification is that it introduces an offset of
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Figure 8-1. Hardware modification to force optional GCD (AP, 21y =1.

Sopier = 2f”; (8.3)
into the output frequency of the DDS. The offset will be small, if the clock
frequency is low and the length of the phase accumulator is long. If there is
no phase truncation error in the original samples (GCD (AP, 2) > 2/*), then
this method will make the situation worse for the phase error. If the carrier-
to-spur ratio due to the amplitude and phase quantization is lower than 6.02k
dBc (8.2) without the Nicholas modified accumulator, then the carrier-to-
spur ratio can be improved up to maximum 6.02k dBc due to the spreading
of the amplitude and phase quantization spurs. If the carrier-to-spur ratio due
to the amplitude quantization (no phase truncation) is higher than 6.02k dBc
without the Nicholas modified accumulator, then the degradation of the car-
rier-to-spur ratio occurs. It is good, therefore, that this spur reduction method
is optional, depending on the phase increment word [Van98].
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Figure 8-2. Spur due to the phase truncation, Figure 8-3. Spurs due to the phase trun-
max. carrier-to-spur level 44.24 dBc (44.17 cation, max. carrier-to-spur level 48.08
dBc (7.29) and (8.1)). There is a sea of ampli- dBc (48.16 dBc (7.30) and (8.2)). The
tude spurs below the phase spur. The simula- simulation parameters same as Figure §-2
tion parameters: j = 12, k=8, m = 10, AP = but AP = 265.

264.
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8.2 Non-Subtractive Dither

In this section, methods of reducing the spurs by rendering certain statistical
moments of the total error statistically independent of the signal are investi-
gated [F1a95]. In essence, the power of the spurs is still there, but spreads out
as a broadband noise [Rei93]. This broadband noise is more easily filtered
out than the spurs. In the DDS there are different ways to dither: some de-
signs have dithered the phase increment word [Whe83], the address of the
sine wave table [Jas87], [Zim92] and the sine-wave amplitude [Rei9l],
[Ker90], [F1a95] with pseudo random numbers, in order to randomize the
phase or amplitude quantization error.

The dither is summed with the phase increment word in the square wave
output DDS [Whe83]. The technique could be applied to the sine output DDS
(source 1 in Figure 8-4), too. It is important that the dither signal is canceled
during the next sample, otherwise the dither will be accumulated in the phase
accumulator and there will be frequency modulation. The circuit will be
complex due to the previous dither sample canceling, therefore this method is
beyond the scope of this work.

It is important that the period of the evenly distributed dither source (L)
satisfies [Fla95]

—<P

. 8.4
6L max ( )

where P« is the maximum acceptable spur power, and A is the step size for
both the amplitude and phase quantization. In this work, first-order dither
signals (evenly distributed) are considered. The use of higher-order dither
accelerates spur reduction with the penalty of a more complex circuit and
higher noise floor [Fla93], [Fla95].

8.2.1 Non-Subtractive Phase Dither

An evenly distributed random quantity zp(n) (source 2 in Figure 8-4) is added
to the phase address prior to the phase truncation. The output sequence of the
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Figure 8-4. Different ways of dithering in the DDS.
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DDS is given by

() = sin( - (P(r) + () (8.5)
where P(n) is a phase register value. The total phase truncation noise is
em) = ep(n) +z,(n), (8.6)
where the phase truncation error varies periodically as
e, (n) = (P(n))mod2’™, when GCD (4P,2'™) <277, (8.7)

and the period of the phase truncation error (M) is from (7.7).
Using small angle approximation

x(n) = sin(z—jsz(n)) + %e(n)cos(%P(n)) +O((max(e(n))?),  (8.8)

where max(g(n)) is 2. The number of bits, k, must be large enough to satisfy
the small angle assumption, typically, k£ > 4. The total quantization noise will
be examined by considering the first two terms above, and then the second-
order, O((max(e(n)))?), effect.

8.2.2 First-Order Analysis

The total phase fluctuation noise will be proportional to ep(n) [Fla95], when
the random value zp(n) is added to the phase address before truncation to .-
bits, as in Figure 8-5. The evenly distributed random quantity zp(r) varies in
the range [0, 2%). If z(n) is less than the quantity (2 - ep(n)), then ep(n) +
zp(n)) will be truncated to (0). The total phase truncation noise will be

£(n) = - e, (n) (8.9)
with probability

27" —ep(n)

2/

because there are (2 - ep(n)) values of zp(n) less than (2* - ex(n)), and there
are 2% values of zp(n). If zp(n) is equal to, or greater than, the quantity (2 -

ep(n)), then (ep(n) + zp(n)) will be truncated to (2%). The total phase trunca-
tion noise will be

, (8.10)

en) =™ - e, (n) (8.11)
with the probability
ep(n)
;_k : (8.12)

because there are ep(n) values of zp(n) that are equal to, or greater than, (2 -

ep(n)).



118 Chapter 8

At all sample times 7, the first moment of the total phase truncation noise
is zero

(2]-7]( —e,(n)) i ep(n
Ete(n)} == ep(n—— =+ (2" —e, (1) 2}’_,,( D)o (813)
The second moment of the total phase truncation noise is
2 2 2" - e,(n) -k 2 ep(n)
E{e(n)} =€P(”)T+(2‘ —e,(n)) ik
=2""e,(n)—ep(n) (8.14)
2
_20-h| Ep () (e,
B 07k 9J-k )

Two bounds are derived for the average value of the second moment (the
power of the total truncation noise) based on the period of the error term (M).
In the first case, GCD (AP, 2') is 27! and M is 2 (7.7), and the average
value of the sequence (8.14) reaches its minimum non-zero value. The phase

truncation error sequence is 0, 210, 27K 0, 27K from (8.7). Then the
sequence (8.14) becomes
220-k) 220-k) 220k)
E{e*} =0+ Z +0+ Z +0+ T (8.15)

The average value of this sequence is
2(j—k)

Avg(E{e’}) = (8.16)

In the second case, GCD (AP, 27%) is 1 and M is 2/ (7.7), and the average
value of the sequence (8.14) reaches its maximum value. In this case the
phase truncation error sequence takes on all possible error values ([0, 2/))
before any is repeated. Then the average value of the sequence (8.14) be-

ep(n) 4

2ik = SN .
) _ - 1= (j-k) is infinite
(2% - ey(m)

+— (j-k) is finite

Figure 8-5. Phase truncation errors.
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comes
2(j—k)
Avg(E{e’}) =

,when j >> k. (8.17)

Information about the spurs and noise in the power spectrum of x(n) is
obtained from the autocorrelation function. The autocorrelation of x(n) is
[Fla95]

E{x(n) x(n+m)}= sin(z—’fp(n)) sin(2—7],[P(n +m))
2 2 (8.18)

2
+ ‘;’j ], cos(i—’fP(n)) cos(%P(n +m)) E{e(n) e(n+m)}+ 02 ).

Spectral information is obtained by averaging over time [Lju87], resulting
in [Fla95]

I_Qxx [m]z %|:1+42.%kee [m@ cos(i—’er(m)), (8.19)

where R, [m] = Avg,(E{e(n)e(n+m)}), the time-averaged autocorrelation of
the total quantization noise. It should be remembered that, for any fixed time
n, the probability distribution of €(#), a function of p(#n), is determined en-
tirely by the outcome of the dither signal z(n). When z(n) and z(n+m) are in-
dependent random variables for non-zero lag m, €(n) and e(n+m) are also
independent for m # 0, and hence €(n) is spectrally white. In this case, the

autocorrelation becomes [Fla95]
2

Rulm]= %{H ‘;” Avg(e?) §(m)} cos(z—’fp(m)), (8.20)

2j

where d(m) is the Kronecker delta function (8(0) = 1, &(m) =0, m # 0).
The signal-to-noise ratio is derived from (8.20), when m = 0, as
1

SNR = g T (8.21)
T
" Ave(Ele?))
The upper bound to the signal-to-noise ratio is from (8.16)
SNR = 10xlog]0[%J =~ (6.02k—-6.93) dB. (8.22)
Vi3

The lower bound to the signal-to-noise ratio is from (8.17)

SNR = leloglo[#] ~ (6.02k—8.18) dB. (8.23)
7T

The sinusoid generated is a real signal, so its power is equally divided
into negative and positive frequency components. The total noise power is
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divided to S spurs, where S is the number of samples and the period of the
dither source is longer than S. Using these facts, the upper bound of the car-
rier-to-noise power spectral density is the same as in [Fla95]

[%j ~(6.02k —9.94+10log,, (S)) dBc. (8.24)

The upper bound is achieved when GCD (AP, %) is 27*'. The lower bound
of the carrier-to-noise power spectral density is

(%j ~(6.02k —11.19 + 10 log,, (S)) dBc. (8.25)

The lower bound is achieved when j >> k and GCD (AP, 2'*) is 1. The new
bound (8.25) for the signal-to-noise spectral density is derived from these
facts. A worst-case analysis of second-order effects was presented in [Fl1a95].
The phase dithering provides for acceleration beyond the normal 6 dB per bit
spur reduction (7.29) to a 12 dB per bit spur reduction [Fla95]. Since the size
of the LUT (2" x m) is exponentially related to the number of the phase bits,
the technique results in a dramatic decrease in the LUT size. The expense of
the phase dithering is the increased noise floor. However, the noise power is
spread throughout the sampling bandwidth, so the carrier-to-noise spectral
density could be raised by increasing the number of the samples in (8.24),
(8.25). The phase dithering requires dither generation and an adder, which
makes the circuit more complex. The overflows due to dithering cause no
problems in the phase address, because the phase accumulator works accord-
ing to the overflow principle.

The number of the samples is 4096 in all figures in Chapter 8. The car-
rier-to-noise power spectral density in Figure 8-6 is 74.35 dBc per FFT bin,
in agreement with the lower bound 74.34 dBc (8.25). In Figure 8-7, the car-
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10, AP = 256.
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rier-to-spur level is 28.47 dBc (28.28 dBc [Fla95]), and the carrier-to-noise
power spectral density is 44.20 dBc, in agreement with the upper bound
44.24 dBc (8.24).

8.2.3 Non-Subtractive Amplitude Dither

If a digital dither (from source 3 in Figure 8-4) is summed with the output of
the phase to amplitude converter, then the output of the DDS can be ex-
pressed as

sin(i—ff(APn —ep(n)+z,(n)—e, (n), (8.26)
where z4(n) is the amplitude dither [Ker90], [Rei91], [Fla95]. The spurious
performance of the D/A-converter input is the same as if the D/A-converter
input were quantized to (m + x) bits [Fla95], because the z4(n) randomizes a
part of the quantization error (x bits) in Figure 8-4. If the z4(n) is wideband
evenly distributed on [-A4/2, A4/2), and independent of the e4(n), then the
total amplitude noise power after dithering will be [Gra93]
0, gLl & A,
E{ZA}+ E{eA} 12
where A, = 2™, and E{¢’} is from (7.39) or (7.41). The amplitude error
power is doubled after dithering, but the error power is divided into all dis-
crete frequency components. If the spur power is divided into the Pe/2 spurs
(7.39), then, after dithering, the total noise power is divided into the Pe spurs
and the carrier-to-spur power spectral density is not changed in the same
measurement period (Pe). Then the carrier-to-noise power spectral density is
the same as in (7.39)

(8.27)
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Figure 8-8. Without amplitude dithering,
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carrier-to-noise power spectral density is
80.1 dBc.
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(%] = (1.76 + 6.02m + 10x log,, (%])dBc. (8.28)

The penalty of amplitude dithering is a more complex circuit and a re-
duced dynamic range. In this method, the size of the LUT increases by 2* X x,
where £ is the word length of the phase address and x is the word length of
the amplitude error. The output of the LUT must be reduced (scaled) so that
the original signal plus the dither will stay within the non-saturating region.
The loss may be small, when the number of quantization levels is large.

Figure 8-8 shows the power spectrum of a sine wave without amplitude
dithering. Figure 8-9 shows the power spectrum of a 16 bit sinusoid ampli-
tude dithered with a random sequence, which is distributed evenly over [-2
§/2, 2°%/2), prior to the truncation into 8 bits. The carrier-to-noise power spec-
tral density is 80.1 dBc per FFT bin (80.02 dBc (8.28)) in Figure 8-9.

For example, QUALCOMM has used the non-subtractive amplitude
dither in their device [Qua9la].

8.3 Subtractive Dither

Non-subtractive dither is used to reduce the undesired spurious components,
but the penalty is that the broadband noise level is quite high after dithering.
To alleviate the increase in noise, subtractive dither can be used, in which the
dither is added to the digital samples and subtracted from the DDS analog
output signal [Twi94]. The requirement of the dither subtraction at the DDS
output makes the method complex and difficult to implement in practical
applications. The technique presented in this work uses a high-pass filtered
dither [Car87], [Ble87], which has most of its power in an unused spectral
region between the band edge of the low-pass filter and the Nyquist fre-
quency. After the DDS output has been passed through the low-pass filter,
only a fraction of the dither power will remain [Ble87]. The low-pass filter-
ing is a special implementation of the dither subtraction operation.
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Figure 8-10. DDS with a high-pass filtered phase and amplitude dithering structures.
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8.3.1 High-Pass Filtered Phase Dither

If a digital high-pass filtered dither signal zyp(n) (from source 1 in Figure 8-
10) is added to the output of the phase accumulator, then the output of the
DDS can be expressed as

sin(%(APn —ep(n)+zp(n))—e, (n). (8.29)
If both the dither and the phase error are assumed to be small relative to the
phase, then the DDS output signal (8.29) can be approximated by
Jou 1)+ cos(2r2 ny i—’f (2, (M) —ep (1)) — e, (n),  (8.30)

N N

sin(27w

where f,,, is the DDS output frequency and f; is the DDS sampling frequency
(4.1). The above phase dithering is in the form of an amplitude modulated si-
nusoid. The modulation translates the dither spectrum up and down in fre-
quency by f,.., so that most of the dither power will be inside the DDS output
bandwidth. So the high-pass filtered phase dither works only when the DDS
output frequency is low with respect to the used clock frequency.

8.3.2 High-Pass Filtered Amplitude Dither
If a digital dither (from the source 2 in Figure 8-10) is summed with the out-

put of the phase to amplitude converter, then the output of the DDS can be
expressed as

sin(i—jjr(APn—eP(n)))+zHA (n)—e, (n), (8.31)

where zp4(n) is the high-pass filtered amplitude dither, which has most of its
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power in an unused spectral region between the band edge of the low-pass
filter and the Nyquist frequency. The benefits of the high-pass filtered ampli-
tude dither are greater when it is used to randomize the D/A-converter non-
linearities. The magnitude of the dither must be high in order to randomize
the non-linearities of the D/A-converter [Wil91].

The high-pass filtered dither has poorer randomization properties than the
wide band dither, which could be compensated by increasing the magnitude
of the high-pass filtered dither [Ble87]. The spur reduction properties of the
high-pass filtered amplitude dither are difficult to analyze theoretically,
therefore only simulations are performed. The loss of the dynamic range is
greater than in the case of the non-subtractive dither, because the magnitude
of the high-pass filtered dither must be higher. However, the loss is small
when the number of the quantization levels is large.

In this example, the digital high-pass filter is a 4th-order Chebyshev type
I filter with the cut-off frequency of 0.42 f.. Figure 8-8 shows the power
spectrum of a sine wave without dithering. Figure 8-9 shows the power spec-
trum of a 16 bit sinusoid amplitude dithered with a random sequence that is
distributed evenly over [-2"%/2, 2%/2), prior to truncation into 8 bits. Figure 8-
11 shows the same example as Figure 8-9, but with a random sequence,
which is distributed evenly over [-27/2, 27/2). The processing is carried out
by a digital high-pass filter, prior to dithering. In Figure 8-12, the amplitude
range of the high-pass filtered dither is increased from over [-27/2, 27/2) to
over [-2/2, 2°/2) and so the spur reduction is accelerated. In Figure 8-12,
the noise power spectral density is about 3 dB (half) lower in the DDS output
bandwidth (0 to 0.4 f;) than in Figure 8-9.

8.4 Tunable Error Feedback in DDS

The idea of the error feedback (EF) is to feed quantization errors back
through a separate filter in order to correct the product at the following sam-
pling occasions [Lea91a], [Lea91b], [Can92], [Har95]. The spectral purity of
the conventional direct digital synthesizer (DDS) is also determined by the
resolution of the phase to amplitude converter. Therefore, it is desirable to in-
crease the resolution of the phase to amplitude converter (conventionally
LUT). The LUT size usually increases exponentially in powers of 2 with the
address width. Unfortunately, larger LUT storage means higher power con-
sumption, lower speed and increased costs. The number of the needed phase
address bits could be reduced by using the phase EF. In DDSs (output fre-
quency (= 20MHz), output (= 10-bit)), most spurs are generated less by digi-
tal errors (quantization errors) than by dynamic non-linearities in the D/A-
converter analog output response, because the development of D/A convert-
ers is not keeping up with the capabilities of digital signal processing with
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faster technologies [Van01]. The needed wordlength of the D/A converter
could be reduced by using the amplitude EF. With the amplitude EF, lower
accuracy D/A-converters with a better inner spurious performance could be
used.

The phase value is generated using the modulo 2’ overflowing property of
a j-bit phase accumulator as shown in Figure 8-13 and Figure 8-14. The rate
of the overflows is the output frequency (4.1). The notches of the phase and
amplitude EF are tuned according to the DDS output frequency (4.1) in order
to reduce phase and amplitude quantization spurs at in-band in Figure 8-13
and Figure 8-14. The analog filter removes the out of band quantization
noise along with any out-of-band noise and distortion introduced by the D/A
converter. The passband of the analog filter is tuned according to the DDS
output frequency. The quadrature DDS requires a complex amplitude EF
filter and analog filter as shown in Figure 8-14. If only the real analog output
is needed, then an analog half-complex filter can be used.

8.4.1 Phase EF

The EF has been placed between the phase accumulator and the phase-to-
amplitude converter, as shown in Figure 8-13 [Lea91b], [Van97]. The phase
error word (j-k least significant bits of the phase word) are fed to the phase
EF filter (H(z)). The filter output is added to the phase value, so the transfer
function between the phase input P(z) and the phase output ¥(z) shown in
Figure 8-15 can be characterized by

Y(z)=P(z)— E(z)(1- H(z))=P(z) — E(z) PEF(z2), (8.32)
o PAP({: /é%E | PHASEEF | PHASE TO | AMPLITUDE EF | a TN
B AMPLITUDE CON- ABLE |
73 MTUOLI?- C(()CN(;/SEIRNQ)EW VERTER ) FILTER

j-k(LSBs) m - a (LSBs)

____________________

[ \77777777777‘
| PHASEEF | AMPLITUDE EF 1 [7py
.| PHASE | I ‘ PHASE TO 7| con- 1 COSINE
AP ecu. | AMPLITUDE 7| VERTER TUN- |
— P MULA. /| CONVERTER la ABLE
o | . |QUADRATURE 2 [ DA COMPLEX]

‘ | OUTPUTS | con. [P| FILTER [

|

| |j-k (LSBs) VERTER SINE

1 ‘ t

| : t=m-a (LSBs)

Figure 8-14. Quadrature direct digital synthesizer with phase and amplitude EF.
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where P(z) and E(z) are the z transforms of the phase input and phase error
signal and PEF(z) = 1 — H(z) is the phase EF transfer function. If the phase
EF filter output is fed back to the phase accumulator input along with the
phase increment word, as shown in Figure 8-16, then the phase EF transfer
function is given by

2z =271 G(2) B

1

1-

2 G(2)

1—
PEF(z)= -

-z -z (8.33)
where the phase accumulator transfer function is z'/(1-z"). The phase accu-
mulator with phase EF in Figure 8-16 introduces an extra pole at dc and zero
to the phase EF transfer function (8.33). The digital filter transfer function in

Figure 8-16 is obtained from (8.33)
G(z)=z (1- z ™) (1- PEF(2)). (8.34)

8.4.1.1 Phase EF for cosine DDS

It is possible to derive the following approximation for the DDS output sig-
nal (real) by using the first two terms in the Taylor series around ®,yn:

y(n) = Acos(w,,,n — npef (n)) = Acos(@,,, n)+ Asin(w,,, m)npef (n),  (8.35)
where the shaped phase truncation error is npef{n) << 1 and with no ampli-
tude quantization. The Fourier transform of (8.35) is
Y(w) = ATﬁ i (w-w,,, +2rk)+o(w+w,, +27k))+

out (8 36)
~ | j(NPEF(0~-w,, +21k) = NPEF(0+w,, +27k)) [

where NPEF() is the Fourier transform of the shaped phase truncation er-
ror. If the NPEF(w) is zero at @ = 0, the expression NPEF(® + Myy) —
NPEF(® - 0,y) is not zero at the frequencies plus and minus .y, as shown
in Figure 8-17(a). The cosine output DDS will contain the subtraction of the
phase errors at NPEF(0) and NPEF(2m,,) at the output frequency M. In the
previous work [Lea91b], [Van97], the NPEF(w) is zero at dc and nonzero
elsewhere, thus the system is only effective at low @, or near wy/2 where
NPEF(2,,) is still somewhat notched out. If the NPEF(®) is zero at ® = 0
and ® = 2y, the expression NPEF(® + Woy) — NPEF(® - M) i zero at the
frequencies plus and minus M, as shown in Figure 8-17(b). Therefore, the

1l ut

out

out

E@@)

P(z)

H(z)

Figure 8-15. Phase EF noise model in Figure 8-13.
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phase EF transfer function in the cosine output DDS should have J zeros at
dc and K zeros at 2 Mgy

PEF(z)= (1-z" (+bz" +z)* =1- H(2), (8.37)
where b = -2 cos2m,,.. If we want the same amount of attenuation at dc and

2y, then J must be equal to K. The spectral density of the shaped noise in
(8.36) using the phase EF transfer function in (8.37) is given for z = ¢*®

INPEF(f)] =[27 sin(”f—,f)" (sin ”(21‘}” 5 Gin ”(2f}“' “Iyx gpcp) (8.38)

where

JVEP

EP(f)=——, 8.39
) 2 (8.39)
where EP is the sum of the powers of the spurs due to phase truncation (from
(7.17))

EP=1-]4(0,L, M, N)|" = (x* /2% —n*/ Pe*)/3, (8.40)

where Pe is the period of the DDS output from (4.4), and & is the word length
of the phase accumulator output used to address the phase to amplitude con-
verter. The error feedback destroys the periodicity of the phase error signal
(see Section 7.1), and all of its power spreads into the frequency band 0 < /<
1/2 in (8.39). This is a valid assumption for the phase error when the EF filter
coefficient b in (8.37) is "approximately" irrational (a rational number with a
large denominator) and/or the order of the EF structure (J, K in (8.37)) is
high. In this case, the phase error signal has a very long period and the error
appears as “white noise”.

The transfer function of the phase EF (FIR (finite impulse response)) has
zero at dc and at 2 w,, in Figure 8-18. The transfer function is characterized
by

PEF(z)= (1-z ") (+bz ' +27?)
=l+(b-Dz'—=(b-Dz?-z7 =1-H(z2).

The phase EF filter coefficients are tuned according to the DDS output
frequency.

(8.41)

77777777

| Quantizer :
. E@
| |
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MULA-
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G(z)

Figure 8-16. Phase accumulator with phase EF.
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If the phase EF is fed back to the phase accumulator input, as shown in
Figure 8-15, then the phase EF filter is given by (8.34)

G(z)=z (1- z7")(1- PEF(2))
=(1-b)+2(b-Dz"'+Q2-b)z* -z,
Comparing (8.41) and (8.42), using the structure of Figure 8-15 does not
decrease the order of the phase EF filter (FIR), only the coefficient values of

the digital filter are changed, because the extra zero at dc is cancelled by the
extra pole in (8.33).

(8.42)

8.4.1.2 Phase EF for Quadrature DDS

For the quadrature DDS, it is possible to derive the following approximation

for the output signal by using the first two terms in the Taylor series around
WoyN:

c(n) = Acos(@,,n— cnpef (n)) + j Asin(@,, n— cnpef (n))
=~ Ae’®" — jAe! " cnpef (n),

where the shaped phase truncation error is cmpef(n) << 1 and the Fourier
transform of (8.43) is

(8.43)

Clow)= Af, Z o—-o,, +2rk)— jCNPEF(w— +2xk)).  (8.44)
f=—oc0

If the CNPEF(®) is zero at ® = 0, the expression CNPEF(® - oy 1S zero

at the output frequency of m,, as shown in Figure 8-17(a). The spectrum of

the shape phase error is modulated to the quadrature DDS output fre-

OUT

NPEF(®) NPEF(w)
/ } } } } } Il } } \ } \ } \ \ | I U } \
I T T 1 T T T 1 T T T T T T 1
[0} -0J2 20,0, 0 0, 20,0 /2 [OX - ROX /2 Z(nnm mom 0 ®y, 20, m</2 [OR
NPEF(® — 00,,,) NPEF(® — ®,,)
I } Il } } \/ | | \ } Il | | | Il | Il } |
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EON ~0/2 20,0, 0 0y 20, me/z [ON RON -0/2 20 - wom 0 mou‘Zmoul ®/2 [O8
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Figure 8-17. Phase truncation error in frequency domain: (a) NPEF(w) is zero at 0. (b)
NPEF(m) is zero at 0 and 20,y
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quency . Therefore, the phase EF transfer function coefficients for quad-
rature DDS has zeros at dc

PEF(z)= (1-z ") =1- H(2), (8.45)
where J is the number of zeros at dc. The spectral density of the noise in
(8.43) is given for z = "

[CNPEF(f)=|EP(f) PEF (/)] =|EP()2” (sin ”f—f)’ L (846)

J s

where

JEP

EP(f)= T, (8.47)
and EP is defined by (8.40). It is assumed that the error feedback destroys the
periodic of the phase error signal, and that all of its power spreads into fre-
quency band 0 < f<f.

The multiplication process is greatly simplified by replacing the fixed
phase EF filter coefficients with canonic signed digit (CSD) numbers (see
section 11.6). In Figure 8-19, the phase EF transfer function has two zeros at
de.

If the second phase EF with two zeros at dc is fed back to the phase ac-
cumulator input, as shown in, Figure 8-15, then the phase EF filter is given

by (8.34)
G(z)=z (1-z"Y(1- PEF(z))=—2+3z ' =z °. (8.48)

So using the structure of Figure 8-15 does not decrease the order of the
phase EF filter (FIR), only the coefficient values of the digital filter are
changed.

The phase error feedback methods presented here are based on approxi-
mations (8.35) and (8.43). These two methods work only if npef(n) or
cnpefin) << 1, which makes the effect of the higher order terms in the Taylor
series not significant. If the approximations in (8.35) and (8.43) are not
valid, the higher order terms spread the shaped noise and the notch around
the output frequency will disappear. There are two factors that affect the
level of npef(n) and cnpef(n), the length of the phase-to-amplitude converter
address (k), and the gain of the EF filter. The gain of the EF filter depends on
the notch frequency, the order of the filter and the type of the filter.

8.4.2 Amplitude EF
The EF filter has been placed after the phase-to-amplitude converter in

Figure 8-13 and Figure 8-14. The amplitude error word (m-a least significant
bits of the amplitude word) is fed to the amplitude EF filter (4(z2)). It is pos-
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sible to derive the following equation from (8.35) and (8.43) for the cosine
and quadrature DDS output

y(n) = Acos(®w,,, n) + Asin{w,,, n) npef (n) — naef (n) — ae(n), (8.49)

c(n) = Ae’™" — jAe’™™" cnpef (n) — cnaef (n) — cae(n),  (8.50)
where cnaef(n)/naef(n) is the shaped amplitude error and ea(n)/cae(n) is
quantization noise due to finite wordlength in the phase to amplitude con-
verter output. The amplitude of the phase to amplitude converter output (A)
must be reduced sufficiently to ensure the output plus amplitude EF output
stays within the no-overload region. This loss may be acceptable (and small)
when the number of the quantization levels is large. The overflows due to the
phase EF cause no problems in the phase address, because the phase accumu-
lator works according to the overflow principle. The second order real and
complex amplitude EF filters are used in Figure 8-18 and Figure 8-19, re-
spectively. The phase to amplitude converters output values were scaled to
prevent overflows.

PHASE

12
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MULA-
TOR

PHASE TO

AMPLITUDE|

CONVERTER]
(COSINE)

D/A- TUN-

CON- |—p| ABLE |—p
VERTER FILTER

Figure 8-18. Direct digital synthesizer with phase and amplitude EF.
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Figure 8-19. Quadrature direct digital synthesizer with phase and amplitude EF.



Spur Reduction Techniques in Sine Output Direct Digital Synthesizer 131
8.4.2.1 Amplitude EF for Cosine DDS

In the cosine DDS (Figure 8-13), the amplitude EF transfer function is
AEF(z)= (1+bz " + 272" =1- A(2), (8.51)

where A(z) is the amplitude error feedback filter in Figure 8-13 and b = -2

cos®,,.. The amplitude EF filter coefficients are chosen according to the out-

put frequency of the DDS. The spectral density of this noise is in (8.49) and
is given for z = "

|NAEF (/)| = (%AEF( )+ E{ea’}) fi
s (8.52)
:( 2-2a _2-2m 4" (sin ”(fout +f) sin ”(fout _f))P + 2-2m L
12 /s 1, 12 71,7

where AEF(f) is from (8.51), (Af, —Ai)/12 is the noise variance of the am-

plitude error word [Con99], E{ea’} is the phase to amplitude converter out-
put noise power from (7.37) (residual noise power), m is the phase to ampli-
tude converter output wordlength and a is the D/A converter wordlength. The
amplitude EF destroys the symmetry property of the error sequences (see
Section 7.2). Therefore amplitude quantization power spreads into frequency
band 0 < /< f.. The cosine generated is a real signal, so its power is equally
divided into negative and positive frequency components. Using these facts,
the power spectral density of the cosine output in (8.49) is given for z = ¢*®

POWER SPECTRUM

-20 T

MAGNITUDE (dBc)

1 1 1 1 1 1 1 1 1
-120 0 2 4 6 8 10 12 14 16 18 2(

OUTPUT FREQUENCY (MHz)
Figure 8-20. Simulated power spectral density in Figure 8-18. Dashed line is from (8.53).
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A /2
P = - 2 [(8.53)
S (NPEF(/+ f) L+ [NPEF(f ~ fou ') + |NAEF (1)

where 4%/2 is the cosine wave power, NPEF(f) is from (8.38) and NAEF(f) is
from (8.52).

A computer program (in Matlab) has been created to simulate the direct
digital synthesizer in Figure 8-18. The simulated and theoretical from (8.53)
signal to noise power spectrum densities are shown in Figure 8-20. The EF
structures spread quantization noise to all the frequency bins as shown in
Figure 8-20, because the coefficients of the EF structures in Figure 8-18 are
"approximately" irrational numbers at the notch frequency (f.o.cr/f; = 0.3438).

8.4.2.2 Amplitude EF for Quadrature DDS

In the quadrature DDS (Figure 8-14), the complex amplitude EF transfer
function is

CAEF(z)= (1—¢’% z7")' =1-CA(z), (8.54)
and CA(z) is the amplitude error feedback filter in Figure 8-14. The spectral
density of this amplitude quantization noise in (8.50) is given for z = ¢®

POWER SPECTRUM
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MAGNITUDE (dBc)

1 1 1 1 1 1
0 5 10 15 20 25 30 35 40
OUTPUT FREQUENCY (MHz)

-120

Figure 8-21. Simulated power spectral density in Figure 8-19. Dashed line is from (8.56).
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|CNAEF( [ )|= (M‘CAEF(J’)‘ + E{cea®}) fi

2—23 2»2m (f f ) S2—2m 1 (855)
- ﬂ' —

:(( ) 2P (Sin out )P + )_,

6 /s 6 " f,

where E{cea’}is from (7.38). The EF destroys the symmetry property of the

amplitude error sequences. Therefore, amplitude quantization power spreads

into frequency band 0 < < f.. The power spectral density of the quadrature
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Figure 8-22. Spectrum of 13.7 MHz signal at 5-bit D/A converter output, where sampling

frequency is 40 MHz.
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Figure 8-23. Spectrum of 20 MHz signal at 4-bit D/A converter output, where sampling fre-
quency is 40 MHz.
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output is from (8.50) and is given for z = ¢®®

2
P = = 2,

AP NPEF(f = fou)| +|CNAEF(f)
where A° is the quadrature wave power, NPEF(f) is from (8.46) and
CNAEF(f) is from (8.55).

A computer program (in Matlab) language was written to simulate the di-
rect digital synthesizer in Figure 8-19. The simulated and theoretical (from
8.56) signal to noise power spectrum densities are shown in Figure 8-21. The
spectrum has spurious signals in Figure 8-21 because of the phase EF filter
coefficient is integer (2), but the EF still spreads part of the spur power to
broadband noise.

(8.56)

8.5 Implementations

The cosine and quadrature DDS with phase and amplitude EF were imple-
mented with the Altera FLEX 10KA-1 series devices [Fle98]. The cosine
DDS (in Figure 8-18) with real phase and amplitude EF filters requires 282
(5% of the total) logic elements (LEs) in the EPF10K100A device. The quad-
rature DDS (in Figure 8-19) with real phase and complex amplitude EF fil-
ters requires 586 (11% of the total) LEs in the EPF10K100A device. The
maximum operating frequency of the cosine and quadrature realization is 42
and 43 MHz, respectively. The D/A converters in Figure 8-13 and Figure 8-
14 were implemented using the MSB bits of the 14-bit D/A converter
[KosO1].

8.6 Measurement Results

To evaluate the cosine and quadrature DDS with phase and amplitude EF, a
test board was built and a computer program was developed to control the
measurement. The phase increment and the EF filters tuning words are
loaded into the test board via the parallel port of a personal computer. A
spectrum plot of 13.7 MHz output from the cosine DDS with real tunable
phase and amplitude EF (Figure 8-13) is illustrated in Figure 8-22. The
power spectral density agrees with the simulation (and theoretical) results
from Figure 8-20. A spectrum plot of 20 MHz output from the quadrature
DDS with phase and complex amplitude EF (Figure 8-14) is illustrated in
Figure 8-23. The power spectral density agrees with the simulation (and
theoretical) results from Figure 8-21. The spur power is in tones around the
carrier in Figure 8-21 and Figure 8-23.



Spur Reduction Techniques in Sine Output Direct Digital Synthesizer 135
8.7 Conclusions

The reason why the dither techniques have not been applied very often to
reduce the spurs due to the finite word length of the digital part of the DDS is
because the effect of the D/A-converter non-linearities nullifies the contribu-
tion. The benefits of the high-pass filtered amplitude dither would be greater
when it is used to randomize the D/A-converter non-linearities because the
magnitude of the dither must be high in order to randomize the non-
linearities of the D/A-converter. The cosine and quadrature DDS with tun-
able phase and amplitude EF were designed and implemented. The drawback
of the conventional phase EF is that it reduces the phase spurs only at DDS
output frequencies which are near dc or half of the sampling frequency. New
phase EF architectures with an arbitrary center frequency for cosine and
quadrature output DDS are introduced. The EF structures can be used in con-
junction with different phase to amplitude converter compression techniques.
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Chapter 9

9. BLOCKS OF DIRECT DIGITAL SYNTHESIZERS

The direct digital synthesizer (DDS) is shown in a simplified form in Figure
4-1. In this chapter, the blocks of the DDS: phase accumulator, phase to am-
plitude converter and filter are investigated. The D/A converter was de-
scribed in Section 10. The methods of accelerating the phase accumulator
are described in detail. Different sine memory compression and algorithmic
techniques and their trade-offs are investigated.

9.1 Phase Accumulator

In practice, the phase accumulator circuit cannot complete the multi-bit addi-
tion in a short single clock period because of the delay caused by the carry
bits rippling through the adder. In order to provide the operation at higher
clock frequencies, one solution is a pipelined accumulator [Cho88], [Ekr88],
[Gie89], [Lia97], as shown in Figure 9-1. To reduce the number of the gate
delays per clock period, a kernel 4-bit adder is used in Figure 9-1, and the
carry is latched between successive adder stages. In this way, the length of
the accumulator does not reduce the maximum operating speed. To maintain
the valid accumulator data during the phase increment word transition, the
new phase increment value is moved into the pipeline through the delay cir-
cuit. All the bits of the input phase increment word must be delay equalized.
The phase increment word delay equalization circuitry is thus very large. For
example, in Figure 9-1, a 32-bit accumulator with 4-bit pipelined segments
requires 144 D-flip-flops (DFFs) for input delay equalization alone. These
D-flip-flop circuits would impact the loading of the clock network. To re-
duce the number of pipeline stages, a carry increment adder (CIA) [Kos99]
and a conditional sum adder in [Tan95a] are used. To reduce the cycle time
and size of pipeline stages further, the outputs of the adder and the D-flip-
flops could be combined to form "logic-flip-flop" (L-FF) pipeline stages
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[Yua89], [Rog96], [Kos99]; thereby their individual delays are shared, re-
sulting in a shorter cycle time and smaller area.

Pre-skewing latches with pipeline control are used to eliminate the large
number of D-flip-flops required by the input delay equalization registers
[Che92], [Lu93]. The cost of this simplified implementation is that the fre-
quency can be updated only at £,/PS, where PS is the number of the pipelined
stages.

The phase increment inputs to the phase accumulator are normally gen-
erated by a circuitry that runs from a clock that is much lower in frequency
than, and often asynchronous to, the DDS clock. To allow this asynchronous
loading of the phase increment word, double buffering is used at the input of
the phase accumulator.

The output delay circuitry is identical to the input delay equalization cir-
cuitry, inverted so that the low-order bits receive a maximum delay while the
most significant bits receive the minimum delay. In Figure 9-1 the data from
the most significant 12 bits of the phase accumulator are delayed in pipe-
lined registers to reach the phase to amplitude converter with full synchroni-
zation. A hardware simplification is provided by eliminating the de-skewing
registers for the least significant j-k bits of the phase accumulator output.
This is possible because only the & most significant phase bits are used to
calculate the sine function. The only output bits that have to be delay equal-
ized are those that form the address of the phase to amplitude converter. The
processing delay is from the time a new value is loaded into the phase regis-
ter to the time when the frequency of the output signal actually changes, and
the pipeline latency associated with frequency switching is 9 clock pulses,
see Figure 9-1.

In [Tho92], a progression-of-states technique, rather than pipelining, was
incorporated as shown in Figure 9-2. The outputs of the phase accumulator
are shown in (9.1)-(9.4) when the phase increment word is held constant for

CLK CLK CLK

AP[20:23]
AP 32

AALSIOTT LNdNIT

Figure 9-1. Pipelined 32-bit phase accumulator.
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four clock cycles. Holding the phase increment limits the phase increment
update rate. The outputs of the phase accumulator are

P(n+1)=P(n)+AP=P(n)+ AP, 9.1)
P(n+2)=P(n+1)+AP=P(n)+2AP, 9.2)
P(n+3)=P(n+2)+AP=P(n)+3AP, (9.3)
P(n+4)=P(n+3)+AP=P(n)+4AP, (9.4)

where AP is the phase increment word and P(n) is the output of the phase
accumulator at nth sampling instant. To generate P(n+2) and P(n+4) in (9.2)
and (9.4), AP is shifted up 1bit and 2bits before they are added respectively.
To generate P(n+3) in (9.3), P(n+2) and AP are used instead of 3AP. The
progression-of-states technique in Figure 9-2 demands D-flip-flop circuits
and four adders so it has the area and power overheads. To increase the op-
eration speed of the phase accumulator using the progression-of-states tech-
nique, the pipelining technique is used in [Yan02].

The use of parallel phase accumulators to attain a high throughput has
been utilized in [Has84], [Gol90], [Tan95b]. The structure in Figure 9-3 uses
a phase accumulator and four adders [Tan95b]. Four adders are required to
make four sequential phase outputs P(n+1), P(nt2), P(nt+3), P(nt4). The
four phase outputs are generated by adding 0, AP, 2AP, 3AP phase offsets to
the phase accumulator output. To generate every fourth sample at the phase
accumulator output before adders in Figure 9-3, the phase increment word
must be multiplied by four (4AP).

The phase accumulator could be accelerated by introducing a Residue
Number System (RNS) representation into the computation, and eliminating
the carry propagation from each addition [Chr95]. The conversion and the
re-conversion to/from the RNS representation reduces the gain in the compu-
tation speed.

[} NS 32 l_,
N DFF
CLK/4
N 2
DFF
CLK/4 4:1 32 | 32 | P[0:31]
/ MUX DFF
q
SR %
U DFF CLK
32
CLK/4
a3 Kﬂ\
32 22 32
DFF L/ DFF
CLK/4 CLK/4

Figure 9-2. 32-bit phase accumulator using a progression-of-states technique.
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Figure 9-3. 32-bit phase accumulator using parallel adders.

The frequency resolution is from (4.2), when the modulus of the phase
accumulator is 2/. In this case, the implementation of the modulo operation is
straight forward. Few techniques have been devised to use a different
modulus [Jac73], [Gol88], [McC91b], [Gol96], [Har91], [NosO1la], [Uus01].
The penalty of those designs is a more complicated phase address decoding
[Gol96]. The benefit is a more exact frequency resolution (the divider is not
restricted to a power of two in (4.2), when the clock frequency is fixed
[Gol96]. For example, 10 MHz is the industry standard for electronic in-
strumentation requiring accurate frequency synthesis [McC91b]. To achieve
a one hertz resolution in these devices, the phase accumulator modulus must
be set equal to 10° (decimal) [Jac73], [Gol88]. The modulus of the phase
accumulator is variable in [McC91b], [ElI96], [NosO1a]. This allows a flexi-
ble output tuning resolution.

For a phase accumulator with phase truncated output, the only useful in-
formation produced by the adder below the truncation point is the carry-out
signal. Therefore, the lower part of the phase accumulator can be replaced

PHASE to AMPLITUDE

CONVERTER
CLK/L
PHASE to AMPLITUDE
AP | PHASE | CONVERTER
—» ACCU- |/ 1.1 ° Lo | [0
ULATOR| | pEMUX e CLKL ViD o

f
CLK PHASE to AMPLITUDE
CONVERTER CLK
CLK/L

PHASE to AMPLITUDE
CONVERTER

CLK/L

Figure 9-4. A DDS using parallel phase to amplitude converters.
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with a hardware block producing an identical (or approximate) carry-out
signal. This was the idea used in [Ert96], [Mer02].

9.2 Phase to Amplitude Converter

The spectral purity of the conventional direct digital synthesizer (DDS) is
also determined by the resolution of the phase to amplitude converter. There-
fore, it is desirable to increase the resolution of the phase to amplitude con-
verter. Unfortunately, a larger resolution means higher power consumption,
lower speed and greatly increased costs.

The use of parallel phase to amplitude converters to attain a high
throughput has been utilized in [Has84], [Gol90], [Tan95b]. The DDS in
Figure 9-4 utilizes the parallelism for the phase to amplitude converter to
achieve high throughput. The DDS attains L times the maximum speed of a
single phase to amplitude converter by paralleling L phase to amplitude con-
verters. A L to 1 DEMUX transfers phases of the phase accumulator to
phase to amplitude converters with £.;/L. A L to 1 MUX alternatively selects
the outputs of the phase to amplitude converters with £..

The most elementary technique of compression is to store only 1/2 rad of
sine information, and to generate the LUT samples for the full range of 2x
by exploiting the quarter-wave symmetry of the sine function. After that,
methods of compressing the quarter-wave memory include: trigonometric
identities, Nicholas method, the polynomial approximations or the CORDIC
algorithm. A different approach to the phase-to-sine-amplitude mapping is

MSB
2nd MSB
? l y
AP j PHASE k k-2 k-2 m-1
L 3l ACCUMU- COMPLE- /2 SINE COMPLE-

LATOR MENTOR LUT MENTOR
2n ]

ml
" AN YAVAN YAVAN A,
2nd MSB _I—]_l_(]) MSB [T (1)

Figure 9-5. Logic to exploit quarter-wave symmetry.

0

Table 9-1. Coding table to obtain full sine wave, where 0 is from 0 to /2.

Quadrant (q) MSB 2" MSB sin(6+ qr/2)
0 0 0 sin(0)
1 1 sin(1/2-0)
2 1 0 -sin(0)
3 1 1 -sin(7/2-0)
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the CORDIC algorithm, which uses an iterative computation method. The
costs of the different methods are an increased circuit complexity and distor-
tions that will be generated when the methods of memory compression are
employed. Because the possible number of generated frequencies is large, it
is impossible to simulate all of them to find the worst-case situation. If the
least significant bit of the phase accumulator input is forced to one, then only
one simulation is needed to determine the worst-case carrier-to-spur level
(see Section 7.3). In this chapter, 14-bit phase to 12-bit amplitude mapping is
investigated. The results are only valid for these requirements. Some ex-
amples of commercial circuits using the above methods are also presented.

MSB
2ND MSB \
3RD MSB )D—
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3RD MSB
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H LUT
- [ PHASE
APJ | accu- | 8
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(():— w4 MUX % >
osine
LUT —

Figure 9-6. Logic to exploit eight-wave symmetry.

MSB
—

2ND MSB/

Table 9-2. Coding table to obtain full sine and cosine waves, where 0 is from 0 to /4.

Octant (o) MSB | 2"MSB 3" MSB sin(6+ om/4) cos(6+ om/4)
0 0 0 0 sin(0) cos(0)
1 0 0 1 cos(1/4-0) sin(m/4-0)
2 0 1 0 cos(0) -sin(6)
3 0 1 1 sin(7/4-0) -cos(1/4-6)
4 1 0 0 -sin(0) -cos(0)
5 1 0 1 -cos(m/4-6) -sin(7/4-0)
6 1 1 0 -cos(0) sin(0)
7 1 1 1 -sin(7/4-0) cos(m/4-0)
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9.2.1 Non-Linear D/A Converter

A non-linear D/A-converter is used in the place of the sine look-up table
(LUT) for the phase-to-sine amplitude conversion and linear D/A converter
[Bje91], [Mor99], [Jia02], [Sha01], [Ait02], [Moh02]. A technique was pro-
posed in [Jia02] to split the nonlinear D/A converter into a coarse D/A con-
verter and a fine D/A converter. Gutierrez-Aitken et al. [Ait02] have re-
ported a DDS with a 9.2 GHz clock rate in an advanced InP technology. It
segments the phase angle into two sections, and uses the first two terms of
the Taylor series for sine (see Section 9.2.3.6.3). Mohieldin et al. [Moh02]
have recently described a nonlinear D/A converter architecture that uses a
piecewise linear approximation of the sine function. The amplitude modula-
tion is performed with analogue components in [Ait02], [Moh02]. The
drawback of the non-linear D/A-converter is that the digital amplitude
modulation cannot be incorporated into the DDS (see Figure 4-3).

9.2.2 Exploitation of Sine Function Symmetry

A well-known technique is to store only /2 rad of sine information, and to
generate the sine look-up table samples for the full range of 21 by exploiting
the quarter-wave symmetry of the sine function. The decrease in the look-up
table capacity is paid for by the additional logic necessary to generate the
complements of the accumulator and the look-up table output.

The sine wave is separated into /2 intervals in Table 9-1, and each inter-
val is called a quadrant (q). The two most significant phase bits represent the
quadrant number. The full sine wave can be represented by the first quadrant
sine, using the symmetric and antisymmetric properties of sine, as shown in
Table 9-1 [Tie71], [McC84]. Therefore, the two most significant phase bits
are used to decode the quadrant, while the remaining -2 bits are used to ad-
dress a one-quadrant sine look-up table in Figure 9-5. As shown in Figure 9-
5, the sampled waveform at the output of the look-up table is a full, rectified
version of the desired sine wave.

Figure 9-6 shows the architecture for both sine and cosine functions
(quadrature output). The architecture is a simple extension of Figure 9-5
with no increase in lookup table size, because one could take advantage of
an eight wave symmetry of a sine and cosine waveform [McC84], [Tan95a].
The sine and cosine waves are separated into 7/4 intervals in Table 9-2; each
interval is called an octant (0). The three most significant phase bits repre-
sent the octant number. The sine and cosine curves for all octants can be rep-
resented by one octant of sine and one octant of cosine, using the symmetric
and antisymmetric properties of sine and cosine. Hence, only the sine and
cosine samples from 0 to 7/4 in Figure 9-6 need to be stored, where the co-



146 Chapter 9

sine wave from 0 to 7/4 is the same as the sine from /2 to w/4. The Exclu-
sive Ors (XORs), negators and multiplexers (MUXs) in Figure 9-6 are used
to obtain full sine and cosine waves by changing polarity and/or exchanging
the first octant sine and cosine values according to the scheme defined by
Table 9-2 [McC84].

In most practical DDS digital implementations, numbers are represented
in a 2's complement format. Therefore 2's complementing must be used to
invert the phase and multiply the output of the look-up table by -1. However,
it can be shown that if a 1/2 LSB offset is introduced into a number that is to
be complemented, then a 1's complementor may be used in place of the 2's
complementor without introducing error [Nic88], [Rub89]. This provides
savings in hardware since a 1's complementor may be implemented as a set
of simple exclusive-or gates. This 1/2 LSB offset is provided by choosing
look-up table samples such that there is a 1/2 LSB offset in both the phase
and amplitude of the samples [Nic88], [Rub89], as shown in Figure 9-7 and
Figure 9-8. In Figure 9-7, the phase offset must be used to reduce the address

THE PHASE ADDRESS (k) THE PHASE ADDRESS (k)
IN THE THREE BIT CASE IN THE THREE BIT CASE
010

000

100111
101 111

110
NO PHASE OFFSET PHASE OFFSET

011 001
011 000
100 > A@

Figure 9-7. %2 LSB phase offset is introduced in all phase addresses. In this case %2 LSB cor-
respond 1/16. The 1/2 LSB phase offset is added to all the sine look-up table samples. In this
figure it is shown, that 1's complementor maps the phase values to the first quadrant without

error.

NO AMPLITUDE OFFSET -1/2 LSB AMPLITUDE OFFSET
Twos Nega- 1's  Error Twos Nega- 1's  Error
Compl. tion compl. Compl. tion compl.
a{ /N 110 1ish 010 0
oy N\ 00 11 1lsb 1 11 o

Figure 9-8. -1/2 LSB offset is introduced into the amplitude that is to be complemented; then
the negation can be carried out with the 1's complementor in Figure 9-5. The -1/2 LSB offset
introduces DC offset in the sine wave, which can be removed by adding +1/2 LSB offset to
the D/A-converter output.
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bits by two. If there is no phase offset, 0 and 7/2 have the same phase ad-
dress, and one more address bit is needed to distinguish these two values.

Garvey has shown if the phase to amplitude converter exploits the sym-
metry (sin(0) = -s(6+m)), then distortion is minimized [Gar90]. Furthermore,
if the phase to amplitude converter is designed to preserve the symmetry,
then the spurs corresponding to all even DFT frequency bins will be zero for
any input phase increment word (AP) [Tie71].

9.2.3 Compression of Quarter-Wave Sine Function

In this section, the quarter-wave memory compression is investigated. The
width of the sine look-up table is reduced before taking advantage of the
quadrant symmetry of the sine function (see Figure 9-5). The compression
techniques are the trigonometric approximations, the so-called Nicholas ar-
chitecture, the polynomial approximations and the CORDIC algorithm. For
each method, the total compression ratio, the size of memory, the worst-case
spur level and additional circuits are presented in Table 9-1. The amplitude
values of the quarter-wave compression could be scaled to provide an im-
proved performance in the presence of amplitude quantization [Nic88]. The
optimization of the value scaling constant provides only a negligible im-
provement in the amplitude quantization spur level, so it is beyond the scope
of this work.

9.2.3.1 Difference Algorithm

The difference algorithm approximates the sine function over the first quar-
ter period by another function D(P) that can be easily implemented. In this
algorithm, a look-up table is used to store the error (see Figure 9-9)

P
(P = sin(%) —D(P), 0<P<l, 9.5)
which results in less memory wordlength requirements [McC84], [Nic88],

[Lia97], [Yam98], [Sod00], [Pii01], [LanO1], [Liu01]. The simplest form is
the sine-phase difference method [Nic88] that uses a straight-line approxi-

D(P) >
m-1
AP)= :
P sin(nP/2) - D(P) m-x-1 sin(mP/2)
LOOK-UP
TABLE

Figure 9-9. Difference algorithm.
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mation for the sine function. Compression of the storage required for the
quarter-wave sine function is obtained by storing the function

P
f£(P) = sin(%) g (9.6)
instead of sin(nP/2) in the look-up table. Because (see Figure 9-10)
P P
max[sin(%) - P} = (.21 max[sin(%)}, 9.7)

2 bits of amplitude in the storage of the sine function (x = 2 in Figure 9-9)
are saved [Nic88]. The penalty for this storage reduction is the introduction
of an extra adder at the output of the look-up table to perform the operation

{sin(%})) - P} +P. (9.8)

Another similar work of this category is a double trigonometric approxi-
mation, devised by Yamagishi et al. [Yam98], where the stored function is
defined as

sin(”—zp) ~1.25P 0<P<0.5
=y 2 9.9)
sin(”-) ~0.75P~025 0.5<P<l.

DATA STORED IN LUT (/(P))
1 T
0.91 7
0.8& Sinewave .
0.7 7
Q
B 0.6
£ 050 :
<
0.4 7
031 ’ Sine-Phase Difference Method .
Threg/Linear Segments (Langlois) Three Linear Segments (Liao)
02" Doublg/Trigonometric imati ]
arabolic Appreximation
0.17 i
% /4 /2

Phase (Rad)
Figure 9-10. The data stored in LUT in Figure 9-9 for different methods.
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This leads to a memory wordlength reduction of 3 bits (max(f{P)) = 0.117 in
Figure 9-10), but the trade-off is a complementor and two adders [Yam98].

Parabolic approximation has been introduced [Sod00]. The stored func-
tion is defined as

f(P)= sin(%P) ~P(2-P) 0<P<2. (9.10)

This results in saving four bits of memory wordlength, but it requires an ad-
der, two’s complementor and a multiplier.

The sinewave amplitude is approximated with three lines in [Lia97]. The
storing function is [Lia97]

sin(%P)—1.375P 0<P<0.5
. 7P
f(P)=1sin()~0.875P~025  0.5<P<0.75 9.11)
. 7P
sin(”2-) ~0.375P—0.625  0.75<P<1.

The word length of the sine LUT could be shortened by 4 bits (max(A{P)) =
0.043 in Figure 9-10). The trade-off is three adders, two MUXs and control
logic.

Langlois and Al-Khalili have proposed a method that involves splitting
first quadrant angles into three sections, and to use a linear approximation in
each case [Lan01]. The stored function is defined as

sin(%)—up 0<P<0.3125
. TP

J(Py=1 sin")~P-0.1563  0.31255P<0.7s 9.12)
sin(%P)—O.SP—O.S 0.75<P<I.

It also results in saving four bits of memory wordlength (max(fP)) =~ 0.055
in Figure 9-10) and requires two adders, two MUXs and control logic.

Figure 9-10 compares the function stored in the LUT (Figure 9-9) for the
sinewave (reference), the sine-phase difference method [McC84], [Nic88],
the double trigonometric approximation [Yam98], the parabolic approxima-
tion [Sod00], the three piecewise linear segments approximation [Lia97] and
the three piecewise linear segments approximation [LanO1].

9.2.3.2 Splitting into Coarse and Fine LUTs

The following procedure and technique for LUT compression was presented
in [Gol96]. The block diagram of the architecture is shown in Figure 9-11.
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The phase address "P" represents the input phase [0, /2] scaled to a binary
fraction in the interval [0, 1]. The phase address of the quarter of the sine
wave is decomposed to P = a + b, with the word lengths of the variables be-
ing a > A and b — B. Then, the function sin(ra/2) is stored in a coarse
lookup table and the function g(a + b) selected so that

sin(%(a+b)) - sin(%a)+ g(a+b). (9.13)

More specifically, the fine LUT are the differences between the true values
of the sine waveform and the coarse LUT. Summing up the outputs of the
coarse and fine LUT, the derived sine waveform is exactly the same as this
one obtained from a single LUT of equivalent size. Clearly, this method does
not decrease the total number of memory locations, but because the fine
LUT output wordlength is smaller than m-1, it reduces the total number of
bits. It is worth noticing that this algorithm is an error-free algorithm.

9.2.3.3 Angle Decomposition

The phase address of the quarter of the sine wave is decomposed to P = a +
b, with the word lengths of the variables being a — 4 and » — B. The fol-
lowing trigonometric approximation is made [Tie71], [Gor75], [CurO1b]

sin(% (a+b)) = sin(% a)+ cos(% a) sin(% b), (9.14)

which is valid if B is sufficiently small that cos(rh/2) = 1. For this purpose,
sin(rta/2), cos(na/2) and sin(rth/2) are stored in lookup tables. As distinct
from the Sunderland algorithm (see Section 9.2.3.4), the second term of the
approximation (9.14) is computed rather than stored, as shown in Figure 9-
12. Due to the symmetry of the sine and cosine about 1/4, the size of the
lookup tables containing sin(ta/2) and cos(ma/2) can be halved. Two 2:1
MUXs, which are controlled by the MSB bit of a, are needed to obtain the
full quarter period sine wave, as shown in Figure 9-12.

A (9) | sin(ma/2) 11
COARSE
12 LUT 11
N 3
ABA2L
FINE LUT

Figure 9-11. Block diagram of architecture based on splitting into coarse and fine LUTs.
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The drawback of this method is the introduction of a multiplier. Alterna-
tively, the product of cos(na/2) sin(mh/2) can be stored to the LUT, but it
increases the LUT size [Gor75]. The hardware could be further reduced by
replacing the standard multiplier with a truncated multiplier [Sch99],
[Jou99], [CurOla].

In (9.14), the term sin(na/2) provides low resolution phase samples, and
the term cos(ma/2) sin(nb/2) gives additional phase resolution by interpolat-
ing between the low resolution phase samples. The hardware could be re-
duced by performing the interpolation about a point in the middle of the in-
terpolation range (see Figure 9-14). In order to be able to perform interpola-
tion around a point in the middle of the interpolation range, an offset /2"
has to be added to the coarse phase values (a). The term sin(ra/2) is looked
up and cos(ma/2) sin(nb/2) added or subtracted depending on the MSB bit of
the fine phase (). Therefore, we can halve the memory size by storing
sin(rth/2) and using the MSB of b to control the sign of the lookup table’s
output [Gor75], [CurO1b]. However, a small degradation in spectral purity is
expected. This method is beyond the scope of this book.

The phase address "P ™ represents the input phase [0, /4] scaled to a bi-
nary fraction in the interval [0, 1]. The phase address for the quadrature
wave is decomposed to P’ =a’ + b’ + ¢’. The trigonometric approximation
for quadrature wave (Figure 9-6) is given by [Gor75], [Cur01b]

V4 V4 V4 V4
sin(— (a'+ b")) = sin(—a')+ cos(— a') sin(— b' 9.15
(4(a ) (40) (4a) (4 ) (9.15)
11
; 11
R sin(ma/2) 8 MUX R / \ / R
LUT \“J
/6
1 5 7
11
12| 11
Al > cos(na2) A o
MUX
LUT ] x
B
6 sin(mtb/2) /6
ot |7

Figure 9-12. Block diagram of angle decomposition for quarter-wave sine function com-

pression.
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cos(% (a'+ b)) = COS(% a')-— sin(% a') sin(% b'). (9.16)

The sin(ntb /4) term appears in both (9.15) and (9.16), which allows memory
to be shared between sine and cosine blocks [Gor75], [Chu98], [Cur01b].

9.2.3.4 Modified Sunderland Architecture

The original Sunderland technique is based on simple trigonometric identi-
ties [Sun84]. There are modifications to the original Sunderland paper. After
this paper was published, a method of performing the two's complement ne-
gation function with only an exclusive-or, which does not introduce errors
when reconstructing a sine wave, was published [Nic88], [Rub89]. This
method works by introducing the 1/2-LSB offsets into the phase and am-
plitude of the sine LUT samples, as described in Section 9.2.2.

The phase address of the quarter of the sine wave is decomposed to P =a
+ b + ¢, with the word lengths of the variables being a - 4, b — B, and ¢ —
C. In Figure 9-13, the twelve phase bits are divided into three 4-bit fractions
such that a < 1, b < (2%, ¢ < (2"®). The desired sine function is given by

V3 V3 V4
sin(—(a+b+c)) = sin(—(a+b))cos(—c)
2 2” 2” 9.17)
+ COS(E (a+D)) sm(z c).

Given the relative sizes of a, b, and c, this expression can be approxi-
mated by
sin(%(a+b+c)) ~ sin(% (a+b)+ cos(% (a+b)) sin(% o). (9.18)

The approximation is improved by adding the average value of b to a in the
second term. In Figure 9-13, the coarse LUT provides low resolution phase

A4)
——> sin((ath) m2)| 11
B(4) | COARSE

—F—>
1) &F/—>» LUT 11

/P cos((ab)m2) 4
Cay | sinem2) —/—»

—/—»{ FINE LUT

Figure 9-13. Block diagram of the modified Sunderland architecture for quarter-wave

sine function compression.
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samples, and the fine LUT gives additional phase resolution by interpolating
between the low resolution phase samples.

The trigonometric approximation for quadrature wave (Figure 9-6) is
given by

sin(% (a'+ b'+c)) ~ sin(% (a'+ b))+ cos(% (a'+ b)) sin(% &) (9.19)

cos(% (a'+b'+¢') = cos(% (a@'+ b))~ sin(% (a'+ b)) sin(% ). (9.20)

The phase address for the quadrature wave is decomposed to P’ =a’+ b’ +
¢’, with the word lengths of the variables being a” — 3, " > 4 and ¢’ — 4.
The sin(mtc /4) term appears in both (9.19) and (9.20).

The architecture in [Yan01] is a modified version of the Sunderland ar-
chitecture. In [YanOl1], the size of the coarse and fine lookup tables is re-
duced by using the splitting technique (see Section 9.2.3.2).

9.2.3.5 Nicholas Architecture

An alternative methodology for choosing the samples to be stored in the
LUTs is based on numerical optimization [McC84], [Nic88]. The phase ad-
dress of the quarter of the sine wave is defined as P = a + b + ¢, where the
word length of the variable a is A4, the word length of b is B, and of ¢ is C.
The variables a, b form the coarse LUT address, and the variables a, ¢ form
the fine LUT address. In Figure 9-14, the coarse LUT samples are repre-
sented by the dot along the solid line, and the fine LUT samples are chosen
to be the difference between the value of the "error bars" directly below and
above that point on the solid line. In Figure 9-14 the function is divided into
4 regions, corresponding to a = 00, 01, 10, and 11. Within each region, only

c=@2° -1

fine LUT 1
sample 1 ’71
fine LUT

sample 2 sample 3

|
|
|
|
fine LUT
|
|
I

a 00 01 10 11

Figure 9-14. Fine LUT samples are used to interpolate a higher phase resolution function
from the coarse samples, and the symmetry in the fine LUT samples around the
c:(ZC —1)/2 point. Here C = 2.
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one interpolation value may be used between the error bars and the solid line
for the same ¢ values. The interpolation value used for each value of ¢ is
chosen to minimize either the mean square or the maximum absolute error of
the interpolation within the region [Nic88]. Further storage compression is
provided by exploiting the symmetry in the fine LUT correction factors,
Figure 9-14. If the coarse LUT samples are chosen in the middle of the inter-
polation region, then the fine LUT samples will be approximately symmetric
around the ¢ = (2° - 1)/2 point (C is the word length of the variable c). Thus,
by using an adder/subtractor instead of an adder to sum the coarse and fine
LUT values, the size of the fine LUT may be halved. Since the fine LUT is
generally not in the critical speed path, the effective resolution of the fine
LUT may be doubled, rather than halving the LUT. It allows the segmenta-
tion of the compression algorithm to be changed, effectively adding an extra
bit of phase resolution to the look-up table, which thereby reduces the mag-
nitude of the worst-case spur due to phase accumulator truncation.

The simulations showed that the mean square criterion gives a better total
spur level than the maximum absolute error criterion in this segmentation.
The architecture for sine wave generation employing this look-up table com-
pression technique is shown in Figure 9-15. The amplitude values of the
coarse and fine LUTs could be scaled to provide an improved performance
in the presence of amplitude quantization [Nic88]. The optimization of the
value scaling constant provides only a negligible improvement in the ampli-
tude quantization spur level, so it is beyond the scope of this book.

In a modified version of the above architecture the symmetry in the fine
LUT samples is not utilized [Tan95a], so the extra bit of the phase resolution
to the LUT address is not achieved. Therefore, the modified Nicholas archi-
tecture uses a 14-to-12-bit instead of 15-to-12-bit phase to amplitude map-
ping in this case. Some hardware is saved, because an adder instead of an
adder/subtractor is used to sum the coarse and fine LUT values, so the ad-
der/subtractor control logic is not needed. The difference between the modi-

A4
7P COARSE 11

B (4) LUT

1 OF—P 11

FINE LUT

Figure 9-15. Nicholas' architecture.
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agta; (P-u) + ay(P-u) °.,
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Figure 9-16. Piecewise polynomial interpolation.

fied Nicholas architecture and the modified Sunderland architecture is that
the samples stored in the sine LUT are chosen using the numerical optimiza-
tion in the modified Nicholas architecture.

The IC realization of the Nicholas architecture is presented in [Nic91],
where a CMOS chip has the maximum clock frequency of 150 MHz. Analog
Devices has also used this sine memory compression method in their CMOS
device, which has the output word length of 12 bits and 100 MHz clock fre-
quency [Ana94]. The IC realization of the modified Nicholas architecture is
presented in [Tan95a], where the CMOS quadrature digital synthesizer oper-
ates at a 200 MHz clock frequency. The modified Nicholas architecture has
also been used in [Tan95b], where a CMOS chip has four parallel LUT to
achieve four times the throughput of a single DDS. The chip that uses only
one LUT has the clock frequency of 200 MHz [Tan95a]. Using the parallel
architecture with four LUT, the chip attains the speed of 800 MHz [Tan95b].
The silicon compiler for the Nicholas architecture was presented in [Lau92].

9.2.3.6 Polynomial Approximations

Instead of using a single polynomial approximation, it is possible to subdi-

a,(u)
kz-z zU N 0 Y Polynomial m-1
LUT : evaluation [ 7
" a,(u)
/k-2-U

Figure 9-17. Block diagram of architecture based on piecewise polynomial approximation.
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vide the interval in which functions have to be evaluated ([0, /4] for quadra-
ture DDS (see Figure 9-6) and [0, /2] for single-phase DDS (see Figure 9-5)
in shorter sub-intervals. Polynomials of a given degree are used in each sub-
interval to approximate trigonometric functions, resulting in piecewise poly-
nomial interpolation architectures (see Figure 9-16). The phase address of
the quarter of the sine wave “P” is divided into the upper phase address "u"
and the lower phase address "P-u" with the word lengths of the variables
being u — U and P — k - 2. Thus, the piecewise polynomial approximation
can be defined as:

sin(%P) = ay(u)+a,(u) (P—u)+ay(u) (P—u)*..., (9.21)

where afu) is the polynomial coefficient as a function of the approximation
interval. To implement (9.21) we have to store the polynomial coefficients,
afu), into a lookup table and perform the arithmetic operations required to
evaluate the polynomial. The block diagram of the piecewise polynomial
approximation based architecture is shown in Figure 9-17. It is important to
note that for this architecture there is a trade-off between the number of ap-
proximation intervals and the polynomial order for a targeted spectral purity.
From the point of view of hardware implementation, this means that by in-
creasing the lookup table locations it is possible to decrease the hardware
used for the polynomial evaluation. Moreover, if the polynomial order is
fixed, the increase of the lookup table locations allows the reduction of the
multiplier’s wordlength used for polynomial evaluation. The architectures
presented in [Fre89], [Wea90a], [Liu01], [Bel00], [Pal00], [Fan01], [Car02],
[E1t02], [Sai02], [Str02], [Lan02a], [Lan02b], [Lan03a], [Lan03b], [Pal03],
[Van04] are particular instances of this generic architecture. The main dif-
ference between them comes from the method used for computing the poly-
nomial coefficients, the polynomial order, and the technique utilized for im-
plementing the polynomial evaluation block. This differentiates them in
terms of spectral purity, operating speed, area, and power consumption.

An algorithm is presented in [Sch92] where combinatorial binary logic is
used to approximate the sine function. The quarter wave sine and cosine
samples have been calculated by Chebyshev approximation [Whi93],
[Mcl94], [Pal00], [Car02], Legendre approximation [Car02] and the Taylor
series [Wea90a], [Edm98], [Bel00], [Sai02], [Pal03].

9.2.3.6.1 Piecewise Linear Interpolation

The case of piecewise linear interpolation is investigated in [Fre89], [Liu01],
[Bel00], [Sai02], [Str02], [Lan02a], [Lan02b], [Lan03a], [Lan03b], [Str03a].
All of these architectures approximate the sine function using a set of first-
order polynomials
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sin(%P) ~ ay(u)+a,(u) (P—u). (9.22)

The block diagram of the architecture based on linear interpolation is shown
in Figure 9-18. The polynomial coefficients are computed using various
techniques, such as optimized computer procedure [Fre89], [Ken93], genetic
algorithms [Lan02b], exhaustive search [LanO3b], Chebyshev expansion
[Str02], Taylor series [Bel0O]. Although these designs share the same basic
architecture, they provide different results because the spectral purity and the
hardware cost are dependent on the polynomial coefficients. It can be ob-
served in Figure 9-18 that in order to reduce the lookup table address
wordlength, i.e., the number of memory locations, we have to increase the
wordlength of the multiplier. However, the number of memory locations,
i.e., the number of polynomials, limits the spectral purity of the generated
wave. It was shown in [Lan03b] that, for a given number of polynomials,
e.g., 2Y, the spurious free dynamic range is limited by:

SFDR < (24+12U) dBc. (9.23)
Therefore, this architecture implies a tradeoff between the lookup table size
and the multiplier wordlength for a targeted spectral purity.

A subdivision using segments of unequal lengths is considered only in
[Liu01]; other papers resort to the simpler and more effective case in which
segments are equal to each other and the segment number is a power of two.
Freeman proposed a polynomial approximation decomposing the first quad-
rant of the sine function into 16 linear segments that are equal in length
[Fre89]. The approximation is

sin(% P) = sin(%u )+ cos(% u )%(P —u)+e(P), (9.24)

where u is an upper phase address identifying one of 16 segments, P-u is the
fine angle inside such a segment, and e(u,P-u) are correction values that re-
duce the Maximum Amplitude Error (MAE) between an ideal sine amplitude
and the approximation. A paper by Kent and Sheng [Ken93] describes a
DDS implementation based on this method.

-1
e AR
k-2 U o\ 7 >
—/—~7/—*% LUT
u
a,(u
P-u
k-2-U
!

Figure 9-18. Block diagram of architecture based on linear interpolation.
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A different approach is used in [Lan02b], [Lan03b] in which the second
coefficients of (9.22), a,, are selected so that their values can be represented
with a limited number of signed digits. The selection is made by performing
an exhaustive search starting from the standard linear interpolation solution
[Lan03b]. This method reduces the number of the multiplication’s partial
products procedure, which might result in increased multiplication speed.
However, the disadvantage is that the partial products can be also negative
and have to be selectively shifted. In order to diminish this drawback, the
negation operation is performed using one’s complementers [Lan02b]. The
hardware cost is reduced further by truncating the partial products prior to
addition. Moreover, the lookup table and the multiplier are replaced by mul-
tibit multiplexers.

The technique called the dual-slope approach uses a set of first order
polynomials to approximate the sine function [Str03a]. However, in [Str03a],
each of the approximation intervals is divided into two equal sub-intervals
having their own polynomial. These two polynomials have identical a, coef-
ficients, but different a; coefficients. As a result, the lookup table storing the
coefficients a, has half of the locations of the lookup table containing the
coefficients a.

9.2.3.6.2 High Order Piecewise Interpolation

By using a high order polynomial approximation, it is possible to generate
high spectral purity waves or to significantly reduce or even eliminate the
lookup tables. Several of the architectures proposed in the literature based on
high order polynomial approximation [Car02], [Pal00], [Sod00], [Fan01],
[Sod01], [Elt02], [Pal03], [Van04] will be discussed in the following.

Piecewise parabolic interpolation is proposed in [Pal00], [FanO1],
[El1t02], [Pal03], [Van04]. Fanucci, Roncella and Saletti [Fan01] used four
piecewise-continuous 2nd degree polynomials to approximate the first quad-
rant of the sine function. The authors state that, in order to maximize the
SFDR, they selected polynomial coefficients that reduced the MAE. Eltawil
and Daneshrad [EIt02] used the same architecture as Fanucci et al. [FanO1]
for a second degree piecewise-continuous parabolic interpolation, necessitat-
ing two multipliers and two adders. The polynomial coefficients are calcu-
lated according to a Farrow structure realizing interpolation through digital
filtering. An algorithm presented in [Van04] approximates the first quadrant
of the sine function with sixteen equal length second degree polynomial
segments (see Section 14.3). The coefficients are chosen using least-squares
polynomial fitting.

The architectures from [Car(02], [Pal00], [Pal03] use only two polynomi-
als for approximating the sine/cosine function over the first quadrant. Con-
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sequently, the lookup table is completely eliminated, as the polynomial coef-
ficients can be hardwired. Unfortunately, the elimination of the lookup tables
increases the polynomial order and/or decreases the SFDR.

De Caro, Napoli and Strollo [Car02] introduced two designs implement-
ing the quadrature architecture shown in Figure 9-6. The designs approxi-
mate the first octant of the sine and cosine functions with single 2nd and 3™
degree polynomials, respectively. In each case, the selection of the polyno-
mial coefficients was made to optimize spectral purity. Several selection
processes were considered by the authors, including the Taylor series, Che-
byshev polynomials and Legendre polynomials. The minimax polynomial
can be calculated by using numerical iterative algorithms, like the one origi-
nating from Remez [Pre92]. The Chebyshev approximation, however, is in
practice so close to the minimax polynomial that additional numerical effort
to improve approximation is hardly required [Car02]. The polynomial that
minimizes the square error can easily be obtained using Legendre polynomi-
als [Car02]. However, it was found in [Car02] that the best SFDR was
achieved using non-linear Nelder-Mead simplex optimization [Nel65].

The method given in [Sod00] is based on quadratic polynomial interpola-
tion, but it has the major drawback of its low SFDR (28.4dBc). This problem
has been overcome in the next paper [Sod01] by using another quadratic in-
terpolator for the error. The addition of the new interpolator makes the entire
system implement a fourth degree interpolation. The obtained SFDR by this
method is 62.8dBc.

Polynomials of degree » > 3 can be evaluated in fewer than » multiplica-
tions. For example,

P(x) = ay,+a, x+a,x*+a,x’ +a, x*, (9.25)
where a4 > 0, can be evaluated with 3 multiplications and 5 additions as fol-
lows [Pre92]

P(x) = [(Ax+B)* + ax+Cl[(ax + B + D]+ E, (9.26)
where 4, B, C, D and E are precomputed
A — (a4)1/4
B~ A°
44°
c=%_-28-68>-D (9.27)
A
D=3B*+8B +“'A;#

E=a,-B*-B*(C+D)-CD.
Using Horner rule [Fan01], [E1t02] the equation (9.25) is computed as:
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P(x) =a,+x(a, +x(a, +x(a; +xa,))). (9.28)
This requires 4 multiplications and 4 additions. However, it is less paral-
lel than (9.25) and the operation speed might be slower.

9.2.3.6.3 Taylor Series Approximation

The phase address "P" is divided into the upper phase address "u" and the
lower phase address "P-u" [Wea90a]. The Taylor series is performed around

the upper phase address (u) for sine
sin(Z Py = sin(Zu) + k, (P—u)cos(Zu)

2 2 2

9.29
ky (P—u)?sin(Z u) ©-29)

- 2 iR,

2

where k, represents a constant used to adjust the units of each series term.
The adjustment in units is required because the phase values have angular
units. Therefore it is necessary to have a conversion factor k,, which includes
a multiple of /2 to compensate for the phase units. The remainder is for sine

W . T
d (s1n(5r)) (P —u)"
dr n!

Since sine and cosine both have upper limits of 1, the following upper esti-
mate defines the accuracy:

R, = where r € [u, P), (9.30)

n

P—-u

k, (P=w)"| |k,

n! ‘ n!

max

R

n

. (9.31)

The Taylor series (9.29) are approximated in Figure 9-19 by taking two
terms. The estimated accuracy is 7.5x10” (9.31), while additional terms can
be employed, their contribution to the accuracy is very small and, therefore,
of little weight in this application. Other inaccuracies present in the opera-
tion of current DDS designs override the finer accuracy provided by suc-
cessive series terms. The seven most significant bits of the input phase are
selected as the upper phase address "u", which is transferred simultaneously
to a sine LUT and a cosine LUT as address signals, as shown in Figure 9-19.
The output of the sine LUT is the first term of the Taylor series and is trans-
ferred to a first adder, where it will be summed with the remaining terms in-
volved. The output of the cosine LUT is configured to incorporate the pre-
determined unit conversion value k;. The cosine LUT output is the first de-
rivative of the sine. The least significant bits (P-u«) are multiplied by the out-
put of the cosine LUT to produce the second term.



Blocks of Direct Digital Synthesizers 161

Further storage compression is provided by exploiting the symmetry in
the cosine LUT samples in Figure 9-19 (similar idea to that in Figure 9-14)
[Sai02]. This results in a reduction in coefficient storage by approximately
half, at the expense of a slight increase in multiplier complexity [Sai02]. In
this book, the symmetry is not utilized in the Taylor series approximation
and Nicholas architecture.

QUALCOMM has used the Taylor series approximations in their device,
which has the output word length of 12 bits and 50 MHz clock frequency
[Qua9lal.

9.2.3.6.4 Chebyshev Approximation

The Chebyshev approximation is a method for approximating any arbitrary
function f{x) in the interval x € [-1, +1]. The Chebyshev approximation is
very close to the minimax polynomial, which has the smallest maximum de-
viation from the true function [Pre92]. The (N - 1)th order Chebyshev ap-
proximation for f{x) is given

N-1
F) =D ¢, T (x), (9.32)
i=0
where ¢;, i =0, ..., N - 1 and T(x) are defined by
J'T NCINACIN

o

j (700 ) pe i1 (9.33)
A 1= x?

T;(x) = cos(iarccos(x)).

sin(mtu/2) 1 /] 1

LUT ! L
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Figure 9-19. Taylor series approximation for the quarter sine converter.
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By using trigonometric identities, it is possible to yield explicit expressions
for Th(x)
Ty(x)=1
T(x)=x (9.34)
T (x)=2xT;(x) =T, ;(x), i>1.

The phase address of the quarter of the sine wave "P" is divided into the
upper phase address "u" and the lower phase address "P-u" with the word
lengths of the variables being # — U and P — k - 2. The phase address "P"
represents the input phase [0, /2] scaled to a binary fraction in the interval
[0, 1]. The range [0, 1] is subdivided into 2" sub-intervals. The U most sig-
nificant bits of "P" encode the segment starting point z and are used as ad-
dress to look-up tables that store polynomials coefficients. The remaining
bits of "P" represent the offset "P-u". In order to obtain the Chebyshev ex-
pansion of sin(rP/2) function in [u, (u + 2'Y)] interval, we firstly construct
the function f{x), which, for x € [-1, +1], assumes the same values that the
function sin(mtP/2) assumes for P € [u, (u + 27Y)].

. T, X 1
f(x) = Sln(; (W-’-W + l/l)), (935)
where
x =2V P-u) -1, xe[-1+1], (P-u)e[0,27Y]. (9.36)
By using (9.32), (9.33), and (9.34), it is possible to derive a piecewise
linear approximation for sine
. T U+l
sin(—P) = c,(u) +c,(u)T;(2 P-u)-1
(2 ) =co(u)+ )T (277 (P~u) —1) 937)
=(co()—c; ) +27" ¢, (u) (P~u).
For sinusoidal signals, the integrals (9.33) have closed form solutions as
[Str03b]

)= Jy (Fp)sin S+ 2j+1 ).

1 (9.38)

2U+1

T . T
C; (Ll) = 2.][ (2UT) Sll’l(z (u +

in
+2)), izl
2))

where J; 1s the Bessel function of the first kind with index i.
The truncation error in (9.32) can be approximated as the first term
dropped from the series: cy Ta(x). Furthermore, since 7(x) is bounded be-

tween -1 and +1 (see (9.33)), the absolute value of the error can be upper
bounded by

Comax = o | (9.39)
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Considering equations (9.38) and (9.39) we can evaluate the maximum error
introduced by the first order Chebyshev approximation over all the [u, (u +
2'%)] intervals

T 1
Cynax Cheb = 2 2(2u+2)zg(2u+1

)? for U>>1. (9.40)

This can be compared with

1
emaxTay = 5(2U+1

> for U>>1 (9.41)

that is the worst case error obtained choosing the coefficients according to
Taylor approximation (9.31). Note that an eight-fold error reduction is ob-
tained by using Chebyshev (9.40) instead of Taylor approximation (9.41).
Equations (9.40) and (9.41) also show that using Chebyshev approximation
the length of each sub-interval can be halved, with respect to Taylor ap-
proximation, while still having a better approximation. Table 9-1 shows how
much memory and how many additional circuits are needed in each memory
compression and algorithmic technique to meet the spectral requirement for
the worst case spur level, which is about -85 dBc, due to the sine memory
compression. Table 9-1 shows that, for piecewise-linear case, the Chebyshev
polynomial approximation gives better compression ratio (at the expense of
an increase in adder and multiplier complexity) when compared with the
Taylor series approximation.

In [Str02] piecewise-linear Chebyshev expansion is employed. In [Pal00]
a fourth-order Chebyshev approximation is employed for both sine and co-
sine functions, while second-order and third-order polynomial approxima-
tions are investigated in [Car02].

9.2.3.6.5 Legendre Approximation

The polynomial that minimizes the square error for: u < P < (u + 2"Y) can
easily be obtained using Legendre polynomials [Car02]. The Legendre poly-
nomials are defined in a very elegant and compact way by the Rodrigues
formulas:

1 d 5,
3 (x) 2,l,!dx,( ) (9.42)
The following relations hold:
A=l BW=x. Py@="txP()-——P (). (9.43)
i+1 i+1

The least mean square polynomial approximation of degree N - 1 is given
by:
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N-1
()= ;) P(x), (9.44)
i=0
where

. 1
o= [ R,

(9.45)
1
where f(x)|. . (o =SI0 & (2U+l Jot u)), xel[-1,+1].
By solving the integral one obtains:
U+l
c,(u)= (cos(urm/2) —cos((u+2"")m/2))
V4
v, U .
() =6(—)"(4(sin((u+27" ) /2) —sin(uz/2)) (9.406)
V4

— 7 (cos((u+27Y)7r/2) +cos(ur/2))/2Y).
By using (9.44), (9.45), and (9.46), it is possible to derive piecewise lin-
ear approximation for sine

sin(7-P) = ¢o(u) + /) B2 (Pu) ~1) 047)
=(co(u)—c (u))+ 2v! ¢ (u)(P—u).

The approximation error can be estimated as the first dropped term in the
sum (9.44). Table 9-1 shows that, for piecewise-linear case, the Chebyshev
and Legendre polynomial approximations give very similar results.

9.2.3.7 Using CORDIC Algorithm as a Sine Wave Generator

The CORDIC algorithm performs vector coordinate rotations by using sim-
ple iterative shifts and add/subtract operations, which are easy to implement
in hardware [Vol59]. The details of the CORDIC algorithm are presented in
Chapter 6. If the initial values are constant, (/y, Qp) and P, is formed using

Scaling Fac-
tor Register
=0 Q=1 =
0 MSB
+’ CORDIC 1 m-1
DIVI-
P, ’k2 n -
——+— ROTATOR SION

Figure 9-20. CORDIC rotator for a quarter sine converter.



Blocks of Direct Digital Synthesizers 165

the remaining £-2 bits of the phase register value from the phase accumula-
tor, then the result will be from (6.8)

I 0

1 0= Gn I +Q; cos(A— arctan([—:))
[ : 0

Qn = Gn I +Qf sin(4 - arctan(l—:))

n-1
_ -2i
Gn—ilz‘IO\/1+2

A=Py-P,

where P, is the angle approximation error.

The initial values (/y, Q) can be chosen so that there is no need for a
scaling operation after the CORDIC iterations. If the initial values are cho-
sen to be I = 0, Oy = 1/G,, then there is no need for a scaling operation after
the CORDIC iterations. The architecture for quarter sine wave generation
employing this technique is shown in Figure 9-20. It consists of a CORDIC
module with a convergence range of [-m/2, 1/2]. The input phase to the
CORDIC processor takes values in the [0, ©/2) range (the MSB bit of the
phase input to the CORDIC rotator is set to zero in Figure 9-20). The input
phase has to be flipped, i.e. one’s complemented, introducing distortion to
the output waveform. This problem is solved in LUT-based methods by in-
troducing %2 LSB offset to the phase address (see Figure 9-7); however, this
solution is impracticable in CORDIC-based methods. In [Tor0O1], the input
phase to the CORDIC processor takes values in the [-1/2, m/2) range. The
input phase is not flipped in [Tor01], which reduces distortion.

The QDDS is implemented by the partioned hybrid CORDIC algorithm
(see Section 6.4.2) [Mad99], [Jan02], [Cur03]. The QDDS architectures in
[Mad99], [Jan02] take advantage of the eighth wave symmetry of a sine and
cosine waveform [McC84], [Tan95a]. The hybrid CORDIC generates sine
and cosine samples from 0 to ©/4. The partioned hybrid CORDIC has coarse
and fine rotation as shown in Figure 6-3. The coarse rotation is performed by
the look-up table in [Mad99], [Jan02], followed by the CORDIC iterations,
where the rotation directions are obtained from (6.25).

The hardware costs of the CORDIC and LUT based phase to amplitude
converters were estimated in FPGA, which shows that the CORDIC based
architecture becomes better than the LUT based architecture when the re-
quired accuracy is 9 bits or more [Par00]. The CORDIC algorithm is also
effective for solutions where quadrature mixing is performed (see Section
16.5). The conventional quadrature mixing requires four multipliers, two

(9.48)
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adders and sine/cosine memories (see Figure 4-4). It replaces sine/cosine
LUTs, four multipliers and two adders.

For example, the GEC-Plessey 1I/Q splitter has a 20 MHz clock frequency
with a 16-bit phase and amplitude accuracy [GEC93], and the Raytheon

Table 9-1. Memory compression and algorithmic techniques with the worst-case spur
level due to the sine memory compression specified to be about —85 dBc.

Method Needed Total Additional Worst Comments
LUT compres- Circuits (not in- case
sion ratio clude quarter Spur
logic) (below
carrier)
Uncom- 214 o 12 bits 1:1 - -97.23 Reference
pressed dBe
memory
Angle 2% 11bits | 180.7:1 11-bit Adder -84.05 | Need mul-
decompositio . .o tiplier and
N 25 % 11 bits 6x6 bit Multiplier dBc two MUXSs
Two MUX
2° 6 bits WO NEAS
Mod. Sun- 28 % 11 bits 51.2:1 11-bit Adder -86.91 Simple
derland ar-
8 . dBc
chitecture 2" x 4 bits
Mod. Nicho- 28 % 11 bits 51.2:1 11-bit Adder -86.81 Simple
las architec-
e 2% x 4 bits dBe
Taylor series | 27 x 11 bits 96: 1 11-bit Adder -85.88 Need mul-
t?ppr",’;l“t‘a' o7 ¢ 5 bits 55 bit Multiplier | dBc tiplier
ion with two
terms
Chebyshev 2% % 12 bits 171:1 12-bit Adder -89.50 Need mul-
t?‘ppr"?;‘l“tla‘ 265 6 bits 6x6 bit Multiplier dBc tiplier
ion with two
terms
Legendre 2% 12 bits 171:1 12-bit Adder -88.55 | Need mul-
PP | 2 6 bits 66 bit Multiplier | dBe tiplier
ion with two
terms
CORDIC B B 14 pipelined -84.25 Much com-
algorithm stages, 18-bit inner dBc putation
word length
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Semiconductor’s DDS has a 25 MHz clock frequency with a 16-bit phase
and amplitude accuracy [Ray94].

9.2.4 Simulation

A computer program (in Matlab) has been created to simulate the direct digi-
tal synthesizer in Figure 4-1. The memory compression and algorithmic
techniques have been analyzed with no phase truncation (the phase accumu-
lator length = the phase address length), and the spectrum is calculated prior
to the D/A-conversion. The number of points in the DDS output spectrum
depends on AP (phase increment word) via the greatest common divisor of A
P and 2 (GCD(AP,2)) (4.4). Any phase accumulator output vector can be
formed from a permutation of another output vector regardless of the initial
phase accumulator contents, when GCD(AP,2) = 1 for all values of AP (see
Section 7.3). A permutation of the samples in the time domain results in an
identical permutation of the discrete Fourier transform (DFT) samples in the
frequency domain (see Section 7.3). This means that the spurious spectrum
due to all system non-linearities can be generated from a permutation of an-
other spectrum, when GCD(AP,2) = 1 for all AP, because each spectrum
will differ only in the position of the spurs and not in the magnitudes. When
the least significant bit of the phase accumulator input is forced to one, it
causes all of the phase accumulator output sequences to belong to the num-
ber theoretic class GCD(AP,2) = 1, regardless of the value of AP. Only one
simulation needs to be performed to determine the value of the worst-case
spurious response due to system non-linearities. The number of samples has
been chosen (an integer number of cycles in the time record) so that prob-
lems of leakage in the fast Fourier transform (FFT) analysis can be avoided
and unwindowed data can be used. The FFT was performed over the output
period (4.4). The size of the FFT was 16384 points.

9.2.5 Summary of Memory Compression and Algorithmic
Techniques

Table 9-1 comprises the summary of memory compression and algorithmic
techniques. Table 9-1 shows how much memory and how many additional
circuits are needed in each memory compression and algorithmic technique
to meet the spectral requirement for the worst case spur level, which is about
-85 dBc, due to the sine memory compression. In the DDS, most spurs are
normally not generated by digital errors, but rather by the analog errors in
the D/A-converter. The spur level (-85 dBc) from the sine memory compres-
sion is not significant in DDS applications because it will stay below the
spur level of a high speed 12-bit D/A-converter [Sch03]. The memory com-
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pression and algorithmic techniques in Table 9-1 are comparable with almost
the same worst case spur. There is a trade-off between the LUT sizes (com-
pression ratio) and additional circuits. In Table 9-1 the modified Nicholas
architecture [Tan95a] is used; therefore the compression ratio and the worst-
case spur level are different from that in the Nicholas architecture [Nic88].
The difference between the modified Nicholas architecture and the modified
Sunderland architecture is that the samples stored in the sine LUT are chosen
according to the numerical optimization in the modified Nicholas architec-
ture. In the 14-to-12-bit phase-to-amplitude mapping the numerical optimi-
zation gives no benefit, because the modified Sunderland architecture and
the modified Nicholas architecture give almost the same spur levels.

9.3 Filter

There are many classes of filters existing in the literature. However, for most
applications, the field can be narrowed down to three basic filter families.
Each is optimized for a particular characteristic in either the time or fre-
quency domain. The three filter types are the Chebyshev, Gaussian, and
Legendre families of responses [Zve67]. Filter applications that require
fairly sharp frequency response characteristics are best served by the Cheby-
shev family of responses. However, it is assumed that ringing and overshoot
in the time domain do not present a problem in such applications.

The Chebyshev family can be subdivided into four types of responses,
each with its own special characteristics. The four types are the Butterworth
response, the Chebyshev response, the inverse Chebyshev response, and el-
liptical response.

The Butterworth response is completely monotonic. The attenuation in-
creases continuously as the frequency increases, i.e. there are no ripples in
the attenuation curve. Of the Chebyshev family of filters, the passband of the
Butterworth response is the flattest. Its cut-off frequency is identified by the
3dB attenuation point. Attenuation continues to increase with frequency, but
the rate of attenuation after cut-off is rather slow.

The Chebyshev response is characterized by attenuation ripples in the
passband followed by monotonically increasing attenuation in the stopband.
It has a much sharper passband to stopband transition than the Butterworth
response. However, the cost for the faster stopband roll-off is ripples in the
passband. The steepness of the stopband roll-off is directly proportional to
the magnitude of the passband ripples; the larger the ripples, the steeper the
roll-off.

The inverse Chebyshev response is characterized by monotonically in-
creasing attenuation in the passband with ripples in the stopband. Similar to
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the Chebyshev response, larger stopband ripples yields a steeper passband to
stopband transition.

The elliptical response offers the steepest passband to stopband transition
of any of the filter types. The penalty, of course, is attenuation ripples, in this
case both in the passband and stopband.
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Chapter 10

10. CURRENT STEERING D/A CONVERTERS

For high-speed and high-resolution applications (>50 MHz, >10 bits), the
current source switching architecture is preferred, since it can drive a low
impedance load directly without the need for a voltage buffer. The core of a
current-steering D/A converter consists of an array of current sources that
are switched to the output according to the digital input code. The current
switches of the D/A converter could be implemented by CMOS differential
pairs (see Figure 10-1), which are driven by the differential switching con-

trol signal V.,; and V4. The dominant parasitic capacitance (Cy) is shown
in Figure 10-1. The current is almost completely in one complementary out-
put, when the voltage difference between the two switching transistors is

[ALI87]
5 [ Palon (10.1)
ILICOXWSW

where Ly, is effective channel length, W, is effective channel width, p is the
mobility of electronics and C,, is the gate capacitance per unit area. Design
for minimum voltage difference is not recommended because it is difficult to
ensure that the minimum voltage is achieved in practice. Consequently, a
safety margin is introduced. The current sources are implemented by current
mirrors, for which the operation point is set by an internal or external current
reference.

V.

ctrl

V.

ctrl

10.1 D/A Converter Specifications

Figure 10-2 illustrates an offset, gain error, differential and integral non-
linearity (DNL and INL) as approximations to this transfer function. The
output offset is usually defined as a constant DC offset in the transfer curve.
The gain defines the full-scale output of the converter in relation to its refer-
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ence circuit. The DNL is typically measured in the LSBs as the worst-case
deviation from an average LSB step between adjacent code transitions. For-
mally, the DNL (in LSBs) at digital code k (0 < k£ < 2"-1) is given by
]uut(max) - qut(min)
DNL(k)y=(,,,(k)-1,,(k—-1)— , (10.2)

2V

where N is the number of bits. The DNL can have negative or positive val-
ues. Other DNL specifications have been presented in [BurO1], [Gus00]. The
INL is defined as the deviation of the analog output (in LSBs) at that code
from the ideal transfer response, which is a straight line from the output at 0
LSB to the output at 2"-1 LSB. Formally, the INL (in LSBs) at digital code k
(0 < k<2"1) is given by

g [)u max [ou min
INL(E) =3, DNLG) =1 (k) = CHE =t L) (103)
i=0 -

A monotonic D/A converter requires that each voltage in the transfer
curve is larger than the previous voltage for a rising ramp input or less than
the previous voltage for a falling ramp input. Guaranteeing that the D/A con-
verter is monotonic requires

|DNL| < 1LSB (10.4)
|INL| < %LSB. (10.5)

However, some D/A converter structures are guaranteed to be always mono-
tonic (see Section 10.7).

10.2 Static Non-Linearities

The INL is mainly determined by the matching behavior of the current

VDD

Vetrl D—{ }_<:| Vetrl
Ibias Iss Co

s

Figure 10-1. Basic current source and switching transistors.
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sources and the finite output impedance of the current source. Inaccuracies
in the matching can be caused by random variations and systematic influ-
ences. The random error of the current source is determined by the matching
properties, which determine the dimensions of the unit current source. The
systematic influences are caused by the process gradient errors, finite output
impedance of current sources, temperature gradients and voltage drop in the
power supply lines.

10.2.1 Random Errors

For a D/A converter to be fully functional, the INL error has to be smaller
than 1/2 LSB (least significant bit). A direct relationship exists between the
INL error and the matching properties of the used technology expressed by
the relative unit current source standard deviation 6(/sg)//;sp. This parame-
ter determines the dimensions of the current sources of the D/A converter
[Pel89]

Ap 4A7
Wissliss == z 2 = , (10.6)
20— ([LSB) 20_ ([LSB)(V _V )2
Gs ~'r
Iiss Iiss

where Ag and 47 are technological parameters, (Vs -V7) the gate overdrive
voltage of the current source and 6(Zsp)/ /s the unit current source relative
standard deviation. By increasing (Vs -V7), the minimum area requirement
is decreased. For very large values, however, the mismatch is mainly deter-
mined by the 4p term and barely decreases with the (Vg5 -V7). Consequently,
a convenient criterion to determine the gate override voltage of the current
source transistor is to make the two mismatches contributing in (10.6) about
equal. Assuming that each unit current source has a value that follows a
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Figure 10-2. Static errors.
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normal distribution, the required accuracy is given by [Bos0Ola]
o/,s) _ 1
liss 202" —1

where C depends only on the yield requirement and A is the number of bits.
Various formulas for the C's dependence on the INL yield have been derived
in the literature. Lakshmikumar has presented two rough bounds for INL
yield estimation in binary-weighted D/A converters [Lak86], [Lak88]. The
limitations of the two bounds were clearly shown in [BosO1la]. One is overly
pessimistic, ignoring the strong correlation between different analog outputs,
while the other is rather optimistic, considering only the contribution of the
two mid-scale codes. Another formula proposed by van den Bosch for INL
yield estimation is based on a nonstandard INL definition in which each cur-
rent output is compared to the ideal value without correcting the gain error
[BosO1la], although it is a well-known fact that a small gain error does not
impact linearity. The formula therefore gives pessimistic results. The rela-
tionship between the INL yield requirement and the C for a fully segmented
and binary weighted D/A converter, based on Monte Carlo simulations, has
been presented [Con02]. For partially segmented architectures, correspond-
ing values have not been presented. Monte Carlo simulations are therefore
used to estimate the INL yield as a function of the unit current source stan-
dard deviation, as shown in Figure 10-3. In Figure 10-3, the INL perform-
ance, which is dependent on the segmentation level, is shown for four seg-
mentation levels (0-12, 4-8, 8-4, 12-0), where the first number tells the num-
ber of the segmented bits. The fully segmented converter (12-0) does not
give the worst yield shown in Figure 10-3; therefore, the thermometer and

(10.7)
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Figure 10-3. Yield estimation as function of the unit current source standard deviation

(with zero mean).
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binary weighted cases are not the extrema cases as stated in [Bas98]. It is
shown in [Kos03] that the DNL yield also depends on the segmentation
level, and that with more than two segmented bits, the INL yield is the limit-
ing factor.

10.2.2 Systematic Errors

Gradient error distribution across a unary matrix can be approximated by a
Taylor series expansion around the center of the unary array [Pla99]. The
gradient error of the element located at (x,y) can be expressed as
gxy)=a,+a,x+a,y+ a2]x2 + azzy2 +a,yx+ ... (10.8)
It is generally assumed that the linear (first order) and quadratic (second or-
der) terms are adequate to model gradient effects [Nak91], [Bas98]. That is,
the error distribution is typically linear or quadratic or the superposition of
both. For example, in a current source matrix, the doping and the oxide
thickness over the wafer or the voltage drop along the power supply lines
have been reported to cause approximately linear gradient errors [Pla99],
[Bas98], [Nak91]. Temperature gradients and die stress may introduce ap-
proximately quadratic errors [Bas97]. The overall systematic error distribu-
tion is given by superposition of these error components [Nak91].
In a binary weighted D/A converter (Section 10.7.1), it is convenient
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Figure 10-4. Current sources switching schemes.
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from the matching point of view to generate the binary-weighted currents
with equally sized current sources. Each binary-weighted current is con-
structed by connecting N unit current sources in parallel. The centroid of the
composite sources is located at the center of the matrix [McC75], [Bas91].
This cancels the effects of linear process gradients across the matrix.

An unary decoded current sources are already equally sized, one can
switch the current sources with a well-known symmetrical switching scheme
[Mik86]. In this scheme, as shown in Figure 10-4(b), the current sources are
arranged to average the spatial gradient errors in two directions, while the
sequences for row and column selection are optimized independently. The
switching optimization problem is thus reduced to a 1-D space. To compen-
sate for both linear and quadratic errors, hierarchical symmetrical sequences
were proposed (Figure 10-4(c)) [Nak91]. The switching optimization prob-
lem is also reduced to a 1-D space. The row-column and hierarchical sym-
metrical switching scheme are used in a 10 bit intrinsic accuracy D/A con-
verter [Wu95], [Bav98]. The advantage of the row—column schemes are their
simplicity for design and layout.

For the 2-D gradient error compensation, methods have been developed
in which the current matrix is divided into regions (Figure 10-4(d)). The
switching of regions is in the order of A, B, C, D; within the region the
switching sequence is intended to compensate for quadratic and linear errors.
The switching sequence could be determined by using algorithm techniques.
Examples of methods are the "random walk" scheme [Pla99] and the INL-
bounded scheme [Con00], which is developed for switching sequence opti-
mization for unary D/A converter arrays.

The most efficient method to compensate process gradients is to divide
current source transistors into four transistors; their centroid is located at the
center of the matrix (Figure 10-4(e)) [McC75], [Bas98], [P1a99]. Linear er-
rors are cancelled and quadratic errors are divided into the four regions (A,
B, C, D). The residual error is %4 of the original error. The residual errors in
regions (A-D) are compensated using either the row—column switching
scheme [Lin98], [Bas98] or the "random walk" scheme [P1a99]. The current
source transistor inside the region (A-D) is divided to four transistors; their
centroid is located at the center of the matrix in a quad quadrant (Q*) scheme
(Figure 10-4(f)) [Bos98], [P1a99]. Using this method, the residual error could
be reduced four times. It is possible to divide the transistors further and place
them in the common centroid scheme. The common centroid combined with
some other switching scheme was used in the 10 and 12 bit D/A converters
[Bas98], [Bos01]. The (Q*) scheme and random walk scheme was used in
the 12 and 14 bit D/A converters [Bos98], [P1a99], respectively.

Figure 10-4 shows current sources switching schemes. The numbers at
the edge of the matrix refer to the row and columns switching order. The
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number inside the matrix refers to the current sources switching order. The
letters in Figure 10-4 refer to the regions switching order. In the common
centroid methods, the letters refer to the regions.

10.2.3 Calibration

The gradient and random errors can be compensated using calibration
[Gro89], [Ger97], [Han99], [Bug00], [Rad00], [Tii01], [Con03], [Sch03],
[Hyd03] and dynamic element matching [Rad00]. Two approaches can be
taken to calibrate out the errors: mixed signal or analog. In the mixed signal
calibration, the main D/A converter has an additional trim D/A converter in
parallel, which is controlled by a calibration circuit [Ger97], [Con03],
[Sch03]. For each of the MSB codes, there is a calculated correction term
that is converted with the trim D/A converter. The analog output of the trim
D/A converter compensates the linearity errors in the main D/A converter.
However, the trim D/A converter must also be designed for dynamic linear-
ity performance. In the analog calibration, the currents sources are trimmable
[Bug00], [Tii01], [Hyd03]. The analog calibration needs a D/A converter for
changing the digital calibration values to the analog domain in [Bug00]. A
large number of the MSB cells require complex refreshing circuitry [Bug00].

The calibration cycle that determines the correction terms is typically
performed at startup. This is not always sufficient, since the component val-
ues may drift over time and change with temperature and supply voltage.
Thus, the calibration has to be repeated from time to time, which requires
suspending the normal operation of the converter. In many systems, the input
signal contains idle periods, which can be used for calibration. This is not
always possible and the calibration has to be performed in the background
[Bug00]. Proper calibration can dramatically reduce the area of the current
source array and hence the parasitic capacitances. The calibration also re-
duces sensitivities to process, temperature and aging, thus providing high
yields.

10.3 Finite Output Impedance

Any non-ideal current source has a finite output impedance and can be mod-
eled as shown in Figure 10-5, where & is the digital code, R, is the load
resistance, Cj,.q is the load capacitance, Ry, is the LSB current source resis-
tance, C,,, is the parasitic capacitance and /,, is the LSB current. The output
current is [Mik86]
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Tw=7—7%— ]’SZb - (10.9)

— 4+ load

kK Z,
The output current does not depend linearly on the digital input code in
(10.9), when the output impedance is finite. The relation between the imped-
ance and INL could be derived using the (10.3) and (10.9) for a single-ended

D/A converter

kzload _ kZload
1+k§load 1+ Zload (2N _1)
Ish Z, Z
INL,, (k)= 7 LLEREEY le bd kN -1-k)I,,, (10.10)
1+ Z/oad (2N _1)
leb

and its maximum value is
N 2
~ Z load (2 _1)
max
Z Ish 4

where N is the number of the bits. As the INL value should be below % 7y,
from (10.11) we get for the required impedance ratio

INL I, (10.11)

Z, 2V-1)?
(L, 2D (10.12)
Zload 2
In the case of the differential output, the INL is
Zz
INLy, (k):zéﬂk(ﬂcz -3QN -Dk+2Y -1)*)1,,, (10.13)
Isb
and the required impedance ratio is
N J—
z 2 2 ) - (10.14)

()i =4 == (

1
Zload 3\/5 Zload
The output impedance variation causes mainly second order distortions

VDD

C
load

- oy

Figure 10-5. Small signal model of the D/A converter.
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[Gus00], which are partly cancelled at the differential output. Therefore the
differential output has output impedance specifications not as strict as the
single-ended output. As the output frequency increases, it is more difficult to
match the differential outputs.

The effect of the output current variations for the SFDR is analyzed in
[Gus00]. The SFDR is [Gus00]

z
SFDR .- (12.04-6.021 N +20 1og(zi)) dB (10.15)
load
for differential signals
Z
SFDR __ . =(24.08 - 12.042 N + 40 1og(Zi)) dB. (10.16)

load
The finite output impedance also causes dynamic nonlinearities due to the
code dependent capacitance. This error could be analyzed in the time or fre-
quency domain. In the time domain, this capacitance increases the settling
time and causes settling time variation according to the input code [Mik86].
In the frequency domain, it causes spurs [Bos98]. The LSB current source
output impedance could be approximated by a small signal model (Figure
10-5)
Rlsb

=" 10.17
M1+ JoCy Ry, ( )
where the pole frequency is
1
- 10.18
fp 27Cy Ry, ( )

The output impedance reduces the 20dB decade after the pole frequency
[Sed91]. Typical pole frequency is 10-10000 kHz. In Figure 10-6, the typical
frequency response of the current source output impedance is shown. In out-
put frequencies where the impedance ratio is reduced below the values of
(10.12) and (10.14) the INL specification is not met. The D/A output imped-
ance requirements should be higher than the DC requirements. The output
impedance cannot be increased at high frequencies to increase the resistance
in (10.17), because the pole frequency is decreased in (10.18). The output
impedance could be increased by minimizing the parasitic capacitances. Dif-
ferent methods designed to increase the output impedance are presented in
Section 10.10.

10.4 Other Systematic Errors

Edge effects
Voltage drop in the power supply lines
Temperature gradients
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Temperature gradient and voltage drop can be modeled by (10.8), so their
effect could be reduced in the same way as process gradients [Nak91],
[Bas98], [P1a99], [Con00]. Sufficiently wide power supply lines minimize
the voltage gradients. The temperature gradients cause symmetrical errors
around the source, while voltage variations cause linear errors related to
power supply line. The edge effects can be minimized by placing dummy
transistors around the current source matrix and by avoiding the placement
of all subtransistors to the center or edges of the matrix when using the
common centroid placement.

10.5 Dynamic Errors

The dynamic nonlinearites describe the D/A converter performance at high
output frequencies. As the update rate and/or code-to-code transition size
increase, the error attributable to dynamic nonlinearities will constitute a
greater fraction of the total error [Hen97].
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Figure 10-6. Typical frequency response of the current source output impedance.
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10.5.1 Ideal D/A Converter

The ideal D/A converter cannot reconstruct the analog signal perfectly. The
sampling theorem restricts the maximum output frequency to less than, or
equal to, half the sampling frequency. The D/A converter output contains the
original signal as well as images of it around every multiple of the sampling
clock frequency, f;, extending to infinity. The amplitudes of these compo-
nents shown in Figure 10-7 are weighted by a function

. A
sinc(r— 10.19
( 7 ( )
because of the sample and hold effect in the NRZ pulse.

This effect can be corrected by an inverse sinc(nf/f;) filter in the digital
[Sam88] or analog domain [Dud97]. The filter that is after the D/A converter
removes the high frequency images and provides a pure sine wave output. If
the D/A generates frequencies close to f;/2, the first image (f; - f,.) becomes
more difficult to filter. This results in a narrower transition band for the fil-
ter. The complexity of the filter is determined by the width of the transition
band. Therefore, in order to keep the filter simple, the D/A converter fre-
quency range is limited to less than 35 percent of the sampling frequency. As
the D/A converter output is quantized with finite resolution, quantization
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noise is introduced. The SNR for the full-scale sinewave is
SNR =6.02N + 1.76+10log,,(f./(2B)) dB, (10.20)

where N is the number of the bits, £; is the sampling frequency and B is the
output bandwidth. The last term in (10.20) is the oversampling ratio.

10.5.2 Dynamic Performance Metrics

The dynamic performance specifications in the time domain are settling
time, output slew rate, and glitch impulse. The settling time should be meas-
ured as the interval from the time the D/A-converter output leaves the error
band around its initial value to settling within the error band around its final
value. The slew rate is the maximum speed at which the D/A output is capa-
ble of changing. A difference between a rising and falling slew rate produces
even harmonic distortion. The glitch impulse, often considered an important
key in DDS and IF modulator applications, is simply a measure of the initial
transient response (overshoot) of the D/A-converter between the two output
levels, as shown in the grayed area in Figure 10-8. The glitches become
more significant as the clock and/or signal frequency increases.

The most common dynamic performance metrics are signal-to-noise ratio
(SNR), total harmonic distortion (THD), signal to noise and distortion ratio
(SNDR), spurious free dynamic range (SFDR) [Hen97]. The SFDR specifi-
cation defines the difference in the power between the signal of interest and
the worst-case (highest) power of any other signal in the band of interest.
The SFDR is perhaps the most often quoted D/A converter specification.
The total harmonic distortion is a more complete specification of the D/A
converter dynamic performance, since it includes most of the harmonically
related spurs as well as aliased, i.e. folding back, harmonics within the D/A
converter Nyquist bandwidth. The SNDR is the most encompassing specifi-
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Figure 10-8. Dynamic errors in time domain.
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cation since it includes all of the noise and distortion that falls within the
Nyquist zone. Unfortunately, the SNDR is the most difficult parameter to
measure and is therefore rarely quoted.

10.5.3 Dynamic Limitations

A key aspect of the performance of a D/A converter is its output glitch. The
glitch is mainly due to the following effects [Cre89], [Wu95]:

1) imperfect synchronization of the control signals of the current switches

2) charge and discharge of parasitic capacitances associated with current
sources

3) feedthrough of digital input data to the output

5) switching transistors being simultaneously in the off state

The imperfect synchronization can cause a high output glitch at the bi-
nary weighted D/A converter output. This problem is most severe at the
midcode transition as all switches are switching simultaneously. At the mid-
code transition (0 111 111 111 — 1 000 000 000), if the current switches are
not synchronized, the output have for a short period a current corresponding
to the code 1 111 111 111. So one LSB change in the input code can cause
one MSB output glitch. Because the timing differences are systematic, the
same output glitch occurs periodically. The magnitude of the glitches de-
pends on the change in digital input code and, as such, is a nonlinear func-
tion of the signal; therefore the output glitches cause harmonic distortions as
well as noise.

The coupling of the control signals to the output lines through the para-
sitic gate to drain capacitance of the current switch transistors is also a
source of glitches. The current through the parasitic capacitance is approxi-
mately

i=C Ve (10.21)
where Av is the control signal swing and At is the switching time. At the
high sampling frequencies, the portion of the glitch of the total signal energy
increases.

The current source transistor source to drain voltage variation causes out-
put current glitches due to the channel length modulation [All87]. The con-
trol signal feedthrough and supply voltage variations cause this voltage
variation.

The fourth error source is that of switching transistors being turned off
simultaneously. This causes the output node of the current source to rapidly
discharge and the current source will turn off. To recover from this condi-
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tion, the current source must progress through the linear region and back to
the saturation. The recover time is proportional to the parasitic capacitance at
the common source of the differential pair.

The output glitch influence to the D/A converter output can be analyzed
by comparing the output glitch energy to the LSB bit energy. It is difficult to
determine the output glitch effect in the frequency domain, because the
glitch can be code related, partly clock related and partly voltage step re-
lated. Figure 10-9 shows the glitches that are related to the code, signal and
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Figure 10-9. Glitches in time and frequency domain.
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clock. The code related errors cause spurs in the Nyquist zone as shown in
Figure 10-9(i). If the glitch energy is constant for each clock cycle, then this
energy occurs at sampling frequency as shown in Figure 10-9(h). The
glitches are out-of-band and do not cause an in-band spurious frequency
problem. If the glitches could be transferred above the Nyquist band, then
the reconstructing filter could remove them. If the glitch energy is propor-
tional to the value of the output amplitude, or to the value of the step in the
output amplitude, then the glitch energy is at the frequency of the desired
output frequency as shown in Figure 10-9(g).

10.6 Inaccurate Timing of Control Signals

The D/A converter output pulse length variation with code and time is a tim-
ing related error. This timing difference causes pulse width modulation. The
timing error can be global or local [Dor01].

In the global case, the system clock period exhibits fluctuations, but the
D/A converter is ideal. The unit elements are synchronized with each other,
but not with the ideal clock signal. This phenomenon is caused by external
or internal mechanisms of the D/A converter. An example of the external
physical mechanisms is the phase noise of an external clock driver, while
internal mechanisms can be related with power supply jitter etc.

The local timing error can be spatially systematic or random [Dor01].
The systematic errors occur when the timing of a transistor or a group of
transistors differs from the timing of other transistors (Figure 10-10). The
random timing errors mean a situation in which the timing of each transistor
timing differs randomly. Neither of these errors needs to be random in the
time domain. The spatial error can be caused by, for example, current switch
process variations, switch drivers mismatch and different wiring lengths of
the control signals.

In Figure 10-10 the systematic and random timing error effects on the
sine wave in the time domain are shown. The error is periodic to the signal
in both cases. The error due to random spatial timing error has weaker har-
monics than the error caused by systematic timing error. The level of har-
monics is 20 dB higher in the systematic case than in the random case
[Dor01]. Therefore the timing error should be randomized (spatially).

The power of the spurs caused by systematic timing difference can be
calculated by [Dor(01]

2J, (4f,,T)
Py(, [y G) =10l0g, (— L~

2rqf

out

sin(zqf,,)) dBc, (10.22)

where J, is the gth order Bessel function of the first kind, I" the relative tim-
ing error, g the number of the harmonic, and f,,, the normalized output fre-
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quency. Figure 10-11 shows the second and third harmonic as a function of
the timing error, when the output frequency is 0.45 f;. The second harmonic
restricts the SFDR to 60 dB when the timing difference is about 0.1%. Fur-
thermore, the second harmonic is much higher than the third. The second
harmonic could be partly cancelled by the differential outputs.

a) Current switches normalized delay b) Simulation results
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Figure 10-10. Systematic and random timing error.
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10.6.1 D/A Converter Finite Slew Rate

In ideal D/A converters, the transition time from output level to another is
zero. A transition time greater than zero is not problem in many applications
if the transition time is constant for all step sizes and if output can settle dur-
ing the clock period [Ess97], [Ess98]. The constant transition time is con-
stant for all step sizes and the ramp is linear, the output frequency response
roll-off follows

A(f)= Sil’lC(ﬂ'Ai) sinc(fri , (10.23)
2 /s
where A is rise time normalized to the sampling period. The linear ramp
causes 3dB more attenuation at the Nyquist frequency than the sinc effect in
(10.19).

If the rise time depends on the output voltage step, then the output set-
tling depends on the digital input code. If the slew rate (dV/df) is constant
and 7 is the clock period, then the difference between output voltage steps »
and p (shadowed area in Figure 10-12) is

lLd  ,

AE=T (p—n) 2dV(p no), (10.24)
where energy difference depends nonlinearly between voltage steps, which
causes distortions. If the rise time is constant (f), the energy difference is

AE = (p—n) (T,—0.51), (10.25)
where the energy difference depends linearly between voltage steps, which
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do not cause extra distortion. In reality, the rise time and slew rate depends
on the voltage step, and the transition is not linear.

The asymmetrical rise and fall times generate harmonics. If errors are
symmetrical in the rising and falling edges and are proportional to the given
step size, then errors do not generate harmonics. The asymmetrical switching
in the rising and falling characteristics tends to generate even-order harmon-
ics [Cro98]. The opposite-polarity glitch components on the rising and fal-
ling steps will tend to generate even-order harmonics (see Figure 10-9(j)).

10.7 Different Current Steering D/A Converters Ar-
chitectures

The core of a current-steering D/A converter consists of an array of current
sources that are switched to the output according to the digital input code.
This can be accomplished in several ways, resulting in three different archi-
tectures that will be briefly discussed.

10.7.1 Binary Architecture

The easiest solution can be found by a binary switched D/A converter. In
this case, each digital input directly controls the number unit current sources
(proportional to bit weight) that have to be switched to the output (Figure 10-
13). This architecture can be implemented on a small silicon area and it
minimizes the digital power consumption [Raz95], [Lin98], [Bos01]. The
most significant bits control large currents that have to match the previous
current with an accuracy of 0.5 LSB when the digital input value is increased
by one. As the error is proportional to current, this becomes very hard to
achieve. This can cause large DNL errors that lead to severe degradation of
the static performance for this architecture.

The particular disadvantage of this architecture is glitches. The worst
glitch in the output is most often found at the major carry of the D/A con-
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Figure 10-12. Constant rise time and slew rate.
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verter (switching between 100...00 to 011...11). There will be a glitch in the
output as each of the switches turn on and off at different times. The glitch is
code dependent and thus produces harmonic distortion and even non-
harmonic spurs. The current switches are usually size-scaled in binary-
weighted design to account for the various current densities. So the parasitic
capacitances are scaled by binary. This makes timing of the switches even
harder.

10.7.2 Unary Architecture

In the unary architecture, the current source array consists of (2" -1) unity
current sources that can be accessed separately (Figure 10-14). The digital
input code has to be converted to a thermometer code that determines the
number of current sources that have to be switched to the output. The de-
coder consumes a lot of silicon area and has a large power consumption but
this architecture has a good DNL specification since only one extra unity
current source has to be switched to the output when the digital output is in-
creased by one. Because in this D/A converter all the switches change in the
same direction with unary code, the output is always monotonic. The timing
error is smaller than in the binary weighted D/A converter, because all the
current switches are equally sized, so the switch drivers have the same load.
The decoder logic high current consumption causes supply voltage variation,
which increases glitches at the D/A converter output.

Perhaps more importantly, a D/A converter based on a thermometer code,
rather than on binary weighted architecture, greatly minimizes glitches. This
is due to the fact that only one switch changes its state when the binary code
changes by one. It should also be mentioned here that latches could be used
in the binary-to thermometer code conversion such that no glitches occur in
the digital thermometer-code words and that pipelining can be also used to
maintain a high throughput speed. All the current switches in a thermometer-
code approach are equal sizes, since they all pass equal currents.
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Figure 10-13. A binary switched D/A converter.
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Figure 10-14. Unary architecture.

10.7.3 Segmented Architecture

To obtain architecture with a good DNL specification and an acceptable
power and area consumption, a combination of the previous two architec-
tures is usually chosen [Sch97]. This is called the segmented architecture
(Figure 10-15). In the floorplan of this architecture, one can typically find
two blocks. The first block consists of the binary conversion for the least
significant bits and the second block contains the unary conversion for the
remaining most significant bits. The number of unitary implemented bits is
limited by the increased coding complexity and area constraints. The area
constraints (routing of switch/latch and current source array) resulted in a 6-
8 segmented architecture as a good trade-off [Lin98]. Timing error due to
midcode transitions could be reduced by the MSB bits segmentation.

10.8 Methods for Reduction Dynamic Errors
10.8.1 Glitches Reduction

In principle, the differential current switch source voltage and current are
constant, if the control voltages are

21, L, 21 L 2
V., = / (/ 1), VC,,z—\/ﬂC” o (\/2—? -1),(10.26)

where T is transition time. In practice, these waveforms are difficult to im-
plement.

If both switching transistors are turned off, the output node of the current
source will rapidly discharge and the current source will turn off [Tak91],
[Wu95], [Koh95]. To recover from this condition, the current source must
progress through the linear region and back into saturation. The situation
can, however, be improved by setting the crosspoint of the V_,, and V n at
the optimum high level, as shown in Figure 10-16. Then the voltage at the
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Figure 10-15. Segm:ented architecture.

differential current switch source does not need to decrease in order to de-
liver the current, and thus no glitches occur [Tak91], [Wu95]. If the cross-
point is too high, the current is divided to both outputs, switch transistors Vy,
voltage is reduced, source voltage increases, parasitic capacitances are
charged and settling time is degraded. However, while the current sources
are in saturation, their output current is changed. In practice, the source volt-
age is allowed to increase, because the settling time degradation is not as
harmful as glitches (both switching transistors turning off simultaneously).

To shift the cross-point of the switch transistors control signals, two
methods are usually used: the control signal falling edge is delayed (Figure
10-16 (a)) [Tak91], [Chi%4], [Koh95], [Mar98], [Bav98], [Bos98] or fall
time is increased (Figure 10-16 (b)) [Wu95], [Bos01] (in PMOS switches the
control signal rising edge is delayed and rising time is increased).

The benefit of delaying control signal falling edge is that it is possible to
set the crosspoint easily, even with large control voltage swings. The prob-
lem in this approach is that the current switches are not simultaneously off
and on, therefore the output glitches do not occur simultaneously (output
symmetry is destroyed). The simplest way to implement the edge delaying is
to drive the inverter with the circuit, which has asymmetrical rise and fall
times (Figure 10-17(a)). A short delay to the control signals can be imple-
mented with this circuit [Ngu92]. If a longer delay time is needed, then the
delay could be implemented with the NAND or NOR circuit in Figure 10-
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Figure 10-16. Setting the crosspoint of the V,,; and ?m/.
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17(b). Both the control signals have separate delays, therefore the circuit is
not differential and the timing difference is too high for high sampling fre-
quency applications. Another solution is the cross-coupled NAND (Figure
10-17(c)), which is differential but, nevertheless edge delay remains long.
Furthermore, the crosscoupled transistors reduce the operating speed. The
operation speed could be increased by removing transistor A, which does not
affect to the delay [Ded99]. The fourth way is to delay the control signal of
the NMOS transistor in the inverter (Figure 10-17(d)). The problem of this
approach is that the delay can be too long, as the sampling frequency in-
creases and the delay cannot be easily adjusted. The fifth approach is to use
cross-coupled inverters (Figure 10-17(e)) [Bas98] (the area inside the dashed
line is optional). The benefit of this approach is simple structure, built in
clocking and differential outputs. The disadvantages are slow transitions due
to restricted current steering capability of the cross-coupled inverters.

As the falling time is increased (Figure 10-16 (b)), control signal transi-
tions occur simultaneously. The problem is that the rising and falling wave-
forms cause different glitches to the output according to (10.21). As the fal-
ling and rising waveforms are different [Bas98], the second harmonic is in-
creased. By increasing the fall time, the crosspoint cannot be set as high as in
the delay solutions, which cause problems in some applications. The sim-
plest way to increase fall time is to change the buffer transistor sizes [Wu95]
or to set the transistors, which operate in the linear region, between the out-
put and the NMOS transistor (Figure 10-18) [Ngu92]. Another way is to re-
move the transistor B in Figure 10-17 (c) [BosO1]; the cross-coupled PMOS
transistor will then decrease the rising time and increase the falling time.

10.8.2 Voltage Difference Between Control Signals

The problem of the switch transistor being simultaneously turned off could
be overcome by the reduction of the voltage difference between the control
signals. The minimum voltage necessary to completely steer the current from
one output to the complementary output is less than the supply voltage (10.1)
and not related to the absolute value. If the turn off voltage of the control
signals is set so that the current sources are in the saturation region even
when both signals are simultaneously off [Chi86]. However, the channel
length modulation causes current variation, so this is a problem in high accu-
racy D/A converters. The problem of this approach is that the control voltage
variation is so large that the switch transistors in the on-state should be in the
linear region.

From (10.21) it may be seen that output current glitches are related to the
control voltage. The coupling to the D/A converter output could be reduced
by restricting the control voltage swing. Because switches source voltage
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follows during the transitions control voltage (not linearly), it is possible to
reduce this variation by decreasing control voltage swing.

The problem with the control voltage swing reduction is that the switch
driver current driving capability is decreased, thus the switches operation
speed degrades. It is common to use cross-coupled or normal inverters, the
power supply range of which is reduced [Bos98], [Bas98], [BosO1]. In
NMOS current switches, if the positive supply voltage is set lower than the
supply voltage, then the current switches are in the saturation region, and the
negative voltage is the ground. The crosspoint of the control voltages must
be set to a high level because the output voltage swing is minimized, and
then voltage is near that at which the current sources transistors are in the
saturation region. If the current switch need not operate in the saturation re-
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Figure 10-17. Circuits for delaying control signal falling edge.
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Figure 10-18. A circuit, which increases fall time.
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gion or the output voltage range is low, the positive control voltage can be
set to positive supply voltage and negative control voltage above the ground
level. Then there can be more confidence that the current sources are in the
saturation region.

The voltage range could be easily reduced by means of a normal differen-
tial pair [Bas91] by properly sizing the transistors. It is possible to restrict
the supply voltage in both directions by setting constant current sources at
the differential pair output [Bas91]. The differential pair performance de-
grades quickly as the sampling frequency is increased, as long as the bias
current is not increased as well.

Another solution is to use the circuit shown in Figure 10-19(a) in which
the output transistors are of the same type but the opposite of the current
switches and driven by the complementary control signals. Then, in the case
of the PMOS buffer, the minimum output voltage is the threshold voltage
and is higher than the negative power supply when the lower transistor
turned off. The benefit of this circuit is that the turning on by the control sig-
nal occurs as quickly as in the inverter topology, which sets the crosspoint of
the control signals high. Adjusting the buffer transistor or the sizing of their
drivers could set the crosspoint higher. Reducing the power supply range
could restrict the output swing or setting the diode connected transistor be-
tween the buffer transistor and output [Chi86]. The problem in this topology

VDD VDD VDD VDD VDD
9
Vin Vout
‘ VSS VSS VSS VSS
VSS
(a) Single ended. (b) Differential.

Figure 10-19. PMOS buffers for reducing control signals swing.
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is that both switch driver buffers needs a two inverters chain, which easily
destroy the differential output if their sizing is changed due to the process
variations. By connecting cascade transistors biased in the saturation region
between the buffer transistors and the output [Fal99], it is possible to reduce
the extent to which the control signals of the inverter couple to the output
with the penalty of reduced switching speed.

A differentially controlled version of the previous buffer pair is shown in
Figure 10-19(b) [Mer00]. Because both buffers are steered with the same
control signals, the transitions occur simultaneously. The problem in this
topology is the limited possibility of adjusting the crosspoint; this is why the
minimum value of the control signals should be set as high as possible, thus
reducing the supply range, which degrades the operation speed.

A simple differential voltage swing restricting circuit is shown in Figure

10-20(a). The signals V3, and V;, set if the output is connected to positive
supply or the drain voltage of the diode connected transistor. The ability of
the current to steer to negative directions is not great because there are two
transistors in the current path, which raises the crosspoint of the control sig-
nals.

A switch driver in Figure 10-20(b) is a combination of the inverter and
differential pair properties [Ded02]. It generates the switches difference
voltage instead of two control voltages and follows the process variations at
the switches difference voltage. In Figure 10-20(b), the current path is shown

in black, when V;, is off and I7m is on. The transistors A and B are biased in
the linear region, so that the node voltage between them keeps the transistor

G at the saturation region. Furthermore, this voltage adjusts the transistor G
source node voltage. The transistors A and B can be replaced with resistors,
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Figure 10-20. Circuits for reducing control signals swing.
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but, in the transistor implementations, the bias circuit can be used to assure
that the voltage at node X follows the process variations in the threshold
voltages of the switch transistors. The positive control voltage depends on
the drain to source current of the transistors A, B and C. Because the current
is generated by the transistors I and H (located near the current source ma-
trix) in the same way as in the current switches, the negative voltage follows
the process variation changes by altering the negative control voltage ac-
cording to the current switch source voltage. The switch driver is fast be-
cause the drain to source voltage of the transistor G achieves its maximum
voltage quickly due to the steep current to voltage curve of the transistor.
Furthermore, the difference voltage could be set near the minimum voltage
because the safety margin can be reduced due to the process variation com-
pensation.

10.8.3 Current Switch Sizing

The control signals of the current switch coupling to the D/A converter out-
put is related to the current switch gate capacitance [Tak91], C, ~ WL.
Therefore the size of the current switches should be minimized. If the current
in the source is constant, then Vs ~ 1/sqrt(W). The source voltage of the cur-
rent switches is the difference between the control voltage and V5. When
the size of the transistor is decreased, the required Vs grows so high that the
current sources remain no longer in the saturation region. The control volt-
age should be increased or the output current decreased to keep the current
sources in the saturation region. Both approaches increase distortions; in-
creasing the control voltage might set the current switches in the linear re-
gion. The size of the current switches should be set so that the current
sources drain to source voltage is above saturation voltage when the output
voltage is at the minimum.
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(a) Switches in linear region. (b) Switches in saturation region.
Figure 10-21. Dummy switches.
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10.8.4 Dummy Switches

Adding to the output equal but opposite sign glitch could compensate the
glitch caused by the switch control signal feedthrough. If the current
switches in the on-state are in the linear region, then the gate capacitance is
divided approximately equally between the drain and source [AlI87]. The
glitch due to the control signal feedthrough could be compensated by a
dummy transistor, which has a size half of the switch transistor size and its
source and drain connected together (Figure 10-21(a)) [Sch88]. The gate
capacitance to the output is the same as that in the switch transistor. When
the dummy switch is driven by the switch complementary control signals,
the equal but opposite sign glitch cancels the original spike. In practice, the
switches capacitance is not divided equally, and thus the cancellation is not
perfect. If the glitches have a timing difference, there will be two glitches.
Furthermore, the transistor cannot be minimum sized while the dummy tran-
sistors add capacitive load to the output, which makes the converter slower.

If the current switches in on state are in the saturation region, the gate ca-
pacitance to the output is the same as in the cut-off region [AlI87]. This be-
ing so, glitches could be compensated by adding equal sized dummy transis-
tors parallel to current switches, so that dummy switches sources are cross-
coupled and the drains are connected together (Figure 10-21(b)) [LuhO0].
The dummy transistors are in the cut-off region, the voltage coupling from
the gate to the output is complementary to the switches feedthrough. As
above, the dummy switches increase output load capacitance and imperfect
synchronization causes extra glitches.

10.8.5 Removing Spurs from Nyquist Band
The D/A converter spectrum is periodical with sampling frequency. The re-
constructing filter must remove the images. Therefore the D/A converter

spectral purity is important in the Nyquist band. If the glitches could be
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Figure 10-22. Current switches, which remove spurs from Nyquist band.
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transferred above the Nyquist band, then the reconstructing filter could re-
move them.

One method for this is shown in Figure 10-22 [Her91]. Two differential
pairs are driven by alternating the control signals. Both differential pairs
have a common current source, which is connected alternatively to the dif-
ferential pairs at half the clock frequency. The outputs of the differential pair
are connected together. Then one differential pair conducts at every even
clock period, while the other at every odd period. The control signals are
divided by the DEMUX to the two differential pairs so that the control sig-
nals cannot change its state when its differential pair conducts. Then the
glitches due to the transitions cannot affect the output and consequently
cause no harmonic distortions. Instead, the switches that control the current
driven to the differential pairs change their states, which will cause a glitch
at the output. Although this glitch is still generated when the switches are
opened, this glitch occurs regularly, at the half sampling frequency, with
amplitude that is dependent only on the value of the output. Therefore, the
glitches contribute frequency components at the desired output frequency
and at the half sampling frequency.

The circuit in Figure 10-22 does not reduce code related errors due to
control signals feedthrough to the output. These code related errors could be
cancelled by parallel dummy transistors (see Section 10.8.4).

The problem in this circuit is that the part of glitches caused by clock
driven switches is not related to the output current. Therefore, part of the
glitches is code related and causes distortion to the Nyquist band. The half
clock related spurs are at the Nyquist frequency, therefore there might be
difficulties in removing them. The half clock related spurs could be trans-
ferred to the sampling frequency by driving the lower switches at the clock
frequency. In this case, the upper switches synchronization is more difficult.
The circuit in Figure 10-22 increases complexity, because two extra de-
multiplexers and four switch transistors are needed. The extra switches be-
tween the output and ground reduce the output voltage swing range. Fur-
thermore, the other differential pair source node is floating every other clock
period, which increases the settling time.

10.8.6 Sample and Hold

One conceptual solution to the dynamic linearity problem is to eliminate the
dynamic non-linearities of the D/A converter, all of which are associated
with the switching behavior, by placing a track/hold circuit at the D/A con-
verter output. The track/hold would hold the output constant while the
switching is occurring, and track once the outputs have settled to their dc
value. Thus, only the static characteristics of the D/A converter would show
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up at the output, and the dynamic ones would be attenuated or eliminated.
The problem with this approach is that the track/hold circuit in practice in-
troduced dynamic non-linearities of its own. A different approach, employ-
ing a return-to-zero (RZ) circuit at the output, is proposed in [Bug99],
[Hyd03]. The output stage implements a RZ action, which tracks the D/A
converter once it has settled, and then returns to zero. The problems of this
approach are: large voltage steps cause extreme clock jitter and waveform
fall/rise asymmetry sensitivity, large steps cause problems for the analog
lowpass filter, and the output range (after filtering) is reduced by a factor of
2. To remedy these problems, current transients could be sampled to an ex-
ternal dummy resistor load, and settled current to external output resistor
loads, by multiplexing two D/A converters [Bal87], [Van02].

The rise time is typically longer for a large step size than for a small step
size, which causes distortions. This problem could be alleviated by the frac-
tional-order-hold, where the transition is a fraction of the clock period and
linear. It is easier to model this by real circuits than step functions. When the
transition time is a fractional of the clock period, then output current transi-
tion time is constant [Ess97], [Ess98] and transition is linearly independent
of the parasitic capacitances. Using this method, it is possible to get a 20 dB
improvement at a 13 bit D/A converter distortion level at 0.4f; [Ess98]. The
problem of the fractional-order-hold is that it is complex, and therefore re-
quires extra chip area and consumes more power.

10.9 Timing Errors

There are three methods of reducing timing errors: the control signals syn-
chronization, matching switch drivers loads and layout techniques.

10.9.1 Control Signals Synchronization

The control signals synchronization is needed even at low sampling frequen-
cies, because the signal paths have different lengths even in the binary
weighted D/A converter, where there is no longer additional logic. In the
segmented D/A converters, the decoding delays make synchronization nec-
essary. However, 8-bit D/A converters with a 65 MHz sampling frequency
have been implemented without synchronization [Kim98]. The synchroniza-
tion is implemented by the D flip-flop or latch, which are placed symmetri-
cally near the switches. In [Mik86], [Bos98], [P1a99], [BosO1] the last
latches are with current switches in the same matrix. This can cause the digi-
tal noise to be coupled to the output. The switch drivers can also do single
ended to differential conversion, crosspoint setting and control voltage re-
duction [Tak91], [Bas98], [Bos98], [P1a99], [Bos01]. As the standard cell
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libraries there are usually not fast enough D-flip-flop or latches that have
differential outputs and predistort the control signal, the latch or D-flip-flop
is full-custom design.

In its simplest form, the latch can be implemented with a switch and ca-
pacitor (Figure 10-23(a)) [Mer97]. The problem of this approach is that the
switch transistor is not ideal so the capacitor may not be fully discharged
even when the switch is closed. Furthermore, as the output node is floating
when the switch is open, the external and internal disturbances may change
its state. This solution, therefore, could be used in the applications where the
capacitance charge is frequently refreshed. In these applications, the problem
is that the capacitance is not charged enough and sharp transitions cause
voltage fluctuations. If the switch is only off when the control signal
changes, the time that capacitor is floating is shorter and so less susceptive to
disturbances [Mer93], [Mer94]. The crosspoint of the control signals can be
only set at a higher level by changing rise and fall times.

Two control signals are fed to the both the switches of the differential
pair in Figure 10-23(b). The control signal, which is settled, is selected. The
circuit removes the timing differences in the transitions, but most of the tim-
ing difference is actually generated in the buffers before the differential pair,
so the circuit does not affect them. Furthermore, the circuit needs four dif-
ferent phase clock signals, which are hard to implement at high frequencies
and which double the number of the D-flip-flops.

A cross-coupled inverter is a more reliable storage element (Figure 10-
23(c)) than the previous one [Mer97]. The cross-coupled inverters prevent
the outputs from floating. Furthermore, the output signals are automatically
differential. The problem is that cross-coupled inverters try to keep output
constant and inhibit transitions. Furthermore, the inverters increase the ca-
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Figure 10-23. Circuits for the synchronization of current switches.
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pacitive load for the control signals. This increases the output settling time.
The inverters could be used at the output of the cross-coupled inverters to
provide sufficient drive current. This, however, can degrade the timing of the
differential outputs.

If the feedback of cross-coupled inverter is connected only when the in-
put switch is on, the settling time decreases (Figure 10-23(d)). The problem
is that the circuit is not differential because both the control signals require
their own storage element.

In single-ended D/A converters, it is possible to use a current switch,
which is driven by only one control signal (Figure 10-24) [Kas95]. When
V., 1s on, the transistor C is on and transistor B is off. When V_,; is off, the
same amount of current goes through the transistors. The benefit of this cur-
rent switch is that the source voltage of transistor B is stabilized by the feed-
back so the control signals cannot directly feedthrough to the output.

10.9.2 Switch Driver Load Matching

If the D/A converter is not totally segmented, the synchronization of the con-
trol signals cannot guarantee a small enough timing error at the high sam-
pling frequencies, because the size of the current switches is scaled to ac-
cording to the various current densities. This causes the capacitive loads of
the switch drivers to be different. One way to match the loads is to scale the
switch driver transistors according to the switches (Figure 10-25(a)). This
solution is suitable for low sampling rates and moderate resolution, where
timing errors due to different loads are not significant. For an 8-bit binary
weighted D/A converter, the largest buffer dimensions should be 128 times
the smallest. The required current and dimension grows large, because the
transistor minimum dimension restricts the smallest transistor size. Further-
more, accurate buffer matching is difficult due to different sizes, so timing
errors occur.

Another way to match the loads is to use a dummy load parallel to the
switch transistor. This can be implemented with the transistor, which has
source and drain connected to the ground (Figure 10-25(b)). The dimensions

Tout

Figure 10-24. Singled ended current switch.
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of the dummy transistors could be selected by rule that the combined size of
the switch and dummy switch is equal to the MSB current switch size. The
transistor gate capacitance depends on the transistor operation region; fur-
thermore, the voltage over Cgs and Cgp varies in the switch transistor differ-
ently from in the dummy transistors. Therefore, the timing error can not
made small enough using this method with high sampling rates. Therefore
the transistor dimensions should be determined by simulations. The match-
ing accuracy could be improved by dividing the dummy transistor into two
half sized transistors connected to VDD and GND as shown in Figure 10-
25(c) [Vol02]. This corresponds better to the switch transistors average load.
For fast sampling rates, this is not enough, because the dummy and current
switch transistors still have different operation points.

Third method is to use a dummy current switch with the current source so
that the sum of the actual current source and dummy current is equal to the
MSB current so the sum of their sizes is equal to the size of the MSB switch
(Figure 10-25(d)) [Tei02]. This arrangement makes the capacitive loads
equal, due to the gate capacitance seen by the drivers. The problem is the
power consumption, because the dummy transistor current is wasted. The
second problem is extra area, but the dummy transistors in the current matrix
could be used for this purpose.
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Figure 10-25. Circuits for switch driver load matching.
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10.9.3 Layout

As the sampling frequency increases, the symmetry of the interconnections
and cross coupling become important issues. For the methods presented in
the previous sections to be useful, the signal paths from the D-flip-flop in-
puts to the current switches should be designed to be similar, while, to
minimize the parasitic effects, the D-flip-flops should be located near the
switches. The switches can be placed in a matrix [Mik86], [Tak91, [Bas9§],
[P1a99], [Bos01] such as the current sources, as this improves the matching
between the switches. If the timing error minimization is not possible, the
timing error should be made as random as possible between the switches, so
that the error spectrum becomes noise [Dor01].

The supply fluctuations and clock jitter inside the chip cause current
switches transition errors. Wider metal lines could minimize the supply volt-
age drops. Avoiding extensive buffering could reduce the clock jitter. The
clock line sees a variable capacitive load, because the gate to source capaci-
tance of the input transistors varies according to the states of switch drivers.
If one global clock buffer is used, this will result in large code-dependent
timing errors. The local clock buffers are used to reduce these code-
dependent timing errors [Fal99]. Dummy switch drivers were used in
[Sch03], [Sch04] to ensure that same number of data transitions occur every
clock cycle. Then the power supply of the switch drivers delivers a constant
data-independent charge at the clock rate, and the clock line sees a fixed ca-
pacitive load. This was a key feature in achieving the exceptional perform-
ance levels in [Sch03], [Sch04].

10.10 Cascode Transistor

The output resistance of the output current source transistor is approximately
[ALI87]
1

RCY: ’
tT

csTUes

(10.27)

where A ~ 1/L. The current source output resistance is related to the transis-
tor channel length. The output current of the current source is inversely pro-
portional to the channel length.

If the current switch transistors are in saturation region at the on-state, the
output impedance of the current source is multiplied by the current switch

voltage gain
2ucC, W
gmsw=1/% ~ WLy, (10.28)



210 Chapter 10

The current switches gain typically improves the impedance ratio about
20-30 dB [Tei02]. However, the current switches should be minimum sized
in order to reduce data feedthrough. Therefore, without cascode transistors, it
is possible to achieve an impedance ratio of about 130dB [Tei02]. This is not
enough to fulfill the 12 bit single-ended D/A converter impedance require-
ments [Tei02]. However, for 12 bit differential output this is enough, there-
fore 12 bit D/A converters have been implemented without the cascode tran-
sistors [Bos98].

The current sources output impedance could be increased by using cas-
code transistors (Figure 10-26(a)) [Chi86], [B0s99]. The cascode transistor
multiplies the current source output impedance by their gain (10.28). The
dimension of the cascode transistors are restricted by the W/L ratio and bias
voltage range, where the transistors are in saturation range. The output im-
pedance can be increased 50dB [Tei02]. The other advantage is that the cas-
code transistors isolate the current switches and current sources, and the ef-
fect of the switching noise is minimized [Chi86], [Bos99]. It is possible to
add two cascode transistors to enhance the output impedance [Bav98], but
this requires additional bias voltage and reduces the output voltage range.

The cascode transistor effect could be interpreted in the time domain. The
D/A converter settling time depends on the source capacitance of the current
switches. When a cascode transistor is inserted between the current switches
and current sources so that the most of the wiring stray capacitances are be-
low the cascode transistor, the cascode transistor isolate this stray capaci-
tance, causing the output settling to be faster.

Cascode transistors could also be added between the current switches and
the output (Figure 10-26(b)) [Tak91]. The cascode transistors multiply the
output impedance by their gain. Furthermore the cascode transistors turn off,
when the switches turn off, therefore the switching noise feedthrough to the
output is reduced. The cascode transistors turn on later than the current
switches, so they reduce the switching transients. The high output resistances

Vet Vet [[H [g Voeas
St L e b

G L €L
v L STl o TG
I
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\/:bcsm C 0 C 0 @ \/i)cs
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Figure 10-26. Cascode transistors.
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of the cascode transistors attenuate the high frequency noise when the cas-
code is on [Mar98]. The high resistance also increases the output settling
time; therefore the channel length should be minimum. This restricts the cas-
code transistors voltage gain to about 30 dB [Tei02], therefore it improves
the linearity less than the cascoded transistor between the current switches
and current sources. When the current switch is turned off, the cascode is
turned off. The parasitic capacitance at the cascode transistor source is dis-
charged through the cascode transistor, which reduces the output settling
time at the positive voltage steps. This output rise and fall waveform asym-
metry causes even harmonics, but this is partly cancelled at the differential
output. However, the cascode transistors of the switches are used in [Tak91],
[Bas98], [Mar98], [Zho01], [Xu99].

The cascode switch and current source transistors can be used together.
The two cascode transistors reduce the output voltage range. Biasing the
cascode transistors in the linear region could alleviate this problem, if the
output impedance is not a limiting factor [Tak91]. It is quite easy to achieve
DC impedance requirements, as the limiting factor is the output impedance
degradation at high frequencies. If the current switches effect is taken into
account, then the output impedance is

1+7jwc°

Zinp = Ry (14 2 (R 1 o)) = Ry, €0 Ry —222— (1029
1+ joCyR,,
where R;,/R., is current switches/source resistance. According to the equa-
tion, the switch transistors add one zero at f, = g,w/(2Cy), but not affect the
poles. The output impedance corner frequency does not depend on parasitic
capacitance (Cy) only, but also on the switches transconductance or current
source resistance. As stated before, switch transistor size cannot be set arbi-
trarily. The zero is normally at high frequency, so it does not have a strong
effect.
If the cascode transistors are between the current sources and switches as
shown in Figure 10-26(a), then the output impedance becomes

(1+ch1 )1+ ]a)CO)
ZSM/C(JS = RSV} RCSCHS RCS ng\'V ngSCaS . ngW gmcscas 2 (10'30)
(I+joR. Cy)(1+ joR . . C))

where R qs and g,ecqs are cascode transistor resistance and transconduc-
tance, respectively. The cascode transistors add a pole at the frequency

f, ! (10.31)

- 27[Rcscas Cl

cscas

and zero at
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g
— mcscas . 10.32
I 2C, (10.32)

In principle, it is possible to compensate the zeros and poles by sizing the
cascode transistors. In practice, the transistor minimum size is dependent on
the process. As the transistor dimensions increase, the transistor parasitic
capacitances become more significant than the wiring stray capacitances. In
spite of that the corner frequency of the output impedance could be increased
by cascode sizing [Bos99].

If the cascode transistors are added above the current switches, as shown
in Figure 10-26(b), the output impedance will then be

14790y 14 19C2

. — R R Y R . . ngW ngWCUS . 10'33

mp sw swcas cs ngW ngWCaS (1+ ja)RCS CO )( 1+ ja)RSW C2 ) ( )
where Rgcos and gueweas are cascode transistor resistance and transconduc-
tance, respectively. According to the above equation, the poles do not de-
pend on the cascode transistor size. Furthermore the cascode transistor above
the current switches should be minimum size, which reduces the possibility
of the compensating the poles and zeros. It is possible to use both the switch
and current source cascodes, if the chip area and power supply are not criti-
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Figure 10-27. Output impedance with the different cascode structures.
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cal factors. The output impedance would then be

Zo =R Ry R s R

out swceas cscas cS ngW'CaS ngW ngSC as
(1+]a)C0 )1+ JoC, )1+ JoC, )
msw ngSC as ngWCaS
(1+ j@R, Cy)(1+ joR,, Cy)(1+ joR . C))”

where half of the zeros and poles could be tuned by cascode transistors di-
mensions. In Figure 10-27, the 12bit D/A converter output impedance is
shown with the different cascode structures (the wiring stray capacitances
are taken into account). The curves from down to top are: current source
output impedance (Z.), cascode current source output impedance (Z.ss),
cascode current source with current switch output impedance (Z,.,;) and
cascode current source with cascode switch output impedance (Z,,). The
current source transistor and cascode transistor has little difference at high
frequencies due to lack of the wiring capacitance in the current source simu-

lations. In Figure 10-27 the effect of the poles and zeros on the impedance
can clearly be seen.

(10.34)
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Chapter 11

11. PULSE SHAPING AND INTERPOLATION
FILTERS

Different methods of designing the pulse shaping filters are reviewed in this
chapter. In the digital modulators, phase distortion cannot be tolerated, thus
the filters are required to have a linear phase response. A FIR filter can be
guaranteed to have an exact linear phase response if the coefficients are ei-
ther symmetric or antisymmetric about the center point. Three FIR filter
structures (direct form, transposed direct form and hybrid form) are pre-
sented. The quantization effects and scaling methods within the fixed point
FIR architectures are reviewed. Using canonic signed digit (CSD) coeffi-
cients, the FIR filtering operation can be simplified to add and shift opera-
tions. The well known carry save (CS) numbers are very attractive for VLSI
implementation since the basic building block for arithmetic operations is a
simple full adder. The multirate signal processing is particularly important in
the digital modulator, where sample rates are low initially and must be in-
creased for efficient subsequent processing. The efficient filter structures for
the multirate signal processing (polyphase filters, halfband filters and comb
filters) are presented. Taking advantage of the fact that in the modulator data
streams in the I and Q paths are processed with the same functional blocks
(see Figure 16-6), a further hardware reduction can be achieved by pipeline
interleaving techniques.

11.1 Pulse Shaping Filter Design Algorithms

The pulse shaping filter design has two main objectives: minimization of the
inter symbol interference (ISI) and maximization of the adjacent channel
leakage power ratio (ACLR) [Che82], [Sam88], [Sam91], [Mor95]. [Sam8&§]
and [Sam91] present two iterative algorithms that allow to the design of an
overall filter of a given order N (an even number) with zero ISI and linear
phase. The attenuation in the stopband is minimized. In [Sam88], only
equiripple filters are considered and linear programming is used for deter-
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mining the filter taps. [Sam91] introduces a ripple weighting vector that al-
lows arbitrary magnitude transfer functions to be designed, and uses equa-
tions instead of inequalities. Both [Sam&88] and [Sam91] illustrate how to
design a Nyquist filter that can be subsequently split into a transmitter and a
receiver filter. [Sam88] and [Sam91] provide zero-ISI solutions but non-
linear phase characteristics. In [Mor95], the matched filter condition, i.e.
identical transmit and receive filters with time reversal, is relaxed in order to
obtain two linear phase transmit and receive filters and zero ISI in the com-
posite filter. The transmit and the receive filters have different lengths. In
[Che82], Chevillat and Ungerboeck present nonlinear optimization tech-
niques for designing transmit and receive filters that result linear phase solu-
tions with a non-zero-ISI [Che82].

The N-tap transmit filter is characterized by the coefficient vector /4 = (fy,
hy, ..., hy))', which is clocked at the rate M/T corresponding to an over-
sampling ratio M. The receive filter (4r) is a K tap filter, which is M times
over-sampled from the root raised cosine function. The transmit filter is con-
volved with the receive filter. Ideally, the result of the convolution will be an
ideal raised cosine filter. There will be an EVM due to the truncation of the
receive filter impulse response, if the length of the receive filter is short. It is
therefore better to use a long receive filter so that the transmit filter will
dominate the EVM.

The transmit and receive filter lengths are assumed to be either even or
odd, so as to have one middle sample for decision in the composite pulse
RC(n). The convolution of the transmitter and receiver filters should satisfy
the zero inter-symbol interference constraint:

RC(n)=0, n=n.xIM, [=12,.,L, (11.1)

where 7, is the center tap and M is the over-sampling ratio. The center tap is
(N+K-2)/2. The total number of the terms in (11.1) is 2L, where L = [ n./M],
and |.x | denotes the integer part of x. The equation (11.1) can be written as

N-1
RC(n.+MI)= I hr,py =h" S hr, =212 +L  (112)
i=0
where the elements of the "shift" matrices S; are zero, except s;,(/) = 1 for i -
k= (N-K)/2 + Ml [Che82]. The "shift" matrices S;are N X K matrices.

The passband ripples of the linear phase half-band filters (interpolation
filters in Figure 16-6) cause EVM as well, which could be partly compen-
sated for by predistortion of the pulse shaping filter. The receive filter (4r)
could be convolved with the interpolation filters. This convolution could be
calculated with the noble identities [Vai93]. The result is decimated back to
the M over-sampled ratio and convolved with the transmit filter in (11.2).

One code channel is transmitted, when the EVM is measured. The EVM
consists of two components, which are mutually uncorrelated:
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L
Civy = D (WS hr )’ +57, (11.3)
I=—L
120
where 67 is the quantization noise due to finite word length effects. The D/A
converter dominates this quantization noise, because it is the most critical

component. The ISI term is
L
Sty =Y, (W S hr)* =" Wh,
e

(11.4)

L
where W = " S, hr (S, ),
I=—L
1#0
and W is a N x N matrix. A linear constraint is added to guarantee proper
scaling of the pulse peak

RC(n,)=h" Syhr=1. (11.5)

The lowpass channel energy (£.) from dc to f; (the cut-off frequency of
the lowpass channel) is

=5 ) N-1 N-l =/ . '
E= JH( dr=2 Yhh fe 70T g
f==1 =0 k=0 I==1 (11.6)
-1 N-1
=> D hh r,=h"Rh,
i=0 k=0
where R is a N X N matrix with elements
21, i=k
1= 3sin2z f, i—k)T /M) ek (11.7)
i
T(i-kT/M
The stopband energy (E;) from f; (stopband corner frequency) to M/(27) is
f=M/(2T) , Nel N-l f=Mier
E, =2 _ﬂH(f)‘ df=2z Zhi h, J‘e*]Z/zf(z—k)T/M df
=1 =0 k=0 =1 (11.8)
-1 N-I

i
0

=> > hh v, =h"Vh,

=~
I

where V'is a N X N matrix with elements
MIT-2f, i=k
V=1 sin(z(i—k)) sin2x f, (i—-k)T/ M)
2i-KT/M  x(i-k)T/IM

(11.9)
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The ISI can be traded off against the power ratio of the main channel
power to the power of the adjacent channels. The ISI performance decreases
while the power ratio of the main channel power to the power of the adjacent
channels increases. The cost function, which should be maximized, is written
as

E=axE, —bxE, —cx 0. (11.10)

The objective is to maximize the ratio of the main channel power to the
power of the adjacent channels power under the constraint that the ISI is be-
low 2%. Therefore weighting terms, a, b and ¢ are added. No well-developed
method exists for choosing the weighting terms, a, b and c. Suitable values
have to be found by trial and error. Employing the Lagrangian method for
the maximization of (11.10), subject to (11.5), the objective function is
O(h,A)=axh' Rh—bxh" Vh—cxh' Wh—2 (h" S, hr —1)

=h"Dh-A (h" Sy hr - (111D
- 0 r 1)7

where D =a X R — b XV — ¢ x W. The solution is found with the standard
Lagrange multiplier techniques (by setting the derivatives with respect to
h(0),...,A(N-1) and A to zero) to be
P D' S, hr .
(So )" DTS, hr

(11.12)

The main shortcoming of this algorithm is that the effect of the weighting
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Figure 11-1. Comparison of filter design methods.
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Table 11-1. Comparison of filter design methods.

Method ACLR ISI
Truncation 45.30 dB -59.21 dB
Window with Kaiser, § =4 36.15dB -40.07 dB
Lagrange 73.38 dB -45.08 dB
Root raised cosine with 1001  71.2 dB -106.10 dB
coefficients

factors a, b and ¢ has to be found by trial and error. Results of different filter
design methods are compared in Table 11-1. The number of the filter coefti-
cients is 37 for each filter. The oversampling ratio is 2 and the sample fre-
quency is normalized to that. The passband is defined to be from 0 to 0.61
Hz and the stopband (adjacent channel) from 0.61 Hz to 1 Hz. In Table 11-1,
it can be seen that the ACLR value of the filter designed with the window
method suffers from the increased width of the passband. The frequency re-
sponses of the filters are presented in Figure 11-1.

11.2 Direct Form Structure of FIR Filter

The structure of the folded direct form FIR filter is presented in Figure 11-2.
If the FIR filter coefficients are symmetrical or anti-symmetrical, i.e. the fil-
ter is phase linear, the advantage of folding the taps can be applied. Folding
the taps is hardware efficient, because only about a half of the taps need be
realized. More accurately, the number of taps to be realized is LN/2] + 1 if

1

x(n)

y(n)
Figure 11-2. Folded direct form FIR filter (V is odd).
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the number of taps N is odd and | N/2] if N is even. |x] stands for the integer
part of x. In the folded regular direct form, the number of bits needed in the
delay elements is defined by the number of input bits rather than the required
word length of the filter, which may lead to a reduced amount of hardware.
This structure is suitable for the programmable filter designs, because the
effect of changing the filter coefficients is seen immediately or simultane-
ously at the filter output.

The long critical path causes problems in the high-speed systems when a
short cycle-time is desired. However, this can be overcome by pipelining at
the expense of an increased amount of hardware. The subexpression sharing
method [Har96] can be applied easily, which reduces the amount of hard-
ware.

11.3 Transposed Direct Form Structure of FIR Fil-
ter

The structure of the folded transposed direct form FIR filter is presented in
Figure 11-3. In this case, as well as in the folded direct form filter described
in Section 11.2, folding the taps reduces the amount of hardware. As can be
clearly seen from Figure 11-2 and Figure 11-3, the maximum delay path is
considerably shorter in the transposed form realization, resulting in a faster
performance. The subexpression sharing method [Har96] can be applied eas-
ily, which reduces the amount of hardware.

A shortcoming of this structure is that if the filter coefficients are
changed, the effect is spread over the multiple number of clock cycles, re-
sulting in this structure being unsuitable for the programmable filter applica-
tions, when an immediate response to the change of the coefficients is re-
quired. Another problem of the transposed direct structure relates to the loca-
tion of the delay elements in the output path of the filter. Because of the ad-

x(n) » »

y(n) + I;I + XX 7-1
= ]

Figure 11-3. Folded transposed direct form FIR filter (N is odd).
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ditions, the delay elements might have to be implemented with a larger word
length than in the direct structure counterpart [Haw96]. Hence, they require a
larger area and consume more power. Anyhow, the necessity of enlarging
the word length depends on the filter coefficients and is not always neces-
sary.

In the folded transposed direct structure, a large loading occurs on the in-
put data bus since all taps are fed in parallel, as shown in Figure 11-3. If the
taps are realized as the multiplierless signed digit representation described in
Section 11.6, this problem becomes even worse, due to the sign bit exten-
sions in the shift operations. Fortunately, this sign bit load can be avoided by
using the constant vector addition method proposed in [Haw96].

11.4 Hybrid Form

It is also possible to combine the filter structures described above into a so-
called hybrid form filter [Lee96], [KhoO1], [HatO1]. The purpose of this
structure is to trade off the cycle-time requirement of an FIR filter with its
area requirement. The hybrid form, depicted in Figure 11-4, can be thought
of as being obtained from the direct structure by moving a minimum number
of registers from the input path to the output path to satisfy the cycle-time
requirement. Then the word length, and thus the required area of only a few
registers, has to be increased. The cycle-time of a subsection, illustrated by a
dash line in Figure 11-4, can be determined independently from the other
subsections. An optimal design method of the hybrid form FIR filters is pre-
sented in [KhoO1].

There are some restrictions on the advantages of the hybrid form. The
benefit of using the hybrid form instead of the transposed direct form is not
very large if the filter coefficients can be chosen such that the increase of the
word length in the output path is not necessary and if the sign bit reduction
technique [Haw96] is used to reduce the loading in the input path of the
transposed direct form filter. The hybrid form can not be used in the pro-
grammable filters where an immediate or simultaneous response to the
change of the filter coefficient is required. It is also very complicated to
write a reusable hardware description of the hybrid form filter where the
length of the filter is parameterizable. In case of a linear phase FIR filter,

x(n) @

y(n)

Figure 11-4. Hybrid form FIR filter.
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folding the taps is possible only by introducing an extra delay element for
every delay element moved to the output path. Anyhow, this increase of
hardware is, in most cases, acceptable; also, the benefits of the hybrid form
are more important.

11.5 Word Length Effects and Scaling

In order to get the best possible trade off between the signal to noise ratio at
the output of the digital filter and the amount of hardware, the minimum ac-
curacy needed has to be found. The noise sources are quantization errors and
overflows in the FIR filters.

The mean and variance of the two's complement truncation error are
[Con99]

2*Bt _2*30

m, ===, (11.13)
—2Bt —2Bo

53:212 —212 (11.14)

where Bf and Bo are the LSBs of the truncated word and the original, respec-
tively. The DC offset at the FIR filter output due to the internal word length
truncation is

N-1
m,,=m, » h(n), (11.15)
n=0

where A(n) is the filter coefficient. The DC offset can be removed by adding
an appropriate offset at the output. The noise variance at the FIR filter output
due to the internal word length quantization is

N-1
8, =02 h(n). (11.16)
n=0

The overflows in the filter output may be avoided, if the filter coeffi-
cients are scaled according to rule

g1 (11.17)

N-1 ’
Xax D |2(1)
n=0

where x,,,, is the maximum of the input signal and s is the scaling factor.
This scaling method is suitable for short FIR filters because the probability
for overflow is high for a filter with a short impulse response. However, the
above equation usually gives pessimistic values for the bandlimited signals.
For narrowband signals, the filter coefficients are scaled according to rule
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s< ! (11.18)

X ax max[‘H(e-j“’T )‘] .

The two scaling methods just discussed are the ones used in practice. How-
ever, they lead only to a reasonable scaling of the filter. In practice, simula-
tions with actual input signals should be performed to optimize the dynamic
range.

A common scheme to reduce the size of overflow errors and their harm-
ful influence is to detect numbers outside the normal range and limit them to
either the largest or smallest representable number. This scheme is referred
to as saturation arithmetic [Hwa75].

11.6 Canonic Signed Digit Format

A direct implementation of an N-tap FIR filter requires N multipliers, which
consume a substantial amount of the chip area and power. Furthermore, the
maximum speed of operation would be severely limited without pipelining.
Implementing a fixed coefficient with a multiplier is very inefficient. In or-
der to achieve the required throughput rate and to save hardware, a multi-
plierless filter coefficient architecture based on the canonic signed-digit
(CSD) representation of coefficients is used. A coefficient can be recoded
from a binary code to a signed-digit code containing the digits {-1, 0, 1}. In
the signed-digit representation, the number is represented as the sums and
differences of powers-of-two having the form

L
h(n)=Y_ ¢,27 ¢, {~10,1}, (11.19)
i=1

where L is the number of ternary bits in the signed-digit representation. The

Shift right 1 Shift right 4 Shift right 6

Figure 11-5. Multiplication by a CSD-represented coefficient.
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benefit of the CSD representations is that the multiplication operation can be
realized by using only adders/subtractors and shift operations that can be
realized with hardwired shifts. The minimum signed-digit representation
refers to a code requiring the minimum number of non-zero digits. There
may be more than one choice of minimum signed-digit representation. A
CSD representation is defined as the minimum signed-digit representation
for which no two adjacent non-zero digits ¢; exists. The CSD representation
is unique. As an example, a multiplication by a CSD-represented coefficient
0.100101, where 1 denotes -1, equals to 27" - 2* + 2° = 0.4531. The imple-
mentation of this is illustrated in Figure 11-5. The programmable CSD coef-
ficients have been presented in [Hau93], [Tat90], [Oh95], [Kho96], [ZhaO1],
[Dua00], [GraO1].

The advantage of the CSD representation is that most of the numbers
may be represented with many fewer non-zero digits than in a conventional
binary code. The number of adders or subtractors required to realize a CSD
coefficient is one fewer than the number of non-zero digits in the code. The
accuracy of a CSD coefficient is controlled by the number of ternary bits L
and by the maximum number of non-zero digits in the representation. Sev-
eral algorithms have been presented for mapping the floating point or regular
two's complement presentation to the CSD presentation [Zha88], [Sam89],
[Li93], [Yag96], [Che99].

11.7 Carry Save Arithmetic

The well known carry save (CS) numbers are very attractive for VLSI im-
plementation since the basic building block for arithmetic operations is a
simple full adder. The CS-principle was developed in the late 40's and early
50's for fast digital computers. The basic idea is to postpone the time con-
suming carry propagation (CP) from a number of multiple additions. From
the view of number representation the saving of the carry word results in a
redundant number representation because of the multiple alternative repre-
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sentations of any given algebraic value.

In order to represent the CS digits two bits are necessary which are called
¢; and s;. The two vectors C and S given by ¢; and s; can be considered to be
two two's complement numbers (or binary numbers, if only unsigned values
occur). All rules for two's complement arithmetic (e.g. sign extension) apply
to the C and the S number. An important advantage of CS numbers is the
very simple and fast implementation of the addition operation. In Figure 11-
6, a two's complement carry ripple addition and a CS addition is shown.
Both architectures consist of W full adders for a wordlength of W digits. The
carry ripple adder exhibits a delay corresponding to W full adder carry
propagations while the delay of the CS adder is equal to a single full adder
propagation delay and independent of the wordlength. The CS adder is
called 3-2 adder since 3 input bits are compressed to 2 output bits for every
digit position. This adder can be used to add a CS number represented by
two input bits for every digit position and a usual two's complement number.
Addition of two CS numbers is implemented using a 4-2 adder as shown in
Figure 11-7. The CS subtraction is implemented by negation of the two two's
complement numbers C and S in the minuend and addition as for two's com-
plement numbers. It is well known that due to the redundant number repre-
sentation pseudo overflows [Man89], [Nol91] can occur. A correction of
these pseudo overflows can be implemented using a modified full adder cell
in the most significant digit (MSD) position. For a detailed explanation the
reader is referred to [Man89], [Nol91].

The conversion from the CS to two's complement numbers is achieved
using a so called Vector-Merging adder (VMA) [Nol91]. This is a conven-
tional adder adding the C and the S part of the CS number and generating a
two's complement number. Since this conversion is very time consuming
compared to the fast CS additions it is highly desirable to concatenate as
many CS additions as possible before converting to two's complement repre-
sentation.

The combination of the CS-principle with bit-level pipelining offers high
computing speed, limited only by the delay time of one single (three bit) full
adder. This limit can be seen as an upper throughput bound for a given tech-
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Figure 11-7. Addition of two Carry Save numbers (4-2 Carry Save addition).
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nology. In today’s CMOS technologies the CS-arithmetic offers the potential
of clock frequencies up to several hundred MHz. But in practice the maxi-
mum frequency is limited by clocking and I/O-bandwidth problems.

In recursive structures simple pipelining is not applicable. Here the CS-
arithmetic is a very attractive number representation, in order to deal with
the fixed delay of the time critical recursive loops. The basic idea is to post-
pone the CP and therefore move the CP-path out of the recursive loops into
parts of the structure where the timing restrictions are relaxed or where pipe-
lining can be used.

A typical disadvantage of all redundant number representations is the
problem of the sign detection, because a complete word level carry-
propagation is still required in order to determine the sign of a redundant
number. The same problem as with the sign detection occurs in saturation
control. Difficulties with the sign detection and saturation control can nullify
some, or all of the speed advantages of the CS-number representations (see
section 6.3).

11.8 Polyphase FIR filters in Sampling Rate Con-
verters

A FIR filter with a transfer function H(z) can be decomposed into its poly-
phase components as follows [F1i94]:

H(2) =Li z'H,(z"), (11.20)
1=0

where L is the number of polyphase components and, at the same time, the
interpolation rate. One realization of a polyphase composed interpolation
filter using two subfilters is shown in Figure 11-8. In this structure, the
commutator takes care of the upsampling and right timing, so the separate
up-samplers and the delay elements are not necessary. Using the polyphase
decomposition, a lower clock rate can be used for the computation. The
benefit of a lower clock rate appears as a possibility of using the pipelin-
ing/interleaving technique described in Section 11.11 or as a possibility of
reducing the supply voltage in order to minimize the power dissipation. The
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Figure 11-8. Polyphase decomposed interpolation filter.
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use of a lower clock rate also relaxes the timing constraints when synthesiz-
ing the design. As described in Section 11.2, in case of the linear phase FIR
filters, the symmetry of the coefficients can be exploited using the folding
method to reduce the area. If the subfilters are required to be symmetrical in
order to make use of folding, the maximum number of the subfilters is two,
when interpolating by the factor L = 2 and the number of filter taps is odd
[Haw96]. In case of a larger number of subfilters, the subfilter coefficients
are, in fact, symmetric or mirror image pairs, i.e. iy(n) = h;(N - 1 - n), and
these symmetries can be exploited to implement efficient calculation struc-
tures, similar to the folding method [Whi00].

11.9 Half-Band Filters for Interpolation

The interpolation filters are usually implemented with multirate FIR struc-
tures. There exists an well-known multirate architecture for implementing
very narrow-band FIR filters, which consists of a programmable coefficient
FIR filter, and half band filters followed by the cascaded-integrator-comb
(CIC) structure [Hog81]. Unfortunately, the CIC structure is not particularly
suitable for implementing wideband filters because the frequency response
of the CIC filter does not have satisfactory stopband attenuation. Further-
more, the CIC filter introduces droop in the passband. The problems could
be alleviated by increasing the ratio of the sampling frequency to the signal
bandwidth. The half-band filters have frequently been applied to increase the
pre-oversampling ratio. The half band filters have the center of their transi-
tion band at the quarter of the sampling frequency. They can be designed
with the filter design algorithms with the following constraints

Sy =0,

(11.21)
W5 =7 —p,

where 0s is the ripple in the stopband from ideal response, dp the ripple in the
passband from ideal response, wg the stopband edge frequency and mp the
passband edge frequency. A "trick" for their design has been introduced in
[Vai87]. The half band filters have the property that every second of their
coefficients, except the center coefficient (odd ), has zero value. Therefore,
these filters can be implemented with approximately half the number of mul-

tiplications than arbitrary choices of filter designs.
11.10 Cascaded Integrator Comb (CIC) Filter

In [Hog81], an efficient way of performing decimation and interpolation was
introduced. Hogenauer devised a flexible, multiplier-free filter suitable for
hardware implementation that can also handle arbitrary and large rate
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changes. These are known as cascaded integrator comb filters, or CIC filters
for short. Figure 11-9 shows the basic structure of the CIC interpolation fil-
ter. A CIC interpolator would be N cascaded comb stages with a differential
delay of M samples per stage running at f/R, followed by a zero-stuffer, fol-
lowed by N cascaded integrator stages running at f;. The differential delay is
a filter design parameter used to control the filter’s frequency response. In
practice, the differential delay is usually held to M = 1 or 2. The transfer
function for a CIC filter at f; is

N
(1= RMyN  [RMZL
H(z)=————= z . 11.22
© (1-zH" ; ( )
This equation shows that even though a CIC has integrators in it, which by
themselves have an infinite impulse response, a CIC filter is equivalent to N
FIR filters, each having a rectangular impulse response. Since all of the coef-
ficients of these FIR filters are unity, and therefore symmetric, a CIC filter
also has a linear phase response and constant group delay.
The power response at the output of the filter can be shown to be

_| sin(wM f) w
H(f)—{—sm(ﬂf/m} . (11.23)

An example power response is given in Figure 11-10 for N = 4 stage CIC

filter with a differential delay of M = 1 and a rate change factor of R = 16.

The passband cutoff is at f. = 0.19 with the aliasing/imaging bands centered

around the nulls at frequency of 1, 2, and 3 relative to the low sampling rate.
For a CIC interpolator, the gain, G, at the ith stage is

2! i=12,..,N
G, =922V N (11.24)
ﬂ i=N+1,...2N.
R
As a result, the register width, W, at ith stage is
W, =B, +log, G,] (11.25)

where B;, is the input register width. The analysis of this is beyond the scope
of this book, but is fully described in [Hog81].

In many CIC designs, the rate change R is programmable. Since the bit
growth is a function of the rate change, the filter must be designed to handle
both the largest and smallest rate changes. The largest rate change will dic-
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Figure 11-9. CIC interpolation filter.
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tate the total bit width of the stages, and the smallest rate change will deter-
mine how many bits need to be kept in the final stage. In many designs, the
output stage is followed by a shift register that selects the proper bits for
transfer to the final output register.

Rounding or truncation cannot be used in CIC interpolators, except for
the result, because the small errors introduced by rounding or truncation can
grow without bound in the integrator sections.

Because of the passband droop, and therefore narrow usable passband,
many CIC designs utilize an additional FIR filter at the low sampling rate.
This filter equalizes the passband droop and performs a low rate change,
usually by a factor of two to eight.

The economics of CIC filters derives from the following sources: 1) no
multipliers are required; 2) no storage is required for filter coefficients; 3)
intermediate storage is reduced by integrating at the high sampling rate and
differentiating at the low sampling rate, compared to the equivalent imple-
mentation using cascaded uniform FIR filters; 4) the structure of comb-
filters is very “regular” consisting of two basic building blocks; 5) little ex-
ternal control or complicated local timing is required; 6) the same filter de-
sign can easily be used for a wide range of rate change factors, N, with the
addition of a scaling circuit and minimal changes to the filter timing. Some
problems encountered with CIC filters include the following. 1) Register
widths can become large for large rate change factors, R. 2) The frequency
response is fully determined by only three integer parameters (R, M, and N),

Frequency Response of Fourth order CIC withM=1,R=16
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Figure 11-10. Example frequency response for N=4, M= 1, R = 16.
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resulting in a limited range of filter characteristics.

Filter sharpening can be used to improve the response of a CIC filter.
This technique applies the same filter several times to an input to improve
both passband and stopband characteristics. The interested reader is referred
to [Kwe97] for more details.

11.11 Pipelining/Interleaving

The pipelining/interleaving (P/I) technique can be used to reduce the amount
of hardware when the same filtering operation is performed for several inde-
pendent data streams [Par89], [Jia97]. The idea is to use the same hardware
for all K data streams, as shown in Figure 11-11. This may be achieved with
some additional logic. The data streams are interleaved in a serial form in
time. The filtering operations are made with a K times higher clock fre-
quency; after filtering, the data stream is de-interleaved back into K parallel
data streams. This serial-in-time computation requires K register elements
instead of one register in the filter structure. In addition to that, extra logic is
needed in the interleave/de-interleave interfaces. The expense of this tech-
nique is the increased power consumption. This increase accrues because the
number of delay elements remains same, but the clock frequency is doubled.
The increased power consumption due to the doubled clock frequency in the
other elements such as in the taps and adders is compensated by the halved
number of elements.
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12. RE-SAMPLING

The multi-standard modulator has to be able to accept data with different
symbol rates. This fact leads to the need for a variable interpolator that per-
forms a conversion between variable sampling frequencies. Furthermore,
because the symbol rates in the different systems are not multiples of each
other, the interpolation ratio has to be a rational number. An interpolator that
is used for the sampling rate conversion is often called a re-sampler.

For example, the symbol rate of the GSM is 270.833 ksym/s and the
symbol rate of the WCDMA is 3.84Msym/s. These rates are not multiples of
each other. If these rates need to be converted to the sample rate 76.8MHz,
the interpolation ratios for the GSM and WCDMA modes have to be 283.56
and 20, respectively. The ratio of the sampling frequency to the signal
bandwidth determines, in part, the complexity of an interpolator with a ra-
tional number [Ves99]. Therefore, in these particular cases, an integer rate
interpolator should be used to increase the pre-oversampling ratio [Ves99],
[Sam00], [ChoO1], [Ram84]. The sampling rate can first be raised using
power-of-two ratios, for example. An efficient integer ratio interpolator is
fairly easy to implement using a polyphase decomposition, as discussed in
Section 11.8.

There are several methods of realizing a re-sampler with an arbitrary
sampling rate conversion. In this chapter, the design of the polynomial-based
interpolation filter using the Lagrange method is presented. Some other poly-
nomial-based methods are also discussed.

Even though the concentration in this chapter is focused on the polyno-
mial-based approaches, these are not the only ways to implement an interpo-
lator with a rational number ratio. One well-known approach presented in
most of the digital signal processing (DSP) books, in [Mit98], for example,
is to cascade an interpolator of an integer ratio L and a decimator of an inte-
ger ratio M to form an interpolator with a rational number ratio /M. Usually
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the multistage techniques are most efficient for these kind of solutions
[Mit98]. In [Gra01], a similar approach in which the decimation ratio M can
be a mixed integer/fractional number is used. In this system, the nearest in-
terpolated value is selected as an output value and the exact value at the time
instant is not calculated, which introduces some timing jitter. The methods
described in [Che93] and [Che98] allow the decimation and interpolation
factors to be prime numbers while preserving the multistage efficiency. Pro-
grammable cascaded integrator-comb filters are used for interpolation with a
ratio of variable rational numbers in [Hen99] and [AnaO1].

12.1 Interpolation for Timing Adjustment

When a sampling rate is to be converted, new samples using the known input
samples need to be calculated. An interpolator calculates one interpolant
v(kT,,) at a time using N input samples. Let's first consider a continuous-
time signal that is sampled with a sampling frequency Fy = 1/7,. The output
interpolants of an ideal interpolator are the same as if the original continu-
ous-time signal had been sampled at the sampling frequency F,,, = 1/T,.,
[Ves96a].

The time of the interpolant is governed by the fractional interval p in
Figure 12-1 and defined by

=x(nT,)
= y(n Tout)
""""" x(7)
............ My T, s
ILII(TTS
(n-z)Tq n-l)Tq }’lTv (n+1)T\

Figure 12-1. Interpolation in time-domain.
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(kT,,,—nT,)
e = (12.1)
where the fractional interval is Yy € [0,1), 7§ the input sample interval, 7,
the output sample interval and » the largest integer for which n7, < k7. The

output of the interpolator is
N/2

YT, )= Y (=T, (G + )T, (12.2)
=N/ 2+1
where x[(n - i)T;] and A,[( i+ W)7T;] for i = -N/2+1,....,N/2 are the N input
samples, i.e. basepoints, and the N samples of the continuous impulse re-
sponse of the interpolation filter, respectively.

12.2 Interpolation Filter with Polynomial-Based Im-
pulse Response

As can be seen from Figure 12-1, in case of the arbitrary re-sampling rate,
the fractional interval L has to be controlled on-line during the computation.
Equation (12.2) states that the continuous-time impulse response #,(7) is a
function of . This means that the filter coefficients of the interpolation fil-
ter must change for every new value of L. This can be achieved by calculat-
ing the coefficients for all possible values of L and storing these into a
lookup table. A new set of coefficients is then read into the filter structure
every time [ changes. Of course, this leads to a need for a huge coefficient
memory, particularly when using long filters and a high resolution of the
fractional interval. To avoid the very inefficient implementation using the
coefficient memory, the filter coefficients can be calculated on-line using a
polynomial-based interpolation.

The idea of the polynomial-based interpolator is that the continuous-time
impulse response /,(f) of the interpolation filter is expressed in each interval
of length 7| by means of polynomial [Ves99]

h G+ )T 1=, () ()" (12.3)
m=0

for i = -N/2+1, -N/2+2,..., N/2 and for Y € [0,1). ¢,(i) denotes the polyno-
mial coefficients for A,[(i + Ww)7,] and M is the degree of polynomial. The
coefficients c,(i) are constants and independent of . This leads to the most
attractive feature of the polynomial-based interpolation filters; they can be
implemented very efficiently using the so-called Farrow structure [Far9§]
described in Section 12.3.
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12.2.1 Lagrange Interpolation

One of the best known polynomial-based interpolation methods is the La-
grange interpolation. An advantage of the Lagrange interpolation is that the
polynomial coefficients can be determined in a closed form, and therefore no
optimization is needed [Ves99]. On the other hand, this leads to a fixed fre-
quency response that cannot be controlled by any other design parameter
than the degree of the polynomial M. All the same, the Lagrange interpola-
tors provide a fairly good approximation of the continuous-time signal at low
frequencies, i.e. far away from half the sampling rate [Ves99]. It is also a
maximally flat design of the interpolation filters or the fractional delay finite
impulse response (FIR) filters [Val95].

The approximating polynomial of degree M, denoted by y,(¢), can be ob-
tained by using the following M+ 1 time-domain conditions

. (iT,) = x(i), forn—%+1£i£n+%, (12.4)

which means that the reconstructed signal value is exactly the value of the
input signal at the sampling instants. To minimize the approximation error,
only the middle interval n7; <t < (n + 1)T; of the approximating polynomial
is normally used. In order to uniquely determine the middle interval, the
length of the filter N= M + 1 has to be even. Even though not recommended
in [Eru93], for instance, it is also possible to use the Lagrange interpolator
with an odd M. In this case, the locations of the filter taps have to be changed
when |, passes the value 0.5 to maintain [, within half a sample from the
center point of the filter [V&l95]. This is practically difficult to implement
and it also causes a discontinuity to the output signal [V&l95].

The impulse response 4,(f) of the interpolation filter based on the La-
grange interpolation can be derived by using the conditions of Equation
(12.4). It is a piecewise polynomial and can be expressed as (12.3),

M
h G+ )T 1= e, (D))" (12.5)
m=0
for i = -N/2+1, -N/2+2,..., N/2. The so-called Lagrangian coefficient func-
tions can be determined from the following equation
M N/2

e, "= ] Jox (12.6)

m=0 j="Ni it ]
j#i

One of the possible derivations of (12.6) is shown in Appendix [Vil95].
The coefficients c,(i) of a cubic, i.e. third order M = 3, Lagrange interpolator
are calculated in Table 12-1. The impulse and magnitude responses of the
linear (M = 1) and cubic (M = 3) Lagrange interpolators are depicted in
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Table 12-1. Filter coefficients for a cubic Lagrange interpolator.

m=0 m=1 m=2 m=3
cn(-1) 0 -1/3 1/2 -1/6
¢(0) 1 -1/2 -1 12
(1) 0 1 1/2 -1/2
c,(2) 0 -1/6 0 1/6

Figure 12-2 and Figure 12-3, respectively. One important property of the
interpolator, when using it as a sampling rate converter, is the phase linear-
ity. Even though the underlying continuous time impulse response of the
Lagrange interpolator is symmetric and thus linear phase, the phase response
of the interpolator is not linear for all W Fortunately, it is phase linear on
average. The average phase linearity can also be seen from the phase re-
sponses of the cubic Lagrange interpolation filter for u, =0, 0.1, 0.2, 0.3, 0.4,
0.5,0.6,0.7,0.8, 0.9, 1 depicted in Figure 12-4.

12.3 Farrow Structure

The Farrow structure is a very efficient implementation structure for a poly-
nomial-based interpolator. It suits well in real-time systems because it is fast
and it has fixed coefficient values. A Farrow structure can be found for any
polynomial-based filter [Ves99].

Substituting (12.5) into (12.2), the following is obtained

IMPULSE RESPONSES

— Cubic

0.8

0.6

h(t)
j=1
By

0.2

021 1

-2 -1 0 1 2
t/Ts

Figure 12-2. Impulse responses of linear and cubic Lagrange interpolators.
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FREQUENCY RESPONSES

fTs
Figure 12-3. Magnitude responses of linear and cubic Lagrange interpolators.

N/2 M M
kT, = D x[(n=DT]1Y ¢, () ()" =D v, (m) ()", (12.7)
i=—N/2+1 m=0 =0
where
N/2
v, (= x[(n-)T,]c, (). (12.8)
i=—N/2+1

(12.7) and (12.8) indicate that the polynomial-based interpolation filter

0

_ —_ o
O o
=) S S

)
S
=

Phase (degrees)

-250

-300

-350

0 0.1 0.2 0.3 0.4 0.5
Normalized frequency

Figure 12-4. Phase response of cubic Lagrange interpolator for different L, values.
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can be realized as M + 1 parallel FIR filters of length N having the coeffi-
cient values c,(7). The transfer functions of these filters are given by

N-1
C,(2)=) ¢, (=i+N/2)z" form=0,1,...., M. (12.9)
i=0
The interpolant y(kT,,,) is obtained by multiplying the output samples of
the parallel filters v,(n) by ()" for m = 0, 1,..., M. The Farrow structure
realization of the interpolator described above is depicted in Figure 12-5.
This efficient structure is implemented using the Horner's method [V&l95]

D v ()" = vy () +[v () +[v (1) + ..+ [vy, Ly (1) vy, (W I 1 - D (12.10)

m=0

The number of the FIR filter coefficients in the Farrow structure is N(M +
1). These coefficients are fixed and the multiplications can be efficiently im-
plemented as, for example, Canonic Signed Digit taps described in Section
11.6. In addition to these, M multiplications by the fractional interval . are
needed. This results in the total number of multiplications M+N(M + 1). This
is a maximal number; usually some of the coefficients are 0 or 1 and they
do not have to be implemented, or two coefficients may have the same value
and thus the hardware can be shared [Val95]. The unit delay elements of the
filters C,(z) can also be shared in order to reduce the amount of hardware.

Some modifications to the Farrow structure are presented in [Ves99] and
[Vdl95]. The modification in [Ves99] results in the symmetric or antisym-
metric impulse responses of the FIR filters C,(z) in the Farrow structure if
h,(?) is symmetrical, i.e. if they are linear-phase Type Il or Type IV filters.

x(m)

cy(N/2)
N
1~

a
en(N/2-1)

—{>—) Co2) )
[Zg
eu(-N/2+1)

|—’>~®

|
Cy(2) i
Orer —O—0—)

Hi

Figure 12-5. Farrow structure for a polynomial-based interpolator.
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This is generally not the case in the Farrow structure. The modification in
[Vil95] aims for a more efficient implementation by means of changing the
range of the fractional interval.

12.4 Alternative Polynomial Interpolators

There are many polynomial-based interpolation methods other than the clas-
sical Lagrangian method described in Section 12.2.1. Actually, the Lagrange
interpolator is optimal only in the maximally flat sense [Ves99]. In this sec-
tion, a number of other polynomial-based interpolation methods are pre-
sented briefly, and some of their pros and cons are discussed. The advan-
tages of the Farrow structure in a very large scale integration (VLSI) imple-
mentation gives grounds for concentration only in the polynomial-based
methods.

In addition to the Lagrange interpolation, another well-known time-
domain approach is the B-spline interpolation (see Figure 12-6). This ap-
proach, together with some modifications of it, is described in, for example,
[Hou78], [Ves99], [Ves95], [Uns91], [Egi96] and [Got01]. In this approach,
the B-spline functions are used as the interpolation functions. As a time-
domain approach, the B-spline interpolation suffers from the same lack of
flexibility as the Lagrange interpolation. After giving the degree of interpola-
tion M, the polynomial coefficients are uniquely determined. On the other
hand, this can be considered as an advantage, because no optimization is
needed. The maximal total number of multiplications in the Farrow structure
is M+ N(M+ 1) =M+ (M+ 1) [Ves99], as is the case also with the La-
grange interpolation, but a prefilter is needed before the Farrow structure in
order to calculate the B-spline coefficients. The non-stable and non-causal
IIR prefilter can be in most cases approximated using a causal FIR filter of

Table 12-2. Comparison of computational complexity.

Cubic Lagrange  Cubic B-spline Vesma-
(Figure 16-7) (Figure 12-6) Saraméki
(Figure 12-7)

Delay Elements 3 11 3
Scale by con- 6 11 7
stant
Scale by con- 3 8 6
stant (not pow-
ers of two)
Add/Subtract 11 19 16
Multiple/Divide 3 3 3
Passband  Rip- 0.003 0.048 0.001
ple (dB)
Image (dB) -77.94 -94.28 -92.86

Stopband
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length 9 [Ves95]. The B-spline interpolators have a better stopband attenua-
tion than the Lagrange interpolators of the same degree [Ves99]. Actually,
the stopband attenuation of the Lagrange interpolator cannot be greatly im-
proved by increasing the degree of interpolation. The main problems of both
the Lagrange and B-spline interpolations are a wide transition band and
fairly poor frequency selectivity for the wideband signals.

A better frequency-domain behavior for the wideband signals can be
achieved by using a frequency-domain approach. The polynomial coeffi-
cients of the impulse response /,(f) can be optimized directly in the fre-
quency domain. These methods have usually at least three design parame-
ters, which makes them more flexible compared to the time-domain methods
with only one design parameter. These parameters include the length of the
filter N, the degree of the interpolation M, which is not tied to the length of
the filter as is the case with the time-domain methods, and the passband edge
,. Some methods also allow the definition of the passband and stopband
regions. In [Ves96a], [Far98], [Laa96] and [Ves98], for example, several
frequency domain design methods are discussed. All these interpolators are
mentioned as offering a better frequency response for the wideband signals
than the filters based on the Lagrange or B-spline interpolations [Ves99]. An
interpolator designed using the method presented in [Ves96a] is taken here
as an example. It is referred to here as the Vesma-Saramaiki interpolator (see
Figure 12-7). The output instant for the interpolant y(k7,,,) in Figure 12-7 is

7,(0) = 1,732050808
hy(1) =-0,464101615
7,(2) =0,124355653
h,(3) =-0,33320997
h,(4) = 0,008928334

Figure 12-6. The structure of the cubic B-spline interpolator.
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controlled by (2 — 1), and not by L like for the Lagrange and B-spline in-
terpolators. The filter coefficients in Figure 12-7 were designed so that the
frequency-domain error function is minimized in the minimax sense
[Ves96a], [Ves00].

The Computational Complexity and the maximum level of the attenuated
images of the cubic Lagrange (see Figure 16-7), cubic B-spline (see Figure
12-6) and Vesma-Saramiki (see Figure 12-7) interpolators are compared in
Table 12-2. The interpolators are wused as a resampler in
GSM/EDGE/WCDMA modulator in Figure 16-6. The image rejection speci-
fication is more than 75 dB in WCDMA mode. The interpolation filter speci-
fications in Table 12-2 are as follows: the passband is [0 0.0625F], the stop-
bands are [0.9375 F, 1,0625 F] and [1.9375 F}, 2,0625 F,], the maximum
passband deviation is 0.05 dB, and the minimum stopband attenuation is 75
dB. The magnitude responses of the cubic Lagrange (see Figure 16-7), cubic
B-spline (see Figure 12-6) and Vesma-Saraméki (see Figure 12-7) interpola-
tors are depicted in Figure 12-8. One important property of the interpolator,
when using it as a sampling rate converter, is the phase linearity. The con-
tinuous time impulse responses of the cubic Lagrange, cubic B-spline and
Vesma-Saraméki interpolators are symmetric around 7 = 0 (see Figure 12-8)
and thus they have linear phase. The elements of the prefilter are added to
the number of elements of the B-spline interpolator in Table 12-2. The num-
ber of operations only gives an overview, because they depend on the im-
plementation of the interpolator and thus there is no unique way to calculate

X -1 = =
Z Z Z

%0.1157

Figure 12-7. The structure of the Vesma-Saraméki interpolator.
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them. Scaling by a constant is considered a fairly simple operation that can
be performed using the multiplierless coefficients described in Section 11.6.
The passband ripple is here the maximum value of the frequency response
minus unity. The values in Table 12-2 indicate that the cubic Lagrange inter-
polator is the most appropriate method of these with a sufficient performance
and an efficient realization. It is therefore used in Figure 16-6.

Even though the results in some articles, in [Ves96b], for example, indi-
cate that the frequency domain approaches are better in performance and in
computational complexity, this was not the result in this case. The values in
Table 12-2 indicate that the time-domain approach, the B-spline interpola-
tion and the Lagrange interpolation give performance similar to the fre-
quency domain approach Vesma-Saraméki interpolation. A reason for this
discrepancy in the results is that, in this case, the sampling rate is increased
before the re-sampler by an integer ratio in Figure 16-6 and so the ratio of
the signal bandwidth to the sampling rate is smaller (0.0625F).

Some other polynomial interpolation methods worthy of a mention are
the piece-wise parabolic explained and used in [Eru93], [Cho01], for exam-
ple, and the use of the trigonometric functions as interpolation functions in,
for example, [Fu99]. The disadvantage of the interpolation filters based on

IMPULSE RESPONSES

12
1
0.8
0.6

— B-spline
---- Lagrange
....... Vesma-Saramiki

2 -1.5 -1 0.5 0 0.5 1 15 2
t/T,

FREQUENCY RESPONSES

2.5

1.5
Frequency/F

0 0.5

Figure 12-8. Impulse and magnitude responses of cubic Lagrange (see Figure 16-7), cubic B-
spline (see Figure 12-6) and Vesma-Saramiki (see Figure 12-7) interpolators.
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Figure 12-9. Output of the NCO for control word 0.35.

the trigonometric interpolation is that they do not offer good frequency se-
lectivity for wideband signals, i.e. for signals with the highest baseband fre-
quency component close to half the sampling rate [Ves99]. In [Sne99], an
average of the overlapping interval of multiple polynomials fitted to differ-
ent input samples is used for the interpolation. This way lower-order poly-
nomials can be used to calculate the interpolant using the same number of
input samples that is used by one higher-order polynomial. This approach is
mentioned to provide a better aliasing rejection with only slightly more
complex coefficient calculation than using only one lower-order polynomial.

12.5 Calculation of Fractional Interval p, Using
NCO

As shown by (12.3), in case of a polynomial-based interpolation, there is no
need to calculate the polynomial coefficients c¢,,(i) on-line. The only vari-
ables in the interpolation (12.2) are the fractional interval y, € [0,1) and the
index 7 of the input samples. The approximations of these variables can be
calculated using a numerically controlled oscillator (NCO) [Gar93]. The
output of the NCO, denoted as 1(k), is defined

n(k +1)=mod[n{k)+ Ag, 1], (12.11)
where the positive Adis the NCO control word and mod[] denotes the
modulus operation. The NCO is clocked with the output sampling rate F,,,, of
the interpolator. The output of the NCO, which is a positive fraction, will be
incremented by an amount A¢ at every 7,, seconds and the register will
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overflow every 1/A¢ clock ticks, on average. The control word A¢ can be
calculated using the equation
F
Ap=——. 12.12
¢ 7 ( )

out

Figure 12-9 shows the output 1 of the NCO for a control word A¢ = 0.35.
When an overflow occurs, the MSB of the binary NCO output word n(k)
switches from the state '1' to the state '0'. As mentioned, this happens on av-
erage at intervals

LTM =hTom =T,. (12.13)
Ay £y
(12.13) implies that the MSB of the NCO output n(k) can be used as the
sampling clock of the interpolator (it must be inverted when a rising edge
logic is used). This clock controls the shift registers in the Farrow structure
shown in Figure 12-5 and therefore takes care of the index »n. Because the
output of the NCO can change only at the clock tick, (12.13) holds only on
average, introducing some jitter to the clock derived from the MSB [Gar93].

From the triangles in Figure 12-9 the following equation can be derived
i T _ tan Ty _ i T

= , (12.14)
n(k) — nk+l)  n(k)+Ad
where
77(16)=M"—qu (12.15)
M1 —Hy-

By substituting Equation (12.12) and (12.1) into the denominator, it fol-
lows
_ Hy Fv /F,

k M=y, 12.16
n(k) T T M ( )
(12.16) shows that the NCO output (k) is a direct approximation of the
Ph e—— ref clk
ase
Compare
' 1, clk1/8
V>DIV —»clk1/4
—>clk1/2
,MSB
32 4 32| Re e
Ad sampling 7-1 7 .
NCO / '
A ¥ W [7:0]
k3 clk
clk

Figure 12-10. NCO with the synchronizer used for fractional interval calculation and clock
generation.
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fractional interval W, Since it is not possible to represent all frequencies ex-
actly, the accuracy of the approximation depends on the word length of the
NCO [IntO1]. The maximum error of the control word A¢ is half the LSB.
This error can be corrected by using a timing recovery loop and adding the
derived error signal to the control word A¢.

12.5.1 Synchronization of Resampling NCO

The infinite word length of the digital control word Ady;,, makes it not always
possible to have a binary control word representing the ideal Ad exactly.
This means that the input registers of the interpolator are sampling either a
little too fast or a little too slow. The error of the closest binary control word
is

Eng :‘A¢_A¢bin ) (12.17)

where
Ag,, =round(Ag-27)/27, (12.18)
and j is the number of bits in the binary control word. The error will occur in
the MSB used as the sampling clock for the interpolator after n,. = 2'1/€A¢
clock cycles and after
5-1
" F,, Epg

seconds. For 32-bit NCO with &, = 0.00000000009313 and F,,, = 80MHz,
the error will occur after 67.1 s. This is a rather long time and if the opera-
tion of the interpolator can be interrupted and the device reset before the er-
ror occurs, there is no need for compensation. Of course, according to
(12.17) and (12.18) the error will occur even less frequently if the word
length of the control word is increased. Naturally there are also cases where
Adpin = Ad and then (12.17) equals zero and no compensation is needed. In
the devices that require continuous-time operation, the error due to the infi-
nite length control word causes sampling errors. To prevent this, the NCO

(12.19)

start
— Counter
compensation AStop
word Comparator f
<— Shift T and clk H— clkl1/8
Sign Selector Startl L ef olk
Counter
Sel. top
Fast f
Sync. clk

Figure 12-11. Phase comparison and compensation word decision.
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has to be synchronized to the input data. This can be done by varying the
control word between values that are a little too large and a little too small,
such that on average the control word is equivalent to the accurate value. A
phase comparator can be used to compare the phase of the generated clock
and the reference clock that implies the input data sample periods. If the
generated clock has been drifted due to a too small control word, a compen-
sation value is added to the control word and the phase of the generated
clock drifts back to the optimum phase. The compensation word can be cho-
sen so small that it has a negligible effect on the much shorter fractional in-
terval W and on interpolation result. At smallest, the compensation word
might be no larger the size of the LSB of the control word. For example, if
Ad = 0.4 and j = 32, we get AQpin = 0.39999999990687, and by adding one
LSB we get Adpi, + LSB = 0.40000000013970. Such a synchronizer is actu-
ally a simple phase locked loop, where the loop filter is of the first order.
The block diagram of the NCO with the synchronizer is depicted in Figure
12-10.

After the device is reset, the phase of the generated clock can be far from
the optimum. In this case, with a very small compensation word the drifting
to optimum phase can take a very long time, depending on how accurate the
frequency control word is. To prevent this long initialization time, we can
use a larger compensation value for fast drifting and change the value to the

288 [
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phase difference/°
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Figure 12-12. Phase difference of the reference clock and the generated clock when synchro-
nizer is in use (solid line) and not in use (dashed line).
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smaller one after the coarse synchronization is found. This kind of synchro-
nization technique changes the phase drifting introduced by the inaccuracy
of control word to a phase jitter, which can be tolerated without sampling
errors if the overall interpolation ratio of the system is large enough.

The jitter is of the order of the output clock cycle (12.19), so the larger
the interpolation ratio, the better the jitter can be handled, since the jitter is
proportionally smaller compared to the input clock cycle.

The implementation of the phase compare block in Figure 12-10 is based
on two digital saturating counters running at the output sampling frequency.
A block diagram of the phase compare block is shown in Figure 12-11. The
counters measure the phase difference of the reference clock and the gener-
ated clock in both directions. The result is given in output sampling periods.
Because the counters have to be able to measure the worst case phase differ-
ence in output clock cycles, the number of bits needed in the counters is de-
termined by the largest overall interpolation ratio for which the system is
intended. The smaller of the measured differences is selected as the compen-
sation word. The selection of the counter also defines the direction of the
phase difference and therefore the sign of the compensation word. When the

0.5]

out

-0.5

63200 63400 63600 63800 64000 64200 64400 64600
t/ns

Figure 12-13. Output of 3rd-order Lagrangian interpolator when synchronizer is in use (solid
line) and not in use (dashed line).
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circuit is reset, the synchronizer is initialized to a fast sync-mode and the
compensation word is multiplied much larger by shifting the binary compen-
sation word. Once the synchronization is found, the synchronizer sets auto-
matically to the normal operation mode.

12.5.2 Simulations

Figure 12-12 shows the phase difference of the reference clock and the gen-
erated clock when the synchronizer is used or not. As can be seen, the syn-
chronizer prevents a sampling error to occur in the input of the modulator
circuit after 2272 ns of operation, since at that moment the phase difference
exceeds 90°. In the simulation, an interpolation ratio of F,,/F = 2.5 is used.
The input sampling rate is 30.72 MHz and the output sampling rate is 76.8
MHz. The accuracy of the phase accumulator is reduced to 7 bits in order to
see the effects more quickly.

Figure 12-13 shows the output of a third-order Lagrange interpolator us-
ing a proposed synchronizer (solid line) and the output with the synchronizer
turned off after the synchronization is once achieved (dashed line). The input
signal is a sine with a frequency of 0.0318 F;,. The sampling rates are simi-
lar to the previous simulation and the accuracy of the phase accumulator is
14 bits. As can be seen from Figure 12-13, approximately 63500 ns after the
synchronizer is switched off, the interpolator begins to make sampling faults,
i.e., it doubles some samples and skips others. The synchronized output re-
mains correct.
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Chapter 13

13. FIR FILTERS FOR COMPENSATING D/A CON-
VERTER FREQUENCY RESPONSE DISTORTION

Three different designs are represented as compensating the sinc(x) fre-
quency response distortion resulting from D/A converters, by using digital
FIR filters. The filters are designed to compensate the signal’s second image
distortion. All filters are designed on a programmable logic device (PLD).
The numbers of logic elements (LEs) needed in three different implementa-
tions are compared. The measured second image of the wideband code divi-
sion multiple access (WCDMA) signal meets the adjacent channel leakage
power specifications.

The output of the digital modulator could be heterodyned up to the de-
sired frequency by employing a mixer/local oscillator (LO)/filter combina-
tion, as shown in Figure 13-1 (a). The alternative method is to use images to
up-convert, as shown in Figure 13-1 (b). To obtain frequencies above Ny-
quist frequencies, the output of the D/A converter is band-pass filtered (BPF)
by an ‘image-selecting’ band-pass filter, rather than a low-pass filter (LPF).
This saves a number of analog components (LPF, mixer, LO).

In the digital to analog (D/A) converters, there is amplitude distortion in
the spectrum of the signal being converted. The converters are usually im-
plemented by using a Non-Return-to-Zero (NRZ) pulse shape (zero-order
hold) so that the impulse response of the converter is a rectangle. The width
of the rectangle is 7, and the height is scaled to 1/7;. The frequency re-

I ..
Q—> ]lallg(lltal | D/A LPF BPF I—> Digital D/A
odu- con-
—» lator verter LO Q Modu- —’conver- L1
I —» lator ter

Figure 13-1. Up-conversion. (a) Conventional. (b) Using images.
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sponse of the converter is calculated by taking a Fourier transform of the
rectangle, which is given by

sin(z [/ Ry 13.1
Hepy, = S L) e (13.1)
T [l
where sin(m f/f,)/(w f/f;) can be written as sinc(n f/f;). Here f; = 1/T; is the

sampling rate of the D/A converter. The ideal pre-compensation filter has a
linear phase response and the magnitude response is given by

\H(f)| =[1/sinc(z £/ 1) (13.2)

The images exhibit a significantly poorer signal to noise and distortion
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Figure 13-2. (a) The sinc-effect, signal, and its images. (b) The pre-compensation filter re-
sponse, D/A converter sinc response and the second image.
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ratio (SNDR) than does the fundamental signal because of the sinc attenua-
tion. The amplitude of the image responses decreases according to sinc(rw
11f;), while spurious responses due to the D/A-converter clock feedthrough
noise and dynamic non-linearities generally roll off much more slowly with
the frequency. Nevertheless, the first and second images may still meet the
system SNDR requirements. The SNDR degradation can be compensated by
using a more accurate D/A converter.

The sinc effect introduces a droop, which is not acceptable when the
bandwidth of the signal is a wide (e.g. WCDMA signal [GPP00]). The sig-
nal, three images, and the D/A converter frequency response are represented
in Figure 13-2 (a). If we take an odd numbered image, the fundamental sig-
nal frequency response has to be mirrored with respect to the center fre-
quency. In this chapter, we compensate the second image, which is illus-

ird
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Figure 13-3. Four different D/A converter pulse shapes (a) in time domain (b) and their
magnitude responses.
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trated in Figure 13-2 (a). In the Figure 13-2 (b), there is the pre-
compensation filter response, the second image, and the D/A converter sinc
response. The sinc distortion is cancelled by the pre-compensation filter.
This chapter shows three different implementations to compensate the sinc
distortion by using digital FIR filters. In [Sam88], the real filter was de-
signed to compensate the distortion of the fundamental signal (not image).

13.1 Four Different D/A Converter Pulse Shapes

Another solution for flattening the spectrum of the D/A converter is a change
of the pulse shape [Bug99]. In Figure 13-3 (a), the four different pulse
shapes are: a Non-Return-to-Zero (NRZ) pulse, a Return-to-Zero pulse (RZ)

cos(®n)
Pulse- Interpo_

I | Shaping lation % To D/A
Filier | »] Filter > 1;:«:1 Converter
PUIS?' Interpo- p(;(:lr;__

Q, Sllfllzmg ) la.tlon _> tion

uter Filter * Filter
-sin(®n)
(a)
cos(®n)

1 Pulse- Interpo-

Shaping Complex P lation To D/A

Filter Pre- Filter Converter
Compen-
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Q Shaping Filter > lation
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-sin(®n)
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IR i
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Multiplier Comp.ensatlon Multiplier | Q
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ejTCn/Z -j™n/2
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©
Figure 13-4. Pre-compensation filter in the digital modulator at (a) IF, (b) baseband
(complex) and (c) baseband (quadrature).
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[Bug99], a double RZ pulse (RZ2) and a double complementary pulse
(RZ2c). The magnitude response of RZ pulse is

IRZ(f)| = (TJ/T,)sinc(n f / £,)), (13.3)
where f, = 1/T.and for RZ2 is
[RZ2(f)| = T,/T,)|sinc(n [/ f,) cos(zzz_f/fy)\, (13.4)

where f, = 1/T,,and for RZ2c is
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Figure 13-5. Frequency and impulse response of the (a) real FIR IF, (b) complex FIR
and (c) quadrature FIR in the f /4.
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IRZ2¢(/)|=(2T./T,) (13.5)

sinc(n f/ f,)sinRz f/ f.)

where f, = 1/T,. The magnitude responses are shown in Figure 13-3 (b),
when 7, = 7/2 and T, = T, = T/4. The NRZ and RTZ pulses are optimized for
signals near DC. For frequencies near f;, the RZ2¢ pulse shows the largest
gain. In the case when the frequencies are near 2 f;, the RZ2 pulse results in
the smallest loss of gain. Depending on the image frequency, different D/A
converter pulse shapes give the largest gain. In order to be able to make the
RZ, RZ2 and RZ2c pulses, a higher sampling frequency than f; is required.
Large voltage steps in these pulses cause clock jitter and waveform fall/rise
asymmetry sensitivity. In this chapter, the filters were designed to pre-
compensate the distortion from the NRZ pulse shape.

b

13.2 Different Implementation

In this chapter, the pre-compensation is carried out in three different ways.
In the first method, it is performed in the IF by using a real filter that is
shown in Figure 13-4 (a) [Sam88]. In the second case, we compensate the
baseband signal by using a complex FIR filter. The block diagram of the pre-
compensation filter in the baseband is shown in Figure 13-4 (b). In the third
method, the baseband signal is upconverted to f/4 and the I and Q signals
are both compensated by using real FIR filters. After pre-compensation, sig-
nals are down-converted back to the baseband. The block diagram of this
method is shown in Figure 13-4 (c).

In all cases, the peak error must be below + 0.045 dB over the 5 MHz
signal bandwidth (WCDMA channel bandwidth [GPP00]). The center of the
signal’s second image being compensated is located at 5/4f;, which is shown
in Figure 13-2.
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Figure 13-6. The measured second image of the WCDMA signal.
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In the first case, the pre-compensation is carried out in IF by using a real
linear phase FIR filter. The sampling frequency is 76.8 MHz, the signal fre-
quency is 19.2 MHz and the center frequency of the image is located at 96
MHz. The output signal of the D/A converter is pre-compensated so that the
droop in the second image is cancelled. The magnitude response of the pre-
compensation filter at 19.2 MHz (f,/4) is obtained from (13.2), where f; is
76.8 MHz and f'is 96 MHz (5/4f,) £ 2.5 MHz. If a D/A converter pulse shape
other than the NRZ is used, then the magnitude response of the pre-
compensation filter is obtained from the inverse of (13.3), (13.4), or (13.5).

In the second case, the pre-compensation is performed in the baseband,
where the sampling frequency is 30.72 MHz. Because the frequency re-
sponse is not symmetric with respect to zero frequency, the pre-
compensation FIR filter has to be complex. The pre-compensation located in
the baseband allows the pre-compensation filter to run at a lower computa-
tional rate.

The third way to compensate discussed in this chapter is to up-convert
the baseband signal to f;/4, using the complex multiplier ¢™™*. In this special
case, when the IF center frequency is equal to a quarter of the sampling rate,
considerable simplification is achieved, since the sine and cosine signals rep-
resenting the complex phasor degenerate into two simple sequences [1 0 —1
0...]and [0 10 -1 ...], thus eliminating the need for high-speed digital mul-
tipliers and adders to implement the mixing functions. The only operations
involved are sign inversions and the interchanging of real and imaginary
parts. After the upconversion, two real filters compensate I- and Q-signals
separately, and the compensated signal is down-converted back to the base-
band with the ¢?™? complex multiplier. In this case, the sampling frequency
is the same as in the complex filter case.

Table 13-1. Three implementations

Real FIR | Complex Quadrature
in the IF FIR in the f/4
Number of Taps 5 5 7
Sampling Fre-
76.8 30.72 30.72
quency (MHz)
Number of Les 135 456 416
LEs utilized (%) 7 26 24
Max Clock Fre-
131.57 125 75.18
quency (MHz)
Peak Error of the
) +0.0278 +0.0325 10.0374
Compensation (dB)
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13.3 Filter Design

The first step is to design the ideal coefficients. The real filter coefficients
were designed by Matlab. In Matlab, there is a remez function, which uses
the Parks-McClellan algorithm to calculate the coefficients; for the complex
filter design there is function called cremez [Mat94].

A function was developed in which the user has to give five parameters:
order of the desired filter, signal bandwidth, image center frequency, sam-
pling frequency, and the weight of the pre-compensation error. There are
also a small number of optional parameters. The function fits the filter re-
sponse to match the sinc(x) compensation only on the signal band. The so-
called ‘don’t care’ regions cannot be left out of the signal band; if they were
to be left out, then the frequency response in those regions could be tens of
dBs higher than in the signal band. This would not be acceptable, so the gain
in those regions is restricted.

The allowable filter coefficients were constrained to the set of numbers
representable by a canonic signed-digit (CSD) code with 10 (ternary) bits of
word length and only 2 nonzero digits by using an algorithm from [Sam8&9].
The ideal filter coefficients should be scaled so that the overflows cannot
occur for baseband or [IF WCDMA signal (narrow signal bandwidth respect
to the sampling frequency). The second reason for scaling the coefficients is
to minimize the error introduced by rounding the coefficients to the nearest
representable CSD code [Sam88]. The word length of the input data is 14
bits. Inside the filter, the word length was increased to 15 bits so as to im-
prove the accuracy of the filter. At the end of the filter, the signal is trun-
cated back to 14 bits.

In Figure 13-5, the frequency and impulse responses of the designed fil-
ters are represented. The (*) in the impulse response of the complex filter
stands for complex conjugate. The frequency responses in the signal band-
width are shown inside the figures in the small boxes. The peak errors of the
compensation over the signal bandwidth are shown in Table 13-1.

13.4 Implementations

All the filters were implemented with an Altera FLEX 10K A-1 series device
[F1e98]. The filters were designed on an EP10K30ATC144-1 device. The
number of logic elements (LEs) needed in three different implementations is
shown in Table 13-1. The real filter in IF is the most efficient way to imple-
ment the pre-compensation. The quadrature filter in the IF includes two real
filters, and complex multipliers €™ and ¢’ That is why the number of
logic elements (LEs) is so large.
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13.5 Measurement Result

The simulation results in the real IF case were saved in the pattern generator
memory. These data were transferred to the 14-bit D/A converter [Kos01].
The measured second image of the pre-compensated WCDMA signal is
shown in Figure 13-6, where the ACP/ALT1 means the first/second adjacent
channel leakage power ratio, respectively. The sampling frequency of the
D/A converter is 76.8 MHz and the center frequency of the second image of
the WCDMA signal is located at 96 MHz, as shown in Figure 13-6. The ad-
jacent channel leakage power ratios are 50.43/55.09, as shown in Figure 13-
6. The specifications are 45/50 dB, when the spectrum is measured at the
base station RF port [GPP0O]. The measurement result meets the specifica-
tions. There is some margin (5 dB) to take care of the other transmitter
stages that might degrade the spectral purity of the signal.

13.6 Conclusion

Three different designs are represented to compensate the signal’s second
image distortion resulting from the D/A converter sinc(x) frequency re-
sponse by using digital linear phase FIR filters. The measured WCDMA sig-
nal’s second image meets adjacent channel leakage power specifications.
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14. ADIRECT DIGITAL SYNTHESIZER WITH TUN-
ABLE DELTA SIGMA MODULATOR

Table 14-1 shows spurious free dynamic ranges (SFDRs) to the Nyquist fre-
quency in recently published direct digital synthesizers (DDSs) and D/A
converters [Nic91], [Tan95], [Van98], [Ana02], [Sch03], [Jan02]. It is easy
to achieve 100 dBc SFDR in the digital domain [Jan02]. In the wide output
bandwidth DDSs, most spurs are generated less by quantization errors in the
digital domain (see row 3 in Table 14-1) and more by analog non-idealities
in the D/A-converter (see row 4 in Table 14-1), because the development of
D/A converters is not keeping pace with the capabilities of the digital signal
processing with faster technologies [VanO1].

The multi-bit D/A converter is susceptible to glitches and spurious noise
(as the output frequency increases), which is difficult to remove by filtering.
The D/A converters with excellent amplitude resolution and frequency re-
sponse tend to consume excess power and are expensive. As the 1-bit delta
sigma (AY)) D/A converter has only two levels, any misplacement of the lev-
els results only in gain error or offset. Neither of those are of great impor-
tance in many applications. The 1-bit AY. D/A converter is an all digital cir-
cuit, which has numerous advantages over analog signal processing, such as
flexibility, noise immunity, reliability and potential improvements in per-
formance and power consumption because of the scaling of the technology.
In addition, the design, synthesis, layout and testing of digital systems can be
highly automated. The DDS with 1-bit A> D/A converter is attractive in
digital transmitters, where it allows the output transistors to be operated in a
power-efficient switching mode, and thus may result in an efficient power
amplifier [Nor97], [Jay98], [Key01], [Twa00].
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Phase Modulation Amplitude Modulation
14 12
AP 13 | PHASE |, 14 | PHASETO | |5 1 | TuNABLE| | | 1BIT :
ACCU- AMPLITUDE YA /s D/A- ABLE |
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TOR (SINE) LATOR VERTER

Figure 14-1. Direct digital synthesizer with tunable real A modulator.

14.1 Direct Digital Synthesizer with Tunable
AY. Modulator

The DDS with a tunable real AY. modulator is shown in a simplified form in
Figure 14-1. It has the following basic blocks: a phase accumulator, a phase
adder, a phase to amplitude converter (sine output), a multiplier, a real AY,
modulator, a 1 bit D/A converter and a filter. The DDS with a tunable com-
plex A modulator is shown in Figure 14-2. It has the following basic
blocks: a phase accumulator, a phase adder, a phase to amplitude converter
(quadrature output), two multipliers, a complex AY. modulator, a 1 bit D/A
converter and a filter. The DDSs are capable of frequency, phase, and quad-
rature amplitude modulation.

The phase value is generated using the modulo 2’ overflowing property of
a j-bit phase accumulator (j = 18) in Figure 14-1 and Figure 14-2. The rate of
the overflows is the output frequency (4.1). The phase to amplitude con-
verter converts the digital phase information into the values of a sine (and
cosine) wave(s) in Figure 14-1 and Figure 14-2. The AY. modulator quan-
tizes the phase to amplitude converter output to two levels such that most of
the quantization noise power resides outside the signal band. The analog fil-
ter removes the out of band quantization noise along with any out-of-band
noise and distortion introduced by the 1-bit D/A converter. The passband of
the analog filter is tuned according to the DDS output frequency.

By setting the least significant bit of the phase accumulator to one the
numerical period is maximal in (4.4). It has the effect of randomizing the
errors introduced by the quantizied phase to amplitude converter samples,
because, in a long output period, the error appears as "white noise" [VanO1].
The disadvantage is that it introduces an offset into the output frequency of

Phase Modulation Amplitude Modulation

14 PHASETO | 12 12 1 D/L‘EégN

/ -CON- TUN-
AMPLITUDE /- TUNABLE [-/p )
AP 18 Zl”é‘gf 14 14 JCONVERTER] COMPLEX VERTER ABLE
- (QUADRA- | 12 12 |[zamopu-| | coM- |

MULA- TURE /5| LATOR 1-BIT PLEX
TOR OUTPUTS) 7 %{ D/A-CON- [ E11 TER

VERTER

Figure 14-2. Direct digital synthesizer with tunable complex AY. modulator.
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Table 14-1.
Single-Tone SFDR
[Nic91] | [Tan95] | [Van98] | [Ana02] | [Sch03] | [Jan02]
Sampling Fre- | 150 200 150 165 400 200
quency MHz M#z MHz MHz MHz MHz
Digital Data at 90.3 84.3 72 - - 100
D/A Converter dBc dBe dBc dBc
Input
Analog Signal at | 5148 58.50 52 dBc 57dBc | 63 dBc -
g{llt\put Converter dBe dgc @ @ @
@ 12 MHz 75 MHz 50 MHz 120
11.1 Output Output Output MHz
MHz Output
Output

T In the digital domain SFDR is achieved over tuning range (0 to Nyquist frequency)

the DDS. The offset will be small if the ratio of the sampling frequency to
the power of two of the phase accumulator length is low in (4.2). Another
method is to use a dither signal to randomize input quantization error to pre-
vent idle tones [Nor97].

14.2 Quadrature Modulator

The frequency modulation could be superimposed on the hopping carrier by
simply adding and subtracting a frequency offset to/from AP. The quadrature
amplitude modulation (QAM) could be performed

1o = 1(n)cos(@,,, n) + O(n)sin(@,,, n) = A(n)cos(a,,, n — P(n)),

Qout = Q(”l) Cos(wout n) - [(n) Sin(a)out n) = A(I’Z) Sin(a)out n-— P(}’Z)), (14 1)

where A(n) = I(n)2 + Q(n)2 and P(n) = arctan(Q(n)),

1(n)

where arctan is the four quadrant arctangent of the in-phase (/(»)) and quad-
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Figure 14-3. Phase to amplitude converter for sine function in Figure 14-1.
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rature phase data (Q(n)). The in-phase output is only needed in Figure 14-1,
which requires one adder for phase modulation (P(#)) before the phase to
amplitude converter (sine) and a multiplier for amplitude modulation (4(r))
after the phase to amplitude converter according to (14.1). The quadrature
output is needed in Figure 14-2, which requires two multipliers after the
phase to amplitude converter (quadrature output) according to (14.1).

14.3 Phase to Amplitude Converters

The sine wave is separated into /2 intervals in Table 9-1, and each interval
is called a quadrant (q). The two most significant phase bits represent the
quadrant number. The full sine wave can be represented by the first quadrant
sine, using the symmetric and antisymmetric properties of sine, as shown in
Table 9-1 [McC84]. Therefore, the two most significant phase bits are used
to decode the quadrant, while the remaining 12 bits are used to address a
one-quadrant sine look-up table in Figure 14-3. The quarter wave sine func-
tion is approximated by the sixteen equal length 2nd degree polynomial seg-
ments

sin(zP/2+2x/2%)=a,(w)+a,(u) (P-u)+a, () (P-u)*, (14.2)
where ag(u), a1(u), ax(u) are polynomial coefficients. Please note that a 1/2
LSB offset was introduced into the phase in order to reduce hardware (see
Figure 9-7). The phase address of the quarter of the sine wave “P” is divided
into the upper phase address "u" and the lower phase address "P-u". While
higher order polynomial can be employed, their contribution to the accuracy
is very small and, therefore, of little weight in this application. The coeffi-
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Figure 14-4. Phase to amplitude converter for sine and cosine function in Figure 14-2.
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cients are chosen using least-squares polynomial fitting. These coefficients
vary according to the upper phase address "u". The four most significant bits
of the input phase are selected as the upper phase address "u", which is trans-
ferred simultaneously to two read-only memories (ROMs) as address signals
as shown in Figure 14-3. The output of the "ay(z)" ROM is the first term of
the polynomial in (14.2) and is transferred to a first adder, where it will be
summed with the remaining terms involved. The least significant bits "P-u"
are multiplied by the output of the "a;(x)" ROM to produce the second term
of the polynomial. The third term is computed in the ROM by multiplying
the coefficient "a,(u)" and the square of the lower phase address "P-u". This
is performed by selecting the upper bits of "P-u" and "u" values as a portion
of the address for the ROM. This is possible since the last term only roughly
contributes 4 LSBs to the output. The discrete Fourier transform (DFT) of
the sine wave approximated by the sixteen equal length 2™ degree polyno-
mial segments gives SFDR of 87.09 dBc.

The DDS architecture for both sine and cosine functions (quadrature out-
put) is shown in Figure 14-4. The architecture is a simple extension of
Figure 14-3, because the eight wave symmetry of a sine and cosine wave-
form would be advantageous [Tan95], [McC84]. The sine and cosine waves
are separated into 1/4 intervals in Table 9-2; each interval is called an octant
(o). The three most significant phase bits represent the octant number. The
sine and cosine curves for all octants can be represented by one octant of
sine and one octant of cosine, using the symmetric and antisymmetric prop-
erties of sine and cosine. Hence, only the sine and cosine samples from 0 to
1/4 in Figure 14-4 need be calculated, because the sine wave from /2 to w/4
is the same as the cosine from 0 to ©/4, and the cosine wave from m/2 to /4
is the same as the sine from 0 to 7/4. The Exclusive Ors (XORs), negators
and multiplexers (MUXs) in Figure 14-4 are used to obtain full sine and co-
sine waves by changing polarity and/or exchanging the first octant sine and
cosine values according to scheme defined by Table 9-2 [McC84].

Figure 14-5. Tunable sixth order modulator.
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14.4 Tunable AY, Modulators

With a basic AY. modulator, only a small fraction of the bandwidth can be
occupied by the required signal. A larger fraction of the Nyquist bandwidth
can be made available if a tunable AY modulator is employed. This is
achieved by using discrete-time low-pass-to-bandpass transform

—1 _
1 cos(t90)1 ’ (14.3)
1—-cos(@,)z"
which preserves both the realizability and maximum out of band gain con-
straint [Nor97]. The notch frequency of the all-pass transfer function is
f,=1.6,/2nm, (14.4)

which is set the same as the DDS output frequency from (4.1).

A third-order noise transfer function (NTF) was designed using the delta
sigma modulator design toolbox [Ftp] for a maximum out-of-band gain of
1.52 (3.62 dB) with zeros optimized for minimum in-band noise at an over-
sampling ratio of 64. The number of bits required in each stage and the inter-
stage scaling coefficients were optimized using simulations. The complete
modulator, including word lengths and coefficients, is depicted in Figure 14-
5. The order of the NTF is doubled by the substitution (14.3), since each de-
lay is replaced by a second order sub filter. Errors in approximating the coef-
ficients for cos(6,) simply result in a frequency shift of the tuned notch of
the filter, because the NTF zeros are shifted around the unit circle of the z
plane. The block diagram of the all-pass transfer function G(z) from equa-
tion (14.3) is shown in Figure 14-5. Tuning is trivially accomplished by
changing the cos(6,) multiplier of the all-pass network.

For a given order, the complex A loop can achieve better performance
than a real A, loop because it is not constrained to realize the zeros as com-
plex conjugate pairs [Jan02]. The noise attenuation performance of the real
tunable AY. loop degrades, while the notch frequency deviates from dc or £;/2
and the complex A2 loop remains constant with the notch frequency
[Jan97], [Azi95]. The complex 2™ order modulator is shown in Figure 14-6

Figure 14-6. Structure of the complex second order modulator.
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Figure 14-7. Block diagram of test system.

[Azi95]. Tuning is trivially accomplished by changing the sine and cosine
coefficients in Figure 14-6. Errors in approximating the coefficients result in
a degradation of the tuned notch of the filter if the angular frequency of the
sine and cosine coefficients is different, because the NTF zeros are shifted
away from the unit circle of the z plane. The complex modulator requires a
complex analog post-filter as shown in Figure 14-2. If only the real analog
output is needed, then an analog half-complex filter (Hilbert transformer)
can be used.

14.5 1-bit D/A Converter

Since the output of the 1 bit D/A converter is an analog signal, it is amenable
to clock jitter, waveform fall/rise asymmetry and noise coupling [Mag97].

Delta 1 [T1] RBW 5 kHz RF Att 10 dB
Ref Lvl -80.33 dB VBW 5 kHz Mixer -10  dBm

-10 dBm -72.14428858 kHz SWT 2s Unit dBm

-10

20 3
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e
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Center 12 MHz 200 kHz/ Span 2 MHz
Figure 14-8. Spectrum of 12 MHz signal at 1-bit AY. D/A converter output, where sampling
frequency is 30 MHz.
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The noise coupling and clock jitter might be a problem in a programmable
logic device (PLD), so an off-chip 1 bit D/A converter was used. In the fully
differential system used here, the D/A converter output rise and fall are in-
herently symmetric, so that a simple non-return-to-zero output suffices
[Jen95]. The one bit D/A converter is a simple current-steering differential
pair with a current source.

14.6 Implementations

The DDS with tunable AY. modulator (real and complex) were implemented
with the Altera FLEX 10KA-1 series devices [Fle98]. The DDS (in Figure
14-1) with the tunable real AY. modulator requires 1089 (21 % of the total)
logic elements (LEs) in the EPF10K100A device. The DDS (in Figure 14-2)
with the tunable complex AY. modulator requires 2098 (42% of the total)
LEs in the EPF10K100A device. The maximum operating frequency of the
real and complex realization is 30 and 40 MHz, respectively. The most sig-
nificant bit of the 14-bit D/A converter was used as a 1 bit D/A converter
[KosO01].

14.7 Measurement Results

To evaluate the DDS with tunable AY, modulator (real and complex) a test

@ Delta 1 [T1] RBW 5 kHz RF Att 10 dB
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Figure 14-9. Spectrum of 20 MHz signal at 1-bit AY. D/A converter output, where sampling
frequency is 40 MHz.
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board was built and a computer program was developed to control the meas-
urement. The phase increment word and the other tuning signals were loaded
into the test board via the parallel port of a personal computer. The block
diagram of the test system is shown in Figure 14-7.

A spectrum plot of 12 MHz output from the DDS with real the tunable
1-bit AY. D/A converter is illustrated in Figure 14-8. A spectrum plot of 20
MHz output from the DDS with the complex tunable 1-bit A> D/A converter
is illustrated in Figure 14-9. The dynamic range is about 80 dB in the fig-
ures.

14.8 Conclusions

The DDS with the tunable (real or complex) 1-bit AY. D/A converter were
designed and implemented. Since the 1-bit AY. D/A converter has only one
bit, the glitch problems and spurious noise resulting from the use of the
multi-bit D/A converter are avoided. The main drawback of the DDS with
the tunable A> D/A converter is that the broadband frequency switching
speed is determined by the tuning time of the passband of the analog filter.
The inband of the DDS with the tunable AY. D/A converter could be placed
anywhere in the Nyquist interval; it therefore gives a high degree of flexibil-
ity in frequency planning when the passband of the analog filter is fixed.
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15. ADIGITAL QUADRATURE MODULATOR WITH
ON-CHIP D/A CONVERTER

A logical progression to the previous multi-standard modulator [Van02] and
multicarrier work [KosO1] is to move the digital to analog interface even
closer to the antenna in the base station transmitter structure. In traditional
transmitters, a complex baseband signal is digitally modulated to the first IF
(intermediate frequency) and then mixed to the second IF frequency and to
the RF frequency in the analog domain. The first analog IF mixer stage of
the transmitter can be replaced with the digital quadrature modulator pre-
sented in this chapter as shown in Figure 15-1. The two complex modulators
are in series with the quadrature modulator as shown in Figure 15-2. In the
digital complex modulators, the baseband in-phase (/) and quadrature (Q)
channels are modulated onto orthogonal carriers (X, Y) at the IF frequency at
the lower sampling rate [Van02], [KosO1]. The tunable complex modulator,
steered by the carrier NCO, enables the fine tuning of the transmitted carrier
frequency with sub-Hz resolution [Van02], [KosO1], whereas this digital
quadrature modulator is used for the coarse tuning. It is beneficial to imple-
ment the fine tuning at lower sampling frequencies and the coarse tuning at
the higher frequencies, because of the smaller amount of hardware associated
with the coarse tuning implementation. The quadrature modulator interpo-
lates orthogonal input carriers by 16 and performs a digital quadrature modu-
lation at carrier frequencies fy/4, -f/4, f/2 (f; is the sampling frequency). It
allows the quadrature modulation to be performed in the digital domain with
high precision and perfect I/Q-channel matching. The major limiting factor
of digital IF modulator performance at base station applications is the D/A
converter, because the development of D/A converters does not keep up with
the capabilities of digital signal processing with faster technologies [Van01].
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Figure 15-1. The digital quadrature modulator replacing the first analog IF mixer stage.

15.1 Multiplier Free Quadrature Modulation

The output of the complex modulator in Figure 15-2 is
Xi(n)=I;(n)cos(@¢; n) + O, (n) sin(@; n)

Y,(n) =0, (n) cos(@c, n)— I, (n) sin(@, n),

where /;(n) and Q«(n) are pulse shaped and interpolated in-phase and quadra-
ture-phase data symbols, which are upconverted to the orthogonal (in-phase
(Xi(n)) and quadrature-phase (Yi(n))) carriers at frequency fr; [Van02],
[Kos01]. The output of the quadrature modulator in Figure 15-2 is
O(n)y=Xn)cosQrnf,, /f)+Y(n)sinQRzxnf,,/f,), (15.2)

where f; and f,,; are the sampling and output frequency, and X(#), Y(n) are
interpolated in-phase and quadrature-phase carriers, respectively. Further-
more, if we require either the sine or cosine term to be zero in (15.2) at every
n, then for each output value only one of the in-phase or quadrature-phase
part needs be processed, which reduces the amount of hardware needed
[Won91], [Dar70]. Solutions for f,,./f; equal to 0, 1/2, 1/4, -1/4 in Table 4-2
correspond to our requirements. Using these values, high-speed digital mul-
tipliers and adders are not needed in the implementation of the quadrature

(15.1)

I X,
Complex
Q, Modulator |y .
Quadrature | O
I, X, Modulator
Complex
Q, | Modulator |Y,

Figure 15-2. Two complex modulators in series with the quadrature modulator.
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modulation in (15.2). Instead, multiplexers (MUXs) and negators (NEGs)
can be used.

15.2 Interpolation Filters

The in-phase and quadrature-phase parts of the carriers from two complex
modulators can be summed in the digital quadrature modulator (Figure 15-
3), which allows the formation of the multi-carrier signal. The sampling rate
of the input samples is first increased by four with two halfband interpolation
filters as shown in Figure 15-3. The passband of the first half-band filter re-
stricts the maximum output frequency of the complex modulator in Figure
15-2 to about two-fifths of the input sampling rate of the quadrature modula-
tor. The last filter has an interpolation ratio of 4, therefore the polyphase de-
composition has four polyphase filters. The quadrature modulation in (15.2)
for £,../f; equal to 0, 1/2, 1/4, -1/4 (see Table 4-2) can be performed by nega-
tors in the polyphase filter outputs and 4:1 MUX as shown in Figure 15-3. In
the lowpass mode (f,./f; = 0 in (2)), the output consists only of in-phase car-
riers (see Table 4-2). Therefore, only the X samples are driven to the poly-
phase filters. This is selected by the mode signal illustrated in Figure 15-3.
Furthermore, the negators are disabled in the lowpass mode. In the bandpass
mode (£../f; = 1/4 or f,./f; = -1/4 in (15.2)), the output consists of the inter-
leaved X and Y samples (see Table 4-2). Furthermore, every other second X
and Y sample is negated. Therefore, the X samples are driven to the first and
third polyphase filter and Y samples to the second and fourth polyphase fil-
ter. The third or fourth polyphase filter outputs are negated. The quadrature
modulation by f£../f; = 1/4 or f,./f; = -1/4 can be performed by selecting
whether to negate the Y-branches or not (control signals CTR4 and CTRS in
Figure 15-3). In the highpass mode (f,../f; = 1/2 in (15.2)), the output consists
only of in-phase carriers and every second sample is negated (see Table 4-2).
Therefore, the X samples are driven to the polyphase filters, and the second
and fourth of the polyphase filter outputs are negated.

The digital quadrature modulator interpolates input carriers by 16. There-
fore, the transition band for the analog reconstruction filter is increased and

X]

Ist Half- | 1 | 2nd Half- 16

band Filter [# ] band Filter |-£
(43 taps) (23 taps) 41 12 D/A

MUX s Conver- [
ter

Ist Half- | 1 | 2nd Half- f, i

band Filter = band Filter 16 [MUX f
(43 taps) (23 taps)

T T Mode CTR3
£/16 £/8 f/4 /4 £/2

Figure 15-3. Digital quadrature modulator in Figure 15-2.
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the images are suppressed more in the lowpass mode, thus reducing the
complexity of the analog reconstruction filter. Furthermore, the sin(x)/x roll-
off over the effective passband is significantly reduced. In the low-
pass/highpass mode, the information in the quadrature-phase carrier is lost,
because output consists only of in-phase carriers in those modes (Table 4-2).
The output frequency of the complex modulator (f-;) should be higher than
dc in those modes, because then the quadrature-phase data Q,(n) is modu-
lated to the in-phase carrier in (15.1). Furthermore, the frequency should be
considerably higher than dc in the lowpass/highpass mode, so that the images
generated by the analog upconversion could be filtered by the bandpass filter
(BPF 2 in Figure 15-1) (lowpass mode), and the images generated by the
D/A conversion could be filtered by the analog reconstruction filter (BPF 1
in Figure 15-1) (highpass mode). In the bandpass mode there are no such
restrictions.

The quadrature modulation in (15.2) is performed by the negators and 4:1
MUX shown in Figure 15-3. This may be considered to represent a fre-
quency up-shift of the low-pass passband of the interpolation filters to the
desired frequency. The digital modulator magnitude responses in the low-
pass, bandpass and highpass modes are shown in Figure 15-4. The combina-
tion of the filters provides more than 74dB image rejection (passband ripple
of 0.004dB). The transition band in the lowpass mode (Figure 15-4) is from
0.023 - 0.04 f.. The images related to the last interpolation stage are shown in
Figure 15-5. The image selection is achieved by changing the filter passband.

0

20

40 F

MAGNITUDE (dB)

-120

0 Fs/4 Fs/2
Figure 15-4. Digital quadrature modulator magnitude response in the lowpass (-), band-
pass (--) and highpass mode (--) in Figure 15-3.
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In the bandpass mode, the first or second image in Figure 15-5 can be chosen
by the negation of Y branches (control signals CTR4 and CTRS in Figure
15-3). This selection can be made independently from each orthogonal car-
rier, thus almost doubling the output bandwidth in the bandpass mode, as
shown in Figure 15-5. If the odd image is used, then the output spectrum
might be inverted (mirrored about carrier frequency) in the complex modula-
tor [Van02]. This is achieved by changing the sign of the complex modulator
carrier frequency (the direction of the vector rotation) in (15.1).

The internal wordlengths of the modulator are shown in Figure 15-3. The
wordlengths were chosen such that the 12-bit D/A converter quantization
noise dominates the digital output noise.

15.3 D/A Converter

From a systems perspective, integration of the D/A converter into the digital
system is desirable to avoid high-speed multi-bit data crossing over the inter-
chip boundary. The 12-bit on-chip D/A converter is based on a segmented
current steering architecture. It consists of a 6b MSB matrix (2b binary and
4b thermometer coded) and a 6b binary coded LSB matrix, as shown in
Figure 15-6. The dynamic linearity is important in this modulator because of
the strongly varying signal, although the good static linearity is a prerequisite
for obtaining a good dynamic linearity. For a current-steering D/A converter,
the static linearity is mainly determined by the matching behavior of the cur-
rent sources and the finite output impedance of the current source. The static
linearity is achieved by sizing the current sources for intrinsic matching, us-
ing layout techniques and increasing current cell output impedance by bias-
ing the switch transistors in the saturation region and adding cascode de-
vices.

Funda- IstImage 2ndImage 3rd Image
N
/4 £/2
ODD IMAGES ARE INVERTED

f/4 f,

Figure 15-5. Images in frequency domain.
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The integral non-linearity (INL) of a D/A converter is in this book de-
fined to be the difference between the analog output value and the straight
line drawn between the output values corresponding to the smallest and the
largest input code, divided by the average LSB step. The INL yield is then
given by the ratio of the number of functional D/A converters ([INL| < £1/2
LSB) to the total number of try-outs. At the segmentation level of (4-8), the
D/A converter suffers more severely from INL than differential non-linearity
(DNL) according to the simulations, therefore the INL yield defines the re-
quirements for standard deviation. In this case, for an INL yield of 99.99 %,
a unit current source standard deviation of 0.26 % is required (Figure 10-3).

To minimize these three effects, a well designed and carefully laid out
synchronized switch driver is used [Bos01]. A major function of the switch
driver shown in Figure 15-7 is to adjust the crosspoint of the control volt-
ages, and to limit their amplitude at the gates of the current switches, in such
a way that these transistors are never simultaneously in the off state and that
the feedthrough is minimized. The crossing point of the control signals is set
by using different rise and fall times for the differential output of the driver
[BosO1], [Wu95]. A buffer is inserted between the latch and the current cell
to adjust further the crossing point of the differential outputs. The reduced
voltage swing is achieved by lowering the power supply of the buffer.
Dummy switch transistors were used to improve the synchronization of the
switch transistors control signals. The sizing of the dummy transistors was
optimized by simulations. The cascode transistor between the current sources
and the switches is used to increase the output impedance of the current cell,
which improves the linearity of the D/A-converter shown in Figure 15-7
[Tak91]. To minimize the feedthrough to the output lines and to increase the
output impedance further in the current cell, the drain of the switching tran-

Current Bias T 5 }Digital Trimming
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%,LSB 1:64 5? MSB

LSB MSB
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6 Binary Weighted +
Current Sources 15 Nonweighted
Digital Current Sources

Input
p 1 e e 0 6 l LN ) 17

12 14015 |13
7 = . 2
encoder Switch |

” Drives

8

Current Switches

) +1 11 .

our our
Current Output

Figure 15-6. Block diagram of the 12-b D/A converter.
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sistors is isolated from the output lines by adding cascode transistors
[Tak91]. Unfortunately, this cascode increases the output settling time and
causes different rise and fall times for single-ended outputs, although the
latter is cancelled partly in the differential output.

By dividing the current source array into separately biased MSB- and
LSB-arrays in such way that they both contain current sources for half the
bits and that the MSB unit current source is 64 times wider than the LSB unit
source, the number of unit current sources required falls from 1024 to 63+63
in a 12 bit D/A converter [Bas98]. This layout reduces the parasitic capaci-
tances at the drain node of the current source transistors by reducing the
amount of wiring needed to connect the transistors, as well as by reducing
the parasitic capacitances caused by the transistors themselves [Bas98]. This
improves the settling time of the converter [Chi94] and the output impedance
at the higher signal frequencies [Bas98]. The scheme also reduces the area
required by the current source matrices by allowing routing on top of the
MSB transistors, as well as by reducing the amount of silicon area wasted in
the process dependent spaces between the transistors [Bas98]. On the down-
side, the current generated by the MSB unit current sources has to be a very
accurate 64 times the LSB unit current. This requires a trimmable biasing
scheme for the MSB current sources.

15.4 Implementation and Layout

The digital part of the quadrature modulator, excluding the 4:1 MUX illus-
trated in Figure 15-3, was synthesized from the VHDL description using the
standard 0.35 pm CMOS cell library. Multirate systems are efficiently im-
plemented using the polyphase structure in which sampling rate conversion
and filtering operations are combined (see section 11.8). The problem is that,
for the series of polyphase filters in Figure 15-3, there is much more compu-
tation during some of the sampling instants than others. Thus, the switching
noise is periodic; this tends to affect the timing on the D/A converter current

LATCH BUFFER CURRENT CELL
Dvdd Vbuf AVdd

[:J_lE]LI IHI;'_lJL
= T

|_1[; U p

Figure 15-7. Switch driver and current cell.
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switches, introducing a large phase modulation (PM) component. The use of
the divided clocks in Figure 15-3 can cause more jitter at every other D/A
converter sampling instant, which raises unwanted sideband in the bandpass
mode. The PM component is reduced by shielding the D/A converter clock.
Furthermore, the power supplies of the digital logic and the analog part are
routed separately, while the digital and analog parts are placed to isolated
wells to minimize the noise coupling to the analog output through the sub-
strate. The last filter stage, shown in Figure 15-3, was implemented using a
pipelined carry-save architecture due to the high speed requirements (see
section 11.7). The taps of the folded transposed direct form FIR filters were
realized with CSD coefficients. The static timing check and pre-layout tim-
ing simulations were performed for the netlist, and the chip layout was com-
pleted using Cadence place and route tools. Finally, based on the parasitic
information extracted from the layout, the post-layout delays were back-
annotated to ensure satisfactory chip timing. Since the output of the 4:1
MUX shown in Figure 15-3 operates at f;, the multiplexer has been manually
designed and laid out at the transistor level. To enhance the D/A converter
dynamic performance, the layout of the switch drivers and current outputs
were designed as symmetrical as possible. A clock delay line was used to
ensure optimal settling of switch driver control signals at the sampling in-
stants.

15.5 On-chip Capacitor
The implemented chip features an on-chip capacitor. This section explains
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Figure 15-8. Typical INL and DNL.
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why it is needed and how it is implemented. di/dt noise results from passing
a non-constant current through an inductor. In today's digital IC design this
often means the inductance of bonding wires. The noise voltage is given by
di(1)
v (1) =L—=. 15.3
(0 =L (153)
The most important parameter with this noise is its peak value [Lar97].

15.5.1 Analytic First Order Model

Figure 15-9 presents the current paths in a typical CMOS circuit for an on-
chip and off-chip driver. The MOS transistors are modeled as switches. A
simple model of di/dt noise is the triangular approximation of the current
pulse with a piecewise linear shape as in Figure 15-10. The peak value is 7,
and the duration is #; the fall time of the discharged node. T is the rise time
of the current pulse to the peak value [Lar97]. The approximation gives the
maximum di/dt as 1,/T and [Lar97]
1
v = L2, (15.4)

n,max T

This peak noise appears on V; in Figure 15-9 when the output node B is
switched from high to low; the same would appear on V,;; when the opposite
transition occurs.

When internal circuits are switched, the noise will simultaneously appear
on both V,,; and Vi, as shown by the current paths in Figure 15-9 [Lar97].
The capacitors C;, and Cj, are capacitive loads connected to V', and V,, re-
spectively, whereas C,, and C,, are capacitive loads connected to the off-
chip supply voltage pwr and off-chip ground gnd, respectively.

15.5.2 Negative Feedback

(15.4) predicts that the peak noise can exceed the supply voltage, which
clearly does not make sense. An improved model is obtained by writing the

Figure 15-9. Current paths in a typical CMOS chip for an on-chip and an off-chip driver.
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current as a function of the noise voltage. The increase in Vi, due to a falling
transition in the output tends to reduce the current through the output N tran-
sistor (in Figure 15-9, the switch between V, and the bonding wire). If it is
saturated, we have

0226, 07, -, 00 (15.5)

where v;, is the gate voltage of the output driver, V; the threshold voltage and
B the transconductance parameter [Lar97]. Combining this with the triangu-
lar current approximation yields for v,, ya.

vn,max =vin(T)_Vz +%(1_\/1+2(‘}in(7‘)_Vz)

LB
7} (15.6)

15.5.3 Reducing di/dt Noise

(15.4) predicts that the peak noise depends on the peak current /,, therefore
reducing the peak current also decreases the noise [Lar97]. [Lar97] presents
several techniques for reducing the peak current.

Increasing the turn on time 7 of the output buffer also decreases the peak
noise according to (15.4). Several techniques for this have been proposed
[Lar97].

(15.3) shows that the noise can be decreased by decreasing the effective
inductance. A commonly utilized method is to add more bonding wires for
supplying V,; and V. In addition to the total inductance, the relative place-
ment of the pins also has an impact on the reduction of di/dt noise.

AV

out

Y

Y

Figure 15-10. Triangular approximation of current.
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Arbitrarily low levels of di/dt noise generated by internal circuits can be
attained by adding decoupling capacitance between V,; and V. This is dis-
cussed in next section.

15.5.4 Decoupling Capacitance

Figure 15-11 (a) illustrates the effect of decoupling capacitance C, on the
di/dt noise generated by switching output buffers. Instead of entirely going
through the Vj,, half the peak noise current goes through the V,;, because the
high frequency noise spike sees the decoupling capacitance as a short circuit
[Lar97].

The effect of decoupling capacitance on the di/dt noise generated by
switching internal circuits is illustrated in Figure 15-11 (b). The noise gener-
ated by the initial current spike can be made arbitrarily low by increasing C,
[Lar97]. The upper limit of the noise level, regarding the inductive bonding
wires as open circuits, is

CS w
Vdd

vn,max = 2 C ) (157)
2(Ca+=0)

where Cj, is the switched capacitance [Lar97].
15.5.5 Resonance and Damping

The inductive bonding wires and the capacitance on the chip form an LC
tank. Use of dedicated on-chip decoupling capacitors may cause resonance
oscillations if the resonance and damping issue is not addressed [Lar98].
Figure 15-12 presents a simple second order model of a chip, it comprises
the bonding wire inductances and a capacitance Cr that represents the aggre-
gate capacitance of the chip and a series resistor Ry representing the aggre-
gate resistance of the chip as defined in [Lar98]. This circuit has a resonance
frequency given in (15.8) and a damping factor { given in (15.6) [Lar95]

(a) Output buffer (b) Internal buffer

Figure 15-11. Effect of decoupling capacitance C,.
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w:\/% (15.8)
T
R, [C

When a capacitance is switched during a clock cycle its charge is redis-
tributed to the decoupling capacitance [Lar95]. The peak noise ('1' in the
Figure 15-12) caused by this charge redistribution is given by (15.7). The
peak to peak noise ('2' in the Figure 15-12) is given by [Lar95]

AV, =vn,max(1+e‘”g/vl‘“ j (15.10)

Resonance can cause noise accumulation over several clock periods if the
damping factor is low and the clock frequency is close to the resonance fre-
quency. The noise accumulation can therefore be reduced by increasing
damping or by using a clock frequency much lower than the resonance fre-
quency [Lar95].

Damping can be increased by inserting a resistance in the resonance cir-
cuit. This can be accomplished in three ways: using the inherent resistance of
the logic circuits, the parasitic resistance of the decoupling capacitance or
the resistance of the power supply paths [Lar95]. Some other damping meth-
ods were reviewed in [Lar95] as well. Using the resistance of the logic cir-
cuits in the design of increased damping was deemed impractical in [Lar95].

The parasitic resistance of the decoupling capacitance can be designed
such that a damping factor of about 0.3 to 0.4 can be attained [Lar95]. The
optimal resistance of the decoupling capacitance is derived in [Lar98] to be

! , (15.11)
w,,.C,

res

R, =

Charge Equalizing

redisttibution of G and Gnd
V(Gnd) T- ----------- T ______
1
| 2
Y |

Figure 15-12. Noise waveform of the internal Gnd node for an underdamped system when
internal circuits are switched and a second order model of the chip (V and G denote the off-
chip supply voltage and ground respectively).
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Figure 15-13. SFDR as function of relative output frequency at full-scale (0 dBFS).

where R, is the resistance of the decoupling capacitor and C, is the capaci-
tance. Using a single decoupling capacitor with a large resistance can cause a
resistive drop in the supply voltages, if there is a very large peak current
such that the inactive circuits do not have low enough resistance to supply
the peak current without a substantial resistive drop [Lar95]. In this case,
two decoupling capacitors can be used. One with a low parasitic resistance is
used to assure low resistive voltage drop and the other is used to optimize
the damping [Lar95]. Resistance of power supply paths can be used to in-
crease the damping factor above what is typically achieved by the parasitic
resistance of the decoupling capacitance.

Table 15-1. Measured D/A Converter Performance

Resolution 12 bit

INL 0.25LSB

DNL 0.21 LSB

Full-scale output current 17.2 mA
Sampling rate Up to 500 MHz

Two tone SFDR (f; = 150 MHz, 58.7 dBc

fou1 = 39.75 MHz, f,,, = 45.75 MHz)

Power consumption (f; = 500 MHz) 240 mW
Process 0.35um CMOS

D/A converter core area 3.73 mm®
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15.5.6 Implemented On-chip Capacitor

In high performance systems, a fair share of the chip area is consumed by the
on-chip capacitors. [Che95] reports that about 10% is needed for high per-
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Figure 15-14. Power spectrum of the EDGE signal in the lowpass mode.
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Figure 15-15. Power spectrum of the WCDMA signal in the bandpass mode.
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formance circuits with a cycle time of 5 ns or less. Therefore, on-chip de-
coupling capacitors (total capacitance of 2 nF) are used in Figure 15-17 and
Figure 16-22. The capacitor units consist of two overlapping metal layers.
Instead of one big capacitor, it is better to insert smaller capacitors close to
the hot spots of the chip, where the intense switching activity would other-
wise bring about excessive power supply noise. In these circuits, the induc-
tance of the bond wire is small, because the ground level is connected
through several bonding wires and package pins.

15.6 Measurement Results

The orthogonal carriers to the digital quadrature modulator are generated by
the multistandard modulator [Van02] in measurements. The on-chip D/A
converter was used in measurements. Measurements are performed with a 50
Q) doubly terminated cable. Figure 15-8 shows that typical INL and DNL
errors are 0.25/0.21 LSB, respectively. Figure 15-13 shows the spurious free
dynamic range (SFDR) as a function of relative output frequency. The digi-
tal quadrature modulator was bypassed in the SFDR measurements (Fig. 10),
because the output frequency response of the digital quadrature modulator

CF 130.56 MHz
Ref Lvl SR 270.833 kHz Symbol/Errors
-11 dBm Standard GSM
Symbol Table
A
0 01110101 01000000 01110010 11111011 11100111
40 11101101 01111110 11011010 00111101 11011010
80 00001000 01010110 01000100 00111100 00010111
120 11100000 01111000 11101110 0000
Error Summary
Error Vector Mag 0.56 % rms 1.58 % Pk at sym 96
Magnitude Error 0.17 % rms 0.50 % Pk at sym 141
Phase Error 0.31 deg rms 0.91 deg Pk at sym 96
Freq Error -15.17 Hz -15.17 Hz Pk
Amplitude Droop 0.06 dB/sym Rho Factor 1.0000
IQ Offset 0.20 % IQ Imbalance 0.03 %
Date: 22.AUG.2002 13:28:58

Figure 15-16. Measured phase and frequency errors.
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has only lowpass, bandpass and highpass modes (see Figure 15-4). The data
was driven directly to the D/A converter. The maximum operation frequency
of the input pads was 250 MHz, which is the highest sampling frequency in
Figure 15-13. The D/A converter performance is summarized in Table 15-1.

The digital quadrature modulator is designed to fulfill the derived spec-
tral, phase, and EVM specifications of GSM, EDGE and WCDMA base sta-
tions. The EDGE output signal in the lowpass mode fulfills the EDGE spec-
trum mask requirements set out in Figure 15-14 [GSM99]. Figure 15-15
shows the WCDMA output with a crest factor of 8.48dB in bandpass mode,
where the adjacent channel leakage powers (ACLRI1/2) are 60.06 and
61.90dB, respectively, which fulfill the specifications (45/50 dB) [FDDO0O].
The ACLR1/2 are 77.07 and 82.12dB at the D/A converter input, so most of
the errors are generated less by quantization errors in the digital domain and
more by the D/A converter analog non-idealities. Figure 15-16 shows the
phase error performance of the GSM signal, where the measured phase error
is 0.31° rms with a maximum peak deviation of 0.91°. The phase error speci-
fications are 5° with a peak of 20° [GSM99]. The phase error is low, because
the quadrature modulation is performed digitally with high precision. The
D/A converter sampling frequency was 491.52MHz in the figures.

15.7 Conclusion
The first analog IF mixer stage of a transmitter can be replaced with this

digital quadrature modulator. The modulator interpolates orthogonal input
carriers by 16 and performs f/4, -f;/4, f/2 digital quadrature modulation. A

Figure 15-17. Chip microphotograph.
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12b D/A-converter is integrated with the digital quadrature modulator. A
segmented current source architecture is combined with a proper switching
technique to reduce spurious components and enhance dynamic perform-
ance. The die area of the chip is 27.09 mm* (0.35um CMOS technology).
Total power consumption is 1.02W at 2.8V with 5S00MHz (0.78W digital
modulator, 0.24W D/A converter). The IC is in a 160-pin CQFP package.
Figure 15-17 displays the chip microphotograph.
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Chapter 16

16. A GSM/EDGE/WCDMA MODULATOR WITH ON-
CHIP D/A CONVERTER FOR BASE STATIONS

16.1 Supported Communication Standards

The Global System for Mobile communication (GSM) is a second genera-
tion (2 G) system that has rapidly gained acceptance and a worldwide market
share. As the mobile communications market develops, interest is building
up in data applications and higher data rate operations. Short message ser-
vices (SMS) were first added to the GSM system followed by high-speed
circuit switched data (HSCSD) and the general packet radio service (GPRS).
All of these services use the same modulation format as the original GSM
network (0.3 Gaussian minimum shift keying (GMSK)), and change the al-
location of the bits and/or packets to improve the basic GSM data rate. As a
step towards 3G, enhanced data rates for GSM evolution (EDGE) provides a
higher data-rate enhancement of GSM. It uses the GSM infrastructure with
upgraded radio equipment to deliver significantly higher data rates. The pri-
mary objective of the EDGE signal is to triple the on-air data rate while tak-
ing up essentially the same bandwidth as the original 0.3 GMSK signal. The
wideband code division multiple access (WCDMA) was selected by the
European Telecommunications Standards Institute (ETSI) for wideband
wireless access to support 3G services because of its resistance to multi-path
fading, and other advantages such as increased capacity. This technology has
a wider bandwidth and different modulation format from GSM or EDGE.
The first generation of the 3G base station modulator should include sup-
port for GSM, EDGE and WCDMA. The digital IF modulator is designed
using specifications related to those standards [GSM99c], [TDDO00],
[FDDO0O0]. The main requirements of the modulator are shown in Table 16-1.
By programming the GSM/EDGE/WCDMA modulator, different carrier
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Table 16-1.
GSM/EDGE/WCDMA Modulator Specifications

Symbol rates/Chip rate 270.833 ksym/s (GSM/EDGE) 3.84 Msym/s
(WCDMA)

Modulations GMSK with BT = 0.3 (GSM), linearized Gaussian
31/8-8PSK (EDGE), M-QAM (WCDMA)

Carrier Spacing 200 kHz (GSM/EDGE), 5 MHz (WCDMA)

Frequency error 2 Hz

Spurious Free Dynamic Range -80 dBc

D/A converter sampling frequency 65—-110 MHz

Power ramp duration 5-15us

Power ramp curve type Hanning, Hamming, Blackman

Power control range 0--32dB

Power control fine tuning step 0.25 dB ‘

spacings, modulation schemes, power ramping, frequency hopping and sym-
bol rates can be achieved. By combining the outputs of multiple modulators,
multicarrier signals can be formed, or the modulator chips can be used for
steering a phased array antenna. The formation of multi-carrier signals in the
modulator increases the base station capacity. The major limiting factor of
digital IF modulator performance at base station applications is the D/A con-
verter, because the development of D/A converters does not keep up with the
capabilities of digital signal processing with faster technologies [VanOla].

16.1.1 GSM System

In the GSM system, a constant envelope partial response Gaussian Minimum
Shift Keying (GMSK) modulation is used [Mur81].

Figure 16-1 presents a simple block diagram of the GMSK system. The
symbol rate used in the GSM system is 270.833ksym/s. The data bits d|
€ {0,1} are differentially encoded by the rule

a,=1-2d,, (16.1)
where
d, =mod[d, +d,_,,2], (16.2)

where mod[d; + d;.;, 2] denotes modulo 2 addition and o; € {-1, +1} is the

f

sym | Gaussian
filter
Figure 16-1. A simple block diagram of the GMSK system.
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modulating data value [Dig99].

The differentially encoded data stream is filtered in a Gaussian pulse
shaping filter. The impulse response of the pulse shaping filter is defined as

g(1) = h(1)* rect(%} (16.3)

where * denotes convolution and the rectangular function rect(x) is defined
by

AN
rect(—} = 2, (16.4)
r 0 else
and /(?) is defined by
— t2
| )
h(t)=———=. (16.5)

o 1is

PERVLLC) (16.6)

© 27BT

where B is the 3dB bandwidth and 7 is the duration of one data bit. The
GSM specification requires that BT = 0.3 [Dig99]. This definition is theo-
retical and the realization of (16.5) would be a filter of infinite length. This
theoretical filter is associated with the tolerances defined in [GPPO0Oc].

The phase of the modulated signal is

o) = ah [:Tg(u)du, (16.7)

where the modulation index # = 1/2. This value implies that the maximum
phase change during the data interval is 7/2 radians [GPP0Oc].

The modulated intermediate frequency (IF) signal at the useful part of the
burst can be expressed as

IF,, (1) = 1/ 2? cos2af.t + o)+ ¢,), (16.8)

where E, is the energy per modulating bit, f. is the carrier frequency and ¢y is
a random phase, which is presumed to be constant during one burst [Dig99].
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The modulation accuracy of the GSM is defined by the phase error, i.e.
the difference between the phase error trajectory and its linear regression on
the active part of the time slot. The spectral properties are defined by the
spectrum mask and the timing of the burst is defined by the time mask. The
required levels and the definitions of the performance metrics are specified
in [GPPOOc].

16.1.2 EDGE System

The Enhanced data rates for GSM evolution (EDGE) is a high-speed mobile
data standard, intended to enable the second-generation GSM and TDMA
networks to transmit data up to 384 kilobits per second. The EDGE provides
the speed enhancements by changing the type of modulation. It triples the
on-air data rate while meeting the same bandwidth occupancy (200 kHz) as
the original GSM system. A linearized Gaussian 37/8-8PSK modulation
scheme [Lau86], [Jun94] is applied in the EDGE.

A block diagram of the EDGE system is shown in Figure 16-2. Although
this section presents the whole signal generation chain in Figure 16-2, the
blocks preceding the pulse shaping filters are left out from the implemented
circuit presented in Figure 16-6.

In the EDGE system the data bits, arriving at a of 812.5 kbit/s, are Gray-
coded from groups of three bits into an octal-valued symbol / according to
Table 16-2. The Gray coding ensures that if a symbol is interpreted errone-
ously as an adjacent symbol, the error occurs only in one bit. It thus reduces
the bit error probability. This way the symbol rate 812.5/3 ksym/s = 270.833
ksym/s will equal the symbol rate in the GSM system. After the Gray cod-
ing, an 8PSK modulation is performed. The 8PSK symbols are achieved by
the rule

s, =el*™8, (16.9)
where / is given by Table 16-2. The 8PSK symbols are continuously rotated
with 31/8 radians before pulse shaping. The rotated symbols are defined as

cos(mt)

" linearized
gaussian filtel

data
bits 3 bit Gray 8-PSK
grouping coder modulator

e/’

linearized
gaussian filte

Figure 16-2. Generation of EDGE signal.

Table 16-2. Gray-coding of binary bit triplets into octal symbols

A3 dsns 1,32 000 001 010 O11 100 1,001 1,10 111

/ 3 4 2 1 6 5 7 0
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§, =5, (16.10)

The 3m/8-rotation of the symbols ensures that the modulating signal can
never be near zero, hence the envelope of the transmitted signal can never be
near zero either.

This symbol rotation and the so-called forbidden zone is illustrated in
Figure 16-3. The original locations of the 8PSK symbols in the constellation
diagram are marked with crosses and the symbols after rotation are marked
with dots. The rotation of the symbols ensures a forbidden region around the
origin. For example, an 8PSK transition from point 1 to point 2 turns to a
transition from point 1 to point 3 after the rotation. Due to the rotation, a
transition of two succeeding symbols always starts from the point marked
with a cross and ends at the point without a cross, or vice versa. This means
that the transition through zero can never occur. The transitions 1 - 3 and 3 -
4 in Figure 16-3 are examples of the transitions approaching the origin as
nearly as possible. The transition 4 - 6 illustrates the original 8PSK zero
crossing transition from point 4 to point 5 after the symbol rotation.

This zero evading behavior of the EDGE signal decreases the crest factor,

Q

2
s, X

Fobidden
zone
around
origin

..
~..

6 ). ¢

Figure 16-3. 3m/8-rotation of the symbols.
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i.e. the ratio of the peak value and the average value of the signal. A low
crest factor is advantageous in the performance of a digital-to-analog (D/A)
converter and a power amplifier.

The modulating symbols are pulse shaped using a linearized GMSK
pulse shaping filter [Lau86], [Jun94], allowing the 8PSK to fit into the GSM
spectrum mask [Fur99]. The impulse response of the linearized GMSK filter
is defined as [Dig99]

3
Co(t):J[O[S(t+zT) 0<r<5T (16.11)
LO else

where 7 is the symbol period and

t
sin| 77 j g (u)du 0<7<4T
0
T (—4T
S(t)=1sin| Z~7 Ig(u)du AT <1 <8T, (16.12)
0
0 else

Figure 16-4. Constellation diagram of baseband EDGE signal.
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] (—5T /2 (=3T/2
— o203l 22 = | _olar 03222 || (1613
g0=77 [Q( i T1/10g(2)] Q[ " T\/log(2)ﬂ o1

The error function Q(7) is

1
o) = e 2dr. (16.14)
The baseband signal is
. D
y(t)=Zsi -co(t—zT+ET} (16.15)

The in-phase and quadrature branches are obtained from the real and
imaginary parts of y(¢), respectively:

5
[(t)—‘ﬁ{y(t)}—Zi:cos((pi)-co(t—lT+5Tj, (16.16)

0() =513} = Y sin) co(t T +§T], (16.17)

where ¢; is the angle of the rotated symbol §;. A constellation diagram of the
baseband signal is presented in Figure 16-4. It can be clearly seen that the
signal does not pass the region around zero.

The modulated IF signal is

IF e () = 1) cos(2r £, 1) — Q) sin(2x £, 1), (16.18)
where £, is the carrier frequency.

The error vector magnitude (EVM), i.e. the magnitude of an error vector
between the vector representing the actual transmitted signal and the vector
representing the error-free modulated signal, is used to define the accuracy
of the modulation in the EDGE system. The spectrum mask and the time
mask define the spectral and timing properties of the signal, respectively.
These performance metrics are defined and the required levels are specified
in [GPP0OOc].

Equations (16.11) - (16.14) given by [Dig99] are a very complicated way
to define a filter pulse. By transferring the pulse peak to the origin

c(')(t)zco(t+§Tj, (16.19)
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it is possible to approximate it by an exponent function

cp()y=e", (16.20)
where P(#) is an M degree polynomial. Due to the even symmetry of the
pulse ¢, it can be assumed that the odd coefficients are zero. The coeffi-
cients of the polynomial P(#) are achieved by calculating ¢’y using (16.11)
and fitting an M degree polynomial to the natural logarithm of the result. For
M=6,

6 4 2
c;) ()= 0007837(#T)*~0.2117(/T ) ~1.0685(/T) 00717 (16.21)

which is valid for all # and does not involve integrated error functions. The
calculated peak and root mean square (rms) errors of the compared exact and
approximate pulses over the interval -57/2 < ¢ < 5T/2 are 1.6% and 0.27%,
respectively. This approximation is advantageous during the system level
simulations when generating a reference signal for a device being designed.
During this generation, the coefficients of the pulse shaping filter have to be
recalculated for each symbol if the sampling rate is simultaneously con-
verted with some rational number ratio, which is often the case with multi-
mode systems. This can be efficiently computed using this approximation.

16.1.3 WCDMA System

The Wideband Code Division Multiple Access (WCDMA) system uses a
Quadrature Amplitude Modulation (QAM). The modulating chip rate for
WCDMA is 3.84 Mcp/s. From the modulator's point of view, the chip rate
equals the symbol rate, and so the term symbol rate is used. Figure 16-5 pre-
sents the QAM modulation of the complex-valued chips sequence generated
by the spreading process. The spreading process is described in [GPP00a],
for example.

The I and Q branches, obtained from real and imaginary parts of the
complex-valued chip sequence respectively, are pulse shaped using a Root-
Raised-Cosine filter in order to reduce the signal bandwidth. The impulse

cos(t)
root raised
1 .
— 3| cosine filter
(aa=10.22)
Q root raised
—»  cosine filter
(oe=0.22)
-sin(t)

Figure 16-5. QAM modulation.
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response of the pulse shaping filter is defined as
sin| 72 (1-a) |+ 40 L cos| 7L (1 + )
T T T

]

where T is the symbol (chip) duration and o is the roll-off factor defining the
used transmission bandwidth. The roll-off factor is specified as oo = 0.22 in
the WCDMA applications [GPPOOb].

The signal is upconverted by multiplying it with a sinusoidal carrier ac-
cording to the equation

h(t) = (16.22)

IFima () = 1(1) cOs2z £, 1) = Q() sin(2 1, 1), (16.23)
where /(7) and Q(7) are filtered / and Q symbols and f;,, is the carrier fre-
quency [GPPO0Oa].

The performance of the WCDMA signal is measured by the EVM, adja-
cent channel leakage power ratio (ACLR) and peak code domain error
(PCDE). The required levels and definitions of the performance metrics are
specified in [GPPOODb].

16.2 GSM/EDGE/WCDMA Modulator

The block diagram of the modulator chip is shown in Figure 16-6. The use of
different modulation formats requires programmable pulse shaping filter co-
efficients. The reconfiguration of new modulation formats can be achieved
between bursts (e.g., GSM/EDGE). The two half-band filters increase pre-
oversampling ratios, which reduces the complexity of the re-sampler (the
order of the polynomial interpolator). The re-sampler circuit allows the sam-

fs=Fsym  fs=2xFsym fs=4xFsym fs=_8xFs N _
Y o . m fs=65-110 MHz Outputs of  f5=65-110 MHz

Other Modulators

17 Pglse $hap- 18 HalfBand 18 HalfBand 18] Re- ——f 18 inel 14| D/A
7 ingFilter . Filier (2w Filter oat g [Ty | MUX CORDIC|__, X/sinx & [/% Con- ¥
(37-tap) (23-tap) (11-tap) T Rotator | * 14 i verter
M(‘)de A‘(D Mode

17|Pulse Shap-| g|Half Band | g |Half Band|; g Re-
Q—/—» ing Filter [/» Filter /s Filter /s sampler

Ramp Gen-
| MUX / 69‘_ Phase Offset | erator and

Power Level

r 23-ta 11- ;
(37 :ap) (23-tap) (11-tap) = Made NCO Controller
Mode Ad '0' 1
—>
MUX J)

j{zz
M(‘:de Carrier Frequency

Figure 16-6. GSM/EDGE/WCDMA modulator chip. The symbol rates (Fsym) are shown in
Table 16-1.
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pling rate of the on-chip D/A converter to have a variable non-integer rela-
tionship with the input symbol rates [Eru93]. This block is needed, because
the specified D/A converter sampling rates and input symbol rates shown in
Table 16-1 do not have an integer frequency relationship. The coordinate
rotation digital computer (CORDIC) rotator translates the baseband-centered
spectrum to a programmable carrier center frequency [Vol59]. The IF signal
is filtered by an x/sinx filter for compensating the sample and hold response
of the on-chip 14 bit D/A converter [Sam88]. The internal wordlengths of the
modulator are shown in Figure 16-6. The wordlengths were chosen so that
the 14-bit D/A converter quantization noise dominates the digital output
noise.

16.3 Pulse Shaping and Half-band Filters

The input symbols are filtered using Gaussian (BT = 0.3)/linearized Gaus-
sian/square root raised cosine (o0 = 0.22) pulse shaping filter in
GSM/EDGE/WCDMA mode, respectively [GSM99a], [FDDO00]. The square
root raised cosine filter (excess bandwidth ratio oo = 0.22) was designed to
maximize the ratio of the main channel power to the adjacent channels’
power under the constraint that the error vector magnitude (EVM) is below 2
% (-34 dB) (see section 0) [Van00]. In the GSM/EDGE systems, a quarter of
a guard bit is inserted after each burst, resulting in a burst length of 156.25
symbols [GSM99b]. Therefore, the input symbols to the pulse shaping filter

clkl

clkl

Ikl
L clk1/4
> ke

DIV

MSB

8 Re-sampling | 32

NCO .7LA¢

T
clk

1,[7:0] /

[ 1/3

Figure 16-7. Re-sampler.
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have to be oversampled by 4 in the GSM and EDGE modes. The pulse shap-
ing filter is implemented using programmable canonic signed digit (CSD)
coefficients [Hau93].

The pulse shaping and the half-band filters are implemented using a
polyphase structure (see section 11.8) [F1i94]. Taking advantage of the fact
that in the modulator data streams in the I and Q paths are processed with the
same functional blocks, a further hardware reduction can be achieved by
pipeline interleaving techniques (see section 11.11) [Par99]. The pulse shap-
ing and the half-band filters are modified to handle two channels by dou-
bling the sampling rate and delay elements between taps. This results in a
more efficient layout with a penalty in terms of increased power dissipation.
The fixed coefficients of the half-band filters are implemented using CSD
numbers (see section 11.6) [Sam89].

16.4 Re-Sampler

The re-sampler consists of a re-sampling NCO and a cubic Lagrange poly-
nomial interpolator, as shown in Figure 16-7. The re-sampling NCO supplies
sampling clocks for re-sampler (clkl), half-band and pulse shaping filters
(clkl, clk1/2, clk1/4) as well as the trigger signal for the input data symbols
(clk1/8). The frequency control word (Ad) is calculated from the ratio of the
input sampling rate of the re-sampler (clkl) to output sampling rate (clk).

Digital Sinusoidal Oscillator 1

+A, cosB A, sel

outl
27
i ¢ o [ =¢ MUX| >
27 E ’
A3
ZCOSGOLMX -1 Y
)

Digital Sinusoidal Oscillator 2

A, cosO A,
27
” 71 7 =
27
2 COSGOMZX -1 Y
)

Figure 16-8. Ramp generator and output power level controller.
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The trigger signals for different input symbol rates could be achieved by al-
tering the frequency control word. The output of the re-sampling NCO ()
may be considered to represent the phase offset between the input sampling
rate of the re-sampler (clk1) to the output sampling rate (clk). Since the phase
offset changes on every output sample clock cycle, the interpolation filter
coefficients are time-varying. The time-varying filter coefficients with a long
period can be easily implemented by polynomial-based interpolation filters
using the so called a Farrow structure [Far98]. The cubic Lagrange polyno-
mial interpolator was found suitable for our application because it fulfills
spectral and time domain (phase error and EVM) specifications [GSM99c¢],
[TDDO0O0], [FDDO00]. The cubic Lagrange polynomial interpolator is imple-
mented with the Farrow structure [Eru93], where the number of unit delay
elements is minimized as in Figure 16-7. Furthermore, the frequency error
term generated by the external digital phase locked loop (DPLL) locking to
an external symbol rate could be added to the frequency control word (A)
(see section 12.5.1) [Ket03].

16.5 CORDIC Rotator

The in-phase output of the CORDIC rotator is

1,,(n) = I(n)cos(a,, n) 7/ O(n) sin(@,,, n), (16.24)
where /(n), O(n) are pulse shaped and interpolated quadrature data symbols.
The carrier frequency is

5_, Digital Sinusoidal Oscillator 1 (0) CLK/2
3 Even Samples I Sil
4|_' MUX C—I_) [lj MUX >

S_’ Digital Sinusoidal Oscillator 1 (1) A, L
3 0Odd Samples
§_, Digital Sinusoidal Oscillator 2 (0) CLK/2
) Even Samples i

MUX|
3_. Digital Sinusoidal Oscillator 2 (1) —|_'
) 0Odd Samples

Figure 16-9. Parallel Structure.
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AP, /s
fout = i > _7S out <7’ (16'25)
where AP is the j-bit phase increment word that can range between —2"' < F,
< 27!, j is the numerically controlled oscillator (NCO) word length, and f; is
the sampling frequency.

The carrier frequency tuning resolution will be 0.0256 Hz by (4.2), when
fs1s 110 MHz, and j is 32. The frequency resolution is better than the target
frequency error specification in Table 16-1. The sign in (16.24) is controlled
by the frequency control word. The spectral inversion (modulation spectrum
is reversed) in the other up-conversion stages could be compensated by
changing the sign of the carrier frequency control word (the direction of the
vector rotation) in (16.25).

In the frequency modulation mode (GMSK modulation in GSM
[GSM99a)), the pulse shaped and interpolated I frequency samples are added
to the carrier frequency control word, and the inputs of the CORDIC rotator
are set constant (/(n) is 1 and Q(n) is 0) as in Figure 16-6, then the output is
from (16.24)

1,,(n)=cos(w,, n+6(n)), (16.26)
where O(n) is the information-bearing component of the phase. In the
EDGE/WCDMA mode (quadrature amplitude modulation [GSM99a],
[FDDO0O0]), the input to the adder before the NCO is set at zero and I/Q sam-
ples are filtered by the pulse shaping filter and interpolated prior to the
CORDIC rotator.

The phase offset adds an offset to the NCO. This allows multiple modula-
tors to be synchronized in order to produce carriers with a known phase rela-
tionship. The phase offset allows intelligent management of the relative
phase of independent carriers. This capability supports the requirements of
phased array antenna architectures [Stu81].

ut

16.6 Ramp Generator and Output Power Level Con-
troller

Summing the IF outputs from other devices allows the formation of a multi-
carrier signal in Figure 16-6. This necessitates power control to be imple-
mented in the digital domain. Otherwise, it would not be possible to adjust
the relative power of a single carrier with respect to the others. Therefore, a
digital ramp generator and output power level controller is used as in Figure
16-6. The power control is realized by scaling the ramp curve [Van01b].

The programmable up/down unit allows power ramping on a time-slot ba-
sis as specified for GSM, EDGE and time division duplex WCDMA (TDD-
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WCDMA) [GSM99c], [TDDO00]. The ramp generator is based on a recursive
digital sine wave oscillator [Van01b]. In previous work [Van01b], the ramp
duration was fixed and the ramp generator could only generate cosine win-
dows that have only one cosine term (e.g. a Hanning window). In Figure 16-
8, two digital oscillators are used; these allow the Blackman window genera-
tion (two cosine terms). The Blackman window gives more attenuation to the
switching transients than the Hanning window.

Another method for implementing the ramp generator is to use a look-up
table LUT. Because the sampling frequency is high, the size of the LUT be-
comes large. The size of the LUT increases even more because of the high
oversampling ratio required by the variable ramp duration (see Table 16-1).
Alternatively, interpolation between the samples in the LUT can be used at
the expense of increased complexity. Furthermore, the multiplier is needed to
set the output power level. Therefore, the choice was made in favor of the
recursive digital oscillators.

16.6.1 Ramp Generator

The ramp generator shown in Figure 16-8 has two recursive digital sine wave
oscillators. The impulse response of the second-order system with complex-
conjugate poles on the unit circle is a sinusoidal waveform (see Chapter 5).
The amplitude and phase of the sinusoidal waveform is determined by the
initial values x(0) and x(1) from (5.10) and (5.11). The output frequency of
the digital oscillator (6,,) can be altered by changing the coefficient o in
(5.1) and the initial value in (5.10). The details and finite wordlength effects
of the digital ramp generator and output power level controller are described
in [VanOl1b].

16.6.2 Initial Values of Ramp Generator

The rising ramp of the Blackman window is given by
042A4+0.5A4cos(wt/T, +7)+0.08Acos(2xt/T.), (16.27)
where T, is the ramp duration, 7 is [0; 7,], and A4 is the amplitude of the ramp.
The falling ramp of the Blackman ramp window is
0.42A4+0.5Acos(zwt/T,)+0.08Acos(2xt/T,). (16.28)
The cosine terms are implemented with the digital sine wave oscillators and
the term 0.42 A is added to their output. The initial values for the falling
Blackman ramp are
x1(0)=0.54=4,, (16.29)
xI()=0.5A4cos(zT, /T.)= A, cos(6,), (16.30)
for the first oscillator. The initial values of the second oscillator are
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x2(0)=0.084 = 4,, (16.31)
x2(1)=0.08 4cosxT,/T.)= A4, cos(6,). (16.32)
The constant A3 is 0.42A4. The initial values of the rising Blackman ramp
for the first oscillator are the negatives of the falling ramp values. In the case
of the Hanning window, the initial values are the same as in the Blackman
case for the first oscillator, the values for the second oscillator are zero and
the constant 4; is 0.54. The ramp duration (7,) can be altered by changing
the output frequencies of the digital oscillators. The value (4) controls the
amplitude of the ramp (output power level). During the ramp period the sig-
nal sel is low in Figure 16-8 and the multiplexer conducts the ramp signal to
the multiplier (Figure 16-6). After the ramp duration (7)) the signal sel be-
comes high; the output of the multiplexer is connected to the input of the
multiplexer; and the output power level is constant.

16.6.3 Parallel Structure

The recursive digital oscillator shown in Figure 16-8 suffers from two major
drawbacks: the quantization noise accumulates in the recursive structure and
the maximum sampling rate of the digital oscillator is determined by its re-
cursive parts. The oscillator produces only one cycle of sine wave in the
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Figure 16-10. Multicarrier options: a) Parallel upconverters. b) Synthesis filter bank based.
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Blackman ramp; after that new initial values are updated, so the problem of
the accumulated noise is alleviated. The parallel structure is used to reduce
the sampling rate of the digital oscillators. Then the multipliers can be im-
plemented with higher wordlengths but with a reasonable area, as the speed
requirement is not so stringent. The idea of the implemented parallel struc-
ture is to generate the desired sinusoidal oscillating signal with two oscilla-
tors, one of which generates the odd samples, and the other the even samples.
This means that four oscillators are needed to generate Blackman ramps. The
parallel structure is presented in Figure 16-9, where the sampling rate of the
digital oscillator is halved. The odd and even oscillator outputs are alter-
nately selected with a 2-to-1 multiplexer (MUX), the select signal of which is
the divided clock. In order for the oscillators to generate correct samples to
the multiplexer output, each oscillator must operate at a double output fre-
quency (B,u). A phase offset must be added to the odd oscillator so that the
outputs are not duplicated. The initial values of the parallel ramp generator
are calculated by choosing first the same initial values as in the normal case
and calculating the next two values using the difference equation (5.1) and
choosing the odd samples for the odd oscillators and the even samples for the
even oscillators.

16.7 Multicarrier Modulator Architectures

In Figure 16-10 two multicarrier modulator architectures are presented: a
bank of parallel quadrature digital upconverters [Van00], [KosO1], [Van02],
[Int01], [AnaOl], [GraOl], and pulse shaping filtering, interpolation and
quadrature upconversion using a synthesis filter bank [Bel74], [Tsu7§8],
[Sch81], [Kur82], [Cor90], [ImO0], [PasO1]. In Figure 16-10(a), and Figure
16-10(b) it is possible to produce different modulation schemes by means of
programming the pulse shaping filter. In Figure 16-10(a) the up-conversion
to the IF frequency is performed by a quadrature direct digital synthesizer
(QDDS), two multipliers and an adder [ChoO1]. The upconversion can be
also performed by a coordinate rotation digital computer (CORDIC) algo-
rithm (see Chapter 6). In Figure 16-10(b) the pulse shaping, interpolation
and upconversion to the IF frequencies are performed by the synthesis filter
bank. The synthesis filter banks can be classified into three main types as
described in [Sch81]; namely: per-channel approaches [Kur82], multistage
techniques [Tsu78], [Pas01], and block-techniques which include the or-
thogonal transform of IDFT type [Bel74], [Cor90], [Im00]. The carrier fre-
quency resolution depends on the number of channels in the synthesis filter
bank; this approach therefore requires a considerable amount of hardware if
a fine carrier frequency tuning and a small number of carriers are needed
(see Table 16-1). In the synthesis filter bank, the carrier frequency resolution
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can also be improved by making fine frequency adjustments in the complex
baseband [Pas01]. The fine carrier frequency resolution could be achieved
with low hardware cost, as in Figure 16-10(a), by programming the QDDS
[VanO1]. The fine carrier frequency resolution gives a high degree of flexi-
bility in IF and RF frequency planning. The choice was therefore made in
favor of the parallel upconverter architecture (combining a number of paral-
lel modulator outputs in Figure 16-6).

16.8 Design Flow

This chapter gives a brief overview of the design flow and the software used
when the GSM/EDGE/WCDMA modulator circuit was implemented. A
simplified diagram of the design flow is shown in Figure 16-11. Of course,
some of the stages in the design flow were performed simultaneously sup-
porting one another.

System
specifications

Matlab
simulations

Floor planning
Timing driven placement
Clock tree generation
Placement optimization

Timing driven routing
Placement optimization

Architectural 5 q
. A Final routing
specifications L
(Silicon Ensemble)

VHDL
description
— (Modelsim
Simulation
(Modelsim)

No
No
Yes
layout editing

Yes
(ADS-Mentor)

Functional\verification| ~~ _(ADS-Mentor)
(Modelsim

¢

Top level manual

1 Mentor Graphics
No @ Yes [ | Synopsys
| Cadence
Yes To fabrication | |

Figure 16-11. Design flow.
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16.8.1 High Level Modeling

After and during the system specifications made in collaboration with Nokia
Networks, high level modeling and simulation were performed. A simulation
model with a graphical user interface was developed using the Matlab signal
processing tool. The purpose of this model was mainly to model the effects
of the finite precision in the digital circuit and the nonidealities of the D/A-
converter on the precision of modulation and signal spectrum.

16.8.2 Hardware Description

After the high level modeling, the Register Transfer Level (RTL) description
was written in VLSI Hardware Description Language (VHDL). Keeping in
mind the future work, the VHDL descriptions were made modular and pa-
rameterizable. The test benches and the simulation scripts were developed to
ease the simulations. The VHDL code was simulated using Modelsim and
the results were viewed and verified using Matlab.

16.8.3 Logic Synthesis
When the performance of the VHDL description was found appropriate, the

VHDL description was read into the Synopsys Design Compiler for logic
synthesis. First, the timing information was provided from the technology

Current Bias T
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LSB MSB
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Digital Current Sources
Input
14 15 1 e o 0 8 1 e o 0 17
ot 4to015 vl . 25
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7
10 S J{ J} .
our our
Current Output

Figure 16-12. Block diagram of the 14-b D/A converter.
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libraries. The VHDL description was synthesized to the logic elements meet-
ing the given timing constraints. In some resource demanding blocks, for
example, in re-samplers, an automatic pipelining feature of the Synopsys
Behavioral Compiler was used [Syn99]. A top-down hierarchal compilation
strategy described in [Bha99] with some modifications was used to compile
the main blocks of the design. Thereafter, the design was grouped together
and flattened. The static timing analysis was performed using the Design
Compiler and the functionality of the synthesized design was verified by
Formality and Modelsim.

16.8.4 Layout Synthesis

A floorplan with a so-called black-box reserving the area for the D/A-
converter was generated in the Cadence Envisia Design Planner. The synthe-
sized VERILOG netlist and the floorplan of the design were transferred to
the Cadence Envisia Silicon Ensemble layout synthesis tool. In order to en-
able the timing driven place and route, the timing constraints were also pro-
vided for these tools. After the power planning and the initial placement of
cells were performed, the clock tree was generated and the placement was
optimized using the stand-alone programs CTGEN and PBOPT, respec-
tively. Thereafter, the layout was routed. Exploiting the timing information
available after the routing, another placement optimization was performed,
followed by a new round of routing.

The timing and the functionality of the completed layout of the digital
part was verified using Design Compiler and Modelsim, respectively.

16.8.5 Final Layout

After the digital part of the modulator was designed and verified, the layout
was transferred into Mentor IC-station for the final manual editing. The ana-

Personal Pattern
rson Generator/Lo-

Parallel
Computer \POL gic Analyzer
Test Board
RF \J Signal

Generator | (1ock Analyzer

Figure 16-13. Block diagram of test system.
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log part of the modulator i.e. the D/A-converter was inserted into the area
reserved by the black-box. This manual editing also involved the addition of
the bonding pads and the decoupling capacitors. A number of diodes were
also added to protect the chip from the charges induced during the manufac-

turing process.
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The Design Rule Check (DRC) and the Layout Versus Schematic (LVS)
were performed for the final layout using Mentor IC-station and Design Ar-
chitect. After the successful DRC and LVS checks, the final layout was
transferred to the fabrication in the GDSII format. The chip was fabricated
using a 0.35 um CMOS technology.
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Figure 16-16. Transmitted power level of the EDGE burst versus time. The carrier frequency
is 19.2 MHz.

Table 16-3 Spectrum due to Switching Transients (Peak-Hold Measurement, 30 kHz Filter
Bandwidth, Reference > 300 kHz with zero offset)

Measured Maximum
Power (dBc) at D/A
converter Output

Offset
(kHz)

400
600
1200
1800

Maximum Power Limit

(dBc)
(GMSK) | (8-PSK)
- 60 -55
-70 -65
-77 77
-77 77

Measured Maximum

Power (dBc) at Digital
Output
(GMSK) (8-PSK)
-77.3 -77.7
952 -94.2
-106.3 -106.8
-106.9 -107.7

(GMSK)

-65.64
-75.1
-80.55
-79.92

(8-PSK)

-65.53
-75.36
-78.57
-79.23
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16.9 D/A Converter

As the multicarrier feature requires high dynamic range requirements for the
D/A converter, the wordlength was chosen to be 14 bit. The 14-bit on-chip
D/A converter is based on a segmented current steering architecture [BosO1].
It consists of a 6b MSB matrix (2b binary and 4b thermometer coded), and an
8b binary coded LSB matrix (Figure 16-12). The static linearity is achieved
by sizing the current sources for intrinsic matching [Bos01] and by using
layout techniques; this is a prerequisite for obtaining good dynamic linearity.
The cascode structure is used to increase the output impedance of the unit
current source, which improves the linearity of the D/A-converter.

The dynamic linearity is important in this IF modulator because of the
strongly varying signal. Therefore, well-designed and carefully laid out
switch drivers and current switches are used. A major function of the switch
driver in Figure 16-12 is to adjust the crosspoint of the control voltages, and
to limit their amplitude at the gates of the current switches, in such a way
that these transistors are never simultaneously in the off state and that the
feedthrough is minimized. The crossing point of the control signals is set by
delaying the falling edge of the signal [Tak91]. Dummy switch transistors
are used to improve the synchronization of the switch transistors control sig-
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Figure 16-19. Power spectrum of WCDMA signal.
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nals. Disturbances connected to the external bias current are filtered out on-
chip with a simple one pole low-pass filter. The D/A-converter is imple-
mented with a differential design, which results in reduced even-order distor-
tions and provides a common-mode rejection of disturbances.

16.10 Measurement Results

To evaluate the multi-standard modulator, a test board was built and a com-
puter program was developed to control the measurements. Figure 16-13 il-
lustrates the block diagram of the multi-standard modulator test system. The
on-chip D/A converter was used in measurements. Measurements are per-
formed with a 50 Q doubly terminated cable. The sampling rate of the D/A
converter was 76.8 MHz in the measurement. Figure 16-14 shows that typi-
cal integral linearity (INL) and differential linearity (DNL) errors are

Table 16-4
Performance Summary

Signal Quality

Measured at GSM Phase Error EDGE EVM (%) WCDMA EVM
) (%)
peak rms peak rms rms
Digital Data at 0.75 0.29 1.263 0.27 1.11
D/A Converter Input
Analog Signal at D/A 1.71 0.74 1.55 0.37 1.18
Converter Output
Specifications at the 20 5 22 7.0 17.5
base station RF port

Spectral Properties

GSM EDGE WCDMA
600 kHz offset 600 kHz ACLR1 ACLR2
offset

Digital Data at -100 -90 72.9 733

D/A converter input

Analog Signal at D/A -87.34 -84.58 65.84 67.67

Converter Output From Figure | From Figure
16-19 16-19

Specifications at the -70 -70 45 50

base station RF port
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1.04/0.83 LSB, respectively. The spurious free dynamic range (SFDR) is
shown as a function of the output frequency in Figure 16-15. The SFDR to
Nyquist frequency is better than 80 dBc at low synthesized frequencies, de-
creasing to 62 dBc at high synthesized frequencies in the output frequency
band (single tone).

Figure 16-16 shows the measured ramp up and down profiles of the
transmitted burst, which satisfy the EDGE base station masks. The allowed
power of spurious responses originating from the power ramping before and
after the bursts is specified by the switching transient limits. Some margin (3
dB) has been left between the values in [GSM99c¢] and the values specified
for this implementation in Table 16-3 to take care of the other transmitter
stages that might degrade the spectral purity of the signal. The power levels
measured at the digital output and the D/A converter output meet the limits
shown in Table 16-3.

The output signal in Figure 16-17 meets the GSM spectrum mask re-
quirements [GSM99c]. The output signal in Figure 16-18 meets the EDGE
spectrum mask requirements [GSM99c]. Figure 16-19 shows the WCDMA

CF 20 MHzMeas Signal
Ref Lvl SR 270.833 kHz Constellation
-9 dBm Demod 371/8-8PSK
1.5
IMAG + n
+ +
+ +
Tl + +
+ +
+ +
+ 4 +
-1.5
-4.1666667 REAL 4.1666667
CF 20 MHz
Ref Lvl SR 270.833 kHz Symbol/Errors
-9 dBm Demod 31/8-8PSK
Symbol Table
0 10101011 00010111 00000111 10101011 01000001
40 11111110 01000110 00111000 01111001 11110010 B
80 00010101 01110010 00111101 01110011 00100110
Error Summary
Error Vector Mag 0.37 % rms 1.55 % Pk at sym 0
Magnitude Error 0.23 % rms -1.52 % Pk at sym 0
Phase Error 0.17 degrms -042 deg Pk at sym 2
Freq Error -64.57 mHz -64.57 mHz Pk
Amplitude Droop 0.18 dB/sym Rho Factor 1.0000
IQ Offset 0.06 % 1Q Imbalance 0.02 %

Figure 16-20. Measured EVM errors in EDGE mode.
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output with a crest factor of 11.43 dB, where the adjacent channel leakage
powers (ACLR1/2) are 65.84 and 67.67, respectively. Figure 16-20 shows
the error vector magnitude (EVM) performance in EDGE mode, where the
measured rms EVM is 0.37% with a maximum peak deviation of 1.55%. The
signal performance is summarized in Table 16-4. The phase error, EVM and
spectral performance [FDDOO], measured at the digital output and the D/A
converter output, meet the specifications shown in Table 16-4. In the multi-
standard IF modulator, most of the errors are generated less by quantization
errors in the digital domain and more by the D/A converter analog non-
idealities, as shown in Table 16-4. There is some margin in the D/A con-
verter output for taking care of the other transmitter stages that might de-
grade the signal quality. Combining a number of parallel modulator outputs
allows the formation of multi-carrier signal in Figure 16-6. Figure 16-21
shows the multi-carrier signal at the D/A converter output. The first adjacent
channel leakage power ratio is 57.19 dB, which meets the specification (45
dB) [FDDO0O].

16.11 Conclusions

A GSM/EDGE/WCDMA modulator with a 14-bit on-chip D/A converter
was implemented. The pre-compensation filter, which compensates the sinc
droop above the Nyquist frequency, makes it possible to use WCDMA signal
images for up-conversion. The new programmable up/down unit allows
power ramping on a time-slot basis as specified for GSM, EDGE and TDD-
WCDMA. The multi-standard modulator meets the spectral, phase, and EVM
specifications. The die area of the chip is 22.09 mm”in 0.35 um CMOS tech-
nology. Power consumption is 1.7W at 3.3V with 110 MHz (maximum clock
frequency). The IC is in a 160-pin CQFP package. Figure 16-22 displays the
chip micrograph.
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Figure 16-21. Power spectrum of multi-carrier WCDMA signal.
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Chapter 17

17. EFFECT OF CLIPPING IN WIDEBAND CDMA SYS-
TEM AND SIMPLE ALGORITHM FOR PEAK WINDOW-
ING

In a WCDMA system, the downlink signal has typically a high Peak to Av-
erage Ratio (PAR). In order to achieve a good efficiency in the power ampli-
fier, the PAR must be reduced, i.e. the signal must be clipped. In this chap-
ter, the effects of several different clipping methods on Error Vector Magni-
tude (EVM), Peak Code Domain Error (PCDE) and Adjacent Channel Leak-
age power Ratio (ACLR) are derived through simulations. Also, a very
straightforward algorithm for implementing a peak windowing clipping
method is presented. The presented algorithm does not involve any iterative
optimization algorithms, so it can be implemented as a FIR filter structure
with feedback.

17.1 Introduction

In a Wideband Code Division Multiple Access (WCDMA) system, the
downlink signal is a sum of signals intended for different users. The enve-
lope of the composite signal is Gaussian distributed, which leads to a high
Peak to Average Ratio (PAR) [Oz195]. The PAR is measured by Crest Factor
(CF). In order to achieve a good efficiency in the power amplifier, the PAR
must be reduced, i.e. the signal must be clipped. Unfortunately, the signal
quality is degraded in the clipping operation. The signal quality can be
measured by Error Vector Magnitude (EVM), Peak Code Domain Error
(PCDE) and Adjacent Channel Leakage power Ratio (ACLR) [GPP0O]. In
this chapter, the effects of several different clipping methods on the EVM,
PCDE and ACLR are derived through simulations. Also, a very straightfor-
ward algorithm for implementing a peak windowing clipping method is pre-
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sented. The presented algorithm does not involve any iterative optimization
algorithms, so it can be implemented as a FIR filter structure with feedback.

17.2 Clipping Methods

17.2.1 Baseband Clipping

In the first case, the baseband signals / and Q are clipped independently,
which leads to the situation where the constellation of the baseband symbols
is circumscribed by a square. In the following text, Square refers to this
method. In the second case, the amplitude of the complex symbol is clipped
but the angle remains unchanged. In this case, the constellation is circum-
scribed by a circle. This method is referred to as Circle. It is obvious that
baseband clipping has no effect on the ACLR because the clipping takes
place before the pulse shaping filtering.

17.2.2 Adaptive Baseband Clipping

The problem of the baseband clipping, is that the pulse shaping filter tends to
increase the Crest Factor and partially cancels the effect of clipping. An
adaptive peak suppression algorithm intended to prevent the peak regrowth
is presented in [Mil98]. In this chapter, the same idea is used in the follow-
ing way. We assume that oversampling ratio of 2 is used in the filtering i.e.
the input signal is zeropadded with a factor of 2 before the filter, while the
filter **fills in" the zero-valued samples with interpolated sample values. The
clipping threshold after filtering is specified as A. The algorithm is as fol-
lows:

1. The unclipped signal is filtered and analyzed.
2. If the threshold is exceeded there are two options:

If the peak is not an interpolated sample, the corresponding sample of the
unfiltered signal is scaled down by factor k = A/A,, where A; is the amplitude
of the peak.

If the peak is an interpolated sample, the two adjacent samples of the cor-
responding sample of the unfiltered signal is scaled down by factor k = 4/A;.

3. After scaling operations the new version of the unfiltered signal is filtered.
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As can be seen, this clipping algorithm requires at least one iteration
loop. The optimal way to apply this algorithm is to use many iteration loops
and decrease the clipping level step by step. In reality the complexity and the
processing delay restrict the number of the iteration loops. In Section 17.4,
this method is simulated in two cases. In the first case, referred to as Adap-
tive, the presented algorithm is used with one iteration loop. The block dia-
gram of this is presented in Figure 17-1. In the second case, referred to as
Iterative, the presented algorithm is used with 20 iteration loops.

17.2.3 IF Clipping

Another way to clip the signal is to operate with the IF signal. As a nonlinear
operation, the clipping obviously distorts the signal and the ACLR is de-
creased. The ACLR can be increased by bandpass filtering after the clipping
operation. The IF clipping with and without bandpass filter is simulated.
Also, two clipping methods, Error Shaping [Yan00] and Windowing method
[Nee98], [Pau96] are simulated. The windowing method is considered in
details in the next section.

17.2.4 Windowing Algorithm

Conventional clipping causes sharp corners in a clipped signal. This leads to
out of band radiation and reduces the ACLR. It is possible to increase the
ACLR by smoothing those sharp corners. This is achieved by multiplying
the signal to be clipped with a window function [Pau96], [Nee98]. The dif-
ference between conventional clipping and windowing is presented in Figure
17-2. Conventional clipping can be expressed as a multiplication

y(n)=c(n) x(n), (17.1)
where
Scaling
Pulse
» Delay VA shaping |~ out
filter
Pulge Peak detector
shaping ——» and scaling
filter factor calculation

Figure 17-1. Block diagram of the adaptive baseband clipping structure.
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1 x(n)|<£4
c(my=q_A4 Lx(m)|> A, (17.2)
| x(n) |

where 4 is the maximum allowed amplitude for the clipped signal. The idea
of this method is to replace the function ¢(n) with the function

b(m)=1- Y a, w(n—k), (17.3)
k=—oc0
where w(n) is the window function and a; a weighting coefficient.
To achieve the wanted clipping level, the function h(z) must satisfy the
inequality

1= > a,w(n—k)<c(n), (17.4)
fr=—oco

for all #n. To minimize the EVM, inequality (17.4) must be as near equality as
possible. The difference between c(n) and b(n) depends on the window
length W defined as a number of samples w(n) which are not equal to zero,
and on weighting coefficients a;. The spectral properties of clipped signal
depend on the window length W; choosing the W is a trade off between the
EVM and ACLR. After the ¥ is chosen, weighting coefficients a; must be
optimized. If it is assumed that clipping probability and window length are
so low that windows do not overlap in the time domain, then the easiest way
to form the function b(n) is to find the part

D aw(n—k), (17.5)
fr=—oco
by convolving the function 1 - ¢(n) with the window w(n), when b(n) be-

clipping treshold

<

windowed

Figure 17-2. Clipped signal and windowed signal.
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comes

=

b(m)=1- Y [1=c(k)]w(n—k). (17.6)

J=—oo
The convolution can be implemented as an FIR filter structure. The ideal

convolution is not physically realizable, since it is noncausal and of infinite
duration. In order to create a realizable filter, the impulse response, i.c. the
window must be truncated and shifted to make the system causal. If the win-
dow function is symmetric then the FIR filter has symmetric impulse re-
sponse w(k) = w(W-1-k).

In a real system, windows unfortunately overlap and, as a result of
convolution, the signal is clipped much more than needed. In the worst case,

D+
y
1

max(y,0) z-1 71

Wo Wy W Wl Wil

1 F out
Figure 17-3. FIR filter structure with feedback.

0.5 \ ~
! \ /

-5} | | — )
! — — convolved
— - feedback

R | |

2k ;

Figure 17-4. Function b(n) formed by convolution (17.6) and by presented algorithm (Figure
17-3).
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the sign of function b(n) may become negative, which is fatal for the system.
This can be seen in Figure 17-4. Hence another way to form the function
b(n) must be found. A simple solution to the problem mentioned above is to
combine the conventional FIR structure with a feedback structure that scales
down the incoming value if necessary. The proposed structure is presented in
Figure 17-3. In Figure 17-3, | J' denotes floor operation. The impulse re-
sponse of the filter (coefficients w,) is equal to the window function w. The
previous values are used for calculating a correction term that can be sub-
tracted from input while the output still satisfies (17.4). If the correction term
is larger than the input value, signal y (Figure 17-3) becomes negative after
the subtraction, which leads to an unwanted clipping result. This is prevented
by adding a block that replaces negative values with zero.

Function b(n) formed by convolution and by the presented algorithm is
shown in Figure 17-4.

17.3 Simulation Model

All simulations were performed by using MATLAB 5.3. The test data was
generated according to [GPP00]. The generation of the WCDMA signal is
presented in Figure 17-5. In Figure 17-5, u,, is the complex data of the user 7,
¢, a spreading code, b, a weighting factor, s a complex scrambling sequence
and o the angular frequency of the carrier.

The block diagram of the used modulator model is presented in Figure
17-6. The pulse shaping filter is Root Raised Cosine FIR filter with 1001
coefficients. The number of coefficients is chosen to be high so that the clip-
ping is the only source of error. The interpolation ratio of the pulse shaping
filter is 2. After the pulse shaping filter there are 3 half band filters. The
function of the half band filters is to increase the sampling rate. Every half

< b,
" @
c, b, cos(wn)

uZ (:) (::) S 41’ pulse
shaping
b3 | split it
Tand Q

pulse
Q shaping

-sin(on)
o D)

Figure 17-5. WCDMA modulator.
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band filter interpolates by factor 2 so the oversampling ratio (OSR) at the IF
becomes 16. The ACLR and CF are calculated by using signal IF in Figure
17-6.

Calculation of the EVM and PCDE is performed as it is presented in
[GPPOO]. In the multicarrier case, the EVM and PCDE are calculated for the
carrier with the highest frequency. The ACLR is calculated by using the ad-
jacent channel above the highest used frequency channel.

Simulations are performed in two cases. In the first case, the Crest Factor
is minimized so that the ACLR, EVM and PCDE still fulfills the system
specifications [GPPO0O]. In the second case, there is some margin left for the
error caused by the following analogue parts. ACLR is specified to be more
than 65 dB, EVM less than 3% and PCDE less than -49 dB.

17.4 Results

17.4.1 Single Carrier

The single carrier case is simulated by using 2 different test data. Simulation
results for Test Model 3 [GPP00] with 32 active codes and 3 control chan-
nels are presented in Table 17-1 and Table 17-2. The Crest Factor before
clipping is 15.418 dB. Results for Test Model 3 [GPP00O] with 16 active
codes and 3 control channels are presented in Table 17-3 and Table 17-4.
The Crest Factor before clipping is 15.414 dB. In both cases, the spreading
factor is 256.

The baseband clipping method Circle seems to be more efficient than
method Square, even if the clipping ratio for Square is less than the clipping
ratio for Circle. This can be explained by using the equation

IF =Icos(wt)—Qsin(@t)= 1% + O? cos(wt + @), (17.7)
which shows that the envelope of the signal IF is linearly dependent on the
amplitude of the complex baseband signal. When the / and Q are clipped
independently to value A4, the critical maximum amplitude of the complex

cos(on)
1 pulse || Isthalf | .| 2ndhalf J 3rd half
shaping band band band
base-
band
clipping
Q pulse | | {sthalf 2nd half || 3rdhalf

shaping band band band

- sin(®n)

Figure 17-6. Used simulation model.
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baseband signal becomes sqrt{2}4. If one of the signals (/ or Q) is below the
clipping level, and the other is clipped to value 4, the amplitude of the com-
plex symbol becomes less than sqrt{2}4. Because the limiting factor is the
critical point (see Figure 17-7) from the point of view of the Crest Factor, it
can be said that, in most cases, the amplitude of the complex signal is
clipped too much without any advantage being gained, while the EVM is
increased. The region clipped in vain is presented in Figure 17-7.

Taking into account the fact that, in the case of method Circle, the angle
of the complex phasor does not change, which can be a useful property in the
receiver, method Circle is more suitable for baseband clipping than method

Square.
1 Adaptive clipping has better efficiency than the conventional baseband

clipping methods. When a large amount of error is tolerated, the efficiency
of the Adaptive method can be increased by using more iteration loops
(method Iterative). In this case, the efficiency of the method Iterative be-
comes about same as the efficiency of the IF clipping with filtering. For high
clipping levels, i.e. for low tolerated error levels, the efficiency of the adap-
tive clipping does not improve when the number of iterations is increased.

Clipping at IF is slightly less efficient than conventional baseband clip-
ping. However, by combining the IF clipping to bandpass filtering, the effi-
ciency becomes better than in the case of conventional baseband clipping.
When clipping is performed at IF, the ACLR is the limiting parameter. By
using the bandpass FIR filter with 50 coefficients, the ACLR can be in-
creased so that the EVM and PCDE become the limiting parameters. The
problem in this method is that filtering increases the Crest Factor after the
clipping operation and it is difficult to find the optimal combination of the
clipping ratio and the band pass filter.

Q

critical point

-A A I

vainly
clipped
region

Figure 17-7. Vainly clipped region when I and Q clipped independently.
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As the results in Table 17-1 and Table 17-2 show, no advantage is
achieved by using error shaping. The idea of error shaping is to remove clip-
ping noise from the signal band so that the clipping ratio can be decreased.
Most of the clipping noise is in the signal band [Gro94], and filtering it out
leads to a situation where the Crest Factor is increased. Even if the filter is a

Table 17-1. Simulation results for test data with 32 active codes and 3 control channels.

Method ACF EVM PCDE ACLR
Square 3.22dB 16.2 % -33.1dB 92.0dB
Circle 433 dB 17.5% -34.2dB 92.0 dB
Adaptive 5.46 dB 17.5% -342 dB 92.0 dB
Iterative 6.15dB 17.5% -33.6 dB 92.0 dB
IF 3.05dB 0.73 % -58.6 dB 50.1 dB
TF+filt 6.10 dB 16.4 % -33.0dB 52.6 dB
Error Shaping 5.48 dB 15.8 % -33.0dB 51.8dB
Windowing 7.35 dB 17.5% -33.4dB 56.1 dB
Table 17-2. Simulation results for test data with 32 active codes and 3 control channels. High
margin.
Method ACF EVM PCDE ACLR
Square 1.80 dB 3.0% -50.8 dB 92.0dB
Circle 2.05 dB 3.0% -50.8 dB 92.0dB
Adaptive 2.33dB 3.0% -51.0dB 92.0dB
Iterative 2.33dB 3.0% -50.1 dB 92.0dB
IF 1.00 dB 0.3 % -58.9 dB 65.1 dB
IF+filt 2.57dB 3.0% -51.5dB 67.4 dB
Error Shaping 2.45dB 3.0% -51.5dB 66.5 dB
Windowing 3.65dB 3.0 % -49.9 dB 72.0 dB
Table 17-3. Simulations results for test data with 16 active codes and 3 control channels.
Method ACF EVM PCDE ACLR
Square 3.37dB 9.9 % -33.1dB 92.0dB
Circle 3.61 dB 10.1 % -33.1dB 92.0 dB
Adaptive 4.50 dB 11.4% -33.0dB 92.0 dB
Iterative 4.71 dB 10.4 % -33.0dB 92.0 dB
IF 3.69 dB 0.7 % -57.5dB 50.0 dB
TF+filt 4.62 dB 8.4 % -33.0dB 57.3dB
Windowing 6.17 dB 9.7 % -33.0dB 61.5dB
Table 17-4. Simulations results for test data with 16 active codes and 3 control channels. High
margin.
Method ACF EVM PCDE ACLR
Square 247 dB 3.0% -49.2 dB 92.1dB
Circle 2.48 dB 3.0% -49.3 dB 92.1dB
Adaptive 293 dB 3.0% -49.8 dB 92.0 dB
Iterative 2.93dB 3.0% -49.7 dB 92.0dB
IF 1.35dB 0.3% -57.8 dB 65.1dB
IF+filt 3.03dB 3.0% -49.0 dB 65.9 dB

Windowing 4.09 dB 2.8 % -50.0 dB 72.8 dB
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FIR filter with only 10 coefficients, and the maximum attenuation in the
stopband is 1.5 dB, the decrease of the clipping ratio cannot compensate the
increase of the Crest Factor.

The windowing method is the most efficient of the presented clipping
methods. The used window is Hamming window with the length of 75. In
[Vad01], the properties of some common window functions are compared
and it seems that Hamming window has the best relationship between the
EVM and ACLR. Choosing a window length is a problematic issue. Results
show that, in most cases, the EVM or PCDE is the limiting parameter and
that there is some margin for ACLR. In theory, reducing the window length
decreases the EVM, PCDE and ACLR which leads to a situation where the
clipping ratio could be decreased. Simulations showed that, in this case, the
Crest Factor increased, so no advantage was achieved. Another reason which
makes the windowing method more interesting than IF clipping with filter-
ing is that windowing method can be easily applied to a multicarrier system.

17.4.2 Multicarrier

The multicarrier signal is simulated by adding together four signals after the
upconversion. All four signals are generated by using independent data and
an equal number of codes. Baseband clipping is performed independently for
each baseband signal with an equal clipping ratio. IF clipping is performed
after carriers are combined. Results for data with 32 code channels are pre-
sented in Table 17-5 and Table 17-6. The Crest Factor before clipping is
13.745 dB.

In all cases, both baseband clipping methods are inefficient and no
advantage is gained. When different signals are combined at IF, the high
peaks of the individual signals can be cancelled out and, correspondingly,
new peaks can be generated to the composite signal. For this reason, the
adaptive baseband clipping is not considered in this context. An effective
baseband clipping method would require a feedback structure which would,

Table 17-5. Multicarrier signal with 4 carriers, 32 code channels per carrier.

Method ACF EVM PCDE ACLR
Square 0.07 dB 17.5 % -34.6 dB 90.1 dB
Circle -0.03 dB 17.5 % -34.4dB 90.1 dB
IF 1.52 dB 0.41 % -65.1 dB 50.0 dB
Windowing 5.57 dB 17.5% -34.7dB 51.1dB

Table 17-6. Multicarrier signal with 4 carriers, 32 code channels per carrier. High margin.

Method ACF EVM PCDE ACLR
Square -0.06 dB 3.0% -50.0 dB 90.1 dB
Circle -0.06 dB 3.0% -50.7 dB 90.1 dB

IF 0.48 dB 0.3 % -66.5 dB 65.0 dB

Windowing 3.03dB 3.0 % -50.5 dB 65.0 dB
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however, be very complex and hard to implement.

As in the single carrier case, the ACLR is a limiting parameter in IF clip-
ping. Because it is difficult to apply filtering in the case of multicarrier sig-
nal, the windowing method becomes the most interesting. Results show that,
by using the windowing method, the Crest Factor can be reduced signifi-
cantly. The major problem, just as it was in the single carrier case, remains
the method of choosing the window length. In simulations, efforts are made
to minimize the Crest Factor.

17.5 Conclusions

The effects of several different clipping methods on the EVM, PCDE and
ACLR are derived through simulations. In simulations, different types of test
data are used and both single carrier and multicarrier cases are considered.
Based on results, the clipping methods are compared. Also a peak window-
ing algorithm based on a FIR filter structure with feedback is presented.
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Chapter 18

18. REDUCING PEAK TO AVERAGE RATIO OF MUL-
TICARRIER GSM AND EDGE SIGNALS

In conventional base station solutions, the carriers transmitted are combined
after the power amplifiers. An alternative to this is to combine the carriers in
the digital domain. The major drawback of the digital carrier combining is a
strongly varying envelope of the composite signal. The high PAR sets strict
requirements for the linearity of the power amplifier. High linearity require-
ments for the power amplifier leads to low power efficiency and therefore to
high power consumption. In this chapter, the possibility of reducing the PAR
by clipping is investigated in two cases, GSM and EDGE.

18.1 Introduction

The Global System for Mobile communication (GSM) is a widespread sec-
ond generation system that uses the 0.3 Gaussian Minimum Shift Keying
(GMSK) modulation. The advantage of this modulation method is the con-
stant envelope signal which makes it possible to use power efficient power
amplifiers (PAs). Enhanced Data rates for GSM Evolution (EDGE) is an
enhancement to the GSM system. The primary objective for the EDGE sig-
nal is to triple the on-air data rate while meeting essentially the same band-
width occupancy as the original 0.3 GMSK signal. The EDGE system uses a
3n/8-shifted 8-Phase Shift Keying (PSK) modulation, which is not a constant
envelope modulation.

In conventional base station solutions, the carriers transmitted are com-
bined after the power amplifiers. An alternative to this is to combine the car-
riers in the digital Intermediate Frequency (IF) domain (see section 16.7)
[VanOl1], [Van02]. This saves a large number of analog components and,
because there is no analog I/Q modulator, many problems such as dc offset
can be avoided. The major drawback of the digital carrier combining is the
strongly varying envelope of the composite signal. When a number of carri-
ers are combined, according to the central limit theorem, the envelope of the
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composite signal becomes normally distributed with a high peak to average
ratio (PAR). Typically, the PAR is measured by the Crest Factor (CF) de-
fined as

2
CF = 1o1ogm[%:)’z)])} (18.1)

where x(7) is the composite signal. The high PAR sets strict requirements for
the linearity of the power amplifier. In order to limit the adjacent channel
leakage, it is desirable for the power amplifier to operate in its linear region.
High linearity requirements for the power amplifier leads to low power effi-
ciency and, therefore, to high power consumption (class-A amplifier). An
alternative to the expense of a wide-dynamic-range power amplifier is the
use of deliberate clipping to distort the signal digitally.

Several clipping techniques for other modulation methods that suffer
from high PAR (OFDM, CDMA) are proposed. In this chapter, at first the
properties of the GSM and EDGE multi-carrier signals are discussed and
then conventional IF clipping and windowing method [Pau96], [Nee98] is
applied in both cases.

18.2 Signal Model

In both cases, GSM and EDGE, a single carrier IF signal is generated using
the burst format specified in [Dig99a]. The length of the test signal is 7 data
bursts, which corresponds to 260000 samples at IF frequency. The oversam-
pling ratio of 240 is used at the IF. This corresponds to a 65 MHz sampling
frequency in the digital modulator because the symbol rate in the
GSM/EDGE is 270.833 ksym/s. The multicarrier signal is generated by
combin-ing several single carrier signals at IF using 600 kHz channel spac-
ing. All combined signals are generated using independent random data; the
initial phases of the carriers are chosen randomly.

The Crest Factor of the real valued single carrier GSM IF signal is ap-
proximately equal to the Crest Factor of the sinusoidal signal, 3.01 dB.
Simulations have shown that the Crest Factor of the corresponding EDGE
signal is about 6.18 dB.

If all the carriers are assumed to be statistically independent, the power of
the composite signal is doubled when the number of carriers is doubled. In
the worst case, all the carriers reach their maximum simultaneously, which
means that when the number of carriers is doubled, the maximum of the
composite signal is doubled and the peak power is multiplied by four. In this
case, the PAR is doubled and the Crest Factor is increased about 3 dB. In
reality, it is very unlikely that all the carriers would have their maximum
simultaneously or that the Crest Factor would increase as much as predicted.
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Simulated Crest Factors for composite signals with different numbers of car-
riers are presented in Table 18-1. The results show that the Crest Factor does
not increase as much as in the worst possible case, but, in any case, for a
large number of carriers it becomes very high in both cases, GSM and
EDGE.

In the future, it will be possible to transmit the GSM and EDGE signals
simultaneously using the same power amplifier. The Crest Factor of the sig-
nal with 16 carriers when the number of EDGE carriers is varied is presented
in Table 18-2.

18.3 Clipping Methods

The conventional IF clipping can be expressed mathematically as

A x>A
y=1x |d<4 (18.2)
—A x<—-4A4,

where x is the unclipped signal, 4 is the maximum amplitude allowed and y
is the clipped version of signal x. It is obvious that, as a nonlinear operation,
the clipping distorts the signal significantly and generates unwanted power
to the adjacent channels. One possible solution to this problem is to smooth
the sharp corners caused by clipping. This can be performed by multiplying
the signal to be clipped with a window function [Pau96], [Nee98]. In a real
system, windows unfortunately overlap, and, as a result of convolution, the
signal is clipped much more than is needed. In the worst case, the sign of

Table 18-1. Simulated Crest Factors for signals with different number of carriers

Number of carriers CF GSM CF EDGE
1 3.010dB 6.176 dB

2 6.020 dB 8.969 dB

4 9.012 dB 11.102 dB
8 11.397 dB 12.956 dB
16 14.258 dB 15.747 dB
32 17.395 dB 18.649 dB

Table 18-2. Crest Factor of the the signal with 16 carriers when the number of EDGE carriers
is varied

Number of EDGE carriers CF

1 14.372 dB
2 14.391 dB
4 14.266 dB
8 14.372 dB

12 14.783 dB




342 Chapter 18

function h(n) may become negative, which is fatal for the system. Hence,
another way to form the function h(7) must be found. A simple solution to
the problem mentioned above is to combine the conventional FIR structure
with a feedback structure that scales down the incoming value if necessary.
The proposed structure is presented in Figure 17-3. In Figure 17-3, L] de-
notes floor operation. The impulse response of the filter (coefficients w,) is
equal to the window function w. The previous values are used for calculating
a correction term that can be subtracted from input while the output still sat-
isfies (18.4). If the correction term is larger than the input value, signal y
(Figure 17-3) becomes negative after the subtraction, which leads to an un-
wanted clipping result. This is prevented by adding a block that replaces the
negative values with zeros.

18.4 Results

The clipped signal must fulfil the system specifications [Dig99b]. In the case
of GSM, the signal quality is measured by phase error, while in the case of
EDGE, the signal quality is measured by Error Vector Magnitude (EVM). In
both cases, the spectrum of the signal must fit in the spectrum mask.

18.4.1 GSM

Firstly, different window types are compared. The spectrum of the unclipped
signal, the spectrum of the clipped signal and the spectrums of the windowed
signals are presented in Figure 18-1. Results for Hanning and Blackman
windows are presented. Other common window functions, i.e. Kaiser,
Hamming and Gaussian, are investigated; the Hanning and Blackman win-
dows are found to be better than the other windows.

The test signal consists of 16 carriers. The Crest Factor of the unclipped
signal is 14.258 dB. In every case, the signal is clipped so that the Crest Fac-
tor becomes 10 dB. Figure 18-1 shows that the conventional clipping causes
very high out of band radiation and is therefore not applicable in the case of
GSM transmission. The Blackman window seems to give better spectral
properties than the Hanning window.

The effect of the window length used is presented in Figure 18-2 and in
Table 18-3. The Crest Factor of the test signal is clipped to 12 dB. In this
example, the window length of 240 corresponds to the length of one symbol

Table 18-3. Phase error of the GSM signal as a function of the window length.

Window length rms peak
101 0.957 5.049
201 1.033 5.567
401 0.667 3.308

601 0.157 0.818
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Table 18-4. Crest Factor reduction in the case of multicarrier GSM signal.

number of car- CF ACF rms peak
riers

8 9.131 dB 2.266 dB 0.199 0.866

16 10.207 dB 4.051 dB 0.230 1.212

32 10.658 dB 6.737 dB 0.360 2.805

(oversampling ratio of 240 is used). It is obvious that a long window gives
better spectral properties than a short window, but the interesting result is
that the long window gives better phase error performance than a short win-
dow. This is surprising because when the window length increases the dif-
ference between the transmitted and the ideal waveform increases, so there-
fore, intuitively, the phase error should increase.

The achieved Crest Factor reduction (ACF) in the case of 8, 16 and 32
carriers is presented in Table 18-4. The used window length is 601 and the
clipping level is set so that the spectrum is the limiting element. The results
show that the Crest Factor of the multicarrier GSM signal can be reduced
significantly while the distortion is still kept in a tolerable level. The phase
error specifications are 5° for rms and 20° for peak error [Dig99b]. In prac-
tice, implementing the windowing algorithm presented in [V4402] with a
window length of 601 might be very difficult and lead to a high area and
power consumption in the circuit implementation.
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18.4.2 EDGE

Again different window types are compared. The spectrum of the unclipped
signal, the clipped signal and the spectrums of the windowed signals are pre-
sented in Figure 18-3. Two different windows, Hanning and Blackman are
used. The test signal consists of 16 carriers and the Crest Factor of the un-
clipped signal is 15.747 dB. In every case, the signal is clipped so that the
Crest Factor becomes 12 dB. Figure 18-3 shows that, as earlier, the conven-
tional clipping causes very high out of band radiation and therefore it is not
applicable in the case of EDGE transmission. The Blackman window seems
to give better spectral properties than the Hanning window. The effect of the
used window length is presented in Figure 18-4 and in Table 18-5. The Crest
Factor of the test signal is clipped one decibel. The longer window gives a
better spectral behavior but the EVM becomes high. A window long enough
to meet the spectral specifications causes EVM that is very near, or above,
the EVM specifications, 7% for rms and 24% for peak value [Dig99b]. In a
real digital modulator, EVM this high cannot be tolerated because some
margin must be left for the following analogue parts. In conclusion, it can be
said that neither of the clipping methods discussed in this chapter can be
used for EDGE clipping. Even one decibel reduction in the Crest Factor
leads to an intolerable error. Generally, the EDGE signal seems to be very
sensitive to clipping errors, which makes the Crest Factor reduction a very
challenging problem.

SPECTRUM DUE TO THE MODULATION

T T T T T 1 01
0 - 201 []
- - 401
Measurement Filter Measurement Filter 601
—-20 - | Bandwidth 30 kHz Bandwidth 100 kHz b
)
T -40r
-4
53]
z
o
9
M -60
>
=
=
<
—
33|
& _gol
-100
_120 1 | | L 1
0 1000 2000 3000 4000 5000

FREQUENCY FROM CARRIER (kHz)
Figure 18-2. Spectrum of the GSM signal as a function of the window length.



Reducing Peak to Average Ratio of Multicarrier GSM and EDGE

Signals

Table 18-5. EVM of the clipped EDGE signal as a function of the window length.
Window length rms EVM peak EVM

101 2.763 % 11.526 %

201 3.683 % 15.156 %

401 5.690 % 21.920 %

601 6.944 % 24.783 %

The reason for the poor performance of the EDGE clipping is that the
clipping seems to affect more the amplitude of the signal than the phase of
the signal. Because the distortion in the case of the EDGE signal is measured
by both amplitude error and phase error, the error metric EVM becomes
high. In the case of GSM clipping, the error is measured by phase error only,
so the signal can be clipped significantly. If we down-convert the clipped
GSM signal, divide it into the in phase and quadrature branches and calcu-
late the EVM as is done in the case of EDGE, it can be seen that, while the
phase error remains low, the EVM can be high. For the signal with 0.19 de-
grees rms and 0.88 degrees peak phase error, the corresponding EVM values
are 5.4% and 19.6%, respectively.

18.4.3 GSM/EDGE

As has been shown earlier, the EDGE clipping is much more complicated
than the GSM clipping, so it can be assumed that when the GSM and EDGE
carriers are transmitted simultaneously, performance of the EDGE signals
restricts the clipping. When a signal with 15 GSM carriers and one EDGE
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carrier is clipped by using the windowing method, the Crest Factor is re-
duced by about 1.5 dB from 14.37 dB to 12.88 dB. In this case, the rms
EVM is 3.1 % and the peak EVM is 21.5 %, both of which fulfil the specifi-
cations but are intolerably high. When the number of the EDGE carriers is
varied, the results are of the same kind; the peak EVM seems to remain es-
pecially problematic.

18.5 Conclusions

Two different clipping methods, conventional clipping and windowing
method, are applied to GSM and EDGE multicarrier signals in order to re-
duce the Crest Factor. In the case of GSM, the windowing method is shown
to be efficient and the Crest Factor is reduced significantly while the distor-
tion is still kept at a tolerable level. In the case of EDGE, both clipping
methods are proved to be inapplicable.
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19. APPENDIX: DERIVATION OF THE LAGRANGE IN-
TERPOLATOR

The transfer function of a FIR filter is
N

H(z)=)_ h(mz", (19.1)
n=0

where /(n) is the impulse response of the filter. N is the degree of the filter,
thus the number of taps in the filter are L = N + 1. The aim of the design pro-
cedure is to minimize the complex error function defined by

E@e”)=H(e")- H (e, (19.2)
where H(e'®) is the approximation and H(e'®) is the ideal frequency re-
sponse.

By setting the error function £ and its N derivatives to zero at zero fre-
quency, a maximally flat interpolation filter design at @ = 0 is obtained. The
FIR filter coefficients derived this way are the same as the weighting coeffi-
cient in the classical Lagrange interpolation. This can be written as

d’E(e")

= =0, for j=0,1,2,..., N. (19.3)

w=0

This can be written
dj < —iow —iou .
— Z(; ) - =0, forj=0,1,2,...N. (19.4)

By differentiating the following is obtained:

N
D n’ h(my=p, for j=0,1,2,.,N. (19.5)

n=0
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This set of N+ 1 linear equations may be rewritten in the matrix form as
Vh=v, (19.6)
where V'is an L X L Vandermonde matrix

0% 1° 2° N° 1 1
o' 1 2! N'! 1 2 N
vV=0> 1> 2? N2|=|0 1 4 N? (19.7)
oY M 2 o NY o1 2Y L N
h is the coefficient vector of the FIR filter
h=[h0) K1) h2) .. W] (19.8)
and
T
v=l e w2 o)l (19.9)

Because the Vandermonde matrix is known to be nonsingular, it has also an
inverse matrix 7. Equation (19.6) can be expressed as

h=V"v (19.10)
where 7' can be evaluated using Cramer's rule. The solution is given in ex-
plicit form as

N .
=[] 2L, forn=0,1,2,..,N (19.11)
j=0=k TJ
where | is the fractional delay and N is the order of the FIR filter.
There are also simpler approaches to derive the solution, but they are
purely mathematical and will not bring out the signal processing aspects as
clearly as this one.
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Interpolation
B-spline interpolation; 246
Lagrange interpolation; 242, 243, 246,

353

Inter-Symbol Interference (ISI); 68, 219,

220,221, 222,223

L

Layout Versus Schematic (LVS); 317

Least Mean Squares Algorithm (LMS);
53,56,57

Logic Elements (LEs); 134, 259, 266, 276

Look-Up Table (LUT); 37, 39, 40, 57,
149, 310

M

Matlab; 132, 134, 167, 266, 267, 314
Modelsim; 314, 315

N

Newton-Rhapson algorithm; 53, 55

Noise Transfer Function (NTF); 274

Numerically Controlled Oscillator
(NCO); 61, 86, 250, 251, 252, 279,
307,308, 309

Nyquist frequency; 113, 122, 124, 193,
204, 269, 271, 321, 322
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On-chip capacitor; 286, 292

P

Parks-McClellan algorithm; 266
Peak to Average Ratio (PAR); 327, 339,
340
Phase accumulator; 62, 139
Phase Shift Keying (PSK); 317, 339
Phase to amplitude converter; 62, 143
Angle Decomposition; 150
COordinate Rotation Digital Computer
(CORDIC); 164
Difference algorithm; 147
Nicholas architecture; 153
Nonlinear D/A converter; 145
Polynomial approximations
Chebyshev Approximation; 161
High Order Piecewise
Interpolation; 158
Legendre Approximation; 163
Piecewiese Linear Interpolation;
156
Taylor Series Approximation; 160
Polynomial Approximations; 155
Splitting into Coarse and Fine LUTs;
149
Sunderland architecture; 152
Pipelining; 140, 195, 224, 227, 230, 234
Pipelining/Interleaving (P/1); 234
Polyphase decomposition; 230, 239, 281,
285,307
Power Amplifier (PA); 4, 25
Class-A; 340
Class-C; 7,9, 31
Class-D; 7, 17, 18
Class-E; 7, 16
Class-F; 7
Class-S; 9
Power amplifier linearization techniques
Analog predistortion; 33
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Cartesian feedback; 29, 35
Complex gain predistortion; 36, 38
Data predistorters; 41
Feedforward; 25
Mapping Predistortion; 35
Polar predistortion; 38
RF-predistortion; 39
Programmable Logic Device (PLD); 259,
276
Progression-of-states technique; 140
Pulse shapes
double complementary pulse (RZ2c);
263
double RZ pulse (RZ2); 263
Non-Return-Zero (NRZ); 259, 262,
264,265
Return-to-Zero pulse (RZ); 262
Pulse shaping filter; 68, 219, 220, 299,
300, 302, 304, 305, 306, 307, 309,
312,328, 332
Pulse Width Modulation (PWM)
techniques; 15

Q

Quadrature Amplitude Modulation
(QAM); 25, 33, 65, 66, 67, 81, 85,
271,298, 304

Quadrature Direct Digital Synthesizer
(QDDS); 66, 165,312, 313

Quadrature modulator; 3, 11, 12, 29, 34,
35,49, 50, 52, 55, 67, 279, 280, 281,
282,285, 293, 294, 295

Quadrature Modulator Compensator
(QMC); 50

Quadrature modulator errors
compensation
Asymmetric compensation method; 56

Symmetric compensation; 53

R

Ramp generator; 309, 310

Index

Register Transfer Level (RTL)
description; 314

Re-sampler; 68, 239, 305, 307, 308

Residue Number System (RNS); 141

Root raised cosine filter; 306, 332

S

Short Message Services (SMS); 297
Signal quality
Error Vector Magnitude (EVM); 7,
220, 294, 303, 305, 306, 308, 320,
321,322, 327,330, 332, 333, 334,
335,336, 337, 342, 344, 345, 346
Peak Code Domain Error (PCDE);
305, 327, 332, 334, 335, 336, 337
Signal to Noise and Distortion (SNDR);
261
Signal to Noise and Distortion ratio
(SNDR); 188, 189
Signal-to-Noise Ratio (SNR); 37, 188
Spurious Free Dynamic Range (SFDR);
185, 188, 192, 269, 271, 273, 316, 321
Subexpression sharing method; 224
Synopsys; 314
Synthesis filter bank; 312

T

Thermometer coded; 283, 319
Time Division Multiple Access (TDMA);
4,300
Total Harmonic Distortion (THD); 188
Transmitters
Combined Analogue Locked Loop
Universal Modulator (CALLUM);
14
Direct conversion transmitters; 1
Dual-conversion transmitter; 3
Envelope Elimination and Restoration
(ERR); 6
LInear amplification employing
Sampling Techniques (LIST); 15
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Linear Amplification with Nonlinear
Components (LINC); 10

Offset-PLL; 6

Polar-loop transmitter; 9

Transmitters Based on Bandpass
Delta-Sigma Modulator; 17

VCO modulator; 4

Vector Locked-Loop (VLO); 15

V,W

Vandermonde matrix; 354

VERILOG; 315

Very High Speed Integrated Circuit HDL
(VHDL) description; 285
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Very Large Scale Integration (VLSI); 81,
246
Wideband Code Division Multiple
Access (WCDMA); 239, 248, 259,
261, 264, 266, 267, 292, 294, 297,
298, 304, 305, 306, 309, 310, 319,
320, 321, 322, 327, 332
Wiener model; 32
Windows
Blackman window; 298, 310, 311,
312, 342, 344
Hamming window; 298, 336, 342
Hanning window; 298, 310, 311, 342,
344
Volterra kernels; 31
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