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Preface

Many real-world problems are described by partial differential equations whose
numerical solution represents an important part of numerical mathematics. There are
several techniques for their solution: the finite difference method, the finite element
method, spectral methods and the finite volume method. All these methods have
advantages as well as disadvantages. The first three techniques are suitable
particularly for problems in which the exact solution is sufficiently regular. The
presence of interior and boundary layers appearing in solutions of singularly perturbed
problems (e.g., convection-diffusion problems with dominating convection) or
discontinuities in solutions of nonlinear hyperbolic equations lead to some difficulties.
On the other hand, finite volume techniques based on discontinuous, piecewise
constant approximations are very useful in solving convection-diffusion problems,
but their disadvantage is their low order of accuracy.

The most recent technique for the numerical solution of partial differential
equations is the discontinuous Galerkin method (DGM), which uses ideas of both
the finite element and finite volume methods. The DGM is based on piecewise
polynomial but discontinuous approximations, which provides robust numerical
processes and high-order accurate solutions.

During the past two decades the DGM has become very popular and a number of
works has been concerned with its analysis and applications. It appeared that the
DGM is suitable for the numerical solution of a number of problems for which other
techniques fail or have difficulties. We can mention singularly perturbed problems
with boundary and internal layers, which exist in solutions of convection-diffusion
equations with dominating convection.

Another possibility represents problems with solutions containing discontinuities
and steep gradients, as in the case of nonlinear hyperbolic problems and com-
pressible flow. This means that the DGM is suitable for the numerical solution of
problems appearing particularly in fluid dynamics, hydrology, heat and mass
transfer and environmental protection on the one hand, but also financial mathe-
matics and image processing on the other hand. Moreover, the DGM offers con-
siderable flexibility in the choice of the mesh design; indeed, the DGM easily
handles non-matching and non-uniform grids, even anisotropic, with different
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polynomial approximation degrees on different elements. This allows for a simple
treatment of hp-variants of adaptive techniques. Finally, the DGM can easily be
parallelized, which is demanding in complex numerical simulations.

This book is devoted to the theory and applications of the discontinuous
Galerkin method. The first part of this book deals with theoretical aspects of the
discontinuous Galerkin (DG) method applied to the numerical solution of scalar
nonlinear convection-diffusion problems. Scalar equations serve as models for
several applications treated in the second part of the book. Our aim is to present the
DG discretization of model problems and to derive (a priori) error estimates.
Theoretical results are supported by numerical experiments demonstrating the
accuracy of the DG methods.

In order to better understand the basic principles of the discontinuous Galerkin
method, we start from a numerical solution of the simple Poisson problem having
mixed Dirichlet–Neumann boundary conditions. Hence, in Chaps. 2 and 3, we
describe the DG discretization and the derivation of error estimates in detail in order
to familiarize non-specialist readers with theoretical tools used in the DGM. We
tried to have material self-contained as much as possible. Therefore, these chapters
contain similar material on the DGM as other monographs.

In Chaps. 4–6 the main attention is paid to the analysis of discontinuous
Galerkin techniques for solving nonstationary, nonlinear convection-diffusion
problems. Chapter 7 is devoted to some generalizations of the DGM: the hp-version
of the DGM, the use of general polygonal elements and the effect of numerical
integration. Theoretical results are demonstrated by the solution of numerous test
problems.

The second part (formed by Chaps. 8–10) deals with applications of the DGM to
solving gas dynamics problems. The numerical schemes, proposed and analyzed in
the first part of the book, are extended to solving the system of equations describing
compressible flow, namely, in Chap. 8, the compressible Euler equations are
solved, Chap. 9 is devoted to the solution of viscous flow described by the com-
pressible Navier–Stokes equations, and in Chap. 10 the DGM is applied to simu-
lating compressible flow in time-dependent domains and to the interaction of
compressible flow with elastic structures. We also discuss the numerical solution
of the resulting systems of algebraic equations which is a fundamental aspect in the
practical use of the DGM for solving industrial problems. The treatment in the last
three chapters is accompanied by test problems and also technically relevant
applications proving the flexibility, accuracy and robustness of the described dis-
continuous Galerkin schemes.

We hope that the book will be useful to specialists—namely, pure and applied
mathematicians, aerodynamists, engineers, physicists and natural scientists. We
also expect that the book will be suitable for graduate and postgraduate students in
mathematics and in the technical sciences.

As for references, there is a rapidly increasing amount of literature on theoretical
aspects and applications of the DGM. We tried to quote the works relevant to the
topics of the book, but it is clear that many significant references have been
unintentionally omitted. We apologize in advance to those authors whose
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contributions are not mentioned or do not receive the attention they deserve.
We have tried to avoid errors, but some may remain. Readers are welcome to
send any correction electronically to the address dolejsi@karlin.mff.cuni.cz or
feist@karlin.mff.cuni.cz.

We are grateful to Profs. I. Babuška, F. Bassi, B. Cockburn, M. Dumbser,
A. Ern, R. Hartmann, J. Horáček, P. Houston, M. Křížek, D. Kröner, M. Lukáčová,
C.-D. Munz, R. Rannacher, S. Rebay, H.-G. Roos, A. Sändig, C. Schwab, C.-W.
Shu, V. Sobotková, E. Süli, P. Sváček, F. Toro, M. Vohralík and W. Wendland for
valuable information, advice, comments, inspiring suggestions and stimulating
discussions which helped us during our work in the area of the DGM and in the
preparation of the manuscript. We also appreciate our cooperation with our col-
leagues V. Kučera and M. Vlasák and Ph.D. students J. Česenek, J. Hasnedlová-
Prokopová, O. Havle, M. Holík and J. Hozman in the DGM. Further, we are
grateful to our colleagues V. Kučera, M. Vlasák and Ph.D. students M. Balázsová,
M. Hadrava, A. Kosík, I. Soukup, I. Šebestová, P. Šimánek and A. Živčák for
reading parts of the manuscript. Particularly, we are gratefully indebted to our
colleague K. Najzar, who carefully read the whole book and provided us with a
number of helpful suggestions.

Last but not least, we would like to thank Prof. W. Jäger, who recommended that
we publish the book at Springer and who managed our contacts with this publishing
house. We highly appreciate the cooperation with Springer staff, particularly with
project coordinator Ms. Thanh-Ha Le Thi and copyeditor Ms. Ann Konstant.

The work on the book was partially supported by the Czech Science Foundation,
projects No. 201/08/0012 and 13-00522S and by the 3rd Call of the 6th European
Framework Programme, project ADIGMA, No. AST5-CT-2006-030719. We
gratefully acknowledge these supports. We also acknowledge our membership in
the Nečas Center for Mathematical Modeling (http://ncmm.karlin.mff.cuni.cz).

Our families gave us considerable support during work on our book. We wish to
express our gratitude for their patience and understanding.

Prague Vít Dolejší
May 2015 Miloslav Feistauer
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Chapter 1
Introduction

The investigation of convection-diffusion problems is a very topical subject in theo-
retical as well as applied research. On the one hand, these problems play an important
role in fluid dynamics, hydrology, heat and mass transfer, environmental protection,
water transfer in soils, porous media flow, but also on the other hand, in financial
mathematics or image processing. The complexity of these problems prevent from
obtaining their exact solution. Therefore, developing a sufficiently robust, accurate
and efficient numerical method for computing approximate solutions of (nonlinear)
convection-diffusion equations is a challenging problem.

There is an extensive literature devoted mainly to linear convection-diffusion
problems, represented by monographs [187, 226, 245, 250] and references therein.
Themain difficultywhich has to be overcome in the numerical solution of convection-
diffusion problems is the precise resolution of the boundary layers. In physics and
fluid mechanics, a boundary layer is the layer of fluid in the immediate vicinity of a
bounding surface in which the effects of viscosity are significant.

If the equation under consideration represents a nonlinear conservation law with
a small dissipation, then besides boundary layers, also shock waves appear (slightly
smeared due to the dissipation), which represent the interior layers. This is particu-
larly the case of the Navier–Stokes equations describing viscous compressible flow
treated in the second part of this book.

The discontinuous Galerkin method (DGM) appears suitable for the numerical
solution of problemswith solutions containing discontinuities and/or steep gradients,
see Sect. 1.1. For the discretization of convective terms, the DGM uses the concept
of a numerical flux, which is an important tool for the finite volume method (FVM),
using piecewise constant (and hence, discontinuous) approximations. In contrast to
the FVM, similarly, as in the finite elementmethod (FEM), theDGMuses polynomial
approximations of higher-degree, which lead to higher-order schemes in a natural
way. From this point of view, the DGM can be considered as a generalization of the
FVM and FEM.

© Springer International Publishing Switzerland 2015
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2 1 Introduction

In this chapter we present a motivating example demonstrating a potential of the
DGM in comparison to the finite volume and finite element methods. Moreover,
we give a historical overview of the development of the discontinuous Galerkin
discretization of elliptic, parabolic and hyperbolic problems and also an application
of the DGM to the numerical solution of compressible flow. Finally, this chapter also
contains a survey of some mathematical concepts and results that are important for
understanding the subsequent treatment.

1.1 DGM Versus Finite Volume and Finite Element Methods

Among several fundamental techniques developed for the approximate solution of
partial differential equations, two methods figure the principal role:

• finite element method (FEM), which is based on piecewise polynomial approxi-
mations and applied mainly to elliptic and parabolic, i. e., diffusion problems,

• finite volume method (FVM), which is based on a piecewise constant approxima-
tions and applied mainly to convection or hyperbolic problems and problems of
fluid flow.

In the finite element method, the question arises: should we prefer to use conform-
ing or nonconforming finite elements? Conforming (i.e., continuous) finite element
approximations are suitable for problems with sufficiently regular solutions. How-
ever, in the solution of some special problems, using the conforming finite elements
leads to nonphysical solutions. As an example we can mention the approximation
of viscous incompressible flow. In this case, one often applies noncomforming finite
elements, for which the continuity is relaxed to some discrete points on interfaces
between neighbouring elements. This is the case of thewell-knownCrouzeix–Raviart
piecewise linear finite elements [68] that are continuous at midpoints of sides of tri-
angular elements.

On the other hand, singularly perturbed problems, nonlinear conservation laws
and compressible flow have solutions with steep gradients or discontinuities, and
their approximations by the FEM usually suffer from the Gibbs phenomenon, i.e.,
nonphysical oscillations, called spurious oscillations, in the approximate solution.
Oneway to avoid this drawback is to use a suitable stabilization as, e.g., the streamline
diffusionmethod or Galerkin least squares method and shock capturing stabilization,
see, e.g., [191]. These techniques are applied with success to the solution of scalar
equations describing heat and mass transfer or to the solution of the incompressible
Navier–Stokes equations. However, there are difficulties with the application of the
FEM to the solution of compressible flow. The extension of the stabilization methods
to the compressible Navier–Stokes equations (described, e.g., in [127, Chap.4]) is
rather complicated and other suitable methods have been sought.

Approximating discontinuous solutions (or solutionswith steep gradients) by con-
tinuous functions (or functions that are continuous at some prescribed nodes) does not
appear quite natural. Therefore, the FVM using a piecewise constant approximation
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could be more suitable, because the finite volume approximations are discontinu-
ous on interelement interfaces. This allows for a better resolution of shock waves
and contact discontinuities. On the other hand, the finite volume schemes are of a
low-order of accuracy. The construction of higher-order finite volume schemes is
connected with various obstacles. We can mention the treatment of boundary condi-
tions. Theoretical analysis of higher-order FVM is not developed.

A combination of ideas and techniques of the FVM and the FEM methods yields
the discontinuous Galerkin method (DGM) using the advantages of both approaches
and allowing us to obtain schemes with a higher-order accuracy in a natural way.
The DGM is based on the idea of approximating the solution of a given problem by a
piecewise polynomial function over a finite element mesh without any requirement
on interelement continuity. Moreover, it is not necessary to construct subsets of finite
element spaces in order to approximate the Dirichlet boundary conditions. This is
replaced by the application of the interior and boundary penalty. This approach
comes from theideas of Babuška, Zlámal and Nitsche [17, 228]. Hence, the DGM
can be considered as a fully nonconforming finite element technique. The use of high
polynomial degree approximations lead to a sufficiently accurate numerical solution
and the discontinuous approximations cause greater flexibility of the method, which
allows us a better resolution of problems having solutions with discontinuities or
steep gradients.

In order to illustrate some of the effects mentioned above, we present a numerical
solution of the 1D convection-diffusion problem

−εu′′ + u′ = 1 in Ω := (0, 1), u(0) = u(1) = 0,

where u′ and u′′ denote the first- and second derivative with respect to x ∈ Ω ,
respectively, and ε > 0 is the diffusion coefficient. For ε � 1, the problem is
convection dominanted and the exact solution has a steep gradient near x = 1 in the
boundary layer. We solve this problem numerically by three techniques:

• FEM: finite element method using the continuous piecewise linear approximation
over a uniform partition of Ω with spacing h = 1/32,

• FVM: finite volume method using the piecewise constant approximation over a
uniform partition of Ω with spacing h = 1/32,

• DGM: discontinuous Galerkin method using the discontinuous piecewise quartic
approximation over a uniform partition of Ω with spacing h = 1/8.

Let us note that in all three cases, we use approximately 32 degrees of freedom.
Moreover, no additional stabilization technique is applied.

Figure1.1 shows approximate solutions obtained by the FEM, FVM and DGM
for ε = 10−2 and ε = 10−3 in comparison with the exact solution. We observe that
the approximate solutions obtained by the FEM suffer from nonphysical spurious
oscillations, whose amplitude is increasing with decreasing ε. It is possible to avoid
them by using a suitable stabilization as, e. g., the streamline diffusion method or
Galerkin least squares method and shock capturing stabilization. Further, the FVM
does not give a sufficiently accurate approximation of the exact solution, namely
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Fig. 1.1 A comparison of the approximate solution obtained by FEM, FVM and DGM and the
exact one

in the case ε = 10−2. The steep gradient is smeared. It is possible to overcome
this drawback partly by, e.g., a higher-order reconstruction technique. Finally, the
approximate solutions obtained by the DGM give the best approximation for both
cases. The approximation of the steep gradient near x = 1 is not smeared and
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the solution does not suffer from nonphysical oscillations. Only a small inaccuracy
represented by a small wiggle appears near the boundary layer.

We can conclude that discontinuous piecewise polynomial approximations have
a potential for constructing efficient, accurate and robust methods for the numerical
solution of convection-diffusion problems.

1.2 A Short Historical Overview of the DGM

The numerical solution of partial differential equations with the aid of discontinuous
piecewise polynomial approximations started to appear in the 1970s. This approach,
later called the discontinuous Galerkin method (DGM), was developed almost inde-
pendently for hyperbolic problems and for elliptic and parabolic problems. Within
30years, more than 10 principal approaches were developed. In the following, we
briefly describe the development of the DGM in both communities.

1.2.1 DGM for Hyperbolic and Singularly Perturbed Problems

The discontinuous Galerkin method was used for the first time by Reed and Hill in
1973 [234] for solving the neutron transport equation. The first numerical analysis
of the DGM was carried out by LeSaint and Raviart in 1974 [214], who derived
suboptimal error estimates. Aftermore than 10years, in 1986, Johnson and Pitkäranta
presented in [192] improved error estimates. Further, Richter in 1988 [236] proved
the optimal order of convergence for a linear first-order hyperbolic equation in R

2,
and in 1992 [237] he extended the analysis to the casewith a constant linear diffusion.

In the period 1989–1998 a rapid development of the DGM started by the series of
papers by Cockburn, Shu and coworkers [56, 57, 62, 63, 65], where the DGM was
applied to nonlinear conservation laws. In their approach, the spaceDGdiscretization
is combined with the Runge–Kutta time discretization. Therefore, this method is
called the Runge–Kutta discontinuous Galerkin (RKDG) method. Due to the local
character of discontinuous Galerkin schemes and the explicit time discretization,
the RKDG method is highly parallelizable. It was further developed for hyperbolic
conservation laws, e.g., by Biswas, Devine and Flaherty in 1994 [34], deCougny et
al. in 1994 [75], Bassi Rebay in 1997 [24], Atkins and Shu in 1998 [9]. The review
of the development of the RKDG method can be found in [66].

In 1997, Bassi and Rebay [23] adapted the RKDG method to the system of the
compressible Navier–Stokes equations in such a way that the solution itself and its
gradient were considered as independent variables. This approach is often called the
BR method. It recalls the well-known mixed method used in the conforming FEM.
However, a counterexample presented by Brezzi et al. in 1997 [39] showed that the
application of the BR method to the Poisson problem is rather problematic, because
the existence of the approximate solution is not guaranteed. Therefore, an additional
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stabilization term was proposed and the resulting scheme was analyzed. Then Bassi
et al. proposed in [27] a modified method, which is usually referred to as the BR2
method, see [203]. The BR2 method (together with a further variant of the DGM)
applied to the Poisson problem was analyzed in 2000 [40].

In 1998, Cockburn and Shu introduced in [64] a generalization of the BR method
called the local discontinuous Galerkin (LDG) method, which is analogous to mixed
methods in the conforming FEM. In 1999, Cockburn and Dawson extended the LDG
method to multidimensional equations in [55]. A summary of the development of the
RKDG and LDGmethods for convection-diffusion problemswas given by Cockburn
in 1998 [54]. After that, the LDG method became very popular and was extended
to various kinds of partial differential equations. Castillo et al. in 2000 [43] proved
convergence of the LDG method for elliptic problems. Castillo et al. in 2002 [44]
derivedoptimal error estimates for the hp-version of theLDGmethod for convection–
diffusion problems. In 2001, Cockburn et al. proved in [58] the super-convergence
of the LDG method for elliptic problems on Cartesian grids. Elliptic problems were
further analyzed by Dawson in 2002 [73]. Moreover, the LDG method was applied
by Cockburn et al. in 2002 [61] to the Stokes problem, by Cockburn, Kanschat and
Schötzau in 2005 [59] and byKanschat in 2005 [193] to the linearized incompressible
fluid flow problems and by Cockburn, Kanschat and Schötzau in 2005 [60] to the
incompressible Navier–Stokes equations. Today there exist more than 160 papers
dealing with the LDG method. Reviews on the LDG methods applied to elliptic
problems and to incompressible fluid flow are contained in [42, 59], respectively.

1.2.2 DGM for Elliptic and Parabolic Problems

Simultaneously, but quite independently, the DGM was developed for the numer-
ical solution of second-order elliptic and parabolic equations. Several variants of
discontinuous approximation were proposed and studied by Douglas and Dupont
in 1976 [106], by Baker in 1977 [18], by Wheeler in 1978 [283], and by Arnold
in 1982 [7]. These techniques were frequently called the interior penalty Galerkin
(IPG) method. Later they were called in the literature the symmetric interior penalty
Galerkin (SIPG) method. The development of these techniques remained indepen-
dent of the development of the DG methods for hyperbolic equations.

In the IPG methods the requirement of continuity for approximate conforming
finite element solutions is replaced by the interior penalty. The Dirichlet boundary
condition is embodied in the DG scheme with the aid of the boundary penalty. It was
inspired by the concept of penalty-imposed Dirichlet boundary conditions already
mentioned by Courant in [67]. It gained interest in the late 1960s, due namely to
the paper by J.-L. Lions [216], in which boundary data with very low regularity
are treated. In 1970, the Lions’ approach was used by Aubin [10] in the frame-
work of finite difference approximations of nonlinear problems. In the finite element
method, this technique was used in 1973 by Babuška [11] for the solution of the
Poisson problem with Dirichlet boundary condition and by Babuška and Zlámal
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[17] for a fourth-order problem. A similar technique, ensuring the consistency of the
formulation, was developed in 1971 by Nitsche [228] for the Poisson problem with
general boundary conditions.

The interior penalty method was further applied to flow in porous media in 1978
[105] and in 1984 [107]. Since the early 1980s, the IPG methods became less attrac-
tive, probably due to the fact that they were never proven to be more advantageous
or efficient than classical conforming finite element methods.

Since the 1990s, an interest in this class of techniques has been renewed. It was
stimulated by the computational convenience of the DGM, namely its robustness,
high-order accurate approximations, the flexibility in the choice of the mesh design,
a simple treatment of hp-adaptation techniques and its easy parallelization.

A new type of the DGM, the Baumann–Oden (BO) method was introduced in
the works 1997 [28], 1998 [230], 1999 [12, 29]. The BO method is very similar to
the global element method (GEM) introduced and studied by Delves et al. in the
papers [76, 77, 172, 173] in 1979–1980. Although the BO method and GEM differ
only in the sign in certain terms, the BO method is more stable and satisfies a local
conservation property.

In 1999,Rivière,Wheeler andGirault proposed in [239] the nonsymmetric interior
penalty Galerkin (NIPG)method that is an extension of the BOmethod, involving the
interior and boundary penalty. The NIPG technique was further analyzed by Rivière,
Wheeler and Girault in [240].

In 2003, [243] Romkes, Prudhomme and Oden introduced the stabilized discon-
tinuous Galerkin method which is related to the BO method, but involves an extra
stabilization term with jumps of the normal fluxes across element interfaces.

A simplified version of the IPGmethod is the incomplete interior penalty Galerkin
(IIPG) method proposed and analyzed by Sun in 2003 [263] and Dawson, Sun and
Wheeler in 2004 [74]. This approach was further developed by Sun and Wheeler in
2005 [264, 265] for transport in porous media.

The interior penalty Galerkin techniques were developed and studied by many
authors. For example, the paper of Houston, Schwab and Süli in 2000 [182] contains
error estimates for an hp-variant of the DGM for first-order linear hyperbolic equa-
tion. In 2002 [183] error estimates for the hp-DGM for a linear advection-diffusion-
reaction problem were derived. Furthermore, Wihler, Frauenfelder and Schwab in
2003 [285] proved the exponential convergence of the hp-DGM for diffusion prob-
lems. In the same year Schötzau and Wihler in [252] proved the exponential con-
vergence of mixed hp-DGM for the Stokes problem. Wihler and Schwab in 2000
[286] established the exponential convergence of the hp-DGM that was uniformwith
respect to the diffusion coefficient for linear one-dimensional convection-diffusion
problems. The interior penalty Galerkin methods were also applied in the framework
of optimal control problems, as e.g., in [2, 3].

Finally, let us mention the fundamental paper [8] by Arnold, Brezzi, Cockburn
and Marini from 2002, introducing a unified analysis of nine different variants of
the DGM, namely the BR method [23], BR2 method [27], Brezzi et al. method [39],
Brezzi et al. method [40], SIPGmethod [106], NIPGmethod [240], Babuška, Zlámal
method [17], LDG method [64] and BO method [29].
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It is necessary to mention that the DGM has also been applied to solving ordi-
nary differential equations, e.g., by Johnson [115], and to the time discretization
of parabolic problems discretized in space by conforming finite elements by Jamet
in 1978 [189], Eriksson, Johnson, Thomée in 1985 [117], Eriksson and Johnson in
1991 [116] and later by Makridakis and Babuška in 1997 [219] and Schötzau and C.
Schwab in 2000 [251].

A series of papers published in the period 2002–2013 by Dolejší, Feistauer et al.
[46, 94, 95, 96, 97, 99, 125, 129, 134, 139, 168, 257] have been devoted to analyzing
the DGM methods for the numerical solution of nonstationary convection-diffusion
linear or nonlinear problems.

1.2.3 DGM for the Numerical Solution of Compressible Flow

A history of the numerical solution of the compressible Navier–Stokes equations by
discontinuous piecewise polynomial approximations starts at the end of the 1990s. In
1997, Bassi, Rebay and co-authors [23, 27] solved the Navier–Stokes equations with
the aid of the BR and BR2methods. In 1998, Lomtev, Quillen and Karniadakis [218]
used DG-space discretization to deal with the convective part of the compressible
Navier–Stokes equations and used a mixed method for approximating the diffusion
part of the Navier–Stokes system. In 1999, Baumann and Oden [30] applied the
BO method to the compressible Euler equations and mentioned the possibility of
extending this method to the solution of compressible viscous flow.

From the beginning of the new millennium DGM starts to be intensively applied
to the solution of compressible inviscid as well as viscous flows. The space-time
DGM with dynamic grid motion was proposed by van der Vegt and van der Ven
and co-authors since 2002 in [196, 197, 272, 273]. The SIPG technique was applied
by Hartmann and Houston since 2002 in the papers [163, 164, 165, 166]. The BR2
method was further developed by the group of Bassi, Rebay in papers [20, 21, 22,
25, 26]. A high-order DG-based scheme with respect to space and time for flow
problems was developed byMunz and co-authors in [110, 145, 146, 176] and further
by Dumbser [109]. Dolejší, Feistauer et al. developed accurate, efficient methods
that are robust with respect to the Mach number and Reynolds number, allowing for
the numerical simulation of compressible flow from the high-speed transonic and
hypersonic regimes up to the incompressible limit flow. (See, [86, 88, 92, 93, 98,
123, 124, 133, 135].) The works [47, 48, 130, 131, 135, 167] are concerned with the
DGM simulation of compressible flow in time-dependent domains and applications
to fluid-structure interaction (FSI). Progress in the development and applications of
DGM for compressible flow simulations until the year 2010 can be found in [203].
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Fig. 1.2 Number of papers in the Web of Science database appearing under the key words discon-
tinuous Galerkin for each year

1.2.4 Monographs Dealing with the DGM

To our knowledge there exist four monographs dealing with the DGM. The book
by G. Kanschat (2007) [194] deals with the discontinuous Galerkin methods for
incompressible Stokes and Navier–Stokes flows.

The book by B. Rivière (2008) [238] introduces the DGM for the linear elliptic
and parabolic equations and gives applications of the DGM to the linear elasticity,
the incompressible Stokes and Navier–Stokes equations and flow in porous media.

Moreover, themonograph byHesthaven andWarburton (2008) [174] is concerned
with the nodal discontinuous Galerkin method with applications to scalar problems,
theMaxwell equations, the Euler equations, the incompressible Navier–Stokes equa-
tions, and the Poisson and Helmholtz equations.

Finally, themonographbyDiPetro andErn (2012) [80] dealswithfirst and second-
order scalar equations, the incompressible Navier–Stokes equations, and Friedrichs’
systems. Implementation issues are also addressed.

The DGM is a progressively developing technique for the numerical solution
of partial differential equations. In the Web of Science database, there are 3,846
records (until the year 2014) appearing under the key words discontinuous Galerkin.
Figure1.2 shows the number of these papers for each year separately. The increase
of the number of works is obvious.

1.3 Some Mathematical Concepts

In this section for the reader’s convenience, we recall some basic tools of mathemat-
ical analysis, which are frequently used in the book. We assume that the reader is
familiar with mathematical analysis, including the theory of the Lebesgue integral,
and elements of functional analysis, see, for example, [247].
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If X is a set or space and n > 0 is an integer, then the symbol Xn = (X)n denotes
the Cartesian product X × · · · × X (n-times). This means that

Xn = (X)n = {(x1, . . . , xn); x1, . . . , xn ∈ X}. (1.1)

ByR andNwe denote the set of all real numbers and the set of all positive integers,
respectively. In the Euclidean space R

d (d ∈ N) we use a Cartesian coordinate
system with axes denoted by x1, . . . , xd . Points from R

d will usually be denoted by
x = (x1, . . . , xd), y = (y1, . . . , yd), etc. By | · | we denote the Euclidean norm in

R
d . Thus, |x | =

(∑d
i=1 |xi |2

)1/2
.

Now we introduce some function spaces and their properties, which will be used
in the sequel. For deeper results and proofs, we refer the reader to the monographs
[1, 208, 287].

1.3.1 Spaces of Continuous Functions

Let us assume that d ∈ N and M ⊂ R
d is a domain (i.e., an open connected set). By

∂ M and M we denote its boundary and closure, respectively. By C(M) (or C0(M))
we denote the linear space of all functions continuous in M . For k ∈ N and a domain
M ⊂ R

d , Ck(M) denotes the linear space of all functions which have continuous
partial derivatives up to the order k in M . The spaceCk(M) is formed by all functions
from Ck(M) whose all derivatives up to the order k can be continuously extended
onto M .

Let M ⊂ R
d . A function f : M → R is μ-Hölder-continuous with μ ∈ (0, 1], if

there exists a constant L such that

| f (x) − f (y)| ≤ L|x − y|μ ∀x, y ∈ M. (1.2)

If μ = 1, we speak of a Lipschitz-continuous (or simply Lipschitz) function. If
M ⊂ R

d is a domain, thenCk,μ(M) denotes the set of all functionswhose derivatives
of order k are μ-Hölder-continuous in M .

Let us put

C∞(M) =
∞⋂

k=1

Ck(M) and C∞(M) =
∞⋂

k=1

Ck(M). (1.3)

By C∞
0 (M) we denote the linear space of all functions v ∈ C∞(M), whose support

supp v = {x ∈ M; v(x) 
= 0} (1.4)

is a compact (i.e. bounded and closed) subset of the domain M .
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If αi ≥ 0, i = 1, . . . , d, are integers, then we call α = (α1, . . . , αd) a multi-
index, and define its length as |α| = ∑d

i=1 αi . By Dα wedenote themultidimensional
derivative of order |α|:

Dα = ∂ |α|

∂xα1
1 . . . ∂xαd

d

. (1.5)

The linear space Ck(M), k = 0, 1, . . ., equipped with the norm

‖u‖Ck (M) =
∑
|α|≤k

sup
x∈M

|Dαu(x)| (1.6)

is a Banach space. This space is separable but not reflexive.
The linear space Ck,μ(M), where k = 0, 1, . . ., and μ ∈ (0, 1], equipped with

the norm

‖u‖Ck,μ(M) = ‖u‖Ck (M) +
∑
|α|=k

sup
x,y∈M, x 
=y

|(Dαu)(x) − (Dαu)(y)|
|x − y|μ (1.7)

is a Banach space. It is called the Hölder space. This space is neither separable nor
reflexive.

Finally, the symbols∇ and∇·mean the gradient and divergence operators, respec-
tively, i.e.,

∇u = grad u =
(

∂u

∂x1
, . . . ,

∂u

∂xd

)T

∈ R
d for u : M → R (1.8)

and

∇ · u = div u =
d∑

i=1

∂ui

∂xi
∈ R, for u = (u1, . . . , ud) : M → R

d , (1.9)

where the superscript
T
denotes the transposed vector.

The symbols Dα , ∇ and ∇· are also used for the distributional derivatives; see
Sect. 1.3.3.

1.3.2 Lebesgue Spaces

First we recall some standard notation and results from the Lebesgue theory of
measure and integral, see, e.g., [247]. Let M ⊂ R

d , d = 1, 2, . . . , be a Lebesgue-
measurable set. Its d-dimensional Lebesgue measure will be denoted by meas(M) or
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for short |M |. We recall that two measurable functions are equivalent if they differ at
most on a set of zero Lebesgue measure. Then we say that these functions are equal
almost everywhere (a.e.) in M .

For s ∈ [1,∞) the Lebesgue space Ls(M) is the linear space of all functions
measurable on M (more precisely, of classes of equivalent measurable functions)
such that

∫

M
|u|s dx < +∞. (1.10)

The space Ls(M) is equipped with the norm

‖u‖Ls (M) =
(∫

M
|u|s dx

)1/s

. (1.11)

In case that s = ∞, the space L∞(M) consists of such measurable functions on M
for which the norm

‖u‖L∞(M) = ess sup
M

|u| = inf

{
sup

x∈M\Z
|u(x)|; Z ⊂ M,meas(Z) = 0

}
(1.12)

is finite. The space Ls(M) is a Banach space for 1 ≤ s ≤ ∞.Moreover, it is separable
if and only if 1 ≤ s < ∞ and reflexive if and only if 1 < s < ∞. The space L2(M)

is a Hilbert space with the scalar product

(u, v)L2(M) =
∫

M
uv dx . (1.13)

The Cauchy inequality holds in L2(M):

|(u, v)L2(M)| ≤ ‖u‖L2(M)‖v‖L2(M), u, v ∈ L2(M). (1.14)

1.3.3 Sobolev Spaces

Let M ⊂ R
d , d = 1, 2, . . . , be a domain, let k ≥ 0 be an arbitrary integer and

1 ≤ s ≤ ∞. We define the Sobolev space W k,s(M) as the space of all functions
from the space Ls(M) whose distributional derivatives Dαu, up to the order k, also
belong to Ls(M), i.e.,

W k,s(M) = {
u ∈ Ls(M); Dαu ∈ Ls(M) ∀α, |α| ≤ k

}
, (1.15)

(See e.g. [122, 208, 213].)



1.3 Some Mathematical Concepts 13

The Sobolev space is equipped with the norm

‖u‖W k,s (M) =
⎛
⎝ ∑

|α|≤k

‖Dαu‖s
Ls (M)

⎞
⎠

1/s

for 1 ≤ s < ∞, (1.16)

‖u‖W k,∞(M) = max|α|≤k

{‖Dαu‖L∞(M)

}
for s = ∞,

and the seminorm

|u|W k,s (M) =
⎛
⎝ ∑

|α|=k

‖Dαu‖s
Ls (M)

⎞
⎠

1/s

for 1 ≤ s < ∞, (1.17)

|u|W k,∞(M) = max|α|=k

{‖Dαu‖L∞(M)

}
for s = ∞.

For 1 ≤ s ≤ ∞, the space W k,s(M) is a Banach space; it is separable if and only if
1 ≤ s < ∞ and reflexive if and only if 1 < s < ∞. For s = 2, the space W k,2(M)

is a Hilbert space and we denote it by Hk(M). Moreover, we put

‖u‖Hk (M) = ‖u‖W k,2(M) and |u|Hk(M) = |u|W k,2(M). (1.18)

If k = 0, then we set W 0,s(M) = Ls(M), H0(M) = L2(M) and

| · |W 0,s (M) = ‖ · ‖W 0,s (M) = ‖ · ‖Ls (M). (1.19)

For vector-valued functions v = (v1, . . . , vn) ∈ (Hs(Ω))n , we put

‖v‖Hk (M) =
( n∑

i=1

‖vi‖2Hk (M)

)1/2
. (1.20)

Moreover, with respect to (1.8), (1.17), (1.18) and (1.20), we write

‖∇v‖L2(M) = |v|H1(M), v ∈ H1(M), |∇v|H1(M) = |v|H2(M), v ∈ H2(M).

(1.21)

1.3.4 Theorems on Traces and Embeddings

In themodern theory of partial differential equations the concept of a bounded domain
M ⊂ R

d with Lipschitz boundary ∂ M plays an important role. For the definition
of a Lipschitz boundary, see, e.g., [122, 208, 287] or Sect. 4.3.2. It is possible to
say that such a boundary ∂ M is formed by a finite number of parts expressed as

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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graphs of Lipschitz-continuous functions in local Cartesian coordinate systems. On
this boundary, the (d − 1)-dimensional Lebesgue measure measd−1 and integral are
defined and also an outer unit normal vector exists at a.e. point x ∈ ∂ M . Moreover,
Lebesgue spaces Ls(∂ M) are defined over ∂ M .

Theorem 1.1 (Theorem on traces) Let 1 ≤ s ≤ ∞ and let M ⊂ R
d be a domain

with Lipschitz boundary. Then there exists a uniquely determined continuous linear
mapping γ M

0 : W 1,s(M) → Ls(∂ M) such that

γ M
0 (u) = u|∂ M for all u ∈ C∞(M). (1.22)

Moreover, if 1 ≤ s ≤ ∞, then Green’s formula

∫

M

(
u

∂v

∂xi
+ v

∂u

∂xi

)
dx =

∫

∂ M
γ M
0 (u)γ M

0 (v)ni dS, (1.23)

u ∈ W 1,s(M), v ∈ W 1,s′
(M), i = 1, . . . , d,

holds, where s′ = s/(s − 1) and n = (n1, . . . , nd) denotes the outer unit normal to
∂ M.

The function γ M
0 (u) ∈ Ls(∂ M) is called the trace of the function u ∈ W 1,s(M) on

the boundary ∂ M . For simplicity, when there is no confusion, the notation u|∂ M =
γ M
0 (u) is used not only for u ∈ C∞(M) but also for u ∈ W 1,s(M). The continuity

of the mapping γ M
0 is equivalent to the existence of a constant c > 0 such that

‖u|∂ M‖Ls (∂ M) = ‖γ M
0 (u)‖Ls (∂ M) ≤ c‖u‖W 1,s (M), u ∈ W 1,s(M). (1.24)

Let k ≥ 1 be an integer and 1 ≤ s < ∞. We define the Sobolev space W k,s
0 (M)

as the closure of the space C∞
0 (M) in the topology of the space W k,s(M). If M is a

domain with Lipschitz boundary, then W 1,s
0 (M) = {v ∈ W 1,s(M); v|∂ M = 0}.

The space of traces on ∂Ω of all functions u ∈ H1(Ω) is denoted by H1/2(∂Ω).
Hence, we can write

H1/2(∂Ω) = {γ Ω
0 u; u ∈ H1(Ω)}. (1.25)

If k ∈ N, we define the space

Hk−1/2(∂Ω) = {γ Ω
0 u; u ∈ Hk(Ω)}. (1.26)

We speak of Sobolev–Slobodetskii spaces on ∂Ω . (See e. g., [127, Sect. 1.3.3].)
Note that the symbols c and C will often denote a positive generic constant,

attaining, in general, different values in different places.
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1.3.4.1 Embedding Theorems

Definition 1.2 Let X , Y be Banach spaces.We say that X is continuously embedded
intoY (wewrite X ↪→ Y ), if X is a subspace ofY and the identity operator I : X → Y
defined by I x = x for all x ∈ X is continuous, i.e., there exists C > 0 such that

‖I v‖Y ≤ C‖v‖X ∀v ∈ X.

We say that X is compactly embedded into Y (X ↪→↪→ Y ) if the embedding operator
I is compact.

Theorem 1.3 The following properties are valid:
(i) Let k ≥ 0, 1 ≤ s ≤ ∞ and let M ⊂ R

d be a bounded domain with Lipschitz
boundary. Then

W k,s(M) ↪→ Lq(M) where
1

q
= 1

s
− k

d
, if k <

d

s
, (1.27)

W k,s(M) ↪→ Lq(M) for all q ∈ [1,∞), if k = d

s
,

W k,s(M) ↪→ C0,k−d/s(M), if
d

s
< k <

d

s
+ 1,

W k,s(M) ↪→ C0,α(M) for all α ∈ (0, 1), if k = d

s
+ 1,

W k,s(M) ↪→ C0,1(M), if k >
d

s
+ 1.

(ii) Let k > 0, 1 ≤ s ≤ ∞. Then

W k,s(M) ↪→↪→ Lq(M) for all q ∈ [1, s∗) with
1

s∗ = 1

s
− k

d
, if k <

d

s
,

W k,s(M) ↪→↪→ Lq(M) for all q ∈ [1,∞), if k = d

s
,

W k,s(M) ↪→↪→ C(M), if k >
d

s
.

(We set 1/∞ := 0.)
(iii) Let 1 ≤ s < ∞. Then C∞(M) is dense in W k,s(M) and C∞

0 (M) is dense in

W k,s
0 (M).

(iv) By [213, Exercise 1146, p. 342], if the domain M is bounded, then the space
W 1,∞(M) can be identified with the space C0,1(M).

Remark 1.4 In some cases, it is suitable to use the concept of the domain with
boundary having the cone property. This is more general than the concept of the
Lipschitz boundary, but the above definitions and results remain valid. See [1].
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1.3.5 Bochner Spaces

In the investigation of nonstationary problems we work with functions which depend
on time and have values in a Banach space. Such functions are elements of the
so-called Bochner spaces. If u(x, t) is a function of the space variable x and time t ,
then it is sometimes suitable to separate these variables and consider u as a function
u(t) = u(·, t), which, for each t under consideration, attains a value u(t) that is
a function of x and belongs to a suitable space of functions depending on x . This
means that u(t) represents the mapping “x → (u(t)) (x) = u(x, t)”.

Let a, b ∈ R, a < b, and let X be a Banach space with norm ‖·‖. By a function
defined in the interval [a, b] with its values in the space X weunderstand anymapping
u : [a, b] → X .

We say that a function u : [a, b] → X is continuous at a point t0 ∈ [a, b], if

lim
t→t0

t∈[a,b]
‖u(t) − u(t0)‖ = 0. (1.28)

By the symbol C([a, b]; X) we denote the space of all functions continuous in the
interval [a, b] (i.e., continuous at each t ∈ [a, b]) with values in X . The space
C([a, b]; X) equipped with the norm

‖u‖C([a,b]; X) = max
t∈[a,b] ‖u(t)‖ (1.29)

is a Banach space.
For s ∈ [1,∞], we denote by Ls(a, b; X) the space of (classes of equivalent)

strongly measurable functions u : (a, b) → X such that

‖u‖Ls (a,b;X) =
[∫ b

a
‖u(t)‖s

X dt

]1/s

< ∞, if 1 ≤ s < ∞, (1.30)

and

‖u‖L∞(a,b;X) = ess sup
t∈(a,b)

‖u(t)‖X (1.31)

= inf

{
sup

t∈(a,b)\N
‖u(t)‖X ; N ⊂ (a, b),meas(N ) = 0

}
< +∞, if s = ∞.

We speak of Bochner spaces. It can be proved that Ls(a, b; X) is a Banach space.
(The definition of a strongly measurable function u : (a, b) → X can be found in
[208] or [122, Chap.8].)

If the space X is reflexive, so is Ls(a, b; X) for s ∈ (1,∞). Let 1 ≤ s < ∞. Then
the dual of Ls(a, b; X) is Lq(a, b; X∗), where 1/s + 1/q = 1 and X∗ is the dual
of X (for s = 1 we set q = ∞). The duality between Lq(a, b; X∗) and Ls(a, b; X)

becomes
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〈 f, v〉 =
∫ b

a
〈 f (t), v(t)〉X∗,X dt, f ∈ Lq(a, b; X∗), v ∈ Ls(a, b; X). (1.32)

The symbol 〈 f (t), v(t)〉X∗,X denotes the value of the functional f (t) ∈ X∗ at
v(t) ∈ X .

If X is a separable Banach space, then Ls(a, b; X) is also separable, provided
s ∈ [1,∞). (See, for example, [112, Sect. 8.18.1].)

Let | · |X denote a seminorm in the space X . Then a seminorm in Ls(a, b; X) is
defined as

| f |Ls (a,b;X) =
(∫ b

a
| f (t)|sX dt

)1/s

for 1 ≤ s < +∞, (1.33)

and

| f |L∞(a,b;X) = ess supt∈(a,b) | f (t)|X . (1.34)

Similarly we define Sobolev spaces of functions with values in X :

W k,s(a, b; X) =
{

f ∈ Ls(a, b; X); d
j f

dt j
∈ Ls(a, b; X), j = 1, . . . , k

}
, (1.35)

where k ∈ N, s ∈ [1,∞] and d j f
dt j are distributional derivatives. The norm of f ∈

W k,s(a, b; X) is defined by

‖ f ‖W k,s (a,b;X) =
⎛
⎝

k∑
j=0

∥∥∥d
j f

dt j

∥∥∥
s

Ls (a,b;X)

⎞
⎠

1/s

(1.36)

for s ∈ [1,∞) and

‖ f ‖W k,∞(a,b;X) = max j=0,...k

∥∥∥d
j f

dt j

∥∥∥
L∞(a,b;X)

. (1.37)

If s = 2, we often use the notation Hk(a, b; X) = W k,2(a, b; X).
Let | · |X denote a seminorm in the space X . Then a seminorm in W k,s(a, b; X)

is defined as

| f |W k,s (a,b;X) =
(∫ b

a

∣∣∣∣
dk f

dtk
(t)

∣∣∣∣
s

X
dt

)1/s

for 1 ≤ s < +∞, (1.38)
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and

| f |W k,∞(a,b;X) = ess supt∈(a,b)

∣∣∣∣
dk f

dtk
(t)

∣∣∣∣
X

. (1.39)

For example,

| f |Hk (a,b;H1(M)) =
(∫ b

a

∣∣∣∣
dk f

dtk
(t)

∣∣∣∣
2

H1(M)

dt

)1/2

. (1.40)

We also define spaces of continuously differentiable functions on an interval
I = [a, b] with values in X :

Ck(I ; X) =
{

f ∈ C(I ; X); d j f

dt j
∈ C(I ; X) for all j = 1, . . . , k

}
. (1.41)

The norm of f ∈ Ck(I ; X), k = 0, 1, . . . , is defined by

‖ f ‖Ck (I ;X) = max
{∥∥∥d

j f

dt j

∥∥∥
C(I ;X)

; j = 0, . . . , k
}
. (1.42)

These spaces are nonreflexive Banach spaces. They are separable if X is separable.
If X is a Banach space with norm ‖ · ‖X , then by X∗ we denote its dual space

(simply dual), i.e., the space of all continuous linear functionals on X . The space X∗
is also a Banach space with norm

‖ f ‖X∗ = supv∈X
| f (v)|
‖v‖X

∀ f ∈ X∗. (1.43)

Finally, if p ≥ 0 is an integer and ω ⊂ R
n , then by Pp(ω) we denote the space

of the restrictions on ω of all polynomials of degree ≤ p depending on x ∈ R
n . We

simply speak of polynomials of degree ≤ p on ω.
For nonstationary problems, we use spaces of polynomial functions with respect

to time. Let −∞ < a < b < ∞. If X is a Banach space, then we put

Pq(a, b; X) =
{

v ∈ C(a, b; X); v(t) =
q∑

i=0

t iϕi , ϕi ∈ X, i = 0, . . . , q, t ∈ [a, b]
}
.

(1.44)
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1.3.6 Useful Theorems and Inequalities

Lemma 1.5 (Young inequality) If s, q ∈ (1,+∞), 1/s + 1/q = 1 and a, b ≥ 0,
then

ab ≤ as

s
+ bq

q
. (1.45)

In particular, if s = q = 2 and λ > 0, then

ab ≤ 1

2λ
a2 + λ

2
b2. (1.46)

Proof See, e.g., [120, Lemma1.11.]

Lemma 1.6 (Lax–Milgram) Let V be a Hilbert space with norm ‖·‖, let f : V → R

be a continuous linear functional on V , and let a : V × V → R be a bilinear form
on V × V that is coercive, i.e., there exists a constant α > 0 such that

a(u, u) ≥ α‖u‖2 ∀u ∈ V, (1.47)

and continuous (also called bounded) and, hence, there exists a constant CB > 0
such that

|a(u, v)| ≤ CB‖u‖‖v‖ ∀u, v ∈ V . (1.48)

Then there exists a unique solution u0 ∈ V of the problem

a(u0, v) = f (v) ∀v ∈ V . (1.49)

Proof See [52, Theorem1.1.3].

Corollary 1.7 Let VN be a finite-dimensional Hilbert space with norm ‖ · ‖, let
f : VN → R be a linear functional on VN , and let a : VN × VN → R be a bilinear
form on VN × VN which is coercive, i.e., there exists a constant α > 0 such that

a(u, u) ≥ α‖u‖2 ∀u ∈ VN . (1.50)

Then there exists a unique solution u0 ∈ VN of the problem

a(u0, v) = f (v) ∀v ∈ VN . (1.51)

Proof Since the space VN is finite dimensional, the bilinear form a and the func-
tional f are continuous. Then the application of the Lax–Milgram Lemma1.6
gives the assertion. Let us note that all norms on the finite-dimensional space are
equivalent. �
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Lemma 1.8 (Discrete Cauchy inequality) Let {ai }n
i=1 and {bi }n

i=1 be two sequences
of real numbers. Then

∣∣∣∣∣
n∑

i=1

ai bi

∣∣∣∣∣ ≤
(

n∑
i=1

a2
i

)1/2 (
n∑

i=1

b2i

)1/2

. (1.52)

In the analysis of nonstationary problems, the following versions of the Gronwall
lemma will be applied.

Lemma 1.9 (Gronwall lemma) Let y, q, z, r ∈ C([0, T ]), r ≥ 0, and let

y(t) + q(t) ≤ z(t) +
∫ t

0
r(s) y(s) ds, t ∈ [0, T ]. (1.53)

Then

y(t) + q(t) +
∫ t

0
r(ϑ) q(ϑ) exp

(∫ t

ϑ

r(s) ds

)
dϑ (1.54)

≤z(t) +
∫ t

0
r(ϑ) z(ϑ) exp

(∫ t

ϑ

r(s) ds

)
dϑ, t ∈ [0, T ].

Proof Inequality (1.53) can be written in the form

y(t) ≤ h(t) +
∫ t

0
r(s) y(s) ds, (1.55)

where

h(t) = z(t) − q(t). (1.56)

Let us set

z1(t) =
∫ t

0
r(s) y(s) ds. (1.57)

Then z′
1(t) = r(t) y(t), z1(0) = 0. Since r(t) ≥ 0, it follows from (1.55) that

z′
1(t) ≤ h(t) r(t) + r(t) z1(t). (1.58)

If we set

w(t) = z1(t) exp

(
−

∫ t

0
r(s) ds

)
, (1.59)
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then, by (1.58),

w′(t) = z′
1(t) exp

(
−

∫ t

0
r(s) ds

)
− z1(t) r(t) exp

(
−

∫ t

0
r(s) ds

)
(1.60)

≤ (h(t) r(t) + r(t) z1(t)) exp

(
−

∫ t

0
r(s) ds

)
− r(t) z1(t) exp

(
−

∫ t

0
r(s) ds

)

= h(t) r(t) exp

(
−

∫ t

0
r(s) ds

)
.

Taking into account that w(0) = 0 and integrating (1.60) from 0 to t , we get

w(t) ≤
∫ t

0
h(ϑ) r(ϑ) exp

(
−

∫ ϑ

0
r(s) ds

)
dϑ.

This and (1.59) imply that

z1(t) ≤ exp

(∫ t

0
r(s) ds

) ∫ t

0
h(ϑ) r(ϑ) exp

(
−

∫ ϑ

0
r(s) ds

)
dϑ (1.61)

=
∫ t

0
h(ϑ) r(ϑ) exp

(∫ t

ϑ

r(s) ds

)
dϑ.

Hence, by (1.53), (1.55), (1.61) and (1.56), we have

y(t) + q(t) ≤ z(t) + z1(t) ≤ z(t) +
∫ t

0
h(ϑ) r(ϑ) exp

(∫ t

ϑ

r(s) ds

)
dϑ

= z(t) +
∫ t

0
z(ϑ) r(ϑ) exp

(∫ t

ϑ

r(s) ds

)
dϑ

−
∫ t

0
q(ϑ) r(ϑ) exp

(∫ t

ϑ

r(s) ds

)
,

which immediately yields inequality (1.54). �
Lemma 1.10 (Gronwall modified lemma) Suppose that for all t ∈ [0, T ] we have

χ2(t) + R(t) ≤ A(t) + 2

t∫

0

B(ϑ)χ(ϑ) dϑ, (1.62)

where R, A, B, χ ∈ C([0, T ]) are nonnegative functions. Then for any t ∈ [0, T ]

√
χ2(t) + R(t) ≤ max

ϑ∈[0,t]
√

A(ϑ) +
t∫

0

B(ϑ) dϑ. (1.63)
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Proof For any ϑ ∈ [0, T ] we set

ϕ(ϑ) = 2
∫ ϑ

0
B(s) χ(s) ds.

Then ϕ(0) = 0 and

ϕ′(ϑ) = 2B(ϑ) χ(ϑ). (1.64)

Let us consider an arbitrary fixed t ∈ [0, T ] and denote

St = max
s∈[0,t] A(s).

It is clear that if St = 0 for some t ∈ [0, T ], then Sτ = 0 for all τ ∈ [0, t]. Similarly,
the condition ϕ(ϑ) = 0 for some ϑ ∈ [0, T ] implies that ϕ(τ) = 0 for all τ ∈ [0, ϑ].
Let us set t1 = 0, provided St 
= 0 for all t ∈ [0, T ], and

t1 = max{t ∈ [0, T ]; St = 0}, t2 = max{ϑ ∈ [0, T ];ϕ(ϑ) = 0}, t3 = min(t1, t2).

By (1.64) and (1.62),

ϕ′(ϑ) ≤ 2B(ϑ)
√

St + ϕ(ϑ).

Then for t ∈ (t3, T ] we have
∫ t

t3

ϕ′(ϑ) dϑ

2
√

St + ϕ(ϑ)
≤

∫ t

0
B(ϑ) dϑ

and thus,

√
St + ϕ(ϑ)

∣∣∣
t

ϑ=t3
= √

St + ϕ(t) − √
St ≤

∫ t

0
B(ϑ) dϑ.

This implies that

√
St + ϕ(t) ≤ √

St +
∫ t

0
B(ϑ) dϑ. (1.65)

Now, by virtue of (1.62) and (1.65),

√
χ2(t) + R(t) ≤ √

St + ϕ(t) ≤ √
St +

∫ t

0
B(ϑ) dϑ. (1.66)
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Taking into account that

√
St =

√
max

s∈[0,t] A(s) = max
s∈[0,t]

√
A(s),

from (1.66) we immediately get (1.63). Finally, it is obvious that (1.63) also holds
for all t ∈ [0, t3]. �

Lemma 1.11 (Gronwall discrete lemma) Let xm, bm, cm ≥ 0 and am > 0 for
m = 0, 1, 2, . . ., and let the sequence am be nondecreasing. Then, if

x0 + c0 ≤ a0,

xm + cm ≤ am +
m−1∑
j=0

b j x j for m ≥ 1, (1.67)

we have

xm + cm ≤ am

m−1∏
j=0

(1 + b j ) for m ≥ 0. (1.68)

Proof We start from inequality (1.67), divided by am , and use the assumption that
the sequence am is nondecreasing. We get

xm

am
+ cm

am
≤ 1 +

m−1∑
j=0

b j
x j

am
≤ 1 +

m−1∑
j=0

b j
x j

a j
. (1.69)

Let us set v0 = 1 and vm = 1 + ∑m−1
j=0 b j

x j
a j

for m ≥ 1. Then by (1.67) and the
inequality cm−1/am−1 ≥ 0, we have

vm − vm−1 = bm−1
xm−1

am−1
≤ bm−1

(
xm−1

am−1
+ cm−1

am−1

)
≤ bm−1vm−1, m ≥ 1.

This implies that

vm ≤ (1 + bm−1)vm−1 ≤ v0

m−1∏
j=0

(1 + b j ) =
m−1∏
j=0

(1 + b j ).

Now from (1.69) we get (1.68). �
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Chapter 2
DGM for Elliptic Problems

This chapter concerns in basic aspects of the discontinuous Galerkinmethod (DGM),
whichwill be treated in an example of a simple problem for the Poisson equationwith
mixed Dirichlet–Neumann boundary conditions. We introduce the discretization of
this problem with the aid of several variants of the DGM. Further, we prove the
existence of the approximate solution and derive error estimates. Finally, several
numerical examples are presented.

The book contains a detailed analysis of qualitative properties of DG tech-
niques. It is based on a number of estimates with various constants. We denote
by CA, CB, CC , . . . , Ca, Cb, Cc, . . . positive constants arising in the formulation of
results that can be simply named (e.g., A corresponds to approximation properties,
B—boundedness, C—coercivity, etc.) Otherwise, we use symbols C , C1, C2, . . . .
These constants are always independent of the parameters of the discretization (i.e.,
the space mesh-size h, time step τ in the case of nonstationary problems, and also the
degree p of polynomial approximation in the case of the hp-methods), but they may
depend on the data in problems. They are often “autonomous” in individual chapters
or sections. Some constants are sometimes defined in a complicated way on the basis
of a number of constants appearing in previous considerations. For an example, see
Remark4.13.

2.1 Model Problem

Let Ω be a bounded domain in R
d , d = 2, 3, with Lipschitz boundary ∂Ω . We

denote by ∂ΩD and ∂ΩN parts of the boundary ∂Ω such that ∂Ω = ∂ΩD ∪ ∂ΩN ,
∂ΩD ∩ ∂ΩN = ∅ and ∂ΩD �= ∅.

We consider the following model problem for the Poisson equation: Find a
function u : Ω → R such that
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−Δu = f in Ω, (2.1a)

u = u D on ∂ΩD, (2.1b)

n · ∇u = gN on ∂ΩN , (2.1c)

where f, u D and gN are given functions. Let us note thatn · ∇u = ∂u
∂n is the derivative

of the function u in the direction n, which is the outer unit normal to ∂Ω . A function
u ∈ C2(Ω) satisfying (2.1) pointwise is called a classical solution. It is suitable to
introduce a weak formulation of the above problem. Let us define the space

V = {v ∈ H1(Ω); v|∂ΩD = 0}.

Assuming that u is a classical solution, we multiply (2.1a) by any function v ∈
V , integrate over Ω and use Green’s theorem. Taking into account the boundary
condition (2.1c), we obtain the identity

∫

Ω

∇u · ∇v dx =
∫

Ω

f v dx +
∫

∂ΩN

gN v dS ∀ v ∈ V . (2.2)

We can introduce the following definition.

Definition 2.1 Let us assume the existence of u∗ ∈ H1(Ω) such that u∗|∂ΩD = u D

and let f ∈ L2(Ω), gN ∈ L2(∂ΩN ). Nowwe say that a function u is aweak solution
of problem (2.1), if
(a) u − u∗ ∈ V ,
(b) u satisfies identity (2.2).

Using the Lax–Milgram Lemma1.6, we can prove that there exists a unique weak
solution of (2.1), see, e.g., [233, Sect. 6.1.2]. In the following, we deal with numer-
ical solution of problem (2.1) with the aid of discontinuous piecewise polynomial
approximations.

2.2 Abstract Numerical Method and Its Theoretical Analysis

In order to better understand theoretical foundations of the DGM, we describe a
possible general approach to deriving error estimates. (Readers familiarwith concepts
of a priori error estimates in the finite element method can skip this section.)

Let u ∈ V be a weak solution of a given problem. Let Vh denote a finite-
dimensional space, where an approximate solution uh is sought. The subscript h > 0
(usually chosen as h ∈ (0, h) with h > 0) denotes the parameter of the discretiza-
tion. Further, we introduce an infinitely dimensional function space Wh such that
V ⊂ Wh and Vh ⊂ Wh . (If Vh ⊂ V , then we usually put Wh := V and thus, Wh

is independent of h.) Finally, let ‖·‖Wh
be a suitable norm in Wh . As we see later,

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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the spaces Vh and Wh will be constructed over a suitable mesh in the computational
domain, and hence the norm ‖ · ‖Wh may be mesh-dependent.

An abstract numerical method reads: Find uh ∈ Vh such that

Ah(uh, vh) = F(vh) ∀ vh ∈ Vh, (2.3)

where Ah : Wh ×Wh → R is a bilinear form and F : Wh → R is a linear functional.
In the numerical analysis, we want to reach the following goals:

• the approximate solution uh of (2.3) exists and is unique,
• the approximate solution uh converges to the exact solution u in the ‖·‖Wh

-norm
as h → 0, i.e.,

lim
h→0

‖u − uh‖Wh
= 0, (2.4)

• a priori error estimate, i.e., we seek α > 0 independent of h such that

‖u − uh‖Wh
≤ Chα, h ∈ (0, h), (2.5)

where C > 0 is a constant, independent of h (but may depend on u), and α is the
order of convergence.

Obviously, an a priori error estimate implies the convergence.
The existence and uniqueness of the approximate solution is a consequence of the

coercivity of Ah , i.e., there exists Cc > 0 such that

Ah(vh, vh) ≥ Cc‖vh‖2Wh
∀ vh ∈ Vh . (2.6)

Then Corollary1.7 implies the existence and uniqueness of the approximate solution
uh .

In order to derive a priori error estimates, we prove the consistency of the method,

Ah(u, vh) = F(vh) ∀ vh ∈ Vh (2.7)

which, together with (2.3), immediately gives the Galerkin orthogonality of the error
eh = uh − u to the space Vh :

Ah(eh, vh) = 0 ∀ vh ∈ Vh . (2.8)

Further, we introduce an interpolation operator (usually defined as a suitable
projection) Πh : V → Vh and prove its approximation property, namely existence
of a constant α > 0 such that

‖v − Πhv‖Wh
≤ C̃(v)hα ∀ v ∈ V, h ∈ (0, h), (2.9)

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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where C̃(v) > 0 is a constant independent of h but dependent on v. A further step is
the derivation of the inequality

Ah(u − Πhu, vh) ≤ R(u − Πhu)‖vh‖Wh
∀ vh ∈ Vh, (2.10)

where R depends on suitable norms of the interpolation error u − Πhu.
Finally, the error estimate is derived in the following way: for each h ∈ (0, h) we

decompose the error eh by

eh = uh − u = ξ + η, (2.11)

where ξ := uh − Πhu ∈ Vh and η := Πhu − u ∈ Wh . Putting vh := ξ in (2.8),
we get

Ah(eh, ξ) = Ah(ξ, ξ) + Ah(η, ξ) = 0. (2.12)

It follows from the coercivity (2.6) and estimate (2.10) that

Cc‖ξ‖2Wh
≤ Ah(ξ, ξ) = −Ah(η, ξ) ≤ R(η)‖ξ‖Wh

, (2.13)

which immediately implies the inequality

‖ξ‖Wh
≤ R(η)

Cc
. (2.14)

Now, the triangle inequality, relations (2.11) and (2.14) give the error estimate in the
form

‖eh‖Wh
≤ ‖ξ‖Wh

+ ‖η‖Wh
≤ R(η)

Cc
+ ‖η‖Wh

. (2.15)

This is often called the abstract error estimate, which represents an error bound in
terms of the interpolation error η.

The last aim is to use the approximation property (2.9) of the operator Πh and to
estimate the expression R(η) in terms of the mesh-size h in the form

R(η) ≤ C̃1(u)hα, (2.16)

which together with (2.15) immediately imply the error estimate

‖eh‖Wh
≤
(

C−1
c C̃1(u) + C̃(u)

)
hα, (2.17)

valid for allh ∈ (0, h).We say that the numerical schemehas theorder of convergence
in the norm ‖·‖Wh

equal to α.
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This concept of numerical analysis is applied in this chapter. (Among other,
we specify there the spaces Wh and Vh .) For time dependent problems, treated in
Chaps. 4–6, the analysis is more complicated and the previous technique has to be
modified.However, in someparts of the book, error estimates are derived in a different
way.

Remark 2.2 As was mentioned above, we are interested here in deriving of a priori
error estimates (simply called error estimates).We do not deal with a posteriori error
estimates, when the error is bounded in a suitable norm in terms of the approximate
solution and data of the problem. The subject of a posteriori error estimates plays
an important role in practical computations, but is out of the scope of this book. For
some results in this direction for the DGM we can refer, e.g., to the papers [5, 91,
118, 166, 185, 190] and the references cited therein.

2.3 Spaces of Discontinuous Functions

The subject of this section is the construction of DG space partitions of the bounded
computational domain Ω and the specification of their properties which are used in
the theoretical analysis. Further, function spaces over these meshes are defined.

2.3.1 Partition of the Domain

LetTh (h > 0 is a parameter) be a partition of the closure Ω of the domain Ω into a
finite number of closed d-dimensional simplexes K with mutually disjoint interiors
such that

Ω =
⋃

K∈Th

K . (2.18)

This assumption means that the domain Ω is polygonal (if d = 2) or polyhedral (if
d = 3). The case of a 2D nonpolygonal domain is considered, e.g., in [256], where
curved elements are used. See also Chap.8, where curved elements are treated from
the implementation point of view.We callTh a triangulation ofΩ and do not require
the standard conforming properties from thefinite elementmethod, introduced e.g., in
[37, 52, 115, 254] or [287]. In two-dimensional problems (d = 2) we choose K ∈ Th

as triangles and in three-dimensional problems (d = 3) the elements K ∈ Th are
tetrahedra. As we see, we admit that in the finite element mesh the so-called hanging
nodes (and in 3D also hanging edges) appear; see Fig. 2.1.

In general, the discontinuous Galerkin method can handle with more general
elements as quadrilaterals and convex or even nonconvex star-shaped polygons in
2D and hexahedra, pyramids and convex or nonconvex star-shaped polyhedra in 3D.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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Fig. 2.1 Example of
elements Kl , l = 1, . . . , 5,
and faces Γl , l = 1, . . . , 8,
with the corresponding
normals nΓl . The triangle K5
has a hanging node.
Its boundary is formed
by four edges:
∂K5 = Γ1 ∪ Γ4 ∪ Γ7 ∪ Γ5

K1

K2

K3

K4

K5

Γ1

Γ2

Γ3Γ4

Γ5

Γ6

Γ7

Γ8

nΓ1

nΓ2

nΓ3

nΓ4

nΓ5

nΓ6

nΓ7

nΓ8

As an example, we can consider the so-called dual finite volumes constructed over
triangular (d = 2) or tetrahedral (d = 3) meshes (cf., e.g., [126]). A use of such
elements will be discussed in Sect. 7.2.

In our further considerations we use the following notation. By ∂K we denote
the boundary of an element K ∈ Th and set hK = diam(K ) = diameter of K ,
h = maxK∈Th hK . By ρK we denote the radius of the largest d-dimensional ball
inscribed into K and by |K | we denote the d-dimensional Lebesgue measure of K .

Let K , K ′ ∈ Th . We say that K and K ′ are neighbouring elements (or simply
neighbours) if the set ∂K ∩ ∂K ′ has positive (d − 1)-dimensional measure. We
say that Γ ⊂ K is a face of K , if it is a maximal connected open subset of either
∂K ∩ ∂K ′, where K ′ is a neighbour of K , or ∂K ∩ ∂ΩD or ∂K ∩ ∂ΩN . The symbol
|Γ | will denote the (d − 1)-dimensional Lebesgue measure of Γ . Hence, if d = 2,
then |Γ | is the length of Γ and for d = 3, |Γ | denotes the area of Γ . By Fh we
denote the system of all faces of all elements K ∈ Th . Further, we define the set of
all boundary faces by

F B
h = {Γ ∈ Fh; Γ ⊂ ∂Ω} ,

the set of all “Dirichlet” boundary faces by

F D
h = {Γ ∈ Fh; Γ ⊂ ∂ΩD} ,

the set of all “Neumann” boundary faces by

F N
h = {Γ ∈ Fh, Γ ⊂ ∂ΩN }

http://dx.doi.org/10.1007/978-3-319-19267-3_7
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and the set of all inner faces

F I
h = Fh \ F B

h .

Obviously, Fh = F I
h ∪ F D

h ∪ F N
h and F B

h = F D
h ∪ F N

h . For a shorter notation
we put

F ID
h = F I

h ∪ F D
h .

For eachΓ ∈ Fh we define a unit normal vector nΓ .We assume that forΓ ∈ F B
h

the normal nΓ has the same orientation as the outer normal to ∂Ω . For each face
Γ ∈ F I

h the orientation of nΓ is arbitrary but fixed. See Fig. 2.1.

For each Γ ∈ F I
h there exist two neighbouring elements K (L)

Γ , K (R)
Γ ∈ Th such

that Γ ⊂ ∂K (L)
Γ ∩ ∂K (R)

Γ . (This means that the elements K (L)
Γ , K (R)

Γ are adjacent to
Γ and they share this face.) We use the convention that nΓ is the outer normal to
∂K (L)

Γ and the inner normal to ∂K (R)
Γ ; see Fig. 2.2.

Moreover, if Γ ∈ F B
h , then there exists an element K (L)

Γ ∈ Th such that Γ ⊂
K (L)

Γ ∩ ∂Ω .

2.3.2 Assumptions on Meshes

Let us consider a system {Th}h∈(0,h̄), h̄ > 0, of triangulations of the domain Ω

(Th = {K }K∈Th ). In our further considerations we meet various assumptions on
triangulations. The first is usual in the theory of the finite element method:

• The system {Th}h∈(0,h̄) of triangulations is shape-regular: there exists a positive
constant CR such that

hK

ρK
≤ CR ∀ K ∈ Th ∀ h ∈ (0, h̄). (2.19)

Fig. 2.2 Interior face Γ ,
elements K (L)

Γ and K (R)
Γ and

the orientation of nΓ

K
(L)
Γ

K
(R)
Γ

Γ

nΓ
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Moreover, for each face Γ ∈ Fh, h ∈ (0, h̄), we need to introduce a quantity
hΓ > 0, which represents a “one-dimensional” size of the face Γ . We require that

• the quantity hΓ satisfies the equivalence condition with hK , i.e., there exist con-
stants CT , CG > 0 independent of h, K and Γ such that

CT hK ≤ hΓ ≤ CGhK , ∀ K ∈ Th, ∀ Γ ∈ Fh, Γ ⊂ ∂K , ∀ h ∈ (0, h̄).

(2.20)

The equivalence condition canbe fulfilled by additional assumptions on the system
of triangulations {Th}h∈(0,h̄) and by a suitable choice of the quantity hΓ , Γ ∈
Fh, h ∈ (0, h̄). We introduce some assumptions on triangulations and several
choices of the quantity hΓ . Then we discuss how the equivalence condition (2.20) is
satisfied.

In literaturewe can find the following assumptions on the systemof triangulations:

(MA1) The system {Th}h∈(0,h̄) is locally quasi-uniform: there exists a constant
CQ > 0 such that

hK ≤ CQhK ′ ∀ K , K ′ ∈ Th, K , K ′ are neighbours, ∀ h ∈ (0, h̄). (2.21)

(MA2) The faces Γ ⊂ ∂K do not degenerate with respect to the diameter of K if
h → 0: there exists a constant Cd > 0 such that

hK ≤ Cddiam(Γ ) ∀ K ∈ Th ∀ Γ ∈ Fh, Γ ⊂ ∂K , ∀ h ∈ (0, h̄). (2.22)

(MA3) The system {Th}h∈(0,h̄) is quasi-uniform: there exists a constant CU > 0
such that

h ≤ CU hK ∀ K ∈ Th ∀ h ∈ (0, h̄). (2.23)

(MA4) The triangulations Th, h ∈ (0, h̄), are conforming. This means that for
two elements K , K ′ ∈ Th, K �= K ′, either K ∩ K ′ = ∅ or K ∩ K ′ is a common
vertex or K ∩ K ′ is a common face (or for d = 3, when K ∩ K ′ is a common
edge) of K and K ′.

If condition (MA4) is not satisfied, then the triangulations Th are called noncon-
forming.

Remark 2.3 There are some relations among the mesh assumptions (MA1)–(MA4)
mentioned above. Obviously, (MA3) ⇒ (MA1). Moreover, if the system of trian-
gulation is shape-regular (i.e., (2.19) is fulfilled) then (MA4) ⇒ (MA1) & (MA2).

Exercises 2.4 Prove the implications in Remark2.3.

Concerning the choice of the quantity hΓ , Γ ∈ Fh, h ∈ (0, h̄), in literature we
can find the following basic possibilities:
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(i) hΓ = diam(Γ ), Γ ∈ Fh, (2.24)

(ii) hΓ =
⎧
⎨
⎩

1
2

(
h

K (L)
Γ

+ h
K (R)

Γ

)
for Γ ∈ F I

h

h
K (L)

Γ

for Γ ∈ F B
h ,

(2.25)

(iii) hΓ =
⎧
⎨
⎩
max

(
h

K (L)
Γ

, h
K (R)

Γ

)
for Γ ∈ F I

h

h
K (L)

Γ

for Γ ∈ F B
h ,

(2.26)

(iv) hΓ =
⎧⎨
⎩
min

(
h

K (L)
Γ

, h
K (R)

Γ

)
for Γ ∈ F I

h

h
K (L)

Γ

for Γ ∈ F B
h ,

(2.27)

where K (L)
Γ , K (R)

Γ ∈ Th are the elements adjacent to Γ ∈ F I
h , see Fig. 2.2, and

K (L)
Γ ∈ Th is the element adjacent to Γ ∈ F B

h .
The following lemma characterizes assumptions on computational grids and the

choice of hΓ , which guarantee the equivalence condition (2.20).

Lemma 2.5 Let {Th}h∈(0,h̄) be a system of triangulations of the domain Ω satisfying
the shape-regularity assumption (2.19). Then the equivalence condition (2.20) is
satisfied in the following cases:

(i) The triangulations Th, h ∈ (0, h̄), are conforming (i.e., assumption (MA4) is
satisfied) and hΓ are defined by (2.24) or (2.25) or (2.26) or (2.27).

(ii) The triangulationsTh, h ∈ (0, h̄), are, in general, nonconforming; assumption
(MA2) (i.e., (2.22)) is satisfied and hΓ are defined by (2.24).

(iii) The triangulationsTh, h ∈ (0, h̄), are, in general, nonconforming; assumption
(MA1) is satisfied (i.e., the system {Th}h∈(0,h̄) is locally quasi-uniform) and hΓ

are defined by (2.25) or (2.26) or (2.27).

Exercises 2.6 Prove the above lemma and find the constants CT and CG . For
example, in the case (iii), when hΓ is given by (2.25), we have

CT = (1 + C−1
Q )/2, CG = (1 + CQ)/2, (2.28)

where CQ is the constant from the local quasi-uniformity condition (2.21).

2.3.3 Broken Sobolev Spaces

The discontinuous Galerkin method is based on the use of discontinuous approxi-
mations. This is the reason that over a triangulationTh , for any k ∈ N, we define the
so-called broken Sobolev space

Hk(Ω,Th) = {v ∈ L2(Ω); v|K ∈ Hk(K ) ∀ K ∈ Th}, (2.29)
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which consists of functions, whose restrictions on K ∈ Th belong to the Sobolev
space Hk(K ). On the other hand, functions from Hk(Ω,Th) are, in general, discon-
tinuous on inner faces of elements K ∈ Th . For v ∈ Hk(Ω,Th), we define the norm

‖v‖Hk (Ω,Th) =
( ∑

K∈Th

‖v‖2Hk (K )

)1/2

(2.30)

and the seminorm

|v|Hk (Ω,Th) =
( ∑

K∈Th

|v|2Hk (K )

)1/2

. (2.31)

Let Γ ∈ F I
h and let K (L)

Γ , K (R)
Γ ∈ Th be elements adjacent to Γ . For v ∈

H1(Ω,Th) we introduce the following notation:

v(L)
Γ = the trace of v|

K (L)
Γ

on Γ, (2.32)

v(R)
Γ = the trace of v|

K (R)
Γ

on Γ,

〈v〉Γ = 1

2

(
v(L)
Γ + v(R)

Γ

)
(mean value of the traces of v on Γ ),

[v]Γ = v(L)
Γ − v(R)

Γ (jump of v on Γ ).

The value [v]Γ depends on the orientation of nΓ , but [v]Γ nΓ is independent of this
orientation.

Moreover, letΓ ∈ F B
h and K (L)

Γ ∈ Th be the element such thatΓ ⊂ ∂K (L)
Γ ∩∂Ω .

Then for v ∈ H1(Ω,Th) we introduce the following notation:

v(L)
Γ = the trace of v|

K (L)
Γ

on Γ, (2.33)

〈v〉Γ = [v]Γ = v(L)
Γ .

If Γ ∈ F B
h , then by v(R)

Γ we formally denote the exterior trace of v on Γ given either
by a boundary condition or by an extrapolation from the interior of Ω .

In case that Γ ∈ Fh and [·]Γ , 〈 · 〉Γ and nΓ appear in integrals
∫
Γ

. . . dS, then
we usually omit the subscript Γ and simply write [·], 〈 · 〉 and n, respectively.

The discontinuous Galerkin method can be characterized as a finite element tech-
nique using piecewise polynomial approximations, in general discontinuous on inter-
faces between neighbouring elements. Therefore, we introduce a finite-dimensional
subspace of Hk(Ω,Th), where the approximate solution will be sought.

Let Th be a triangulation of Ω introduced in Sect. 2.3.1 and let p ≥ 0 be an
integer. We define the space of discontinuous piecewise polynomial functions

Shp = {v ∈ L2(Ω); v|K ∈ Pp(K ) ∀ K ∈ Th}, (2.34)
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where Pp(K ) denotes the space of all polynomials of degree ≤ p on K . We call the
number p the degree of polynomial approximation. Obviously, Shp ⊂ Hk(Ω,Th)

for any k ≥ 1 and its dimension dim Shp < ∞.

2.4 DGM Based on a Primal Formulation

In this section we introduce the so-called discontinuous Galerkin method (DGM)
based on a primal formulation for the solution of problem (2.1). The approximate
solution will be sought in the space Shp ⊂ H1(Ω,Th). In contrast to the standard
(conforming) finite element method, the weak formulation (2.2) given in Sect. 2.1 is
not suitable for the derivation of the DGM, because (2.2) does not make sense for
u ∈ H1(Ω,Th) �⊂ H1(Ω). Therefore, we introduce a “weak form of (2.1) in the
sense of broken Sobolev spaces”.

Let us assume that u is a sufficiently regular solution of (2.1), namely, let u ∈
H2(Ω). Then we speak of a strong solution. In deriving the DGM we proceed in
the following way. We multiply (2.1a) by a function v ∈ H1(Ω,Th), integrate over
K ∈ Th and use Green’s theorem. Summing over all K ∈ Th , we obtain the identity

∑
K∈Th

∫

K
∇u · ∇v dx −

∑
K∈Th

∫

∂K
(nK · ∇u) v dS =

∫

Ω

f v dx, (2.35)

where nK denotes the outer unit normal to ∂K . The surface integrals over ∂K make
sense due to the regularity of u. (Since u ∈ H2(K ), the derivatives ∂u/∂xi have the
trace on ∂K and ∂u/∂xi |∂K ∈ L2(∂K ) for i = 1, . . . , d; see Theorem1.1 on traces.)
We rewrite the surface integrals over ∂K according to the type of faces Γ ∈ Fh that
form the boundary of the element K ∈ Th :

∑
K∈Th

∫

∂K
(nK · ∇u) v dS =

∑

Γ ∈F D
h

∫

Γ

(nΓ · ∇u) v dS +
∑

Γ ∈F N
h

∫

Γ

(nΓ · ∇u) v dS

+
∑

Γ ∈F I
h

∫

Γ

nΓ ·
(
(∇u(L)

Γ ) v(L)
Γ − (∇u(R)

Γ ) v(R)
Γ

)
dS.

(2.36)

(There is the sign “−” in the last integral, since nΓ is the outer unit normal to ∂K (L)
Γ

but the inner unit normal to ∂K (R)
Γ , see Sect. 2.3.1 or Fig. 2.2.)

Due to the assumption that u ∈ H2(Ω), we have

[u]Γ = [∇u]Γ = 0, ∇u(L)
Γ = ∇u(R)

Γ = 〈∇u〉Γ , Γ ∈ F I
h . (2.37)

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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Thus, the integrand of the last integral in (2.36) can be written in the form

nΓ · (∇u)
(L)
Γ v(L)

Γ − nΓ · (∇u)
(R)
Γ v(R)

Γ = nΓ · 〈∇u〉Γ [v]Γ . (2.38)

By virtue of the Neumann boundary condition (2.1c),

∑

Γ ∈F N
h

∫

Γ

(nΓ · ∇u)v dS =
∫

∂ΩN

gN v dS. (2.39)

Now, (2.33) and (2.35)–(2.39) imply that

∑
K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F I
h

∫

Γ

n · 〈∇u〉 [v] dS −
∑

Γ ∈F D
h

∫

Γ

n · ∇u v dS

=
∑

K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

n · 〈∇u〉 [v] dS (2.40)

=
∫

Ω

f v dx +
∫

∂ΩN

gN v dS, v ∈ H1(Ω,Th).

Here and in what follows, in integrals over Γ the symbol n means nΓ .
Relation (2.40) is the basis of the DG discretization of problem (2.1). However,

in order to guarantee the existence of the approximate solution and its convergence
to the exact one, some additional terms have to be included in the DG formulation.

In order to mimic the continuity of the approximate solution in a weaker sense,
we define the interior and boundary penalty bilinear form

Jσ
h (u, v) =

∑

Γ ∈F I
h

∫

Γ

σ [u] [v] dS +
∑

Γ ∈F D
h

∫

Γ

σu v dS (2.41)

=
∑

Γ ∈F ID
h

∫

Γ

σ [u] [v] dS, u, v ∈ H1(Ω,Th).

The boundary penalty is associated with the boundary linear form

Jσ
D(v) =

∑

Γ ∈F D
h

∫

Γ

σu D v dS. (2.42)

Here σ > 0 is a penalty weight. Its choice will be discussed in Sect. 2.6. Obviously,
for the exact strong solution u ∈ H2(Ω),

Jσ
h (u, v) = Jσ

D(v) ∀ v ∈ H1(Ω,Th), (2.43)

since [u]Γ = 0 for Γ ∈ F I
h and [u]Γ = uΓ = u D for Γ ∈ F D

h .
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The interior penalty replaces the continuity of the approximate solution on inte-
rior faces, which is required in the standard conforming finite element method.
The boundary penalty introduces the Dirichlet boundary condition in the discrete
problem.

Moreover, the left-hand side of (2.40) is not symmetric with respect to u and
v. In the theoretical analysis, it is advantageous to have some type of symmetry.
Hence, it is desirable to include some additional term, which “symmetrizes” the
left-hand side of (2.40) and which vanishes for the exact solution. Therefore, let
u ∈ H1(Ω) ∩ H2(Ω,Th) be a function which satisfies the Dirichlet boundary
condition (2.1b). Then we use the identity

∑

Γ ∈F ID
h

∫

Γ

n · 〈∇v〉 [u] dS =
∑

Γ ∈F D
h

∫

Γ

n · ∇v u D dS ∀ v ∈ H2(Ω,Th), (2.44)

which is valid since [u]Γ = 0 for Γ ∈ F I
h , [u]Γ = uΓ = u D for Γ ∈ F D

h and
〈∇v〉Γ = ∇vΓ for Γ ∈ F D

h by definition.
Now, without a deeper motivation, we introduce five variants of the discontinuous

Galerkin weak formulation. Each particularmethod is commented on inRemark2.10.
Hence, we sum identity (2.40) with −1, 1 or 0-multiple of (2.44) and possibly add
equality (2.43). This leads us to the following notation. For u, v ∈ H2(Ω,Th) we
introduce the bilinear diffusion forms

a s
h (u, v) =

∑
K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

(n · 〈∇u〉 [v] + n · 〈∇v〉 [u]) dS,

(2.45a)

a n
h (u, v) =

∑
K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

(n · 〈∇u〉 [v] − n · 〈∇v〉 [u]) dS,

(2.45b)

a i
h(u, v) =

∑
K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

n · 〈∇u〉 [v] dS, (2.45c)

and the right-hand side linear forms

F s
h (v) =

∫

Ω

f v dx +
∑

Γ ∈F N
h

∫

Γ

gN v dS −
∑

Γ ∈F D
h

∫

Γ

n · ∇v u D dS, (2.46a)

F n
h (v) =

∫

Ω

f v dx +
∑

Γ ∈F N
h

∫

Γ

gN v dS +
∑

Γ ∈F D
h

∫

Γ

n · ∇v u D dS, (2.46b)

F i
h (v) =

∫

Ω

f v dx +
∑

Γ ∈F N
h

∫

Γ

gN v dS. (2.46c)
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Moreover, for u, v ∈ H2(Ω,Th) let us define the bilinear forms

A s
h(u, v) = a s

h (u, v), (2.47a)

A n
h (u, v) = a n

h (u, v), (2.47b)

A s,σ
h (u, v) = a s

h (u, v) + Jσ
h (u, v), (2.47c)

A n,σ
h (u, v) = a n

h (u, v) + Jσ
h (u, v), (2.47d)

A i,σ
h (u, v) = a i

h(u, v) + Jσ
h (u, v), (2.47e)

and the linear forms


 s
h(v) = F s

h (v), (2.48a)


 n
h (v) = F n

h (v), (2.48b)



s,σ
h (v) = F s

h (v) + Jσ
D(v), (2.48c)



n,σ
h (v) = F n

h (v) + Jσ
D(v), (2.48d)



i,σ
h (v) = F i

h (v) + Jσ
D(v). (2.48e)

Since Shp ⊂ H2(Ω,Th), the forms (2.47) make sense for uh, vh ∈ Shp. Conse-
quently, we define five numerical schemes.

Definition 2.7 A function uh ∈ Shp is called a DG approximate solution of problem
(2.1), if it satisfies one of the following identities:

(i) A s
h(uh, vh) = 
 s

h(vh) ∀ vh ∈ Shp, (2.49a)

(ii) A n
h (uh, vh) = 
 n

h (vh) ∀ vh ∈ Shp, (2.49b)

(iii) A s,σ
h (uh, vh) = 


s,σ
h (vh) ∀ vh ∈ Shp, (2.49c)

(iv) A n,σ
h (uh, vh) = 


n,σ
h (vh) ∀ vh ∈ Shp, (2.49d)

(v) A i,σ
h (uh, vh) = 


i,σ
h (vh) ∀ vh ∈ Shp, (2.49e)

where the forms A s
h, A n

h , . . ., and 
 s
h, 
 n

h , . . ., are defined by (2.47) and (2.48),
respectively.

The diffusion forms a s
h , a n

h , a i
h defined by (2.45) can be simply written in the form

ah(u, v) =
∑

K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

(n · 〈∇u〉 [v] + Θn · 〈∇v〉 [u]) dS,

(2.50)

where Θ = 1 in the case of the form a s
h , Θ = −1 for a n

h and Θ = 0 for a i
h and

the bilinear forms A s
h , A n

h , A s,σ
h , A n,σ

h and A i,σ
h defined by (2.47) can be written in

the form

Ah(u, v) = ah(u, v) + ϑ Jσ
h (u, v), (2.51)
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where ϑ = 0 for A s
h and A n

h and ϑ = 1 for A s,σ
h , A n,σ

h and A i,σ
h .

Similarly we can write

Fh(v) =
∫

Ω

f v dx +
∑

Γ ∈F N
h

∫

Γ

gN v dS − Θ
∑

Γ ∈F D
h

∫

Γ

n · ∇v u D dS, (2.52)

with Θ = 1 for F s
h , Θ = −1 for F n

h and Θ = 0 for F i
h , and then the right-hand side

form reads


h(v) = Fh(v) + ϑ Jσ
D(v), (2.53)

where ϑ = 0 for 
 s
h and 
 n

h and ϑ = 1 for 

s,σ
h , 
 n,σ

h and 

i,σ
h .

The form a n
h (Θ = −1), a i

h (Θ = 0) and a s
h (Θ = 1) represents the so-called

nonsymmetric, incomplete and symmetric variant of the diffusion discretization,
respectively.

If we denote by Ah any form defined by (2.47) and by 
h , we denote the form
defined by (2.53), i.e., any form given by (2.48), the discrete problem (2.49) can be
formulated to find uh ∈ Shp satisfying the identity

Ah(uh, vh) = 
h(vh) ∀ vh ∈ Shp. (2.54)

The discrete problem (2.54) is equivalent to a system of linear algebraic equations,
which can be solved by a suitable direct or iterative method. Namely, let {ϕi , i =
1, . . . , Nh} be a basis of the space Shp, where Nh = dim Shp (= dimension of Shp).

The approximate solution uh is sought in the form uh(x) = ∑Nh
j=1 u jϕ j (x), where

u j , j = 1, . . . , Nh , are unknown real coefficients. Then, due to the linearity of the
form Ah , the discrete problem (2.54) is equivalent to the system

Nh∑
j=1

Ah(ϕ j , ϕi )u
j = 
h(ϕ j ), j = 1, . . . , Nh . (2.55)

It can be written in the matrix form

AU = L ,

where A = (ai j )
Nh
i, j=1 = (Ah(ϕ j , ϕi ))

Nh
i, j=1, U = (u j )

Nh
j=1 and L = (
h(ϕ j ))

Nh
j=1.

From the construction of the forms Ah and 
h , one can see that the strong solution
u ∈ H2(Ω) of problem (2.1) satisfies the identity

Ah(u, v) = 
h(v) ∀ v ∈ H2(Ω,Th), (2.56)
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which represents the consistency of the method. Relations (2.54) and (2.56) imply
the so-called Galerkin orthogonality of the error eh = uh − u of the method:

Ah(eh, vh) = 0 ∀ vh ∈ Shp, (2.57)

which will be used in analysing error estimates.

Remark 2.8 Comparing the above process of the derivation of the DG schemes with
the abstract numerical method in Sect. 2.2, we see that we can define the function
spaces

V = H2(Ω), Wh = H2(Ω,Th), Vh = Shp. (2.58)

However, as we will see later, the space Wh will not be equipped with the norm
‖ · ‖H2(Ω,Th) defined by (2.30), but by another norm introduced later in (2.103) will
be used.

Remark 2.9 The interior and boundary penalty form Jσ
h together with the form Jσ

D
replace the continuity of conforming finite element approximate solutions and rep-
resent Dirichlet boundary conditions. Thus, in contrast to standard conforming finite
element techniques, both Dirichlet and Neumann boundary conditions are included
automatically in the formulation (2.54) of the discrete problem. This is an advantage
particularly in the case of nonhomogeneous Dirichlet boundary conditions, because
it is not necessary to construct subsets of finite element spaces formed by functions
approximating the Dirichlet boundary condition in a suitable way.

Remark 2.10 Method (2.49a) was introduced by Delves et al. ([76, 77, 172, 173]),
who called it a global element method. Its advantage is the symmetry of the discrete
problem due to the third term on the right-hand side of (2.45a). On the other hand,
a significant disadvantage is that the bilinear form A s

h is indefinite. This causes
difficulties when dealing with time-dependent problems, because some eigenvalues
of the operator associated with the form Ah can have negative real parts and then the
resulting space-time discrete schemes become unconditionally unstable. Therefore,
we prove in Lemma2.36 the continuity of the bilinear form A s

h , but further on we
are not concerned with this method any more.

Scheme (2.49b) was introduced by Baumann and Oden in [12, 230] and is usually
called the Baumann–Oden method. It is straightforward to show that the correspond-
ing bilinear form A n

h is positive semidefinite due to the third term on the right-hand
side of (2.45b). An interesting property of this method is that it is unstable for piece-
wise linear approximations, i.e., for p = 1.

Scheme (2.49c) is called the symmetric interior penalty Galerkin (SIPG) method.
It was derived by Arnold ([7]) and Wheeler ([283]) by adding penalty terms to the
form A s

h . (In this case ah and Fh are defined by (2.50) and (2.52) with Θ = 1.)
This formulation leads to a symmetric bilinear form, which is coercive, if the penalty
parameter σ is sufficiently large. Moreover, the Aubin–Nitsche duality technique
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(also called Aubin–Nitsche trick) can be used to obtain an optimal error estimate in
the L2(Ω)-norm.

Method (2.49d), called the nonsymmetric interior penalty Galerkin (NIPG)
method, was proposed by Girault, Rivière and Wheeler in [239]. (Here Θ = −1.) In
this case the bilinear form A n,σ

h is nonsymmetric and does not allow one to obtain
an optimal error estimate in the L2(Ω)-norm with the aid of the Aubin-Nitsche
trick. However, numerical experiments show that in some situations (for example, if
uniform grids are used) the odd degrees of the polynomial approximation give the
optimal order of convergence. On the other hand, a favorable property of the NIPG
method is the coercivity of A n,σ

h (·, ·) for any penalty parameter σ > 0.
Finally, method (2.49e), called the incomplete interior penalty Galerkin (IIPG)

method (Θ = 0), was studied in [74, 263, 265]. In this case the bilinear form A i,σ
h

is nonsymmetric and does not allow one to obtain an optimal error estimate in the
L2(Ω)-norm. The penalty parameter σ has to be chosen sufficiently large in order to
guarantee the coercivity of A i,σ

h . The advantage of the IIPG method is the simplicity
of the discrete diffusion operator, because the expressions from (2.44) do not appear
in (2.45c). This is particularly advantageous in the case when the diffusion operator
is nonlinear with respect to ∇u. (See, e.g., [87] or Chap.9 of this book.)

It would also be possible to define the scheme A i
h(u, v) = 
 i

h(v) ∀ v ∈ Shp, where
A i

h(u, v) = a i
h(u, v) and 
 i

h(v) = F i
h (v), but this method does not make sense,

because it does not contain the Dirichlet boundary data u D from condition (2.1b).
In the following, we deal with the theoretical analysis of the DGM applied to

the numerical solution of the model problem (2.1). Namely, we pay attention to the
existence and uniqueness of the approximate solution defined by (2.54) and derive
error estimates.

2.5 Basic Tools of the Theoretical Analysis of DGM

Theoretical analysis of the DG method presented in this book is based on three
fundamental tools: the multiplicative trace inequality, the inverse inequality, and the
approximation properties of the spaces of piecewise polynomial functions. In this
section we introduce and prove these important tools under the assumptions about
the meshes in Sect. 2.3.2.

Our first objective will be to summarize some important concepts and results from
finite element theory, treated, e.g., in [52].

Definition 2.11 Let n > 0 be an integer. We say that sets ω, ω̂ ⊂ R
n are affine

equivalent, if there exists an invertible affine mapping Fω : ω̂ → ω such that
Fω(ω̂) = ω and

x = Fω(x̂) = Bω x̂ + bω ∈ ω, x̂ ∈ ω̂, (2.59)

where Bω is an n × n nonsingular matrix and bω ∈ R
n .

http://dx.doi.org/10.1007/978-3-319-19267-3_9
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If v̂ : ω̂ → R, then the inverse mapping F−1
ω allows us to transform the function

v̂ to v : ω → R by the relation

v(x) = v̂(F−1
ω (x)), x ∈ ω. (2.60)

Hence,

v = v̂ ◦ F−1
ω , v̂ = v ◦ Fω (2.61)

and
v̂(x̂) = v(x) for all x̂, x in the correspondence (2.59).

If B is an n × n matrix, then its norm associated with the Euclidean norm | · | in
R

n is defined as ‖B‖ = sup0 �=x∈Rn |Bx |/|x |.
The following lemmas give us bounds for the norms of matrices Bω and B

−1
ω

and the relations between Sobolev seminorms of functions v and v̂ satisfying (2.61).
First, we introduce the following notation for bounded domains ω, ω̂:

hω =diam(ω), hω̂ = diam(ω̂), (2.62)

ρω = radius of the largest ball inscribed into ω, (2.63)

ρω̂ = radius of the largest ball inscribed into ω̂.

Lemma 2.12 Let ω, ω̂ ⊂ R
n be affine-equivalent bounded domains with the invert-

ible mapping Fω(x̂) = Bω x̂ + bω ∈ ω for x̂ ∈ ω̂. Then

‖Bω‖ ≤ hω

2ρω̂

, ‖B−1
ω ‖ ≤ hω̂

2ρω

. (2.64)

Further, the substitution theorem implies that

| det(Bω)| = |ω|/|ω̂|, (2.65)

where |ω| and |ω̂| denote the n-dimensional Lebesgue measure of ω and ω̂,
respectively.

For the proof of (2.64) see [52, Theorem3.1.3]. The proof of (2.65) is a conse-
quence of the substitution theorem. Further, we cite here Theorem3.1.2 from [52].

Lemma 2.13 Let ω, ω̂ ⊂ R
n be affine-equivalent bounded domains with the invert-

ible mapping Fω(x̂) = Bω x̂ + bω ∈ ω for x̂ ∈ ω̂. If v ∈ W m,α(ω) for some integer
m ≥ 0 and some α ∈ [1,∞], then the function v̂ = v ◦ Fω ∈ W m,α(ω̂). Moreover,
there exists a constant C depending on m and d only such that

|v̂|W m,α(ω̂) ≤ C ‖Bω‖m | det(Bω)|−1/α |v|W m,α(ω), (2.66)

|v|W m,α(ω) ≤ C ‖B−1
ω ‖m | det(Bω)|1/α |v̂|W m,α(ω̂). (2.67)
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In our finite element analysis, we have n = d and the set ω represents an element
K ∈ Th and ω̂ is chosen as a reference element K̂ , i. e., the simplex with vertices

â1 =(0, 0, . . . , 0), â2 = (1, 0, . . . , 0), â3 = (0, 1, 0, . . . , 0), . . . (2.68)

. . . , âd+1 = (0, 0, . . . , 1) ∈ R
d .

The elements K and K̂ are considered as closed sets. The Sobolev spaces over K
and K̂ are defined as the spaces over the interiors of these sets. (In Sect. 7.3, we will
also apply the above results to the case with n = 1, ω = Γ ∈ Fh and ω̂ = (0, 1).)

As a consequence of the above results we can formulate the following assertions.

Corollary 2.14 If K ∈ Th and v ∈ Hm(K ), where m ≥ 0 is an integer, then the
function v̂(x̂) = v(FK (x̂)) ∈ Hm(K̂ ) and

|v|Hm (K ) ≤ cch
d
2 −m
K |v̂|Hm (K̂ ), (2.69)

|v̂|Hm(K̂ ) ≤ cch
m− d

2
K |v|Hm (K ), (2.70)

where cc > 0 depends on the shape regularity constant CR but not on K and v.

Exercises 2.15 Prove (2.69) and (2.70) using the shape-regularity assumption (2.19)
and the results of Lemmas2.12 and 2.13.

In deriving error estimates we apply the following important result from [52,
Theorem3.1.4].

Theorem 2.16 Let ω̂ ⊂ R
n be a bounded domain and for some integers p ≥ 0 and

m ≥ 0 and some numbers α, β ∈ [1,∞], let the spaces W p+1,α(ω̂) and W m,β(ω̂)

satisfy the continuous embedding

W p+1,α(ω̂) ↪→ W m,β(ω̂). (2.71)

Let Π̂ be a continuous linear mapping of W p+1,α(ω̂) into W m,β(ω̂) such that

Π̂φ̂ = φ̂ ∀ φ̂ ∈ Pp(ω̂). (2.72)

Let a set ω be affine-equivalent to the set ω̂. This means that there exists an affine
mapping x = Fω(x̂) = Bω x̂ + bω ∈ ω for x̂ ∈ ω̂, where Bω is a nonsingular n × n
matrix and bω ∈ R

n. Let the mapping Πω be defined by

Πωv(x) = (Π̂ v̂)(F−1
ω (x)), (2.73)

http://dx.doi.org/10.1007/978-3-319-19267-3_7
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for all functions v̂ ∈ W p+1,α(ω̂) and v ∈ W p+1,α(ω) such that v̂(x̂) = v(Fω(x̂)) =
v(x). Then there exists a constant C(Π̂, ω̂) such that

|Π̂ v̂ − v̂|W m,β (ω̂) ≤ C(Π̂, ω̂)|v̂|W p+1,α(ω̂), (2.74)

and

|v − Πωv|W m,β (ω) ≤ C(Π̂, ω̂) |ω|(1/β)−(1/α) h p+1
ω

ρm
ω

|v|W p+1,α(ω) (2.75)

∀ v ∈ W p+1,α(ω),

with hω = diam(ω), ρω defined as the radius of the largest ball inscribed into ω and
|ω| defined as the n-dimensional Lebesgue measure of the set ω. We set 1/∞ := 0.

Exercises 2.17 Prove (2.75) using (2.74), (2.66), (2.67), (2.64) and (2.65).

Another important result usedoften infinite element theory is theBramble–Hilbert
lemma (see [52, Theorem4.1.3] or [287, Theorem9.3]).

Theorem 2.18 (Bramble–Hilbert lemma) Let us assume that ω ⊂ R
n is a bounded

domain with Lipschitz boundary. Let p ≥ 0 be an integer and α ∈ [1,∞] and let f
be a continuous linear functional on the space W p+1,α(Ω) (i.e., f ∈ (W p+1,α(ω))∗)
satisfying the condition

f (v) = 0 ∀ v ∈ Pp(ω). (2.76)

Then there exists a constant CB H > 0 depending only on ω such that

| f (v)| ≤ CB H ‖ f ‖(W p+1,α(ω))∗ |v|W p+1,α(ω) ∀ v ∈ W p+1,α(ω). (2.77)

2.5.1 Multiplicative Trace Inequality

The forms ah and Jσ
h given by (2.45) and (2.41), respectively, contain several inte-

grals over faces. Therefore, in the theoretical analysis we need to estimate norms
over faces by norms over elements. These estimates are usually obtained using the
multiplicative trace inequality. In the literature, it is possible to find several variants
of the multiplicative trace inequality. Here, we present the variant, which suits our
considerations.

Lemma 2.19 (Multiplicative trace inequality) Let the shape-regularity assumption
(2.19) be satisfied. Then there exists a constant CM > 0 independent of v, h and K
such that
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‖v‖2L2(∂K )
≤CM

(
‖v‖L2(K ) |v|H1(K ) + h−1

K ‖v‖2L2(K )

)
, (2.78)

K ∈ Th, v ∈ H1(K ), h ∈ (0, h̄).

Proof Let K ∈ Th be arbitrary but fixed. We denote by xK the center of the largest
d-dimensional ball inscribed into the simplex K . Without loss of generality we
suppose that xK is the origin of the coordinate system.

Since the space C∞(K ) is dense in H1(K ), it is sufficient to prove (2.78) for
v ∈ C∞(K ). We start from the following relation obtained from Green’s identity
(1.23):

∫

∂K
v2x · n dS =

∫

K
∇ · (v2x) dx, v ∈ C∞(K ), (2.79)

where n denotes here the outer unit normal to ∂K . Let nΓ be the outer unit normal
to K on a side Γ of K . Then

x · nΓ = |x||nΓ | cosα = |x| cosα = ρK , x ∈ Γ, (2.80)

see Fig. 2.3. From (2.80) we have

∫

∂K
v2x · n dS =

∑
Γ ⊂∂K

∫

Γ

v2x · nΓ dS = ρK

∑
Γ ⊂∂K

∫

Γ

v2 dS = ρK ‖v‖2L2(∂K )
.

(2.81)

xK = 0

K

α

x

nΓ

Γ
ρK

Fig. 2.3 Simplex K with its face Γ

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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Moreover,

∫

K
∇ · (v2x) dx =

∫

K

(
v2∇ · x + x · ∇v2

)
dx (2.82)

= d
∫

K
v2 dx + 2

∫

K
vx · ∇v dx ≤ d‖v‖2L2(K )

+ 2
∫

K
|vx · ∇v| dx .

With the aid of the Cauchy inequality, the second term of (2.82) is estimated as

2
∫

K
|vx · ∇v| dx ≤ 2 sup

x∈K
|x|
∫

K
|v||∇v| dx ≤ 2hK ‖v‖L2(K )|v|H1(K ). (2.83)

Then (2.19), (2.79), (2.81)–(2.83) give

‖v‖2L2(∂K )
≤ 1

ρK

[
2hK ‖v‖L2(K )|v|H1(K ) + d‖v‖2L2(K )

]
(2.84)

≤ CR

[
2‖v‖L2(K )|v|H1(K ) + d

hK
‖v‖2L2(K )

]
,

which proves (2.78) with CM = CR max{2, d}. �

Exercises 2.20 Prove that the multiplicative trace inequality is valid also for vector-
valued functions v : Ω → R

n , i.e.,

‖v‖2L2(∂K )
≤CM

(
‖v‖L2(K ) |v|H1(K ) + h−1

K ‖v‖2L2(K )

)
, v ∈ (H1(K ))n, K ∈ Th .

(2.85)

Hint: Use (2.78) for each component of v = (v1, . . . , vn), sum these inequalities and
apply the discrete Cauchy inequality (1.52).

2.5.2 Inverse Inequality

In deriving error estimates, we need to estimate the H1-seminorm of a polynomial
function by its L2-norm, i.e., we apply the so-called inverse inequality.

Lemma 2.21 (Inverse inequality) Let the shape-regularity assumption (2.19) be
satisfied. Then there exists a constant CI > 0 independent of v, h and K such that

|v|H1(K ) ≤ CI h−1
K ‖v‖L2(K ) ∀ v ∈ Pp(K ), ∀ K ∈ Th, ∀ h ∈ (0, h̄). (2.86)

Proof Let K̂ be a reference triangle and FK : K̂ → K , K ∈ Th be an affine
mapping such that FK (K̂ ) = K . By (2.69) (for m = 1) and (2.70) (for m = 0)
we have

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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|v|H1(K ) ≤ cch
d
2 −1
K |v̂|H1(K̂ ), ‖v̂‖L2(K̂ ) ≤ cch

− d
2

K ‖v‖L2(K ). (2.87)

From [253, Theorem4.76], we have

|v̂|H1(K̂ ) ≤ cs p2‖v̂‖L2(K̂ ), v̂ ∈ Pp(K̂ ), (2.88)

where cs > 0 depends on d but not on v̂ and p. A simple combination of (2.87) and
(2.88) proves (2.86) with CI = cs c2c p2. Let us note that (2.88) is a consequence of
the norm equivalence on finite-dimensional spaces. �

Other inverse inequalities will appear in Sect. 7.3, Lemma7.35.

2.5.3 Approximation Properties

With respect to the error analysis of the abstract numericalmethod treated in Sect. 2.2,
a suitable Shp-interpolationhas to be introduced.LetTh be agiven triangulationof the
domain Ω . Then for each K ∈ Th , we define the mapping πK ,p : L2(K ) → Pp(K )

such that for every ϕ ∈ L2(K )

πK ,pϕ ∈ Pp(K ),

∫

K
(πK ,pϕ)v dx =

∫

K
ϕv dx ∀ v ∈ Pp(K ). (2.89)

On the basis of the mappings πK ,p we introduce the Shp-interpolation Πhp, defined
for all ϕ ∈ L2(Ω) by

(Πhpϕ)|K = πK ,p(ϕ|K ) ∀ K ∈ Th . (2.90)

It can be easily shown that if ϕ ∈ L2(Ω), then

Πhpϕ ∈ Shp,

∫

Ω

(Πhpϕ)v dx =
∫

Ω

ϕv dx ∀ v ∈ Shp. (2.91)

Hence, Πhp is the L2(Ω)-projection on the space Shp.
The approximation properties of the interpolation operators πK ,p andΠhp are the

consequence of Theorem2.16.

Lemma 2.22 Let the shape-regularity assumption (2.19) be valid and let p, q, s be
integers, p ≥ 0, 0 ≤ q ≤ μ, where μ = min(p + 1, s). Then there exists a constant
CA > 0 such that

|πK ,pv − v|Hq (K ) ≤ CAhμ−q
K |v|Hμ(K ) ∀ v ∈ Hs(K ) ∀ K ∈ Th ∀ h ∈ (0, h̄).

(2.92)

http://dx.doi.org/10.1007/978-3-319-19267-3_7
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Hence, if p ≥ 1 and s ≥ 2, then

‖πK ,pv − v‖L2(K ) ≤ CAhμ
K |v|Hμ(K ) ∀ v ∈ Hs(K ) ∀ K ∈ Th ∀ h ∈ (0, h̄),

(2.93)

|πK ,pv − v|H1(K ) ≤ CAhμ−1
K |v|Hμ(K ) ∀ v ∈ Hs(K ) ∀ K ∈ Th ∀ h ∈ (0, h̄),

(2.94)

|πK ,pv − v|H2(K ) ≤ CAhμ−2
K |v|Hμ(K ) ∀ v ∈ Hs(K ) ∀ K ∈ Th ∀ h ∈ (0, h̄).

(2.95)

Moreover, we have

‖πK ,1v − v‖L∞(K ) ≤ CAhK |v|W 1,∞(K ) ∀ v ∈ W 1,∞(K ) ∀ K ∈ Th ∀ h ∈ (0, h̄).

(2.96)

Exercises 2.23 Prove Lemma2.22 using Theorem2.16 and assumption (2.19).

The above results immediately imply the approximation properties of the operator
Πhp.

Lemma 2.24 Let the shape-regularity assumption (2.19) be satisfied and let p, q, s
be integers, p ≥ 0, 0 ≤ q ≤ μ, where μ = min(p + 1, s). Then

∣∣Πhpv − v
∣∣

Hq (Ω,Th)
≤ CAhμ−q |v|Hμ(Ω,Th), v ∈ Hs(Ω,Th), h ∈ (0, h̄),

(2.97)

where CA is the constant from (2.92). Hence, if p ≥ 1 and s ≥ 2, then

‖Πhpv − v‖L2(Ω) ≤ CAhμ|v|Hμ(Ω,Th), v ∈ Hs(Ω,Th), h ∈ (0, h̄), (2.98)∣∣Πhpv − v
∣∣

H1(Ω,Th)
≤ CAhμ−1|v|Hμ(Ω,Th), v ∈ Hs(Ω,Th), h ∈ (0, h̄),

(2.99)∣∣Πhpv − v
∣∣

H2(Ω,Th)
≤ CAhμ−2|v|Hμ(Ω,Th), v ∈ Hs(Ω,Th), h ∈ (0, h̄).

(2.100)

Proof Using (2.90), definition of the seminorm in a broken Sobolev space (2.31)
and the approximation properties (2.92), we obtain (2.97). This immediately implies
(2.98)–(2.100). �

Moreover, using the combination of the multiplicative trace inequality (2.78) and
Lemma2.22, we can prove the approximation properties of the operator Πhp in the
norms defined over the boundaries of elements.

Lemma 2.25 Let the shape-regularity assumption (2.19) be satisfied and let p ≥ 1,
s ≥ 2 be integers and α ≥ −1. Then
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∑
K∈Th

hα
K ‖Πhpv − v‖2L2(∂K )

≤ 2CM C2
Ah2μ−1+α|v|2Hμ(Ω,Th), (2.101)

∑
K∈Th

hα
K ‖∇(Πhpv − v)‖2L2(∂K )

≤ 2CM C2
Ah2μ−3+α|v|2Hμ(Ω,Th), (2.102)

v ∈ Hs(Ω,Th), h ∈ (0, h̄),

where μ = min(p + 1, s), CM is the constant from (2.78) and CA is the constant
from (2.92).

Proof (i) Let v ∈ Hs(Ω,Th). For simplicity we put η = Πhpv − v. Then relation
(2.90) implies that η|K = πK ,pv|K −v|K for K ∈ Th . Using the multiplicative trace
inequality (2.78), the approximation property (2.92), and the seminorm definition
(2.31), we have

∑
K∈Th

hα
K ‖η‖2L2(∂K )

≤ CM

∑
K∈Th

hα
K

(
‖η‖L2(K ) |η|H1(K ) + h−1

K ‖η‖2L2(K )

)

≤ CM

∑
K∈Th

hα
K C2

A

(
hμ

K hμ−1
K + h−1

K h2μ
K

)
|v|2Hμ(K )

≤ 2CM C2
Ah2μ−1+α|v|2Hμ(Ω,Th).

(ii) Similarly as above, using the vector-valued variant of the multiplicative trace
inequality (2.85), identities (1.21) and the approximation property (2.92), we get

∑
K∈Th

hα
K ‖∇η‖2L2(∂K )

≤ CM

∑
K∈Th

hα
K

(
‖∇η‖L2(K ) |∇η|H1(K ) + h−1

K ‖∇η‖2L2(K )

)

= CM

∑
K∈Th

hα
K

(
|η|H1(K ) |η|H2(K ) + h−1

K |η|2H1(K )

)

≤ CM

∑
K∈Th

hα
K C2

A

(
hμ−1

K hμ−2
K + h−1

K h2(μ−1)
K

)
|v|2Hμ(K )

≤ 2CM C2
Ah2μ−3+α|v|2Hμ(Ω,Th).

�

2.6 Existence and Uniqueness of the Approximate Solution

We start with the theoretical analysis of the DGM, namelywe prove the existence of a
numerical solution defined by (2.54). Then, in Sect. 2.7, we derive error estimates.We
follow the formal analysis of the abstract numerical methods in Sect. 2.2. Therefore,
we show the continuity and the coercivity of the form Ah given by (2.47) in a suitable

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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norm.This normshould reflect the discontinuity of functions from thebrokenSobolev
spaces H1(Ω,Th). To this end, we define the following mesh-dependent norm

|||u|||Th
=
(
|u|2H1(Ω,Th)

+ Jσ
h (u, u)

)1/2
, (2.103)

where | · |H1(Ω,Th) and Jσ
h are given by (2.31) and (2.41), respectively.

In what follows, because there is no danger of misunderstanding, we omit the
subscript Th . This means that we simply write ||| · ||| = ||| · |||Th

. We call ||| · ||| the
DG-norm.

Exercises 2.26 Prove that ||| · ||| is a norm in the spaces H1(Ω,Th) and Shp.

2.6.1 The Choice of Penalty Weight σ

In the following considerations we assume that the system {Th}h∈(0,h̄) of triangula-
tions satisfies the shape-regularity assumption (2.19) and the equivalence condition
(2.20).

We consider the penalty weight σ : ∪Γ ∈F I D
h

→ R in the form

σ |Γ = σΓ = CW

hΓ

, Γ ∈ F ID
h , (2.104)

where CW > 0 is the penalization constant and hΓ (∼ h) is the quantity given
by one of the possibilities from (2.24)–(2.27) with respect to the considered mesh
assumptions (MA1)–(MA4), see Lemma2.5. Let us note that in some cases it is
possible to consider a different form of the penalty parameter σ , as mentioned in
Remark2.51.

Under the introduced notation, in view of (2.41), (2.42) and (2.104), the interior
and boundary penalty form and the associated boundary linear form read as

Jσ
h (u, v) =

∑

Γ ∈F ID
h

∫

Γ

CW

hΓ

[u] [v] dS, Jσ
D(v) =

∑

Γ ∈F D
h

∫

Γ

CW

hΓ

u D v dS.

(2.105)

In what follows, we introduce technical lemmas, which will be useful in the
theoretical analysis.

Lemma 2.27 Let (2.20) be valid. Then for each v ∈ H1(Ω,Th) we have

∑

Γ ∈F ID
h

h−1
Γ

∫

Γ

[v]2 dS ≤ 2

CT

∑
K∈Th

h−1
K

∫

∂K
|v|2 dS, (2.106)



2.6 Existence and Uniqueness of the Approximate Solution 53

∑

Γ ∈F ID
h

hΓ

∫

Γ

〈v〉2 dS ≤CG

∑
K∈Th

hK

∫

∂K
|v|2 dS. (2.107)

Hence,
∑

Γ ∈F ID
h

σΓ ‖[v]‖2L2(Γ )
≤ 2CW

CT

∑
K∈Th

h−1
K ‖v‖2L2(∂K )

, (2.108)

∑

Γ ∈F ID
h

1

σΓ

‖〈v〉‖2L2(Γ )
≤ CG

CW

∑
K∈Th

hK ‖v‖2L2(∂K )
. (2.109)

Proof (i) By definition (2.32), the inequality

(γ + δ)2 ≤ 2(γ 2 + δ2), γ, δ ∈ R, (2.110)

and (2.20) we have

∑

Γ ∈F ID
h

h−1
Γ

∫

Γ

[v]2 dS

=
∑

Γ ∈F I
h

h−1
Γ

∫

Γ

∣∣∣v(L)
Γ − v(R)

Γ

∣∣∣
2
dS +

∑

Γ ∈F D
h

h−1
Γ

∫

Γ

∣∣∣v(L)
Γ

∣∣∣
2
dS

≤ 2
∑

Γ ∈F I
h

h−1
Γ

∫

Γ

(∣∣∣v(L)
Γ

∣∣∣
2 +

∣∣∣v(R)
Γ

∣∣∣
2
)

dS +
∑

Γ ∈F D
h

h−1
Γ

∫

Γ

∣∣∣v(L)
Γ

∣∣∣
2
dS

≤ 2C−1
T

∑

Γ ∈F ID
h

h−1
K (L)

Γ

∫

Γ

∣∣∣v(L)
Γ

∣∣∣
2
dS + 2C−1

T

∑

Γ ∈F I
h

h−1
K (R)

Γ

∫

Γ

∣∣∣v(R)
Γ

∣∣∣
2
dS

≤ 2C−1
T

∑
K∈Th

h−1
K

∫

∂K
|v|2 dS.

This and (2.104) immediately imply (2.108).
(ii) In the proof of (2.107) we proceed similarly, using (2.32), (2.20) and (2.110).

Inequalities (2.108) and (2.109) are obtained from (2.106), (2.107) and (2.104). �

2.6.2 Continuity of Diffusion Bilinear Forms

First, we prove several auxiliary assertions.

Lemma 2.28 Any form ah defined by (2.45) satisfies the estimate

|ah(u, v)| ≤ ‖u‖1,σ ‖v‖1,σ ∀ u, v ∈ H2(Ω,Th), (2.111)
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where

‖v‖21,σ = |||v|||2 +
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2 dS (2.112)

= |v|2H1(Ω,Th)
+ Jσ

h (v, v) +
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2dS.

Proof It follows from (2.45) that

|ah(u, v)| ≤
∑

K∈Th

∫

K
|∇u · ∇v| dx

︸ ︷︷ ︸
χ1

(2.113)

+
∑

Γ ∈F ID
h

∫

Γ

|n · 〈∇u〉 [v]| dS

︸ ︷︷ ︸
χ2

+
∑

Γ ∈F ID
h

∫

Γ

|n · 〈∇v〉 [u]| dS

︸ ︷︷ ︸
χ3

.

(For the form a i
h the term χ3 vanishes, of course.) Obviously, the Cauchy inequality,

the discrete Cauchy inequality, and (2.31) imply that

χ1 ≤
∑

K∈Th

|u|H1(K )|v|H1(K ) ≤ |u|H1(Ω,Th)|v|H1(Ω,Th). (2.114)

Further, by the Cauchy inequality,

χ2 ≤
∑

Γ ∈F ID
h

(∫

Γ

σ−1(n · 〈∇u〉)2 dS

)1/2 (∫

Γ

σ [v]2 dS

)1/2

(2.115)

≤
⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇u〉)2 dS

⎞
⎟⎠

1/2⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ [v]2 dS

⎞
⎟⎠

1/2

,

and

χ3 ≤
⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2 dS

⎞
⎟⎠

1/2⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ [u]2 dS

⎞
⎟⎠

1/2

. (2.116)

Using the discrete Cauchy inequality, from (2.114)–(2.116) we derive the bound

|ah(u, v)| ≤ |u|H1(Ω,Th)|v|H1(Ω,Th) (2.117)



2.6 Existence and Uniqueness of the Approximate Solution 55

+
⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇u〉)2 dS

⎞
⎟⎠

1/2⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ [v]2 dS

⎞
⎟⎠

1/2

+
⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2 dS

⎞
⎟⎠

1/2⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ [u]2 dS

⎞
⎟⎠

1/2

≤
⎛
⎜⎝|u|2H1(Ω,Th)

+
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇u〉)2dS + Jσ
h (u, u)

⎞
⎟⎠

1/2

×
⎛
⎜⎝|v|2H1(Ω,Th)

+
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2dS + Jσ
h (v.v)

⎞
⎟⎠

1/2

= ‖u‖1,σ ‖v‖1,σ .

�

Exercises 2.29 Prove that ‖·‖1,σ introduced by (2.112) defines a norm in the broken
Sobolev space H2(Ω,Th).

Corollary 2.30 By virtue of (2.47a) and (2.47b), Lemma2.28 and Exercise2.29, the
bilinear forms A s

h and A n
h are bounded with respect to the norm ‖ · ‖1,σ in the broken

Sobolev space H2(Ω,Th).

Exercises 2.31 Prove Corollary2.30.

Further, we pay attention on the expression Jσ
h (u, v) for u, v ∈ H1(Ω,Th).

Lemma 2.32 Let assumptions (2.104), (2.19) and (2.20) be satisfied. Then

|Jσ
h (u, v)| ≤ Jσ

h (u, u)1/2 Jσ
h (v, v)1/2 ∀ u, v ∈ H1(Ω,Th), (2.118)

and

Jσ
h (v, v) ≤ 2CW CM

CT

∑
K∈Th

(
h−2

K ‖v‖2L2(K )
+ h−1

K ‖v‖L2(K )|v|H1(K )

)
(2.119)

≤ CW CM

CT

∑
K∈Th

(
3h−2

K ‖v‖2L2(K )
+ |v|2H1(K )

)
∀ v ∈ H1(Ω,Th).

Proof Let u, v ∈ H1(Ω,Th). By the definition (2.41) of the form Jσ
h and theCauchy

inequality,
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|Jσ
h (u, v)| ≤

∑

Γ ∈F ID
h

∫

Γ

σ |[u] [v]|dS (2.120)

≤
⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ [u]2 dS

⎞
⎟⎠

1/2⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ [v]2 dS

⎞
⎟⎠

1/2

= Jσ
h (u, u)1/2 Jσ

h (v, v)1/2.

Further, the definition of the form Jσ
h , (2.104), (2.20) and (2.108) imply that

Jσ
h (v, v) =

∑

Γ ∈F I D
h

∫

Γ
σ [v]2 dS =

∑

Γ ∈F I D
h

CW

hΓ
‖[v]2‖L2(Γ ) ≤ 2CW

CT

∑

K∈Th

h−1
K ‖v‖2L2(∂K )

.

Now, using the multiplicative trace inequality (2.78), we get

Jσ
h (v, v) ≤ 2CW CM

CT

∑
K∈Th

(
h−2

K ‖v‖2L2(K )
+ h−1

K ‖v‖L2(K )|v|H1(K )

)
. (2.121)

The last relation in (2.119) follows from (2.121) and the Young inequality. �

Lemmas2.28 and 2.32 immediately imply the boundedness also of the forms
A s,σ

h , A n,σ
h and A i,σ

h with respect to the norm ‖ · ‖1,σ .
Corollary 2.33 Let assumptions (2.104), (2.19) and (2.20) be satisfied. Then the
forms Ah defined by (2.47) satisfy the estimate

|Ah(u, v)| ≤ 2‖u‖1,σ ‖v‖1,σ ∀ u, v ∈ H2(Ω,Th). (2.122)

Proof For the boundedness of Ah = A s
h and Ah = A n

h , see Corollary (2.30). Let

Ah = A s,σ
h or Ah = A n,σ

h or Ah = A i,σ
h . Then, by virtue of (2.47c)–(2.47e),

Lemmas2.28 and 2.32 we have

|Ah(u, v)| ≤ |ah(u, v)| + |Jσ
h (u, v)| ≤ ‖u‖1,σ ‖v‖1,σ + Jσ

h (u, u)1/2 Jσ
h (v, v)1/2

≤ ‖u‖1,σ ‖v‖1,σ + ‖u‖1,σ ‖v‖1,σ = 2‖u‖1,σ ‖v‖1,σ .

�

The following lemma allows us to estimate the expressions with integrals over
Γ ∈ Fh in terms of norms over elements K ∈ Th .

Lemma 2.34 Let the weight σ be defined by (2.104). Then, under assumptions (2.19)
and (2.20), for any v ∈ H2(Ω,Th) the following estimate holds:
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∑

Γ ∈F ID
h

∫

Γ
σ−1(n · 〈∇v〉)2 dS ≤ CGCM

CW

∑

K∈Th

(
hK ‖∇v‖L2(K ) |∇v|H1(K ) + ‖∇v‖2L2(K )

)

= CGCM

CW

∑

K∈Th

(
hK |v|H1(K ) |v|H2(K ) + |v|2H1(K )

)

≤ CGCM

2CW

∑

K∈Th

(
h2K |v|2H2(K )

+ 3|v|2H1(K )

)
. (2.123)

Moreover, if v ∈ Shp, then

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇vh〉)2 dS ≤ CGCM

CW
(CI + 1)|vh |2H1(Ω,Th)

. (2.124)

Proof Using (2.109) and the multiplicative trace inequality (2.78), we find that

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2 dS

≤ CG

CW

∑
K∈Th

hK ‖∇v‖2L2(∂K )

≤ CGCM

CW

∑
K∈Th

hK

(
‖∇v‖L2(K ) |∇v|H1(K ) + h−1

K ‖∇v‖2L2(K )

)
,

which is the first inequality in (2.123). The second one directly follows from the
Young inequality.

If v ∈ Shp, then (2.123) and the inverse inequality (2.86) imply that

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇vh〉)2 dS ≤ CGCM

CW

∑
K∈Th

(
CI ‖∇vh‖2L2(K )

+ ‖∇vh‖2L2(K )

)

= CGCM

CW
(CI + 1)

∑
K∈Th

‖∇vh‖2L2(K )
= CGCM

CW
(CI + 1)|vh |2H1(Ω,Th)

,

which we wanted to prove. �

We continue in the derivation of various inequalities based on the estimation of
the ‖ · ‖1,σ -norm.

Lemma 2.35 Under assumptions of Lemma2.34, there exist constants Cσ , C̃σ > 0
such that

Jσ
h (u, u)1/2 ≤ |||u||| ≤ ‖u‖1,σ ≤ Cσ Ra(u) ∀ u ∈ H2(Ω,Th), h ∈ (0, h̄),

(2.125)
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Jσ
h (vh, vh)1/2 ≤ |||vh ||| ≤ ‖vh‖1,σ ≤ C̃σ |||vh ||| ∀ vh ∈ Shp, h ∈ (0, h̄), (2.126)

where

Ra(u) =
( ∑

K∈Th

(
|u|2H1(K )

+ h2K |u|2H2(K )
+ h−2

K ‖u‖2L2(K )

))1/2
, u ∈ H2(Ω,Th).

(2.127)

Proof The first two inequalities in (2.125) as well as in (2.126) follow immediately
from the definition of the DG-norm (2.103) and the ‖·‖1,σ -norm (2.112). Moreover,
in view of (2.123) and (2.119), for u ∈ H2(Ω,Th) we have

‖u‖21,σ =|u|2H1(Ω,Th)
+ Jσ

h (u, u) +
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇u〉)2dS

≤
∑

K∈Th

|u|2H1(K )
+ CW CM

CT

∑
K∈Th

(
3h−2

K ‖u‖2L2(K )
+ |u|2H1(K )

)

+ CG CM

2CW

∑
K∈Th

(
h2

K |u|2H2(K )
+ 3|u|2H1(K )

)
.

Now, after a simple manipulation, we get

‖u‖21,σ ≤
∑

K∈Th

(
|u|2H1(K )

(
1 + 3CG CM

2CW
+ CW CM

CT

)

+ |u|2H2(K )
h2

K
CG CM

2CW
+ ‖u‖2L2(K )

h−2
K

3CW CM

CT

)
.

Hence, (2.125) holds with

Cσ =
(
max

(
1 + 3CG CM

2CW
+ CW CM

CT
,

CG CM

2CW
,
3CW CM

CT

))1/2

.

Further, if vh ∈ Shp, then (2.112), (2.124) and (2.103) immediately imply (2.126)
with C̃σ = (1 + CG CM (CI + 1)/CW )1/2. �

In what follows, we are concernedwith properties of the bilinear forms Ah defined
by (2.47). First, we prove the continuity of the bilinear forms Ah defined by (2.47)
in the space Shp with respect to the norm ||| · |||.
Lemma 2.36 Let assumptions (2.104), (2.19) and (2.20) be satisfied. Then there
exists a constant CB > 0 such that the form Ah defined by (2.47) satisfies the
estimate
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|Ah(uh, vh)| ≤ CB |||uh ||| |||vh ||| ∀ uh, vh ∈ Shp. (2.128)

Proof Estimates (2.122) and (2.126) give (2.128) with CB = 2C̃2
σ . �

Further, we prove an inequality similar to (2.128) replacing uh ∈ Shp by u ∈
H2(Ω,Th).

Lemma 2.37 Let assumptions (2.19), (2.20) and (2.104) be satisfied. Then there
exists a constant C̃B > 0 such that

|Ah(u, vh)| ≤ C̃B Ra(u) |||vh ||| ∀ u ∈ H2(Ω,Th) ∀ vh ∈ Shp ∀ h(0, h̄), (2.129)

where Ra is defined by (2.127).

Proof By (2.122) and (2.125),

|Ah(u, vh)| ≤ 2‖u‖1,σ ‖vh‖1,σ ≤ 2Cσ C̃σ Ra(u)|||vh |||,

which is (2.129) with C̃B = 2Cσ C̃σ . �

2.6.3 Coercivity of Diffusion Bilinear Forms

Lemma 2.38 (NIPG coercivity) For any CW > 0 the bilinear form A n,σ
h defined by

(2.47d) satisfies the coercivity condition

A n,σ
h (v, v) ≥ |||v|||2 ∀ v ∈ H2(Ω,Th). (2.130)

Proof From (2.45b) and (2.47d) it immediately follows that

A n,σ
h (v, v) = a n

h (v, v) + Jσ
h (v, v) = |v|2H1(Ω,Th)

+ Jσ
h (v, v) = |||v|||2, (2.131)

which we wanted to prove. �
The proof of the coercivity of the symmetric bilinear form A s,σ

h is more
complicated.

Lemma 2.39 (SIPG coercivity) Let assumptions (2.19) and (2.20) be satisfied, let

CW ≥ 4CGCM (1 + CI ), (2.132)

where CM , CI and CG are the constants from (2.78), (2.86) and (2.20), respectively,
and let the penalty parameter σ be given by (2.104) for all Γ ∈ F ID

h . Then

A s,σ
h (vh, vh) ≥ 1

2
|||vh |||2 ∀ vh ∈ Shp ∀ h ∈ (0, h̄).
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Proof Let δ > 0. Then from (2.41), (2.104), (2.45a) and the Cauchy and Young
inequalities it follows that

a s
h (vh , vh) = |vh |2H1(Ω,Th)

− 2
∑

Γ ∈F ID
h

∫

Γ
n · 〈∇vh〉[vh] dS (2.133)

≥ |vh |2H1(Ω,Th)
− 2

⎧
⎪⎨
⎪⎩
1

δ

∑

Γ ∈F ID
h

∫

Γ
hΓ (n · 〈∇vh〉)2 dS

⎫
⎪⎬
⎪⎭

1
2
⎧
⎪⎨
⎪⎩

δ
∑

Γ ∈F ID
h

∫

Γ

1

hΓ
[vh]2 dS

⎫
⎪⎬
⎪⎭

1
2

≥ |vh |2H1(Ω,Th)
− ω − δ

CW
Jσ

h (vh , vh),

where

ω = 1

δ

∑

Γ ∈F ID
h

∫

Γ

hΓ |〈∇vh〉|2 dS. (2.134)

Further, from assumption (2.20), inequality (2.107), the multiplicative trace inequal-
ity (2.78) and the inverse inequality (2.86) we get

ω ≤ CG

δ

∑
K∈Th

hK ‖∇vh‖2L2(∂K )
(2.135)

≤ CGCM

δ

∑
K∈Th

hK

(
|vh |H1(K )|∇vh |H1(K ) + h−1

K |vh |2H1(K )

)

≤ CGCM (1 + CI )

δ
|vh |2H1(Ω,Th)

.

Now let us choose

δ = 2CGCM (1 + CI ). (2.136)

Then it follows from (2.132) and (2.133)–(2.136) that

a s
h (vh, vh) ≥ 1

2

(
|vh |2H1(Ω,Th)

− 4CGCM (1 + CI )

CW
Jσ

h (vh, vh)

)
(2.137)

≥ 1

2

(
|vh |2H1(Ω,Th)

− Jσ
h (vh, vh)

)
.

Finally, definition (2.47c) of the form A s,σ
h and (2.137) imply that

A s,σ
h (vh, vh) = a s

h (vh, vh) + Jσ
h (vh, vh) (2.138)

≥ 1

2

(
|vh |2H1(Ω,Th)

+ Jσ
h (vh, vh)

)
= 1

2
|||vh |||2,

which we wanted to prove. �
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Lemma 2.40 (IIPG coercivity) Let assumptions (2.19) and (2.20) be satisfied, let

CW ≥ CGCM (1 + CI ), (2.139)

where CM , CI and CG are constants from (2.78), (2.86) and (2.20), respectively, and
let the penalty parameter σ be given by (2.104) for all Γ ∈ F ID

h . Then

A i,σ
h (vh, vh) ≥ 1

2
|||vh |||2 ∀ vh ∈ Shp.

Proof The proof is almost identical with the proof of the previous lemma. �

Corollary 2.41 We can summarize the above results in the following way. We have

Ah(vh, vh) ≥ CC |||vh |||2 ∀ vh ∈ Shp, (2.140)

with

CC = 1 for Ah = A n,σ
h if CW > 0,

CC = 1/2 for Ah = A s,σ
h if CW ≥ 4CGCM (1 + CI ),

CC = 1/2 for Ah = A i,σ
h if CW ≥ CGCM (1 + CI ).

Corollary 2.42 By virtue of Corollary1.7, the coercivity of the forms Ah implies
the existence and uniqueness of the solution of the discrete problems (2.49c)–(2.49e)
(SIPG, NIPG and IIPG method).

2.7 Error Estimates

In this section, we derive error estimates of the SIPG, NIPG and IIPG variants of the
DGM applied to the numerical solution of the Poisson problem (2.1). Namely, the
error uh − u will be estimated in the DG-norm and the L2(Ω)-norm.

2.7.1 Estimates in the DG-Norm

Letu ∈ H2(Ω)denote the exact strong solution of problem (2.1) and let anduh ∈ Shp

be the approximate solution obtained by method (2.54), where the forms Ah and 
h

are defined by (2.47c)–(2.47e) and (2.48c)–(2.48e), respectively. The error of the
method is defined as the function eh = uh − u ∈ H2(Ω,Th). It can be written in
the form

eh = ξ + η, with ξ = uh − Πhpu ∈ Shp, η = Πhpu − u ∈ H2(Ω,Th),

(2.141)

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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where Πhp is the Shp-interpolation defined by (2.90). Hence, we split the error into
two parts ξ and η. The term η represents the error of the Shp-interpolation of the
function u. (It is possible to say that η approximates the distance of the exact solution
from the space Shp, where the approximate solution is sought.) The term η can be
simply estimated on the basis of the approximation properties (2.92) and (2.97). On
the other hand, the term ξ represents the distance between the approximate solution
uh and the projection of the exact solution on the space Shp. The estimation of ξ is
sometimes more complicated.

We suppose that the system of triangulations {Th}h∈(0,h̄) satisfies the shape-
regularity assumption (2.19) and that the equivalence condition (2.20) holds.

First, we prove the so-called abstract error estimate, representing a bound of the
error in terms of the Shp-interpolation error η.

Theorem 2.43 Let assumptions (2.19) and (2.20) be satisfied and let the exact solu-
tion of problem (2.1) satisfy the condition u ∈ H2(Ω). Then there exists a constant
CAE > 0 such that

|||eh ||| ≤ CAE Ra(η) = CAE Ra(Πhpu − u), h ∈ (0, h̄), (2.142)

where Ra(η) is given by (2.127).

Proof Weexpress the error by (2.141), i.e., eh = uh−u = ξ+η. The error eh satisfies
the Galerkin orthogonality condition (2.57), which is equivalent to the relation

Ah(ξ, vh) = −Ah(η, vh) ∀ vh ∈ Shp. (2.143)

If we set vh := ξ ∈ Shp in (2.143) and use (2.47c)–(2.47e) and the coercivity (2.140),
we find that

CC |||ξ |||2 ≤ Ah(ξ, ξ) = −Ah(η, ξ). (2.144)

Now we apply Lemma2.37 and get

|Ah(η, ξ)| ≤ C̃B Ra(η) |||ξ |||.

The above and (2.144) already imply that

|||ξ ||| ≤ C̃B

CC
Ra(η). (2.145)

Obviously,

|||eh ||| ≤ |||ξ ||| + |||η|||. (2.146)
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Finally, (2.125) gives

|||η||| ≤Cσ Ra(η). (2.147)

Hence, (2.146), (2.145) and (2.147) yield the abstract error estimate (2.142) with
CAE = Cσ + C̃B/CC . �

The abstract error estimate is the basis for estimating the error eh in terms of the
mesh-size h.

Theorem 2.44 (DG-norm error estimate) Let us assume that s ≥ 2, p ≥ 1, are
integers, u ∈ Hs(Ω) is the solution of problem (2.1), {Th}h∈(0,h̄) is a system of
triangulations of the domain Ω satisfying the shape-regularity condition (2.19), and
the equivalence condition (2.20) (cf. Lemma2.5). Moreover, let the penalty constant
CW satisfy the conditions from Corollary2.41. Let uh ∈ Shp be the approximate
solution obtained by using of the SIPG, NIPG or IIPG method (2.49c)–(2.49e). Then
the error eh = uh − u satisfies the estimate

|||eh ||| ≤ C1hμ−1|u|Hμ(Ω), h ∈ (0, h̄), (2.148)

where μ = min(p + 1, s) and C1 is a constant independent of h and u. Hence, if
s ≥ p + 1, we get the error estimate

|||eh ||| ≤C1h p|u|H p+1(Ω).

Proof It is enough to use the abstract error estimate (2.142), where the expres-
sions |η|H1(K ), |η|H2(K ) and ‖η‖L2(K ), K ∈ Th , are estimated on the basis of
the approximation properties (2.93)–(2.95), rewritten for η|K = (Πhpu − u)|K =
πK ,p(u|K ) − u|K and K ∈ Th :

‖η‖L2(K ) ≤ CA hμ
K |u|Hμ(K ), (2.149)

|η|H1(K ) ≤ CA hμ−1
K |u|Hμ(K ),

|η|H2(K ) ≤ CA hμ−2
K |u|Hμ(K ).

Thus, the inequality hK ≤ h and the relation
∑

K∈Th
|u|2Hμ(K ) = |u|2Hμ(Ω) imply

Ra(η) =
⎛
⎝ ∑

K∈Th

(
|η|2H1(K )

+ h2
K |η|2H2(K )

+ h−2
K ‖η‖L2(K )

)
⎞
⎠

1/2

(2.150)

≤ √
3CAhμ−1|u|Hμ(Ω),

which together with (2.142) gives (2.148) with the constant C1 = √
3CAE CA. �
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In order to derive an error estimate in the L2(Ω)-norm we present the following
result.

Lemma 2.45 (Broken Poincaré inequality) Let the system {Th}h∈(0,h̄) of triangu-
lations satisfy the shape-regularity assumption (2.19). Then there exists a constant
C > 0 independent of h and vh such that

‖vh‖2L2(Ω)
≤ C

⎛
⎜⎝
∑

K∈Th

|vh |2H1(K )
+

∑

Γ ∈F ID
h

1

diam(Γ )
‖[vh]‖2L2(Γ )

⎞
⎟⎠ (2.151)

∀ vh ∈ Shp ∀ h ∈ (0, h̄).

The proof of the broken Poincaré inequality (2.151) was carried out in [7] in the case
where Ω is a convex polygonal domain, ∂ΩD = ∂Ω and the assumption (MA2)
in Sect. 2.3.2 is satisfied. The proof of inequality (2.151) in a general case with the
nonempty Neumann part of the boundary can be found in [36].

From Theorem2.44 and (2.151) we obtain the following result.

Corollary 2.46 (L2(Ω)-(suboptimal) error estimate) Let the assumptions of Theo-
rem2.44 be satisfied. Then

‖eh‖L2(Ω) ≤ C2hμ−1|u|Hμ(Ω), h ∈ (0, h̄), (2.152)

where C2 is a constant independent of h. Hence, if s ≥ p + 1, we get the error
estimate

‖eh‖L2(Ω) ≤C2h p|u|H p+1(Ω). (2.153)

Remark 2.47 The error estimate (2.153), which is of order O(h p), is suboptimal
with respect to the approximation property (2.97) with q = 0, μ = p +1 ≤ s of the
space Shp giving the order O(h p+1). In the next section we prove an optimal error
estimate in the L2(Ω)-norm for SIPG method using the Aubin–Nitsche technique.

2.7.2 Optimal L2(Ω)-Error Estimate

Our further aim is to derive the optimal error estimate in the L2(Ω)-norm. It will be
based on the duality technique sometimes called the Aubin–Nitsche trick. Since this
approach requires the symmetry of the corresponding bilinear form and the regularity
of the exact solution to the dual problem, we consider the SIPG method applied to
problem (2.1) with ∂ΩD = ∂Ω and ∂ΩN = ∅. This means that we seek u satisfying

−Δu = f in Ω, (2.154a)

u = u D on ∂Ω. (2.154b)
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Moreover, for an arbitrary z ∈ L2(Ω), we consider the dual problem: Given
z ∈ L2(Ω), find ψ such that

−Δψ = z in Ω, ψ = 0 on ∂Ω. (2.155)

Under the notation

V = H1
0 (Ω) =

{
v ∈ H1(Ω); v = 0 on ∂Ω

}
, (2.156)

the weak formulation of (2.155) reads: Find ψ ∈ V such that

∫

Ω

∇ψ · ∇v dx =
∫

Ω

zv dx = (z, v)L2(Ω) ∀ v ∈ V . (2.157)

Let us assume thatψ ∈ H2(Ω) and that there exists a constant CD > 0, independent
of z, such that

‖ψ‖H2(Ω) ≤ CD‖z‖L2(Ω). (2.158)

This is true provided the polygonal (polyhedral) domain Ω is convex, as follows
from [153]. (See Remark2.50.) Let us note that H2(Ω) ⊂ C(Ω), if d ≤ 3.

Let Ah be the symmetric bilinear form given by (2.47c), i.e.,

Ah(u, v) = a s
h (u, v) + Jσ

h (u, v), u, v ∈ H2(Ω,Th), (2.159)

where a s
h and Jσ

h are defined by (2.45a) and (2.105), respectively.
First, we prove the following auxiliary result.

Lemma 2.48 Let ψ ∈ H2(Ω) be the solution of problem (2.155). Then

Ah(ψ, v) = (v, z)L2(Ω) ∀ v ∈ H2(Ω,Th). (2.160)

Proof The function ψ ∈ H2(Ω) satisfies the conditions

[ψ]Γ = 0 ∀ Γ ∈ F I
h , ψ |∂Ω = 0. (2.161)

Let v ∈ H2(Ω,Th). Using (2.155), (2.161) and Green’s theorem, we obtain

(v, z)L2(Ω) =
∫

Ω

zv dx = −
∫

Ω

Δψv dx

=
∑

K∈Th

∫

K
∇ψ · ∇v dx −

∑
K∈Th

∫

∂K
∇ψ · n v dS

=
∑

K∈Th

∫

K
∇ψ · ∇v dx
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−
⎛
⎜⎝
∑

Γ ∈F I
h

∫

Γ

〈∇ψ〉 · n [v] dS +
∑

Γ ∈F I
h

∫

Γ

〈∇v〉 · n [ψ] dS

⎞
⎟⎠

−
⎛
⎜⎝
∑

Γ ∈F B
h

∫

Γ

∇ψ · n v dS +
∑

Γ ∈F B
h

∫

Γ

∇v · n ψ dS

⎞
⎟⎠

+
⎛
⎜⎝
∑

Γ ∈F I
h

∫

Γ

σ [ψ] [v] dS +
∑

Γ ∈F B
h

∫

Γ

σ ψ v dS

⎞
⎟⎠ .

Hence, in view of the definition of the form Ah , we have (2.160). �

Theorem 2.49 (L2(Ω)-optimal error estimate) Let us assume that s ≥ 2, p ≥ 1,
are integers, Ω is a bounded convex polyhedral domain, u ∈ Hs(Ω) is the solution
of problem (2.1), {Th}h∈(0,h̄) is a system of triangulations of the domain Ω satisfy-
ing the shape-regularity condition (2.19), and the equivalence condition (2.20) (cf.
Lemma2.5). Moreover, let the penalty constant CW satisfy the condition from Corol-
lary2.41. Let uh ∈ Shp be the approximate solution obtained using the SIPG method
(2.49c) (i.e., Θ = 1 and the form Ah = Aσ,s

h is given by (2.45a) and (2.47c). Then

‖eh‖L2(Ω) ≤ C3hμ|u|Hμ(Ω), (2.162)

where eh = uh −u, μ = min{p +1, s} and C3 is a constant independent of h and u.

Proof Let ψ ∈ H2(Ω) be the solution of the dual problem (2.157) with z := eh =
uh − u ∈ L2(Ω) and let Πh1ψ ∈ Sh1 be the approximation of ψ defined by (2.90)
with p = 1. By (2.160), we have

Ah(ψ, v) = (eh, v)L2(Ω) ∀ v ∈ H2(Ω,Th). (2.163)

The symmetry of the form Ah , the Galerkin orthogonality (2.57) of the error and
(2.163) with v := eh yield

‖eh‖2L2(Ω)
= Ah(ψ, eh) = Ah(eh, ψ) (2.164)

= Ah(eh, ψ − Πh1ψ).

Moreover, from (2.122), it follows that

Ah(eh, ψ − Πh1ψ) ≤ 2‖eh‖1,σ ‖ψ − Πh1ψ‖1,σ , (2.165)
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where, by (2.112),

‖v‖21,σ = |||v|||2 +
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2 dS. (2.166)

By (2.125) and (2.150) (with μ = 2), we have

‖ψ − Πh1ψ‖1,σ ≤ Cσ Ra(ψ − Πh1ψ) ≤ √
3Cσ CAh|ψ |H2(Ω). (2.167)

Now, the inverse inequality (2.86) and estimates (2.100), (2.99) imply that

|∇eh |H1(K ) = |∇(u − uh)|H1(K ) (2.168)

≤ |∇(u − Πhpu)|H1(K ) + |∇(Πhpu − uh)|H1(K )

≤ |u − Πhpu|H2(K ) + CI h−1
K ‖∇(Πhpu − uh)‖L2(K )

≤ CAhμ−2
K |u|Hμ(K ) + CI h−1

K

(
‖∇(Πhpu − u)‖L2(K ) + ‖∇(u − uh)‖L2(K )

)

≤ CA(1 + CI )h
μ−2
K |u|Hμ(K ) + CI h−1

K ‖∇eh‖L2(K ).

By (2.123), (2.168) and the discrete Cauchy inequality,

∑

Γ ∈F ID
h

∫

Γ
σ−1(n · 〈∇eh〉)2 dS (2.169)

≤ CGCM

CW

∑

K∈Th

(
hK ‖∇eh‖L2(K ) |∇eh |H1(K ) + ‖∇eh‖2L2(K )

)

≤ CGCM

CW

{
CA(1 + CI )h

μ−1|eh |H1(Ω,Th)|u|Hμ(Ω) + (1 + CI )|eh |2H1(Ω,Th)

}
.

Since |eh |H1(Ω,Th) ≤ |||eh |||, using (2.148) and (2.169), we have

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇eh〉)2 dS ≤ CGCM

CW
C1(1 + CI )(C1 + CA)h2(μ−1)|u|2Hμ(Ω).

Thus, (2.148) and (2.166) yield the estimate

‖eh‖21,σ ≤ C5h2(μ−1)|u|2Hμ(Ω) (2.170)

with C5 = C1

{
1 + CGCM C−1

W (1 + CI )(C1 + CA)
}
. It follows from (2.165),

(2.167), and (2.170) that

Ah(eh, ψ − Πh1ψ) ≤ C6hμ|ψ |H2(Ω) |u|Hμ(Ω), (2.171)
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where C6 = 2
√
3Cσ CA

√
C5.

Finally, by (2.164), (2.171), and (2.158) with z = eh ,

‖eh‖2L2(Ω)
≤ CDC6hμ|u|Hμ(Ω)‖eh‖L2(Ω), (2.172)

which already implies estimate (2.162) with C3 = CDC6. �

Remark 2.50 As we see from the above results, if the exact solution u ∈ H p+1(Ω)

and the finite elements of degree p are used, the error is of the optimal order O(h p+1)

in the L2(Ω)-norm. In the case, when the polygonal domain is not convex and/or
the Neumann and Dirichlet parts of the boundary ΩN �= ∅ and ΩD �= ∅, the exact
solutionψ of the dual problem (2.155) is not an element of the space H2(Ω). Then it
is necessary to work in the Sobolev–Slobodetskii spaces of functions with noninteger
derivatives and the error in the L2(Ω)-norm is not of the optimal order O(h p+1).
The analysis of error estimates for the DG discretization of boundary value problems
with boundary singularities is the subject of works [137, 284], where optimal error
estimates were obtained with the aid of a suitable graded mesh refinement. The
main tools are here the Sobolev–Slobodetskii spaces and weighted Sobolev spaces.
For the definitions and properties of these spaces, see [37, 209].

Remark 2.51 In [240] the Neumann problem (i.e., ∂Ω = ∂ΩN ) was solved by the
NIPG approach, where the penalty coefficient σ was chosen in the form

σ |Γ = CW

hβ
Γ

, Γ ∈ Fh, (2.173)

instead of (2.104), where β ≥ 1/2. If triangular grids do not contain any hanging
nodes (i.e., the triangulations Th are conforming), then an optimal error estimate
in the L2(Ω)-norm of this analogue of the NIPG method was proven provided that
β ≥ 3 for d = 2 and β ≥ 3/2 for d = 3. In this case the interior penalty is so strong
that the DG methods behave like the standard conforming (i.e., continuous) finite
element schemes.On the other hand, the stronger penalty causesworse computational
properties of the corresponding algebraic system, see [41].

2.8 Baumann–Oden Method

In this section we analyze the Baumann–Oden scheme (2.49b). Hence, we seek
uh ∈ Shp such that

Ah(uh, vh) = 
h(vh) ∀ vh ∈ Shp, (2.174)

where Ah(·, ·) and 
h are given by (2.47b) and (2.48b), respectively:
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Ah(u, v) =
∑

K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

(n · 〈∇u〉 [v] − n · 〈∇v〉 [u]) dS,

(2.175)


h(v) =
∫

Ω

f v dx +
∑

Γ ∈F N
h

∫

Γ

gN v dS +
∑

Γ ∈F D
h

∫

Γ

(n · ∇v) u D dS.

Obviously, (2.175) gives

Ah(v, v) ≥ |v|2H1(Ω,Th)
∀ v ∈ H2(Ω,Th), (2.176)

where only a seminorm stands on the right-hand side.We speak about aweak coerciv-
ity. (The above inequality is valid with the sign = of course.) Therefore, it is possible
to derive error estimates in a seminorm only.

This method was presented and analyzed for one-dimensional diffusion problem
in [12]. In [239], Rivière, Wheeler, and Girault showed how to obtain error estimates
under the assumption that the polynomial degree p ≥ 2 and the mesh is conform-
ing. The analysis carried out in [239, Lemma5.1] is based on the existence of an
interpolation operator Ihp : H2(Ω,Th) → Shp for p ≥ 2 such that

∫

Γ

〈∇(v − Ihpv)〉 · n dS = 0 ∀ Γ ∈ Fh, v ∈ H2(Ω,Th), (2.177)
∣∣Ihpv − v

∣∣
Hq (Ω,Th)

≤ C̄Ahμ−q |v|Hμ(Ω,Th), v ∈ Hs(Ω,Th), h ∈ (0, h̄),

(2.178)

where μ = min(p + 1, s), s ≥ 2, q = 0, 1, 2 and C̄A is a constant.
In the following, we present the error estimate for the Baumann–Oden method.

The proof differs from the technique in [239].

Theorem 2.52 Let u ∈ Hs(Ω) with s ≥ 2 be the exact solution of problem (2.1).
Let the system of triangulations{Th}h∈(0,h̄) satisfy the shape-regularity assumption
(2.19) and the conformity assumption (MA4) from Sect.2.3.2, and let uh ∈ Shp,
p ≥ 2, be the approximate solution given by (2.174). Then there exists a constant
CBO > 0 independent of h ∈ (0, h̄) and u, such that

|u − uh |H1(Ω,Th) ≤ CBOhμ−1|u|Hμ(Ω). (2.179)

Proof Let Ihp be the interpolation operator satisfying (2.177) and (2.178). We put
η = Ihpu − u ∈ H1(Ω,Th) and ξ = uh − Ihpu ∈ Shp. Then eh = uh − u = η + ξ .
From the definition (2.175) of the form Ah and the Galerkin orthogonality (2.57),
we have
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|ξ |2H1(Ω,Th)
= |Ihpu − uh |2H1(Ω,Th)

= Ah(Ihpu − uh, Ihpu − uh) (2.180)

= Ah(Ihpu − u, Ihpu − uh) = Ah(η, ξ).

Moreover, in view of (2.175) and (2.177),

Ah(Ihpu − u, vh) = Ah(η, vh) = 0 ∀ vh ∈ Sh0, (2.181)

where Sh0 denotes the space of piecewise constant functions on Th . Hence, if Πh0
is the orthogonal projection of L2(Ω) onto Sh0, then (2.47b), (2.111) and (2.181)
imply that

|Ah(η, ξ)| ≤ |Ah(η, ξ − Πh0ξ)| + |Ah(η,Πh0ξ)|
≤ ‖η‖1,σ ‖ξ − Πh0ξ‖1,σ , (2.182)

where, by (2.112),

‖v‖21,σ =|||v|||2 +
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2 dS. (2.183)

Since Πh0|K is constant on each K ∈ Th , obviously

|ξ − Πh0ξ |H1(K ) = |ξ |H1(K ), K ∈ Th . (2.184)

Moreover, it follows from the approximation properties (2.90) and (2.93) (with
μ = 1, p = 0) that

‖ξ − Πh0ξ‖L2(K ) ≤ CAhK |ξ |H1(K ), K ∈ Th . (2.185)

Letψ ∈ H1(Ω,Th). Then, using the definition (2.105) of the form Jσ
h , the definition

(2.104) of the weight σ , inequality (2.108), and the multiplicative trace inequality
(2.78), we find that

|||ψ |||2 = |ψ |2H1(Ω,Th)
+ Jσ

h (ψ,ψ) (2.186)

≤ |ψ |2H1(Ω,Th)
+ 2CW

CT

∑
K∈Th

h−1
K ‖ψ‖2L2(∂K )

≤ |ψ |2H1(Ω,Th)
+ 2CW CM

CT

∑
K∈Th

(
h−2

K ‖ψ‖2L2(K )
+ h−1

K ‖ψ‖L2(K )|ψ |H1(K )

)
.

Let us set ψ = ξ − Πh0ξ in (2.186). Then, in view of (2.184) and (2.185), we get
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|||ξ − Πh0ξ |||2 ≤ (1 + 2(1 + CA)CACW CM/CT )
∑

K∈Th

|ξ |2H1(K )
(2.187)

= (1 + 2(1 + CA)CACW CM/CT )|ξ |2H1(Ω,Th)
.

Moreover, using the relation ∇Πh0ξ = 0 and (2.124), we have

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇(ξ − Πh0ξ)〉)2 dS (2.188)

=
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇ξ 〉)2 dS ≤ (CGCM (CI + 1)/CW )|ξ |2H1(Ω,Th)
.

Therefore, (2.183), (2.187) and (2.188) imply that

‖ξ − Πh0ξ‖1,σ ≤ C7|ξ |H1(Ω,Th), (2.189)

where C7 = (1 + 2(1 + CA)CACW CM/CT + CGCM (CI + 1)/CW )1/2.
On the other hand, if we set ψ := η in (2.186), then by (2.178) we obtain

|||η|||2 ≤ C̄2
Ah2(μ−1)|u|2Hμ(Ω) + 4C̄2

ACW CM/CT h2(μ−1)|u|2Hμ(Ω) (2.190)

= C̄2
A(1 + 4CW CM/CT )h2(μ−1)|u|2Hμ(Ω).

Similarly, inequalities (2.123) and (2.178) give

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇η〉)2 dS (2.191)

≤ CGCM

CW

∑
K∈Th

(
‖∇η‖2L2(K )

+ hK ‖∇η‖L2(K )|∇η|H1(K )

)

≤ 2CGCM C̄2
A

CW
h2(μ−1)|u|2Hμ(Ω).

Then (2.183), (2.190) and (2.191) yield

‖η‖1,σ ≤ C8hμ−1|u|Hμ(Ω), (2.192)

where C8 = C̄A((1 + 4CW CM/CT ) + 2CGCM/CW )1/2.
Further, from (2.180), (2.182), (2.189) and (2.192), we have

|ξ |2H1(Ω,Th)
= |Ah(η, ξ)| ≤ C7C8hμ−1|ξ |H1(Ω,Th)|u|Hμ(Ω) (2.193)
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and thus,

|ξ |H1(Ω,Th) ≤ C7C8hμ−1|u|Hμ(Ω). (2.194)

Finally, the triangle inequality, the definition of η and ξ , (2.178), and (2.194)
imply that

|u − uh |H1(Ω,Th) = |u − Ihpu|H1(Ω,Th) + |Ihpu − uh |H1(Ω,Th) (2.195)

≤ (C̄A + C7C8)h
μ−1|u|Hμ(Ω),

which proves the theorem with CBO := C̄A + C7C8. �

2.9 Numerical Examples

In this section, we demonstrate by numerical experiments the error estimates (2.148),
(2.152) and (2.162). In the first example, we assume that the exact solution is suffi-
ciently regular.We show that the use of a higher degree of polynomial approximation
increases the rate of convergence of the method. In the second example, the exact
solution has a singularity. Then the order of convergence does not increase with the
increasing degree of the polynomial approximation used. The computational results
are in agreement with theory and show that the accuracy of the method is deter-
mined by the degree of the polynomial approximation as well as the regularity of the
solution.

2.9.1 Regular Solution

Let us consider the problem of finding a function u : Ω = (0, 1) × (0, 1) → R such
that

−Δu = 8π2 sin(2πx1) sin(2πx2) in Ω, (2.196)

u = 0 on ∂Ω.

It is easy to verify that the exact solution of (2.196) has the form

u = sin(2πx1) sin(2πx2), (x1, x2) ∈ Ω. (2.197)

Obviously, u ∈ C∞(Ω).
We investigate the experimental order of convergence (EOC) of the SIPG, NIPG

and IIPG methods defined by (2.49c)–(2.49e). We assume that a (semi)norm ‖eh‖
of the computational error behaves according to the formula

‖eh‖ = ChEOC, (2.198)
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where C > 0 is a constant, h = maxK∈Th hK , and EOC ∈ R is the experimental
order of convergence. Since the exact solution is known and therefore ‖eh‖ can be
exactly evaluated, it is possible to evaluate EOC in the following way. Let ‖eh1‖ and
‖eh2‖ be computational errors of the numerical solutions obtained on two different
meshes Th1 and Th2 , respectively. Then from (2.198), eliminating the constant C ,
we obtain

EOC = log(‖eh1‖/‖eh2‖)
log(h1/h2)

. (2.199)

Moreover, we evaluate the global experimental order of convergence (GEOC) from
the approximation of (2.198) with the aid of the least squares method, where all
computed pairs [h, eh] are taken into account simultaneously.

We used a set of four uniform triangular grids having 128, 512, 2048, and 8192
elements, shown in Fig. 2.4. The meshes consist of right-angled triangles with the
diameter h = √

2/
√
#Th/2, where #Th is the number of elements of Th . EOC is

evaluated according to (2.199) for all pairs of “neighbouring” grids. Tables2.1 and
2.2 show the computational errors in the L2(Ω)-norm and the H1(Ω,Th)-seminorm
andEOCobtained by the SIPG,NIPGand IIPGmethods using the Pp, p = 1, . . . , 6,
polynomial approximations. These results are also visualized in Fig. 2.5.

Fig. 2.4 Computational grids used for the numerical solution of problems (2.196) and (2.201)
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Table 2.1 Computational errors and EOC in the L2(Ω)-norm for the regular solution of problem
(2.196)

SIPG NIPG IIPG

p h/
√
2 ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC

1 1/8 6.7452E–02 – 2.9602E–02 – 6.3939E–02 –

1 1/16 1.8745E–02 1.85 7.6200E–03 1.96 1.7383E–02 1.88

1 1/32 4.8463E–03 1.95 1.9292E–03 1.98 4.4579E–03 1.96

1 1/64 1.2252E–03 1.98 4.8536E–04 1.99 1.1239E–03 1.99

GEOC 1.93 1.98 1.95

2 1/8 3.9160E–03 – 1.0200E–02 – 4.7447E–03 –

2 1/16 4.9164E–04 2.99 2.5723E–03 1.99 8.4877E–04 2.48

2 1/32 6.1644E–05 3.00 6.4259E–04 2.00 1.8081E–04 2.23

2 1/64 7.7184E–06 3.00 1.6032E–04 2.00 4.2670E–05 2.08

GEOC 3.00 2.00 2.26

3 1/8 3.1751E–04 – 5.5550E–04 – 3.2684E–04 –

3 1/16 1.9150E–05 4.05 3.4481E–05 4.01 2.0077E–05 4.02

3 1/32 1.1775E–06 4.02 2.1333E–06 4.01 1.2414E–06 4.02

3 1/64 7.3124E–08 4.01 1.3250E–07 4.01 7.7176E–08 4.01

GEOC 4.03 4.01 4.02

4 1/8 2.3496E–05 – 3.7990E–05 – 2.7046E–05 –

4 1/16 7.5584E–07 4.96 2.4304E–06 3.97 1.2929E–06 4.39

4 1/32 2.3824E–08 4.99 1.5512E–07 3.97 7.2190E–08 4.16

4 1/64 7.4627E–10 5.00 9.7626E–09 3.99 4.3310E–09 4.06

GEOC 4.98 3.97 4.20

5 1/8 1.4133E–06 – 2.3017E–06 – 1.6501E–06 –

5 1/16 2.2193E–08 5.99 3.6590E–08 5.98 2.6160E–08 5.98

5 1/32 3.4686E–10 6.00 5.7147E–10 6.00 4.0753E–10 6.00

5 1/64 5.4139E–12 6.00 8.8468E–12 6.01 6.3670E–12 6.00

GEOC 6.00 6.00 6.00

6 1/8 7.3313E–08 – 1.1239E–07 – 9.5990E–08 –

6 1/16 5.8381E–10 6.97 1.5138E–09 6.21 1.1620E–09 6.37

6 1/32 4.5855E–12 6.99 2.2864E–11 6.05 1.6380E–11 6.15

6 1/64 3.8771E–14 6.89 3.5354E–13 6.02 2.4417E–13 6.07

GEOC 6.95 6.09 6.19

We observe that EOC of the SIPG technique are in a good agreement with the
theoretical ones, i.e., O(h p+1) in the L2(Ω)-norm (estimate (2.162)) and O(h p) in
the H1(Ω,Th)-seminorm (estimate (2.148)). On the other hand, the experimental
order of convergence of the NIPG and IIPG techniques measured in the L2(Ω)-norm
is better than the theoretical estimate (2.152). We deduce that
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Table 2.2 Computational errors and EOC in the H1(Ω,Th)-seminorm for the regular solution of
problem (2.196)

SIPG NIPG IIPG

p h/
√
2 |eh |H1(Ω,Th ) EOC |eh |H1(Ω,Th ) EOC |eh |H1(Ω,Th ) EOC

1 1/8 1.5018E+00 – 1.2423E+00 – 1.4946E+00 –

1 1/16 7.7679E–01 0.95 6.4615E–01 0.94 7.7519E–01 0.95

1 1/32 3.9214E–01 0.99 3.2741E–01 0.98 3.9181E–01 0.98

1 1/64 1.9666E–01 1.00 1.6450E–01 0.99 1.9658E–01 1.00

GEOC 0.98 0.97 0.98

2 1/8 2.4259E–01 – 1.9985E–01 – 2.1634E–01 –

2 1/16 6.2760E–02 1.95 5.0217E–02 1.99 5.5693E–02 1.96

2 1/32 1.5849E–02 1.99 1.2536E–02 2.00 1.4053E–02 1.99

2 1/64 3.9743E–03 2.00 3.1305E–03 2.00 3.5244E–03 2.00

GEOC 1.98 2.00 1.98

3 1/8 2.5610E–02 – 2.4029E–02 – 2.3425E–02 –

3 1/16 3.2202E–03 2.99 3.0531E–03 2.98 2.9699E–03 2.98

3 1/32 4.0238E–04 3.00 3.8298E–04 2.99 3.7253E–04 3.00

3 1/64 5.0260E–05 3.00 4.7890E–05 3.00 4.6607E–05 3.00

GEOC 3.00 2.99 2.99

4 1/8 2.2049E–03 – 2.2096E–03 – 2.0645E–03 –

4 1/16 1.4023E–04 3.97 1.3801E–04 4.00 1.3039E–04 3.98

4 1/32 8.8035E–06 3.99 8.5962E–06 4.00 8.1650E–06 4.00

4 1/64 5.5077E–07 4.00 5.3601E–07 4.00 5.1038E–07 4.00

GEOC 3.99 4.00 3.99

5 1/8 1.5680E–04 – 1.6457E–04 – 1.5090E–04 –

5 1/16 4.9305E–06 4.99 5.1666E–06 4.99 4.7527E–06 4.99

5 1/32 1.5413E–07 5.00 1.6126E–07 5.00 1.4865E–07 5.00

5 1/64 4.8146E–09 5.00 5.0316E–09 5.00 4.6439E–09 5.00

GEOC 5.00 5.00 5.00

6 1/8 9.5245E–06 – 1.0198E–05 – 9.3719E–06 –

6 1/16 1.5092E–07 5.98 1.5951E–07 6.00 1.4762E–07 5.99

6 1/32 2.3666E–09 5.99 2.4862E–09 6.00 2.3083E–09 6.00

6 1/64 3.7008E–11 6.00 3.8770E–11 6.00 3.6051E–11 6.00

GEOC 5.99 6.00 6.00

‖eh‖L2(Ω) = O(h p̄), p̄ =
{

p + 1 for p odd,
p for p even.

(2.200)

This interesting property of the NIPG and IIPG techniques was observed by many
authors (cf. [183, 230]), but up to now a theoretical justification has been missing,
see Sect. 2.9.3 for some comments. The EOC in the H1(Ω,Th)-seminorm of NIPG
and IIPG methods is in agreement with (2.148).
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Fig. 2.5 Computational errors and EOC in the L2(Ω)-norm (left) and in the H1(Ω,Th)-seminorm
(right) for the regular solution of problem (2.196)
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2.9.2 Singular Case

In the domain Ω = (0, 1) × (0, 1) we consider the Poisson problem

−Δu = g in Ω, (2.201)

u = 0 on ∂Ω,

with the right-hand side g chosen in such a way that the exact solution has the form

u(x1, x2) = 2rαx1x2(1 − x1)(1 − x2) = rα+2 sin(2ϕ)(1 − x1)(1 − x2), (2.202)

where r, ϕ are the polar coordinates (r = (x21 + x22 )
1/2) and α ∈ R is a constant.

The function u is equal to zero on ∂Ω and its regularity depends on the value of α.
Namely, by [15],

u ∈ Hβ(Ω) ∀ β ∈ (0, α + 3), (2.203)

where Hβ(Ω) denotes the Sobolev–Slobodetskii space of functions with noninteger
derivatives.

We present numerical results obtained for α = −3/2 and α = 1/2. If α = −3/2,
then u ∈ Hβ(Ω) for all β ∈ (0, 3/2), whereas for the value α = 1/2, we have
u ∈ Hβ(Ω) for allβ ∈ (0, 7/2). Figure2.6 shows the function u for both values of α.

We carried out computations on 4 triangular grids introduced in Sect. 2.9.1 by
the SIPG, NIPG and IIPG technique with the aid of Pp, p = 1, . . . , 6, polynomial
approximations. Tables2.3, 2.4 and Tables2.5, 2.6 show the computational errors
in the L2(Ω)-norm as well as the H1(Ω,Th)-seminorm, and the corresponding
experimental orders of convergence for α = 1/2 and α = −3/2, respectively. These
values are visualized in Figs. 2.7 and 2.8 in which the achieved experimental order
of convergence is easy to observe.

These results lead us to the proposition that for the SIPGmethod the error behaves
like

‖u − uh‖L2(Ω) = O(hμ), u ∈ Hβ(Ω) (2.204)

|u − uh |H1(Ω) = O(hμ−1), u ∈ Hβ(Ω),
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Fig. 2.6 Exact solution (2.202) for α = −3/2 (left) and α = 1/2 (right)
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where μ = min(p + 1, β), and for the IIPG and NIPG methods like

‖u − uh‖L2(Ω) = O(hμ̄), u ∈ Hβ(Ω) (2.205)

|u − uh |H1(Ω) = O(hμ−1), u ∈ Hβ(Ω),

whereμ = min(p+1, β), μ̄ = min( p̄, β), and p̄ is given by (2.200). The statements
(2.204) and (2.205) are in agreementwith numerical experiments (not presented here)
carried out by other authors for additional values of α.

Moreover, the experimental order of convergence of the SIPG technique given by
(2.204) corresponds to the result in [121], where for any β ∈ (1, 3/2) we get

‖v − Ihv‖L2(Ω) ≤ C(β)hμ‖v‖Hβ(Ω), v ∈ Hβ(Ω), (2.206)

|v − Ihv|H1(Ω) ≤ C(β)hμ−1‖v‖Hβ (Ω), v ∈ Hβ(Ω),

where Ihv is a piecewise polynomial Lagrange interpolation to v of degree ≤ p,
μ = min(p +1, β) and C(β) is a constant independent of h and v. By [13, Sect. 3.3]
and the references therein, where the interpolation in the so-called Besov spaces is
used, the precise error estimate of order O(h3/2) in the L2(Ω)-norm and O(h1/2) in
the H1(Ω,Th)-seminorm can be established, which corresponds to our numerical
experiments.

Finally, the experimental order of convergence of the NIPG and IIPG techniques
given by (2.205) corresponds to (2.206) and results (2.200).

2.9.3 A Note on the L2(Ω)- Optimality of NIPG and IIPG

Numerical experiments from Sect. 2.9.1 lead us to the observation (2.200), which
was presented, e.g., in [12, 238] and the references cited therein. The optimal order
of convergence for the odd degrees of approximation was theoretically justified in
[211], where NIPG and IIPG methods were analyzed for uniform partitions of the
one-dimensional domain. See also [50], where similar results were obtained.

On the other hand, several examples of 1D special non-uniform (but quasi-
uniform) meshes were presented in [157], where the NIPG method gives the error
in the L2(Ω)-norm of order O(h p) even for odd p. A suboptimal EOC can also be
obtained for the IIPG method using these meshes, see [238, Sect. 1.5, Table1.2].

In [101], it was shown that the use of odd degrees of polynomial approximation
of IIPG method leads to the optimal order of convergence in the L2(Ω)-norm on 1D
quasi-uniform grids if and only if the penalty parameter (of order O(h−1)) is chosen
in a special way. These results lead us to the hypothesis that the observation (2.200)
is not valid in general.

However, extending theoretical results either to NIPGmethod or to higher dimen-
sions is problematic. Some attempt was presented in [82], where the optimal order
of convergence in the L2(Ω)-norm on equilateral triangular grids was proved for the
IIPG method with reduced interior and boundary penalties.
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Table 2.3 Computational errors and EOC in the L2(Ω)-norm for the solution of problem (2.201)
with α = 1/2

SIPG NIPG IIPG

p h/
√
2 ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC

1 1/8 2.1789E–03 – 8.1338E–04 – 1.8698E–03 –

1 1/16 5.7581E–04 1.92 2.1069E–04 1.95 4.8403E–04 1.95

1 1/32 1.4740E–04 1.97 5.3806E–05 1.97 1.2267E–04 1.98

1 1/64 3.7248E–05 1.98 1.3609E–05 1.98 3.0848E–05 1.99

GEOC 1.96 1.97 1.97

2 1/8 5.7796E–05 – 1.0098E–04 – 5.9762E–05 –

2 1/16 7.2545E–06 2.99 2.6758E–05 1.92 1.1004E–05 2.44

2 1/32 9.1150E–07 2.99 6.9525E–06 1.94 2.4341E–06 2.18

2 1/64 1.1434E–07 2.99 1.7734E–06 1.97 5.8760E–07 2.05

GEOC 2.99 1.94 2.22

3 1/8 2.6233E–06 – 4.0597E–06 – 2.7474E–06 –

3 1/16 1.9366E–07 3.76 3.3583E–07 3.60 2.1985E–07 3.64

3 1/32 1.4898E–08 3.70 2.8012E–08 3.58 1.7889E–08 3.62

3 1/64 1.1930E–09 3.64 2.3717E–09 3.56 1.4838E–09 3.59

GEOC 3.70 3.58 3.62

4 1/8 2.6498E–07 – 4.1937E–07 – 3.0663E–07 –

4 1/16 2.1097E–08 3.65 3.4292E–08 3.61 2.4522E–08 3.64

4 1/32 1.7819E–09 3.57 2.8705E–09 3.58 2.0460E–09 3.58

4 1/64 1.5429E–10 3.53 2.4482E–10 3.55 1.7516E–10 3.55

GEOC 3.58 3.58 3.59

5 1/8 5.8491E–08 – 9.3494E–08 – 7.2011E–08 –

5 1/16 4.9611E–09 3.56 8.1022E–09 3.53 6.1832E–09 3.54

5 1/32 4.2999E–10 3.53 7.0989E–10 3.51 5.3944E–10 3.52

5 1/64 3.7656E–11 3.51 6.2465E–11 3.51 4.7387E–11 3.51

GEOC 3.53 3.52 3.52

6 1/8 1.9318E–08 – 2.9767E–08 – 2.6495E–08 –

6 1/16 1.6677E–09 3.53 2.6000E–09 3.52 2.3079E–09 3.52

6 1/32 1.4570E–10 3.52 2.2856E–10 3.51 2.0259E–10 3.51

6 1/64 1.2809E–11 3.51 2.0149E–11 3.50 1.7847E–11 3.50

GEOC 3.52 3.51 3.51
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Table 2.4 Computational errors and EOC in the H1(Ω,Th)-seminorm for the solution of problem
(2.201) with α = 1/2

SIPG NIPG IIPG

p h/
√
2 |eh |H1(Ω,Th ) EOC |eh |H1(Ω,Th ) EOC |eh |H1(Ω,Th ) EOC

1 1/8 5.0805E–02 – 4.2283E–02 – 5.0531E–02 –

1 1/16 2.5722E–02 0.98 2.1564E–02 0.97 2.5653E–02 0.98

1 1/32 1.2919E–02 0.99 1.0877E–02 0.99 1.2902E–02 0.99

1 1/64 6.4715E–03 1.00 5.4607E–03 0.99 6.4674E–03 1.00

GEOC 0.99 0.98 0.99

2 1/8 4.0313E–03 – 3.2281E–03 – 3.5738E–03 –

2 1/16 1.0230E–03 1.98 8.0878E–04 2.00 9.0960E–04 1.97

2 1/32 2.5750E–04 1.99 2.0223E–04 2.00 2.2938E–04 1.99

2 1/64 6.4585E–05 2.00 5.0547E–05 2.00 5.7592E–05 1.99

GEOC 1.99 2.00 1.99

3 1/8 2.2371E–04 – 2.2267E–04 – 2.0664E–04 –

3 1/16 3.2897E–05 2.77 3.2455E–05 2.78 3.0237E–05 2.77

3 1/32 5.0341E–06 2.71 4.9281E–06 2.72 4.5992E–06 2.72

3 1/64 8.0276E–07 2.65 7.8150E–07 2.66 7.2933E–07 2.66

GEOC 2.71 2.72 2.72

4 1/8 2.8019E–05 – 2.6863E–05 – 2.3759E–05 –

4 1/16 4.5630E–06 2.62 4.3388E–06 2.63 3.8426E–06 2.63

4 1/32 7.7950E–07 2.55 7.3892E–07 2.55 6.5504E–07 2.55

4 1/64 1.3572E–07 2.52 1.2850E–07 2.52 1.1398E–07 2.52

GEOC 2.56 2.57 2.57

5 1/8 8.0765E–06 – 8.3686E–06 – 7.0904E–06 –

5 1/16 1.3891E–06 2.54 1.4415E–06 2.54 1.2239E–06 2.53

5 1/32 2.4249E–07 2.52 2.5191E–07 2.52 2.1413E–07 2.51

5 1/64 4.2611E–08 2.51 4.4293E–08 2.51 3.7673E–08 2.51

GEOC 2.52 2.52 2.52

6 1/8 3.2423E–06 – 3.4916E–06 – 2.9734E–06 –

6 1/16 5.6456E–07 2.52 6.0843E–07 2.52 5.1885E–07 2.52

6 1/32 9.9090E–08 2.51 1.0684E–07 2.51 9.1177E–08 2.51

6 1/64 1.7456E–08 2.50 1.8826E–08 2.50 1.6072E–08 2.50

GEOC 2.51 2.51 2.51
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Table 2.5 Computational errors and EOC in the L2(Ω)-norm for the solution of problem (2.201)
with α = −3/2

SIPG NIPG IIPG

p h/
√
2 ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC ‖eh‖L2(Ω) EOC

1 1/8 9.2233E–03 – 1.4850E–02 – 7.9896E–03 –

1 1/16 3.2898E–03 1.49 5.3458E–03 1.47 2.8145E–03 1.51

1 1/32 1.1569E–03 1.51 1.8699E–03 1.52 9.8230E–04 1.52

1 1/64 4.0594E–04 1.51 6.5039E–04 1.52 3.4327E–04 1.52

GEOC 1.50 1.51 1.51

2 1/8 2.3410E–03 – 4.6812E–03 – 1.7779E–03 –

2 1/16 8.1979E–04 1.51 1.6138E–03 1.54 6.0110E–04 1.56

2 1/32 2.8885E–04 1.50 5.6696E–04 1.51 2.0820E–04 1.53

2 1/64 1.0199E–04 1.50 2.0059E–04 1.50 7.2989E–05 1.51

GEOC 1.51 1.51 1.53

3 1/8 9.7871E–04 – 3.1394E–03 – 1.0279E–03 –

3 1/16 3.4597E–04 1.50 1.1136E–03 1.50 3.6119E–04 1.51

3 1/32 1.2235E–04 1.50 3.9426E–04 1.50 1.2736E–04 1.50

3 1/64 4.3269E–05 1.50 1.3948E–04 1.50 4.4971E–05 1.50

GEOC 1.50 1.50 1.50

4 1/8 6.4002E–04 – 1.6788E–03 – 7.8547E–04 –

4 1/16 2.2608E–04 1.50 5.9262E–04 1.50 2.7649E–04 1.51

4 1/32 7.9902E–05 1.50 2.0934E–04 1.50 9.7529E–05 1.50

4 1/64 2.8245E–05 1.50 7.3980E–05 1.50 3.4442E–05 1.50

GEOC 1.50 1.50 1.50

5 1/8 3.8770E–04 – 1.1048E–03 – 6.0190E–04 –

5 1/16 1.3695E–04 1.50 3.9046E–04 1.50 2.1214E–04 1.50

5 1/32 4.8400E–05 1.50 1.3801E–04 1.50 7.4886E–05 1.50

5 1/64 1.7109E–05 1.50 4.8784E–05 1.50 2.6455E–05 1.50

GEOC 1.50 1.50 1.50

6 1/8 2.7881E–04 – 7.5211E–04 – 5.2298E–04 –

6 1/16 9.8519E–05 1.50 2.6580E–04 1.50 1.8457E–04 1.50

6 1/32 3.4822E–05 1.50 9.3954E–05 1.50 6.5195E–05 1.50

6 1/64 1.2310E–05 1.50 3.3215E–05 1.50 2.3039E–05 1.50

GEOC 1.50 1.50 1.50
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Table 2.6 Computational errors and EOC in the H1(Ω,Th)-seminorm for the solution of problem
(2.201) with α = −3/2

SIPG NIPG IIPG

p h/
√
2 |eh |H1(Ω,Th ) EOC |eh |H1(Ω,Th ) EOC |eh |H1(Ω,Th ) EOC

1 1/8 4.0604E–01 – 3.9606E–01 – 4.0035E–01 –

1 1/16 2.8999E–01 0.49 2.8508E–01 0.47 2.8631E–01 0.48

1 1/32 2.0555E–01 0.50 2.0312E–01 0.49 2.0309E–01 0.50

1 1/64 1.4539E–01 0.50 1.4413E–01 0.50 1.4370E–01 0.50

GEOC 0.49 0.49 0.49

2 1/8 1.9294E–01 – 2.3736E–01 – 1.8460E–01 –

2 1/16 1.3627E–01 0.50 1.6750E–01 0.50 1.3052E–01 0.50

2 1/32 9.6419E–02 0.50 1.1842E–01 0.50 9.2389E–02 0.50

2 1/64 6.8224E–02 0.50 8.3741E–02 0.50 6.5385E–02 0.50

GEOC 0.50 0.50 0.50

3 1/8 1.4304E–01 – 2.3656E–01 – 1.5217E–01 –

3 1/16 1.0145E–01 0.50 1.6731E–01 0.50 1.0794E–01 0.50

3 1/32 7.1853E–02 0.50 1.1833E–01 0.50 7.6459E–02 0.50

3 1/64 5.0852E–02 0.50 8.3679E–02 0.50 5.4113E–02 0.50

GEOC 0.50 0.50 0.50

4 1/8 9.4937E–02 – 1.7438E–01 – 1.0791E–01 –

4 1/16 6.7297E–02 0.50 1.2334E–01 0.50 7.6474E–02 0.50

4 1/32 4.7649E–02 0.50 8.7229E–02 0.50 5.4139E–02 0.50

4 1/64 3.3715E–02 0.50 6.1686E–02 0.50 3.8306E–02 0.50

GEOC 0.50 0.50 0.50

5 1/8 7.8490E–02 – 1.4046E–01 – 9.6583E–02 –

5 1/16 5.5605E–02 0.50 9.9348E–02 0.50 6.8396E–02 0.50

5 1/32 3.9357E–02 0.50 7.0261E–02 0.50 4.8400E–02 0.50

5 1/64 2.7843E–02 0.50 4.9686E–02 0.50 3.4238E–02 0.50

GEOC 0.50 0.50 0.50

6 1/8 6.4288E–02 – 1.2563E–01 – 9.3368E–02 –

6 1/16 4.5518E–02 0.50 8.8855E–02 0.50 6.6077E–02 0.50

6 1/32 3.2208E–02 0.50 6.2836E–02 0.50 4.6744E–02 0.50

6 1/64 2.2782E–02 0.50 4.4434E–02 0.50 3.3060E–02 0.50

GEOC 0.50 0.50 0.50
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Fig. 2.7 Computational errors and EOC in the L2(Ω)-norm (left) and the H1(Ω,Th)-seminorm
(right) for the the solution of problem (2.201) with α = 1/2
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Fig. 2.8 Computational errors and EOC in the L2(Ω)-norm (left) and the H1(Ω,Th)-seminorm
(right) for the the solution of problem (2.201) with α = −3/2



Chapter 3
Methods Based on a Mixed Formulation

In this chapter we introduce two types of the DG discretization that were derivedwith
the aid of a mixed formulation. Numerical methods based on mixed formulations
are very often used for solving problems in hydrology (e.g., porous medial flows),
where not only the sought solution, but also fluxes defined on the basis of first-order
derivatives have to be evaluated. In this chapter we describe basic results of two
techniques based on a mixed formulation: the Bassi–Rebay (BR) method and the
local discontinuous Galerkin (LDG) methods.

Let us note that all DG methods can be reformulated either as variational or as
mixed problems, see [8], where a unified analysis of DG methods was presented.
For simplicity, in this whole Chapter , we confine ourselves to conforming triangular
grids satisfying assumption (MA4) from Sect. 2.3.2.

3.1 A General Mixed DG Method

Let us consider problem (2.1). Introducing the auxiliary vector variable q := ∇u,
this problem can be rewritten in the form

∇u = q in Ω, (3.1a)

−∇ · q = f in Ω, (3.1b)

u = u D on ∂ΩD, (3.1c)

q · n = gN on ∂ΩN , (3.1d)

which represents a system of first-order differential equations. Problem (3.1) is called
the mixed formulation of the Poisson problem (2.1), see e.g., [38, 232]. For some DG
variants based on the mixed formulation, the auxiliary variable q can be eliminated
from the equations, and thus the implementation becomes simpler. This is usually
not the case for classical mixed methods.

© Springer International Publishing Switzerland 2015
V. Dolejší and M. Feistauer, Discontinuous Galerkin Method,
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Let {Th}h∈(0,h̄), h̄ > 0, be a system of triangulations of the domain Ω ⊂ R
d sat-

isfying the shape-regularity assumption (2.19) and the assumption of the conformity
(MA4) from Sect. 2.3.2. Let Shp be the space of piecewise polynomial functions
defined by (2.34), where we seek an approximation of degree ≤ p of the primal
function u.

Moreover, we define the spaceΣΣΣhp of vector-valued piecewise polynomial func-
tions, where we seek an approximation of the auxiliary function q:

ΣΣΣhp = {r : Ω → R
d ; r|K ∈ (Pp� (K ))d ∀ K ∈ Th}, (3.2)

where Pp� (K ) denotes the space of all polynomials on K of degree ≤ p�. In order
to have a well-posed problem, the value p� has to be chosen according to p (the
polynomial degree of the primal space Shp). A natural requirement is that∇v ∈ ΣΣΣhp

for any v ∈ Shp.
In this section, we consider the case p� = p, i.e.,

ΣΣΣhp = (Shp)
d . (3.3)

Then, both the approximation of u as well as the approximations to each of the com-
ponents of q belong to the same space. Therefore, implementing the corresponding
methods is much simpler than that in standard mixed methods, especially for high-
degree polynomial approximations. For the case p� �= p we refer, e.g., to [73, 270,
271].

In order to derive a mixed discrete formulation, we multiply relations (3.1a) and
(3.1b) by r ∈ H1(Ω,Th)d and by v ∈ H1(Ω,Th), respectively, integrate over
K ∈ Th , and use Green’s theorem. Then we obtain

∫

K
q · r dx = −

∫

K
u ∇ · r dx +

∫

∂K
u r · n dS, (3.4)

∫

K
q · ∇v dx =

∫

K
f v dx +

∫

∂K
v q · n dS,

where n denotes the outer unit normal to ∂K .
Now, according to [8], we consider the following abstract mixed discrete formu-

lation: find uh ∈ Shp and qh ∈ ΣΣΣhp such that

∑
K∈Th

∫

K
qh · rh dx = −

∑
K∈Th

∫

K
uh ∇ · rh dx +

∑
K∈Th

∫

∂K
û rh · n dS ∀ rh ∈ ΣΣΣhp,

(3.5)
∑

K∈Th

∫

K
qh · ∇vh dx =

∫

Ω

f vh dx +
∑

K∈Th

∫

∂K
vh q̂ · n dS ∀ vh ∈ Shp, (3.6)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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where q̂ = q̂(uh, qh) : ∪K∈Th ∂K → R
d and û = û(uh, qh) : ∪K∈Th ∂K → R are

numerical fluxes approximating qh and uh , respectively, on the boundary of K ∈ Th .
It means that q̂ and û are double-valued functions on Γ ∈ F I

h and single-valued
functions on Γ ∈ F B

h . To complete the specification of a DG method we have to
express the numerical fluxes q̂ and û in terms of qh and uh and in terms of the
boundary conditions. We present and analyze two approaches: the BR2 and LDG
methods in Sects. 3.2 and 3.3, respectively.

3.1.1 Equivalent Formulations

For further analysis, we reformulate the abstract problem (3.5) and (3.6) in a more
appropriate form. We use the average and jump operators defined by (2.32) and
(2.33) which also make sense for functions from ΣΣΣhp. Let ϕ ∈ H1(Ω,Th) and
θθθ ∈ H1(Ω,Th)d . Then a straightforward computation gives

∑
K∈Th

∫

∂K
ϕ θθθ · n dS =

∑
Γ ∈Fh

∫

Γ

[ϕ] 〈θθθ〉 · n dS +
∑

Γ ∈F I
h

∫

Γ

〈ϕ〉 [θθθ] · n dS. (3.7)

After a simple application of this identity, from (3.5) and (3.6) we get

∑
K∈Th

∫

K
qh · rh dx +

∑
K∈Th

∫

K
uh ∇ · rh dx (3.8)

=
∑

Γ ∈Fh

∫

Γ

[û] 〈rh〉 · n dS +
∑

Γ ∈F I
h

∫

Γ

〈û〉 [rh] · n dS ∀ rh ∈ ΣΣΣhp,

∑
K∈Th

∫

K
qh · ∇vh dx (3.9)

=
∫

Ω

f vh dx +
∑

Γ ∈Fh

∫

Γ

〈q̂〉 · n [vh] dS +
∑

Γ ∈F I
h

∫

Γ

[q̂] · n 〈vh〉 dS ∀ vh ∈ Shp.

Now we express qh solely in terms of uh . If we take ϕ := vh and θθθ := rh in (3.7)
and use Green’s theorem, then for all rh ∈ H1(Ω,Th)d and vh ∈ H1(Ω,Th) we
obtain

−
∑

K∈Th

∫

K
vh∇ · rh dx (3.10)

=
∑

K∈Th

∫

K
rh · ∇vh dx −

∑
Γ ∈Fh

∫

Γ

〈rh〉 · n [vh] dS −
∑

Γ ∈F I
h

∫

Γ

[rh] · n〈vh〉 dS.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Using (3.10) with vh := uh and identity (3.8), we have

∑
K∈Th

∫

K

(
qh − ∇uh

) · rh dx =
∑

Γ ∈Fh

∫

Γ

[û − uh] 〈rh〉 · n dS (3.11)

+
∑

Γ ∈F I
h

∫

Γ

〈û − uh〉 [rh] · n dS ∀ rh ∈ ΣΣΣhp.

Therefore, the original abstract problem (3.5) and (3.6) is equivalent to (3.8) and
(3.9) as well as to (3.9) and (3.11).

Finally, in order to express qh in terms of uh , we put rh := ∇vh in (3.11), subtract
from (3.9), and get

∑
K∈Th

∫

K
∇uh · ∇vh dx+

∑
Γ ∈Fh

∫

Γ

([û − uh] 〈∇vh〉 · n − 〈q̂〉 · n [vh]) dS

+
∑

Γ ∈F I
h

∫

Γ

(〈û − uh〉 [∇vh] · n − [q̂] · n〈vh〉) dS

=
∫

Ω

f vh dx ∀ vh ∈ Shp. (3.12)

This relation is already independent of qh and it will be used in the following analysis.

3.1.2 Lifting Operators

In order to rewrite the previous formulation in a more compact form, we define the
lifting operators Lu D : H1(Ω,Th) → ΣΣΣhp and L : H1(Ω,Th) → ΣΣΣhp by

∑
K∈Th

∫

K
Lu D (ϕ) · rh dx =

∑

Γ ∈F D
h

∫

Γ

u D rh · n dS −
∑

Γ ∈F ID
h

∫

Γ

[ϕ] n · 〈rh〉 dS ∀ rh ∈ ΣΣΣhp,

(3.13)

and

∑
K∈Th

∫

K
L(ϕ) · rh dx = −

∑

Γ ∈F ID
h

∫

Γ

[ϕ] n · 〈rh〉 dS ∀ rh ∈ ΣΣΣhp, (3.14)

for ϕ ∈ H1(Ω,Th). From (3.13) and (3.14), we see that

∑
K∈Th

∫

K
Lu D (ϕ) · rh dx =

∑
K∈Th

∫

K
L(ϕ) · rh dx +

∑

Γ ∈F D
h

∫

Γ

u D rh · n dS ∀ rh ∈ ΣΣΣhp.

(3.15)
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Further, for each Γ ∈ Fh we define the operator lΓ,u D : H1(Ω,Th) → ΣΣΣhp by

∑
K∈Th

∫

K
lΓ,u D (ϕ) · rh dx =

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

− ∫
Γ

[ϕ] n · 〈rh〉 dS for Γ ∈ F I
h

∫
Γ

(u D − ϕ) n · rh dS for Γ ∈ F D
h

0 for Γ ∈ F N
h

∀ rh ∈ ΣΣΣhp.

(3.16)

Moreover, we set lΓ := lΓ,0 (= lΓ,u D with u D = 0) and for K ∈ Th we use the
notation Fh(K ) = {Γ ∈ Fh;Γ ⊂ ∂K }. Obviously, if u D = 0, then lΓ = lΓ,u D

for any Γ ∈ Fh . If u D �= 0, then lΓ = lΓ,u D only for any Γ ∈ F I
h ∪ F N

h .
If ϕ ∈ H1(Ω,Th), then the support of lΓ,u D (ϕ) ∈ ΣΣΣhp is the union of (one or

two) elements K ∈ Th sharing the faceΓ . This follows from the following reasoning.
Let Γ ∈ Fh be arbitrary but fixed, let K ′ ∈ Th be an element not having Γ as its
face, and let r ′

h ∈ ΣΣΣhp be such that its support is K ′. Then the right-hand side of
(3.16) vanishes for r ′

h and, therefore, lΓ,u D (ϕ)|K ′ appearing on the left-hand side of
(3.16) has to be equal to zero.

This property leads to the identity

∑
K∈Th

∑
Γ ∈Fh(K )

∫

K
lΓ,u D (uh) · lΓ (vh) dx =

∑
Γ ∈Fh

∫

Ω

lΓ,u D (uh) · lΓ (vh) dx,

(3.17)

valid for all uh, vh ∈ Shp. Finally, for each K ∈ Th and ϕ ∈ H1(Ω,Th) we have

∑
Γ ∈Fh(K )

lΓ,u D (ϕ) = Lu D (ϕ) in K (3.18)

and

∑
Γ ∈Fh(K )

lΓ (ϕ) = L(ϕ) in K . (3.19)

Moreover, putting rh = lΓ (vh) in (3.16) with vh ∈ Shp and summing over all
Γ ∈ Fh , we obtain another useful identity

∑
Γ ∈Fh

∫

Ω

lΓ,u D (ϕ) · lΓ (vh) dx =
∑

Γ ∈Fh

∫

Ω

lΓ (ϕ) · lΓ (vh) dx +
∑

Γ ∈F D
h

∫

Γ

u Dn · lΓ (vh) dS.

(3.20)

In what follows we present several possible specifications of the numerical fluxes
q̂ and û.
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3.2 Bassi–Rebay Methods

In 1997, Bassi and Rebay proposed in [23] the following simple and natural choice
of the numerical fluxes û and q̂:

û|Γ =
⎧
⎨
⎩

〈uh〉 if Γ ∈ F I
h

u D if Γ ∈ F D
h

uh if Γ ∈ F N
h

, q̂ · n|Γ =
⎧
⎨
⎩

〈qh〉 · n if Γ ∈ F I
h

qh · n if Γ ∈ F D
h

gN if Γ ∈ F N
h

, (3.21)

for eachΓ ⊂ ∂K and each K ∈ Th . Thismeans that both values of the double-valued
fluxes û and q̂ on interior faces are identical and thus [û] = [q̂] = 0.

In the following, we introduce the Bassi–Rebay method both as mixed and vari-
ational formulations.

3.2.1 Mixed Formulation

We use (3.8) and (3.9), which are equivalent to the abstract problem. Inserting the
definition (3.21) of the numerical fluxes into (3.8) and (3.9), we obtain

∑
K∈Th

∫

K
qh · rh dx +

∑
K∈Th

∫

K
uh ∇ · rh dx (3.22)

=
∑

Γ ∈F D
h

∫

Γ

u D rh · n dS +
∑

Γ ∈F N
h

∫

Γ

uh rh · n dS +
∑

Γ ∈F I
h

∫

Γ

〈uh〉 [rh] · n dS,

and

∑
K∈Th

∫

K
qh · ∇vh dx =

∑

Γ ∈F I
h

∫

Γ

〈qh〉 · n [vh] dS +
∑

Γ ∈F D
h

∫

Γ

qh · n vh dS

+
∫

Ω

f vh dx +
∑

Γ ∈F N
h

∫

Γ

gN vh dS, (3.23)

respectively.
In order to introduce the mixed formulation, we define the forms

a(qh, rh) =
∑

K∈Th

∫

K
qh · rh dx, (3.24)

b(uh, rh) =
∑

K∈Th

∫

K
uh ∇ · rh dx −

∑

Γ ∈F N
h

∫

Γ
uh rh · n dS −

∑

Γ ∈F I
h

∫

Γ
〈uh〉 [rh] · n dS.
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Moreover, using Green’s theorem and (3.7), we obtain the identity

∑
K∈Th

∫

K
uh ∇ · rh dx −

∑

Γ ∈F N
h

∫

Γ

uh rh · n dS (3.25)

= −
∑

K∈Th

∫

K
∇uh · rh dx +

∑

Γ ∈F ID
h

∫

Γ

〈rh〉 · n [uh] dS +
∑

Γ ∈F I
h

∫

Γ

〈uh〉 [rh] · n dS,

which implies that the form b from (3.24) becomes the form

b(uh, rh) = −
∑

K∈Th

∫

K
∇uh · rh dx +

∑

Γ ∈F ID
h

∫

Γ

〈rh〉 · n [uh] dS. (3.26)

Therefore, (3.22) and (3.23) can be reformulated as the saddle-point problem:

Definition 3.1 (BR method) We say that (uh, qh) ∈ Shp × ΣΣΣhp is the approximate
solution of the mixed formulation of the Bassi–Rebay method, if

a(qh, rh) + b(uh, rh) = F(rh) ∀ rh ∈ ΣΣΣhp, (3.27)

− b(vh, qh) = G(vh) ∀ vh ∈ Shp, (3.28)

where the bilinear forms a and b are given by (3.24) and (3.26), respectively, and

F(rh) =
∑

Γ ∈F D
h

∫

Γ

u D rh · n dS, (3.29)

G(vh) =
∫

Ω

f vh dx +
∑

Γ ∈F N
h

∫

Γ

gN vh dS. (3.30)

We recall that similarly, as in the IPG methods the Dirichlet as well as Neumann
boundary conditions are incorporated in the right-hand sides of (3.27) and (3.28),
which is not the case of the classical mixed formulation.

It is clear that the corresponding inf-sup condition should be satisfied in order
to ensure the existence and uniqueness of the solution of (3.27) and (3.28), see e.g.,
[38, 232]. Prior to discussing the existence of the solution of (3.27) and (3.28), we
introduce an equivalent formulation.

3.2.2 Variational Formulation

With the aid of (3.26) and (3.24), relation (3.27) can be written as

∑

K∈Th

∫

K
(qh − ∇uh) · rh dx =

∑

Γ ∈F D
h

∫

Γ
u D rh · n dS −

∑

Γ ∈F ID
h

∫

Γ
〈rh〉 · n [uh] dS.

(3.31)
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Putting rh = ∇vh in (3.31) and subtracting from (3.23), we get

∑
K∈Th

∫

K
∇uh · ∇vh dx −

∑

Γ ∈F ID
h

∫

Γ

(〈∇vh〉 · n [uh] + 〈qh〉 · n [vh]) dS (3.32)

=
∫

Ω

f vh dx −
∑

Γ ∈F D
h

∫

Γ

u D∇vh · n dS +
∑

Γ ∈F N
h

∫

Γ

gN vh dS.

Moreover, relation (3.31) together with the definition (3.13) of the lifting operator
Lu D gives

Lu D (uh) = qh − ∇uh . (3.33)

Using (3.33) and (3.14), we rewrite the last term on the left-hand side of (3.32) in
the form

−
∑

Γ ∈F ID
h

∫

Γ

〈qh〉 · n [vh] dS = −
∑

Γ ∈F ID
h

∫

Γ

〈Lu D (uh) + ∇uh〉 · n [vh] dS

=
∑

K∈Th

∫

K

(
Lu D (uh) + ∇uh

) · L(vh) dx . (3.34)

Similarly, from (3.13) we obtain the identity

∑

Γ ∈F D
h

∫

Γ

u D ∇vh · n dS −
∑

Γ ∈F ID
h

∫

Γ

[uh] 〈∇vh〉 · n dS =
∑

K∈Th

∫

K
Lu D (uh) · ∇vh dx .

(3.35)

Finally, inserting (3.34) and (3.35) into (3.32) we find that

∑
K∈Th

∫

K

(∇uh + Lu D (uh)
) · (∇vh + L(vh)

)
dx (3.36)

=
∫

Ω

f vh dx +
∑

Γ ∈F N
h

∫

Γ

gN vh dS ∀ vh ∈ Shp,

which represents a variational formulation of the BR method. It is equivalent to the
saddle-point problem (3.27) and (3.28).

This approach was proposed by Bassi and Rebay in [23] for the solution of the
compressible Navier–Stokes equations. Although this method gives good results in
some cases, its application to the Poisson problem (2.1) is rather problematic, because
the corresponding inf-sup condition does not hold, as was shown in [39] through a

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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counter-example. Therefore, it seems quite natural to add a suitable stabilization term
to the left-hand side of (3.36).

In [27], Bassi et al. proposed replacing the term

∫

K
Lu D (uh) · L(vh) dx (3.37)

in (3.36) by

ζ
∑

Γ ∈∂K

∫

Ω

lΓ,u D (uh) · lΓ (vh) dx (3.38)

for each K ∈ Th , where ζ > 0 is a stabilization parameter. Then, using (3.17), we
obtain the following formulation

∑
K∈Th

∫

K

(∇uh · ∇vh + Lu D (uh) · ∇vh + ∇uh · L(vh)
)
dx (3.39)

+ ζ
∑

Γ ∈Fh

∫

Ω

lΓ,u D (uh) · lΓ (vh) dx

=
∫

Ω

f vh dx +
∑

Γ ∈F N
h

∫

Γ

gN vh dS ∀ vh ∈ Shp.

In [27], this stabilizationwas introducedwith the value of stabilization parameter ζ =
1. However, Brezzi et al. in [40] proved the error estimates of scheme (3.39) under
the assumption that ζ > 3 (for conforming triangular grids). It is not clear whether
the variant proposed in [27] (with the value ζ = 1) is convergent or not. However,
let us mention an advantage of scheme (3.39). The stiffness matrix corresponding to
(3.38) is much more sparse than the matrix corresponding to (3.37). Indeed, if we
take vh having its support inside one element K ∈ Th (far from the boundary), then,
in general, 10 elements are involved in (3.37), while only 4 elements are involved in
(3.38), see Fig. 3.1. Therefore, the stabilization term (3.38) leads to the same sparsity
as the DG methods based on the primal formulation (2.49a)–(2.49e).

Formulation (3.39) is equivalent to problem (3.5) and (3.6) with the numerical flux
û given by (3.21) and the numerical flux q̂ given by

q̂ · n|Γ =
{( 〈qn〉 − ζ 〈 lΓ (uh) 〉 ) · n if Γ ∈ F ID

h
gN if Γ ∈ F N

h
, (3.40)

for all Γ ⊂ ∂K , K ∈ Th .

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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KK KK

Fig. 3.1 Elements involved in the stabilization terms (3.37) (left) and (3.38) (right)

Let us define the bilinear form ABR
h : H1(Ω,Th) × H1(Ω,Th) → R by

ABR
h (u, v) =

∑
K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

〈∇v〉 · n [u] dS −
∑

Γ ∈F ID
h

∫

Γ

〈∇u〉 · n [v] dS

+ ζ
∑

Γ ∈Fh

∫

Ω

lΓ (u) · lΓ (v) dx, u, v ∈ H1(Ω,Th), (3.41)

where ζ > 0 is a given constant. By virtue of (3.14), the form ABR
h restricted to the

finite-dimensional space Shp × Shp can be rewritten in the equivalent form

ABR
h (uh, vh) =

∑
K∈Th

∫

K

(∇uh · ∇vh + L(uh) · ∇vh + ∇uh · L(vh)
)
dx

+ ζ
∑

Γ ∈Fh

∫

Ω

lΓ (uh) · lΓ (vh) dx, uh, vh ∈ Shp. (3.42)

Therefore, taking (3.15) and (3.20) into account, we rewrite (3.39) in the form

ABR
h (uh, vh) = 
BRh (vh) ∀ vh ∈ Shp, (3.43)

where ABR
h is given by (3.41) and 
BRh : Shp → R is a linear operator defined by


BRh (vh) =
∫

Ω

f vh dx +
∑

Γ ∈F N
h

∫

Γ

gN vh dS (3.44)

−
∑

Γ ∈F D
h

∫

Γ

u D ∇vh · n dS − ζ
∑

Γ ∈F D
h

∫

Γ

u D lΓ (vh) · n dS.
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Hence, we introduce the following definition:

Definition 3.2 (BR2 method) Let the forms ABR
h and 
BRh be defined by (3.41) and

(3.44), respectively. We say that uh ∈ Shp is the approximate solution obtained by
the BR2 method, if identity (3.43) is satisfied.

Obviously, relation (3.43) represents a system of linear algebraic equations (cf.,
e.g., (2.55)), which can be solved by a suitable solver.

3.2.3 Theoretical Analysis

In the following, we deal with the analysis of the previous numerical scheme, namely
with the existence of an approximate solution and error estimates. We employ some
results from [40], where numerical analysis was carried out for homogeneous Dirich-
let boundary condition considered on the whole boundary ∂Ω . For simplicity, sim-
ilarly as in [40], we confine ourselves to conforming triangular meshes (d = 2).
Hence,we assume in the following thatwehave a systemof triangulations {Th}h∈(0,h̄)

satisfying the shape-regularity assumption (2.19) and the assumption (MA4) of the
mesh conformity in Sect. 2.3.2.

We start from the consistency results.

Lemma 3.3 (Consistency) The BR2 method (3.43) is consistent, i.e., if u ∈ H2(Ω)

is the weak solution of (2.1), then

ABR
h (u, vh) = 
BRh (vh) ∀ vh ∈ Shp, (3.45)

where ABR
h and 
BRh are given by (3.41) and (3.44), respectively.

Proof If u ∈ H2(Ω) is the weak solution of (2.1), then u satisfies (2.37), (2.40) and
u = u D on ∂ΩD . Therefore, due to (3.16) and the identity

0 =
∫

Γ

[u] n · 〈∇vh〉 dS, Γ ∈ F I
h , (3.46)

we obtain

∫

Ω

lΓ (u) · lΓ (vh) dx =
{
0 for Γ ∈ F I

h ∪ F N
h ,

− ∫
Γ

u lΓ (vh) · n dS for Γ ∈ F D
h .

(3.47)

Moreover, using (3.41), (3.44), (3.46), (3.47), the identity u = u D on ∂ΩD and
(2.40), we get

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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ABR
h (u, vh) − 
BRh (vh)

=
∑

K∈Th

∫

K
∇u · ∇vh dx −

∑

Γ ∈F D
h

∫

Γ
∇vh · n u dS −

∑

Γ ∈F ID
h

∫

Γ
〈∇u · n〉[vh] dS

− ζ
∑

Γ ∈F D
h

∫

Γ
u lΓ (vh) · n dS −

∫

Ω
f vh dx −

∑

Γ ∈F N
h

∫

Γ
gN vh dS

+
∑

Γ ∈F D
h

∫

Γ
u D ∇vh · n dS + ζ

∑

Γ ∈F D
h

∫

Γ
u D lΓ (vh) · n dS

=
∑

K∈Th

∫

K
∇u · ∇vh dx −

∑

Γ ∈F ID
h

∫

Γ
〈∇u · n〉[vh] dS

−
∫

Ω
f vh dx −

∑

Γ ∈F N
h

∫

Γ
gN vh dS = 0, vh ∈ Shp,

which proves the lemma. �
Corollary 3.4 The linearity of ABR

h (·, ·) and Lemma 3.3 gives the Galerkin orthog-
onality of the numerical method (3.43), i.e.,

ABR
h (u − uh, vh) = ABR

h (u, vh) − ABR
h (uh, vh) = 0 vh ∈ Shp, (3.48)

where u is the regular weak solution of (2.1) and uh is the BR2 approximate solution.

The error estimates will be proven in the norm

|||v|||2B R := |v|2H1(Ω,Th)
+ ‖v‖2li, v ∈ H1(Ω,Th), (3.49)

where the broken Sobolev seminorm | · |H1(Ω,Th) is defined in (2.31) and

‖v‖li :=
⎛
⎝ ∑

Γ ∈Fh

‖lΓ (v)‖2L2(Ω)

⎞
⎠

1/2

, v ∈ H1(Ω,Th), (3.50)

with the lifting operator lΓ (·) defined by (3.16).

Exercise 3.5 Prove that ||| · |||B R is a norm in H1(Ω,Th).

Lemma 3.6 (Coercivity and continuity) Let Th, h ∈ (0, h̄), be a system of
conforming shape-regular triangulations (cf. assumptions (2.19) and (MA4) from
Sect. (2.3.2)). Let ABR

h (·, ·) be the bilinear form defined by (3.42) with ζ > 3. Then
there exist constants CB > 0 and CC > 0 such that

∣∣∣ABR
h (uh, vh)

∣∣∣ ≤CB |||uh |||B R |||vh |||B R ∀ uh, vh ∈ Shp, (3.51)

ABR
h (vh, vh) ≥CC |||vh |||2B R ∀ vh ∈ Shp. (3.52)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2


3.2 Bassi–Rebay Methods 97

Proof (i) Due to assumption (MA4) from Sect. 2.3.2, each K ∈ Th has 3 faces.
Then, as a simple consequence of (3.19) and the inequality (a1 + a2 + a3)2 ≤
3(a2

1 + a2
2 + a2

3) we get

‖L(vh)‖2L2(K )
≤ 3

∑
Γ ∈Fh(K )

‖lΓ (vh)‖2L2(K )
, vh ∈ Shp, (3.53)

‖L(vh)‖2L2(Ω)
≤ 3

∑
Γ ∈Fh

‖lΓ (vh)‖2L2(Ω)
= 3‖vh‖2li, vh ∈ Shp, (3.54)

where the second inequality follows from summing the first inequality over all K ∈
Th and reordering of addends. Then (3.53) together with (3.42), (3.17) and the
Cauchy inequality imply that

∣∣∣ABR
h (uh, vh)

∣∣∣ ≤
∑

K∈Th

(‖∇uh‖L2(K ) ‖∇vh‖L2(K ) + ‖L(uh)‖L2(K ) |∇vh |L2(K ) (3.55)

+ ‖∇uh‖L2(K )‖L(vh)‖L2(K )

) + ζ
∑

Γ ∈Fh

‖lΓ (uh)‖L2(Ω)‖lΓ (vh)‖L2(Ω)

≤ |uh |H1(Ω,Th )|vh |H1(Ω,Th ) + |uh |H1(Ω,Th )

⎛
⎝3

∑
Γ ∈Fh

‖lΓ (vh)‖2L2(Ω)

⎞
⎠

1/2

+ |vh |H1(Ω,Th )

⎛
⎝3

∑
Γ ∈Fh

‖lΓ (uh)‖2L2(Ω)

⎞
⎠

1/2

+ ζ‖uh‖li‖vh‖li

Now, the discrete Cauchy inequality immediately gives (3.51) with CB = 3 + ζ .
(ii) Let δ > 0. Then from (3.42), (3.17), (3.53) and the Young inequality we derive

ABR
h (vh, vh) =

∑
K∈Th

(
|∇vh |2H1(K )

+ 2
∫

K
L(vh) · ∇vh dx + ζ

∑
Γ ∈Fh

‖lΓ (vh)‖2L2(K )

)

≥
∑

K∈Th

(
(1 − δ)|∇vh |2H1(K )

− 1

δ
‖L(vh)‖2L2(K )

+ ζ
∑

Γ ∈Fh

‖lΓ (vh)‖2L2(K )

)

≥
∑

K∈Th

(
(1 − δ)|∇vh |2H1(K )

+
(

ζ − 3

δ

) ∑
Γ ∈Fh

‖lΓ (vh)‖2L2(K )

)
.

This implies that (3.52) holds with CC = min(1 − δ, ζ − 3
δ
), which is positive for

δ ∈ (3/ζ, 1). �

Corollary 3.7 By virtue of Corollary1.7, the coercivity of the form ABR
h implies the

existence and uniqueness of the solution of the discrete problem (3.43).

Remark 3.8 Lemma 3.6 can be easily extended to nonconforming triangulations
with hanging nodes. In this case, we have to assume that the parameter ζ > gmax,

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_1
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where gmax = maxK∈Th gK and gK is the number of faces of the element K ∈ Th .
Then the proof of Lemma 3.6 remains the same with CB = gmax + ζ and CC =
min(1 − δ, ζ − gmax

δ
), which is positive for δ ∈ (gmax/ζ, 1).

In order to derive the error estimates of the BR2 method, we use the following
results. Similarly as in Sect. 2.6, for Γ ∈ Fh we define hΓ either by (2.25) or by
(2.26). Thus,

CT hK ≤ hΓ ≤ CGhK , C−1
G h−1

K ≤ h−1
Γ ≤ C−1

T h−1
K (3.56)

∀ Γ ∈ Fh, Γ ⊂ ∂K , K ∈ Th,

where CT and CG are the constants from (2.20).

Lemma 3.9 Let Γ ∈ Fh, ϕ ∈ H1(Ω,Th) and let lΓ (ϕ) ∈ ΣΣΣhp be defined by
(3.16). Then there exists a constant Cs > 0 such that

‖〈lΓ (ϕ)〉‖L2(Γ ) ≤ Csh−1/2
Γ ‖lΓ (ϕ)‖L2(Ω). (3.57)

Proof We consider the case Γ ∈ F I
h (for Γ ∈ F D

h the proof is analogous and for
Γ ∈ F N

h inequality (3.57) is trivial, since lΓ = 0).

Let K (L)
Γ and K (R)

Γ denote two elements sharing Γ ∈ F I
h . From (3.16) it follows

that K (L)
Γ ∪ K (R)

Γ is the support of lΓ (ϕ). Then

‖〈lΓ (ϕ)〉‖2L2(Γ )
=

∫

Γ

〈lΓ (ϕ)〉2 dS =
∫

Γ

1

4
(lΓ (ϕ)|

K (L)
Γ

+ lΓ (ϕ)|
K (R)

Γ

)2 dS

≤ 1

2

(
‖lΓ (ϕ)‖2

L2(∂K (L)
Γ )

+ ‖lΓ (ϕ)‖2
L2(∂K (R)

Γ )

)
. (3.58)

Since lΓ (ϕ) is piecewise polynomial, the combination of (2.78) and (2.86) gives

‖lΓ (ϕ)‖2
L2(∂K (L)

Γ )
≤ CM (1 + CI ) diam(K (L)

Γ )−1 ‖lΓ (ϕ)‖2
L2(K (L)

Γ )
(3.59)

and an analogous relation for K (R)
Γ . Hence, (3.58) and (3.59) and (3.56) yield (3.57)

with Cs = (CGCM (1 + CI ))
1/2. �

Lemma 3.10 There exists a constant C
 > 0 such that

‖[vh]‖L2(Γ ) ≤ C
h1/2
Γ ‖lΓ (vh)‖L2(Ω) ∀ vh ∈ Shp ∀ Γ ∈ F ID

h , (3.60)

‖lΓ (ϕ)‖L2(Ω) ≤ Csh−1/2
Γ ‖[ϕ]‖L2(Γ ) ∀ ϕ ∈ H1(Ω,Th) ∀ Γ ∈ F ID

h , (3.61)

where Cs is the constant from Lemma 3.9.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Fig. 3.2 Proof of Lemma 3.10: 2D examples of an element K , a face Γ and the corresponding
parallelogram K � with the face Γ �

Proof (i) We follow the proof in [40]. Let Γ ∈ F ID
h be a face of an element K ∈ Th

and ϕh ∈ Pp(Γ ) be a polynomial function of degree ≤ p on Γ . Let K � be a
parallelogram such that K ⊂ K �, Γ is one of its faces, and let Γ � be the face of K ∗
neighbouring toΓ but not a subset of K (see Fig. 3.2 showing possible 2D situations).
Let P(ϕh) ∈ Pp(K �) be the extension of ϕh on K �, which is constant along each
line parallel with Γ �. Then, using (3.56), we have

‖P(ϕh)‖2L2(K )
≤

∫

K �

P(ϕh)2 dx ≤ hK

∫

Γ

ϕ2
h dS ≤ C−1

T hΓ ‖ϕh‖2L2(Γ )
. (3.62)

Into (3.16) we substitute ϕ := vh ∈ Shp and rh ∈ ΣΣΣhp such that

rh :=
{
P([vh]Γ )nΓ on K ,

0 elsewhere,
(3.63)

where nΓ is the outer unit normal corresponding to Γ . It means that rh is parallel
with nΓ and its absolute value is equal toP([vh]). Thus we have

∫

Γ

[vh]〈P([vh])n〉 · n dS = −
∫

K
P([vh])n · lΓ (vh) dx . (3.64)

Since P([vh]) = [vh] on Γ , the left-hand side of (3.64) is equal to ‖[vh]‖2
L2(Γ )

.
Therefore, the Cauchy inequality, (3.62) and (3.64) give

‖[vh]‖2L2(Γ )
≤ ‖P([vh])‖L2(K )‖lΓ (vh)‖L2(K ) (3.65)

≤ C−1/2
T h1/2

Γ ‖[vh]‖L2(Γ )‖lΓ (vh)‖L2(K ),

which proves (3.60) with C
 = C−1/2
T .

(ii) In order to prove (3.61), letΓ ∈ F I
h andϕ ∈ H1(Ω,Th). Putting rh := lΓ (ϕ)

in (3.16) and using (3.57), we obtain
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‖lΓ (ϕ)‖2L2(Ω)
= −

∫

Γ

[ϕ] n · 〈lΓ (ϕ)〉 dS ≤ ‖[ϕ]‖L2(Γ )‖〈lΓ (ϕ)〉‖L2(Γ )

≤ Csh−1/2
Γ ‖lΓ (ϕ)‖L2(Ω)‖[ϕ]‖L2(Γ ), (3.66)

which proves (3.61). Similarly, we prove (3.61) in case that Γ ∈ F D
h . �

Lemma 3.11 There exists a constant CL > 0 such that

|||v − Πhpv|||B R ≤ CL hμ−1|v|Hμ(Ω) ∀ v ∈ Hs(Ω), (3.67)

where μ = min(p + 1, s) and Πhp is the operator defined by (2.90) and has the
approximation properties (2.97).

Proof By (3.49), (3.50) and (3.16), we have

|||v − Πhpv|||2B R = |v − Πhpv|2H1(Ω,Th)
+

∑

Γ ∈F ID
h

‖lΓ (v − Πhpv)‖2L2(Ω)
. (3.68)

The use of (3.61) with ϕ := v −Πhpv, (3.56) and (2.101) (with α = −1) imply that

∑

Γ ∈F ID
h

‖lΓ (v − Πhpv)‖2L2(Ω)
≤ C2

s

∑

Γ ∈F ID
h

h−1
Γ

∥∥[v − Πhpv]∥∥2L2(Γ )
(3.69)

≤ C2
s C−1

T

∑
K∈Th

h−1
K

∥∥v − Πhpv
∥∥2

L2(∂K )
≤ 2C2

s C−1
T CM C2

Ah2μ−2|v|2Hμ(Ω,Th).

Finally, from (3.68), (3.69) and (2.97) applied to the first term on the right-hand side
of (3.68), we obtain (3.67) with CL = CA(1 + 2C2

s C−1
T CM )1/2. �

Now, we are ready to formulate the following error estimate.

Theorem 3.12 (|||·|||B R-norm error estimate) Let us assume that s ≥ 2 is an integer,
u ∈ Hs(Ω) is the strong weak solution of problem (2.1), {Th}h∈(0,h̄) is the system
of conforming shape-regular triangulations of Ω , Shp is the space of discontinuous
piecewise polynomial functions (2.34), uh ∈ Shp is its BR2 approximate solution
defined by (3.42) and (3.44) and μ = min(p + 1, s). Then there exists a constant
C1 > 0 independent of h and u such that the estimate

|||u − uh |||B R ≤ C1hμ−1|u|Hμ(Ω) (3.70)

holds for all h ∈ (0, h̄).

Proof From the triangle inequality, we have

|||u − uh |||B R ≤ |||u − Πhpu |||B R + |||Πhpu − uh |||B R . (3.71)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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The coercivity property (3.52), the Galerkin orthogonality (3.48) and the continuity
property (3.51) imply that

CC |||Πhpu − uh |||2B R ≤ ABR
h (Πhpu − uh,Πhpu − uh) (3.72)

= ABR
h (Πhpu − u,Πhpu − uh) + ABR

h (u − uh,Πhpu − uh)︸ ︷︷ ︸
=0

≤ CB |||Πhpu − u|||B R |||Πhpu − uh |||B R .

Hence,

|||Πhpu − uh |||B R ≤ CB

CC
|||Πhpu − u|||B R . (3.73)

Finally, from (3.71), (3.73) and (3.67) we get

|||u − uh |||B R ≤
(
1 + CB

CC

)
|||u − Πhpu|||B R ≤

(
1 + CB

CC

)
CL hμ−1|u|Hμ(Ω),

which proves the theorem with C1 = (1 + CB/CC )/CL . �

In what follows, using the duality technique, we prove the optimal order of con-
vergence in the L2(Ω)-norm. To this end, similarly as in Sect. 2.7.2, we consider
the dual problem: Given z ∈ L2(Ω), find ψ satisfying (2.155). We assume that its
weak solution is regular, namely, ψ ∈ H2(Ω) and moreover, there exists a constant
CD > 0, independent of z and such that estimate (2.158) is valid. To this end, we
assume that the domainΩ is convex. Then, by [153], the mentioned assumptions are
satisfied.

Theorem 3.13 (L2(Ω)-error estimate) Let us assume that s ≥ 2 is an integer,
u ∈ Hs(Ω) is the strong weak solution of problem (2.1), {Th}h∈(0,h̄) is the system
of conforming shape-regular triangulations of Ω , Shp is the space of discontinuous
piecewise polynomial functions (2.34), uh ∈ Shp is its BR2 approximate solution
defined by (3.42) and (3.44) and μ = min(p+1, s). Let there exist the weak solution
of the dual problem (2.155) from H2(Ω) satisfying (2.158). Then there exists a
constant C > 0, independent of h and u, such that the estimate

‖u − uh‖L2(Ω) ≤ C2hμ|u|Hs (Ω), (3.74)

holds for all h ∈ (0, h̄).

Proof The proof is based on the duality technique, which was applied in the proof
of Theorem 2.49. Let ψ ∈ H2(Ω) be the solution of the dual problem (2.157) with
z := eh = uh − u ∈ L2(Ω). Then

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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|ψ |H2(Ω) ≤ CD‖eh‖L2(Ω), (3.75)

where CD is the constant from (2.158).
Moreover, let Πh1ψ ∈ Sh1 be the approximation of ψ defined by (2.90) with

p = 1. Taking the regularity of the solutionψ of problem (2.155) and the consistency
of the BR2 method (3.45) into account, we can show that

ABR
h (ψ, v) = (uh − u, v)L2(Ω) ∀ v ∈ H2(Ω,Th), (3.76)

where the form ABR
h is given by (3.41). The symmetry of ABR

h , the Galerkin orthog-
onality of the error (3.48) and (3.76) with v := eh yield

‖eh‖2L2(Ω)
= ABR

h (ψ, eh) = ABR
h (eh, ψ) (3.77)

= ABR
h (eh, ψ − Πh1ψ).

By virtue of (3.41) we can write

ABR
h (eh, ψ − Πh1ψ) =

∑
K∈Th

∫

K
∇eh · ∇(ψ − Πh1ψ) dx (=: χ1) (3.78)

−
∑

Γ ∈F ID
h

∫

Γ

〈∇(ψ − Πh1ψ)〉 · n [eh] dS (=: χ2)

−
∑

Γ ∈F ID
h

∫

Γ

〈∇eh〉 · n [ψ − Πh1ψ] dS (=: χ3)

+ ζ
∑

Γ ∈Fh

∫

Ω

lΓ (eh) · lΓ (ψ − Πh1ψ) dx . (=: χ4)

We estimate the individual terms on the right-hand side of (3.78). The Cauchy
inequality, (3.49), (3.67) and (3.70) imply that

|χ1| ≤ |eh |H1(Ω,Th)|ψ − Πh1ψ |H1(Ω,Th) (3.79)

≤ |||eh |||B R |||ψ − Πh1ψ |||B R ≤ CLC1hμ|u|Hμ(Ω)|ψ |H2(Ω).

Moreover, let hΓ associated with Γ ∈ Fh be given either by (2.25) or by (2.26).
Then it satisfies (3.56). The Cauchy inequality implies that

|χ2| ≤
⎛
⎜⎝

∑

Γ ∈F ID
h

∫

Γ
hΓ (〈∇(ψ − Πh1ψ)〉 · n)2 dS

⎞
⎟⎠
1/2 ⎛

⎜⎝
∑

Γ ∈F ID
h

∫

Γ
h−1
Γ [eh]2 dS

⎞
⎟⎠
1/2

.

(3.80)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Combining (2.107) and (2.102) (with α = 1 and p = 1), we get

∑

Γ ∈F ID
h

∫

Γ

hΓ (〈∇(ψ − Πh1ψ)〉 · n)2 dS (3.81)

≤ CG

∑
K∈Th

hK

∫

∂K
|∇(ψ − Πh1ψ)|2 dS ≤ 2CGCM C2

Ah2|ψ |2H2(Ω)
.

Moreover, the identity eh = uh −u = uh −Πhpu+Πhpu−u, the Cauchy inequality,
relations (2.106), (2.101) (with α = −1) and (3.60) give

∑

Γ ∈F ID
h

∫

Γ

h−1
Γ [eh]2 dS (3.82)

≤ 2
∑

Γ ∈F ID
h

∫

Γ

h−1
Γ [u − Πhpu]2 dS + 2

∑

Γ ∈F ID
h

∫

Γ

h−1
Γ [Πhpu − uh]2 dS

≤ 4C−1
T

∑
K∈Th

h−1
K

∫

∂K
(u − Πhpu)2 dS + 2

∑

Γ ∈F ID
h

∫

Γ

h−1
Γ [Πhpu − uh]2 dS

≤ 8C2
ACM C−1

T h2(μ−1)|u|2Hμ(Ω) + 2C2
l

∑

Γ ∈F ID
h

‖lΓ (Πhpu − uh)‖2L2(Ω)
.

Further, (3.49), (3.50), (3.67) and (3.70) imply that

∑

Γ ∈F ID
h

‖lΓ (Πhpu − uh)‖2L2(Ω)
≤ |||Πhpu − uh |||2B R (3.83)

≤ 2|||Πhpu − u|||2B R + 2|||u − uh |||2B R ≤ 2(C2
L + C2

1 )h
2(μ−1)|u|2Hμ(Ω).

Finally, (3.80)–(3.83) give

|χ2| ≤ C3hμ|u|Hμ(Ω)|ψ |H2(Ω) (3.84)

with C3 := {2CGCM C2
A(8C2

ACM C−1
T + 4C2

l (C2
L + C2

1 ))}1/2. Similarly, from (3.80)
and the Cauchy inequality it follows that

|χ3| ≤
⎛
⎜⎝

∑

Γ ∈F ID
h

∫

Γ

hΓ (〈∇eh〉 · n)2 dS

⎞
⎟⎠

1/2 ⎛
⎜⎝

∑

Γ ∈F ID
h

∫

Γ

h−1
Γ [ψ − Πh1ψ]2 dS

⎞
⎟⎠

1/2

.

(3.85)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Using (2.168), similarly as in (2.169), we obtain

∑

Γ ∈F ID
h

∫

Γ

hΓ (〈∇eh〉 · n)2 dS (3.86)

≤ CGCM

∑
K∈Th

hK

(
‖∇eh‖L2(K ) |∇eh |H1(K ) + h−1

K ‖∇eh‖2L2(K )

)

≤ CGCM

{
CA(1 + CI )h

μ−1|eh |H1(Ω,Th)|u|Hμ(Ω) + (1 + CI )|eh |2H1(Ω,Th)

}
.

Further, the combination of (2.106) and (2.101) (with α = −1 and p = 1) yields

∑

Γ ∈F ID
h

∫

Γ

h−1
Γ [ψ − Πh1ψ]2 dS (3.87)

≤
∑

K∈Th

2h−1
K C−1

T

∫

∂K
|ψ − Πh1ψ |2 dS ≤ 4CM C2

AC−1
T h2|ψ |2H2(Ω)

.

Thus, using (3.49), (3.70), (3.85)–(3.87), we get

|χ3| ≤ C4hμ|u|Hμ(Ω)|ψ |H2(Ω) (3.88)

with C4 = 2CM CA
(
CGC−1

T (C1CA + C2
1 )(1 + CI )

)1/2.
Finally, it follows from the Cauchy inequality, (3.49), (3.67) and (3.70) that

|χ4| ≤ ζ

⎛
⎝ ∑

Γ ∈Fh

∫

Ω

‖lΓ (eh)|2 dx

⎞
⎠

1/2 ⎛
⎝ ∑

Γ ∈Fh

∫

Ω

‖lΓ (ψ − Πh1ψ)|2 dx

⎞
⎠

1/2

≤ ζ |||eh |||B R |||ψ − Πh1ψ |||B R ≤ ζCLC1hμ|u|Hμ(Ω)|ψ |H2(Ω). (3.89)

In order to conclude the proof, we combine (3.77)–(3.79), (3.84), (3.88), (3.89)
and (3.75) to obtain (3.74) with

C2 = ((1 + ζ )CLC1 + C3 + C4)CD. �

3.3 Local Discontinuous Galerkin Method

The subject of this section is the definition and analysis of a popular DG technique
called the local discontinuous Galerkin (LDG) method. We start again from the
abstract formulation (3.5) and (3.6), where the fluxes û and q̂ are defined in general
by the relations

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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û =
⎧
⎨
⎩

〈uh〉 − [uh]βββ · n − γ [qh] · n on Γ ∈ F I
h ,

u D on Γ ∈ F D
h ,

uh − γ (qh · n − gN ) on Γ ∈ F N
h ,

(3.90)

q̂ · n =
⎧
⎨
⎩

〈qh〉 · n + βββ[qh · n] · n − α[uh] on Γ ∈ F I
h ,

qh · n − α(uh − u D) on Γ ∈ F D
h ,

gN on Γ ∈ F N
h ,

where α : ∪Γ ∈Fh Γ → R, βββ : ∪Γ ∈Fh Γ → R
d and γ : ∪Γ ∈Fh Γ → R are suitable

functions. Again both values of the double-valued fluxes û and q̂ on interior faces
are identical and thus [û] = [q̂] = 0.

Remark 3.14 The role of the auxiliary parameters α and γ is to ensure the stability
and, hence, the accuracy of the method (see the following analysis). If γ = 0, then
formulation (3.5) and (3.6) with fluxes (3.90) represents the LDGmethod which was
studied in [8]. In this case the numerical flux û does not depend on qh and the
auxiliary variable qh can be eliminated, as we show in the following section. This
unusual local solvability property gives its name to the LDG method. Finally, let us
mention that also the BR2 method has the same property.

In the following, we introduce the mixed formulation of the LDG method and
also its variational formulation for γ = 0.

3.3.1 Mixed Formulation

Similarly as in Sect. 3.2, we start from relations (3.8) and (3.9), which are equivalent
to the abstract problem (3.5) and (3.6). Substituting (3.90) into (3.8) and (3.9), we
have

∑
K∈Th

∫

K
qh · rh dx +

∑
K∈Th

∫

K
uh ∇ · rh dx (3.91)

=
∑

Γ ∈F D
h

∫

Γ

u D rh · n dS +
∑

Γ ∈F N
h

∫

Γ

(
uh − γ (qh · n − gN )

)
rh · n dS

+
∑

Γ ∈F I
h

∫

Γ

(〈uh〉 − [uh]βββ · n − γ [qh] · n
) [rh] · n dS,
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and

∑
K∈Th

∫

K
qh · ∇vh dx (3.92)

=
∑

Γ ∈F I
h

∫

Γ

(〈qh〉 · n + βββ[qh · n] · n − α[uh]) [vh] dS

+
∑

Γ ∈F D
h

∫

Γ

(
qh · n − α(uh − u D)

)
vh dS +

∑

Γ ∈F N
h

∫

Γ

gN vh dS +
∫

Ω

f vh dx,

respectively. In order to introduce the mixed formulation, we define the forms

a(qh, rh) =
∑

K∈Th

∫

K
qh · rh dx +

∑

Γ ∈F I
h

∫

Γ

(γ [qh] · n) ([rh] · n) dS (3.93)

+
∑

Γ ∈F N
h

∫

Γ

γ (qh · n)(rh · n) d S, qh, rh ∈ ΣΣΣhp,

b(uh, rh) =
∑

K∈Th

∫

K
uh ∇ · rh dx −

∑

Γ ∈F N
h

∫

Γ

uh rh · n dS

−
∑

Γ ∈F I
h

∫

Γ

(〈uh〉 − [uh]βββ · n) [rh] · n dS, uh ∈ Shp, rh ∈ ΣΣΣhp,

c(uh, vh) =
∑

Γ ∈F ID
h

∫

Γ

α[uh][vh] dS, uh, vh ∈ Shp.

Using identity (3.25), we find that

b(uh, rh) = −
∑

K∈Th

∫

K
∇uh · rh dx +

∑

Γ ∈F D
h

∫

Γ

rh · n uh dS (3.94)

+
∑

Γ ∈F I
h

∫

Γ

(〈rh〉 · n + βββ · n[rh] · n) [uh] dS, uh ∈ Shp, rh ∈ ΣΣΣhp.

Therefore, (3.91) and (3.92) can be reformulated as a saddle-point problem.

Definition 3.15 (LDG method)We say that (uh, qh) ∈ Shp×ΣΣΣhp is the approximate
solution of the mixed formulation of the local discontinuous Galerkin method, if

a(qh, rh) + b(uh, rh) = F(rh) ∀ rh ∈ ΣΣΣhp, (3.95a)

−b(vh, qh) + c(uh, vh) = G(vh) ∀ vh ∈ Shp, (3.95b)
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where the bilinear forms a, b and c are given by (3.93) and

F(rh) =
∑

Γ ∈F D
h

∫

Γ

u D rh · n dS +
∑

Γ ∈F N
h

∫

Γ

(γ gN ) rh · n dS, (3.96)

G(vh) =
∑

Γ ∈F D
h

∫

Γ

αu Dvh dS +
∑

Γ ∈F N
h

∫

Γ

gN vh dS +
∫

Ω

f vh dx .

We recall that similarly as in IPG methods the Dirichlet as well as Neumann
boundary conditions are incorporated in the right-hand sides of (3.95), which is not
the case of the classical mixed formulation.

We are able to establish the existence and uniqueness of the approximate solution.

Lemma 3.16 Let Shp and ΣΣΣhp be spaces of piecewise polynomial functions defined
by (2.34) and (3.3), respectively. Let a, b and c be bilinear forms given by (3.93),
and F and G linear forms given by (3.96). If α > 0, γ ≥ 0 and βββ ∈ R

d is
arbitrary for each Γ ∈ Fh, then problem (3.95) has a unique approximate solution
(uh, qh) ∈ Shp × ΣΣΣhp.

Proof Since problem (3.95) is linear and finite dimensional, it is sufficient to show
that the only solution of (3.95) with f = 0, u D = 0 and gN = 0 is uh = 0
and qh = 0. Obviously, this setting implies that F(rh) = 0 for all rh ∈ ΣΣΣhp and
G(vh) = 0 for all vh ∈ Shp. Putting vh := uh and rh := qh in (3.95) and summing
both relations, we obtain

a(qh, qh) + c(uh, uh) = 0. (3.97)

This implies that a(qh, qh) = 0 and c(uh, uh) = 0 since γ ≥ 0 and α > 0,
respectively. Obviously, qh = 0. Moreover, (3.97) gives

[uh]Γ = 0 for Γ ∈ F I
h , uh |Γ = 0 for Γ ∈ F D

h , (3.98)

since α > 0. Furthermore, (3.95b) and the equivalent definition (3.94) of b give

b(uh, rh) = −
∑

K∈Th

∫

K
∇uh · rh dx = 0 ∀ rh ∈ ΣΣΣhp. (3.99)

Hence, ∇uh = 0 on each K ∈ Th and thus uh is piecewise constant in Ω , which
together with (3.98) implies uh = 0. �

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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3.3.2 Variational Formulation

If the parameter γ = 0, then, by virtue of Remark 3.14, the auxiliary variable
qh can be eliminated from the formulation. Let us define the lifting operator M :
H1(Ω,Th)d → ΣΣΣhp by

∑
K∈Th

∫

K
M(θθθ) · rh dx = −

∑

Γ ∈F I
h

∫

Γ

[θθθ · n] [rh · n] dS ∀ rh ∈ ΣΣΣhp. (3.100)

Equation (3.95a) with the equivalent definition (3.94) of b(uh, rh) yield the identity

∑
K∈Th

∫

K

(
qh − ∇uh

) · rh dx (3.101)

= −
∑

Γ ∈F ID
h

∫

Γ

[uh] 〈rh〉 · n dS +
∑

Γ ∈F D
h

∫

Γ

u D rh · n dS −
∑

Γ ∈F I
h

∫

Γ

βββ · n[uh] [rh] · n dS

=
∑

K∈Th

∫

K
Lu D (uh) · rh dx +

∑
K∈Th

∫

K
M(uhβββ) · rh dx, rh ∈ ΣΣΣhp,

where the last equality follows from the definitions of the lifting operators (3.13) and
(3.100). Hence, (3.101) gives

qh = ∇uh + Lu D (uh) + M(uhβββ). (3.102)

Moreover, putting rh := ∇vh in (3.101) and subtracting from (3.92), after some
manipulation we obtain the identity

∑
K∈Th

∫

K
∇uh · ∇vh dx −

∑

Γ ∈F ID
h

∫

Γ

([uh] 〈∇vh〉 · n + 〈qh〉 · n[vh] − α[uh][vh]) dS

−
∑

Γ ∈F I
h

∫

Γ

(
βββ · n[uh] [∇vh] · n + [qh · n]βββ[vh] · n

)
dS (3.103)

=
∫

Ω

f vh dx +
∑

Γ ∈F N
h

∫

Γ

gN vh dS −
∑

Γ ∈F D
h

∫

Γ

u D(∇vh · n − αvh) dS.

Taking into account the definitions (3.13), (3.14) and (3.100) of the lifting oper-
ators Lu D , L and M, respectively, we rewrite the identity (3.103) in the form



3.3 Local Discontinuous Galerkin Method 109

∑
K∈Th

∫

K

(∇uh + Lu D (uh) + M(uhβββ)
) · ∇vh dx (3.104)

+
∑

K∈Th

∫

K
(L(vh) + M(vhβββ)) · qh dx +

∑

Γ ∈F ID
h

∫

Γ

α[uh][vh] dS

=
∫

Ω

f vh dx +
∑

Γ ∈F N
h

∫

Γ

gN vh dS +
∑

Γ ∈F D
h

∫

Γ

αu Dvh dS.

Putting rh := L(vh) + M(vhβββ) in (3.101), we find that

∑
K∈Th

∫

K
qh ·

(
L(vh) + M(vhβββ)

)
dx (3.105)

=
∑

K∈Th

∫

K

(
∇uh + Lu D (uh) + M(uhβββ)

)
·
(

L(vh) + M(vhβββ)
)
dx .

Furthermore, from (3.104) and (3.105) we have

∑
K∈Th

∫

K

(∇uh + Lu D (uh) + M(uhβββ)
) · ∇vh dx (3.106)

+
∑

K∈Th

∫

K

(∇uh + Lu D (uh) + M(uhβββ)
) · (L(vh) + M(vhβββ)) dx

+
∑

Γ ∈F ID
h

∫

Γ

α[uh][vh] dS

=
∫

Ω

f vh dx +
∑

Γ ∈F N
h

∫

Γ

gN vh dS +
∑

Γ ∈F D
h

∫

Γ

αu Dvh dS.

Finally, with the aid of (3.15), we rewrite (3.106) in the form

ALDG
h (uh, vh) = 
LDGh (vh) ∀ vh ∈ Shp, (3.107)

where ALDG
h : H1(Ω,Th) × H1(Ω,Th) → R and 
LDGh : H1(Ω,Th) → R are

linear operators defined by

ALDG
h (uh, vh) =

∑

Γ ∈F ID
h

∫

Γ
α[uh][vh] dS (3.108)

+
∑

K∈Th

∫

K
(∇uh + L(uh) + M(uhβββ)) · (∇vh + L(vh) + M(vhβββ)) dx,
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LDGh (vh) =
∫

Ω
f vh dx +

∑

Γ ∈F N
h

∫

Γ
gN vh dS (3.109)

−
∑

Γ ∈F D
h

∫

Γ
u D

((∇vh + L(vh) + M(vhβββ)
) · n − αvh

)
dS.

The above considerations lead us to the following definition.

Definition 3.17 (LDG method) Let the forms ALDG
h and lLDGh be defined by (3.108)

and (3.109), respectively. We say that uh ∈ Shp is an LDG approximate solution of
problem (2.1), if it satisfies condition (3.107).

3.3.3 Theoretical Analysis

In the sequel, we analyze the LDG method. Similarly, as in [8] we confine ourselves
to the case γ = 0 in (3.90). The general case was studied in [43]. We start with
several lemmas.

First, we introduce a local variant of the lifting operator M. Namely, for each
Γ ∈ F I

h we define the operator mΓ : H1(Ω,Th)d → ΣΣΣhp by

∑
K∈Th

∫

K
mΓ (θθθ) · rh dx = −

∫

Γ

[θθθ · n] [rh · n] dS ∀ rh ∈ ΣΣΣhp. (3.110)

Obviously, if θθθ ∈ H1(Ω,Th)d , then the support of mΓ (θθθ) ∈ ΣΣΣhp, where Γ ∈ F I
h

is the union of two elements K ∈ Th sharing the face Γ . Moreover, due to (3.100),
we have

M(θθθ) =
∑

Γ ∈F I
h

mΓ (θθθ) ∀θθθ ∈ ΣΣΣhp. (3.111)

Furthermore, let K ∈ Th and Γ ∈ Fh(K ) = {Γ ∈ Fh;Γ ⊂ ∂K } be arbitrary
but fixed. Let rh ∈ H1(Ω,Th)d vanish outside K . Then [rh]Γ · nΓ = 2〈rh〉Γ · nΓ .
Moreover, for ϕh ∈ H1(Ω,Th), by virtue of (3.16) and (3.110), we have

∫

K
mΓ (ϕhnΓ ) · rh dx = −

∫

Γ

[ϕhn · n] [rh · n] dS (3.112)

= − 2
∫

Γ

[ϕhn · n] 〈rh · n〉 dS = 2
∫

K
lΓ (ϕh) · rh dx .

Since rh and K are arbitrary, we conclude that

mΓ (ϕhnΓ ) = 2lΓ (ϕh) ∀ ϕh ∈ H1(Ω,Th), Γ ∈ F I
h . (3.113)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Now, similarly as in Sect. 3.2,wepresent the consistency, continuity and coercivity
of the LDG method.

Lemma 3.18 (Consistency) The LDG method (3.107)–(3.109) is consistent, i.e., if
u ∈ H2(Ω) is the weak solution of (2.1), then

ALDG
h (u, vh) = 
LDGh (vh) ∀ vh ∈ Shp, (3.114)

where ALDG
h (·, ·) and 
LDGh (·) are given by (3.108) and (3.109), respectively.

Proof Let u ∈ H2(Ω) be the weak solution of (2.1). Obviously, [u]Γ = 0 for
Γ ∈ F I

h . Moreover, M(βββu) = 0,

∑
K∈Th

∫

K
L(u)rh dx = −

∑

Γ ∈F D
h

∫

Γ

urh · n dS ∀ rh ∈ ΣΣΣhp. (3.115)

and

∑
K∈Th

∫

K
∇u · M(βββvh) dx = −

∑

Γ ∈F I
h

∫

Γ

[βββvh · n][∇u · n] dS = 0 ∀ vh ∈ Shp,

(3.116)

which follows from the definition of the lifting operators (3.14) and (3.100). Then,
(3.108), together with (3.115) and (3.116), give

ALDG
h (u, vh) =

∑
K∈Th

∫

K
∇u · (∇vh + L(vh) + M(vhβββ)) dx (3.117)

+
∑

K∈Th

∫

K
L(u) · (∇vh + L(vh) + M(vhβββ)) dx +

∑

Γ ∈F D
h

∫

Γ

αuvh dS

=
∑

K∈Th

∫

K
∇u · ∇vh dx −

∑

Γ ∈F ID
h

∫

Γ

[vh]∇u · n dS

−
∑

Γ ∈F D
h

∫

Γ

u
(

(∇vh + L(vh) + M(vhβββ)) · n − αvh

)
dS.

Finally, since u = u D on ∂ΩD , the weak solution u satisfies (2.40) and 〈∇u〉Γ =
∇u|Γ for Γ ∈ F ID

h , relations (3.117) and (3.109) imply that

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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ALDG
h (u, vh) − 
LDGh (vh) =

∑
K∈Th

∫

K
∇u · ∇vh dx −

∑

Γ ∈F ID
h

∫

Γ

[vh]∇u · n dS

−
∫

Ω

f vh dx −
∑

Γ ∈F N
h

∫

Γ

gN vh dS = 0.

�
Corollary 3.19 The linearity of ALDG

h and Lemma 3.18 gives the Galerkin orthog-
onality of the local discontinuous Galerkin method, i.e.,

ALDG(u − uh, vh) = ALDG(u, vh) − ALDG(uh, vh) = 0 ∀ vh ∈ Shp, (3.118)

where u is the strong weak solution of (2.1) and uh is its approximation given by
(3.107)–(3.109).

In what follows, we again employ the norm defined by (3.49), i.e.,

|||v|||2B R := |v|2H1(Ω,Th)
+ ‖v‖2li, v ∈ H1(Ω,Th), (3.119)

where the broken Sobolev seminorm | · |H1(Ω,Th) is defined by (2.31) and ‖ · ‖li is
defined by (3.50).

Lemma 3.20 (Coercivity and continuity) Let ALDG
h be the form defined by (3.108)

with α|Γ = Cw/hΓ , Γ ∈ Fh, Cw > 0 and ‖βββ‖∞ := maxΓ ∈Fh ‖βββ‖L∞(Γ ) < ∞. If

Cw ≥ C2
s

(
1

2
+ 9 (1 + 2‖βββ‖∞)2

)
, (3.120)

where Cs is given by (3.57), then there exist constants CB > 0 and CC > 0 such that

∣∣∣ALDG
h (uh, vh)

∣∣∣ ≤CB |||uh |||B R |||vh |||B R ∀ uh, vh ∈ Shp, (3.121)

ALDG
h (vh, vh) ≥CC |||vh |||2B R ∀ vh ∈ Shp. (3.122)

Proof (i) Let uh, vh ∈ Shp. Then from (3.108) we have

ALDG
h (uh, vh) (3.123)

=
∑

K∈Th

∫

K
∇uh · ∇vh dx (=: χ1)

+
∑

K∈Th

∫

K
(L(uh) + M(uhβββ)) · ∇vh dx (=: χ2)

+
∑

K∈Th

∫

K
(L(vh) + M(vhβββ)) · ∇uh dx (=: χ3)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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+
∑

K∈Th

∫

K
(L(uh) + M(uhβββ)) · (L(vh) + M(vhβββ)) dx (=: χ4)

+
∑

Γ ∈F ID
h

∫

Γ

α[uh][vh] dS. (=: χ5)

Now we estimate the individual terms on the right-hand side. Obviously, due to the
Cauchy inequality, (3.60), (3.50) and the fact that the support of lΓ consists of at
most two elements, we have

|χ1| ≤ |uh |H1(Ω,Th)|vh |H1(Ω,Th), (3.124)

|χ5| ≤
∑

Γ ∈Fh

α‖[uh]‖L2(Γ )‖[vh]‖L2(Γ ) ≤ 2CwC2
l ‖uh‖li‖vh‖li.

Due to assumption (MA4) from Sect. 2.3.2, each K ∈ Th has 3 faces. As a simple
consequence of (3.111) and the inequality (a1 + a2 + a3)2 ≤ 3(a2

1 + a2
2 + a2

3) we
obtain

‖M(rh)‖2L2(K )
≤ 3

∑
Γ ∈Fh(K )

‖mΓ (rh)‖2L2(K )
, rh ∈ H1(Ω,Th)d , (3.125)

‖M(rh)‖2L2(Ω)
≤ 3

∑
Γ ∈Fh

‖mΓ (rh)‖2L2(Ω)
, rh ∈ H1(Ω,Th)d ,

where the second relation follows from the summation of the first inequality over all
K ∈ Th and reordering of addends. Now, (3.125) together with (3.50) and (3.113)
give

‖M(βββvh)‖2L2(Ω)
≤ 12‖βββ‖2∞

∑
Γ ∈Fh

‖lΓ (vh)‖2L2(Ω)
= 12‖βββ‖2∞‖vh‖2li. (3.126)

Hence, from the triangle inequality, (3.54) and (3.126) it follows that

‖L(vh) + M(βββvh)‖L2(Ω) ≤ √
3(1 + 2‖βββ‖∞)‖vh‖li ∀ vh ∈ Shp. (3.127)

Then, the Cauchy inequality, (3.123) and (3.127) yield

|χ2| ≤ ‖L(uh) + M(uhβββ)‖L2(Ω)|vh |H1(Ω,Th) (3.128)

≤ √
3 (1 + 2‖βββ‖∞) ‖uh‖li|vh |H1(Ω,Th),

and similarly

|χ3| ≤ √
3 (1 + 2‖βββ‖∞) ‖vh‖li|uh |H1(Ω,Th). (3.129)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Using the same process, we obtain

|χ4| ≤ ‖L(uh) + M(uhβββ)‖L2(Ω)‖L(vh) + M(vhβββ)‖L2(Ω) (3.130)

≤ 3 (1 + 2‖βββ‖∞)2 ‖uh‖li‖vh‖li.

Finally, by (3.123), (3.124), (3.128)–(3.130), we have (3.121) with CB = 2CwC2
l +(

1 + √
3(1 + 2‖βββ‖∞)

)2
.

(ii) Let δ > 0 and let vh ∈ Shp. We derive from (3.108), the Cauchy inequality,
(3.127), (3.61), (3.50) and the Young inequality the following relations:

ALDG
h (vh, vh) =

∑
K∈Th

∫

K
|∇vh |2 dx + 2

∑
K∈Th

∫

K
(L(vh) + M(vhβββ)) · ∇vh dx

(3.131)

+
∑

K∈Th

∫

K
|L(vh) + M(vhβββ)|2 dx +

∑

Γ ∈F ID
h

∫

Γ

α[vh]2 dS

≥ |vh |2H1(Ω,Th)
− 2|vh |H1(Ω,Th)‖L(vh) + M(vhβββ)‖L2(Ω)

+ ‖L(vh) + M(vhβββ)‖2L2(Ω)
+

∑

Γ ∈F ID
h

Cw

C2
s
‖lΓ (vh)‖2L2(Ω)

≥ |vh |2H1(Ω,Th)
− 2|vh |H1(Ω,Th)

√
3(1 + 2‖βββ‖∞)‖vh‖li

− 3(1 + 2‖βββ‖∞)2‖vh‖2li +
Cw

C2
s
‖vh‖2li

≥ |vh |2H1(Ω,Th)
(1 − δ) + ‖vh‖2li

{(
−1 − 1

δ

)
3(1 + 2‖βββ‖∞)2 + Cw

C2
s

}
.

Putting δ = 1/2 and using the choice (3.120), we obtain (3.122) with CC = 1/2. �

Corollary 3.21 The Corollary1.7 and the coercivity of the form ALDG
h imply the

existence and uniqueness of the solution of the discrete problem (3.107).

Let Πhpu be the Shp-interpolation of u given by (2.90). Similarly, as in Sect. 3.2,
we can use estimate (3.67).

Theorem 3.22 (||| · |||B R-norm error estimate) Let u ∈ Hs(Ω) with s ≥ 2 be the
weak solution of (2.1) and let uh ∈ Shp be the LDG approximate solution defined by
(3.107)–(3.109). Then there exists a constant C > 0 such that

|||u − uh |||B R ≤ Chμ−1|u|Hs (Ω), (3.132)

where μ = min(p + 1, s).

http://dx.doi.org/10.1007/978-3-319-19267-3_1
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2


3.3 Local Discontinuous Galerkin Method 115

Exercise 3.23 Prove Theorem 3.22. Hint: Follow the proof of Theorem 3.12. Only
the coercivity and continuity of the form ABR

h have to be replaced by the coercivity
and continuity of ALDG

h .

Theorem 3.24 (L2(Ω)-error estimates) Let u ∈ Hs(Ω) with s ≥ 2 be the weak
solution of (2.1) and let uh ∈ Shp be its LDG approximation given by (3.107)–(3.109).
Then there exists a constant C > 0 such that the following estimate holds:

‖u − uh‖L2(Ω) ≤ Chμ|u|Hs (Ω), (3.133)

where μ = min(p + 1, s).

Exercise 3.25 Prove Theorem 3.24. Hint: Use the duality arguments similarly as in
Theorem 3.13.

http://dx.doi.org/10.1007/978-3-319-19267-3_2


Chapter 4
DGM for Convection-Diffusion Problems

The next Chaps. 4–6 will be devoted to the DGM for the solution of nonstationary,
in general nonlinear, convection-diffusion initial-boundary value problems. Some
equations treated here can serve as a simplified model of the Navier–Stokes system
describing compressible flow, but the subject of convection-diffusion problems is
important for a number of areas in science and technology, as is mentioned in the
introduction.

In this chapter we are concernedwith the analysis of the DGMapplied to the space
discretization of nonstationary linear and nonlinear convection-diffusion equations.
The time variable will be left as continuous. This means that we deal with the so-
called space semidiscretization, also called the method of lines. The full space-time
discretization will be the subject of Chaps. 5 and 6.

The diffusion terms are discretized by interior penalty Galerkin techniques (SIPG,
NIPG and IIPG) introduced inChap.2. A special attention is paid to the discretization
of convective terms, where the concept of the numerical flux (well-known from the
finite volume method) is used. We derive error estimates for a nonlinear equation
discretized by all three mentioned techniques. These estimates are suboptimal in the
L∞(L2)-norm and they are not uniform with respect to the diffusion coefficient.
However, for the symmetric SIPG variant, the optimal error estimate in the L∞(L2)-
norm is derived. Finally, for a linear convection-diffusion equation, we derive error
estimates uniform with respect to the diffusion coefficient.

4.1 Scalar Nonlinear Nonstationary Convection-Diffusion
Equation

Let Ω ⊂ R
d , d = 2, 3, be a bounded polygonal (if d = 2) or polyhedral (if d = 3)

domain with Lipschitz boundary ∂Ω = ∂ΩD ∪∂ΩN , ∂ΩD ∩∂ΩN = ∅, and T > 0.
We assume that the (d − 1)-dimensional measure of ∂ΩD is positive. Let us denote
QT = Ω × (0, T ).

© Springer International Publishing Switzerland 2015
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We are concerned with the following nonstationary nonlinear convection-diffu-
sion problem with initial and mixed Dirichlet–Neumann boundary conditions: Find
u : QT → R such that

∂u

∂t
+

d∑
s=1

∂ fs(u)

∂xs
= εΔu + g in QT , (4.1a)

u
∣∣
∂ΩD×(0,T )

= u D, (4.1b)

ε n · ∇u
∣∣
∂ΩN ×(0,T )

= gN , (4.1c)

u(x, 0) = u0(x), x ∈ Ω. (4.1d)

We assume that the data satisfy the following conditions:

f = ( f1, . . . , fd), fs ∈ C1(R), f ′
s are bounded, fs(0) = 0, s = 1, . . . , d,

(4.2a)

ε > 0, (4.2b)

g ∈ C([0, T ]; L2(Ω)), (4.2c)

u D = trace of some u∗ ∈ C([0, T ]; H1(Ω)) ∩ L∞(QT ) on ∂ΩD × (0, T ),

(4.2d)

gN ∈ C([0, T ]; L2(∂ΩN )), (4.2e)

u0 ∈ L2(Ω). (4.2f)

The constant ε is a diffusion coefficient, fs, s = 1, . . . , d, are nonlinear convective
fluxes and g is a source term. It can be seen that the assumption that fs(0) = 0 is not
limiting. If u satisfies (4.1a), then it also satisfies the equation

∂u

∂t
+

d∑
s=1

∂( fs(u) − fs(0))

∂xs
= εΔu + g,

and the new convective fluxes f̃s(u) := fs(u) − fs(0), s = 1, . . . , d, satisfy (4.2a).
Let us note that in Sect. 6.2 we will be concerned with more complicated situation,
where both convection and diffusion terms are nonlinear.

It is suitable to introduce the concept of a weak solution. To this end, we define
the space

H1
0D(Ω) = {v ∈ H1(Ω); v|∂ΩD = 0},

http://dx.doi.org/10.1007/978-3-319-19267-3_6
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and the following forms:

(u, v) = (u, v)L2(Ω) =
∫

Ω

uv dx, u, v ∈ L2(Ω),

a(u, v) = ε

∫

Ω

∇u · ∇v dx, u, v ∈ H1(Ω),

b(u, v) =
∫

Ω

d∑
s=1

∂ fs(u)

∂xs
v dx, u ∈ H1(Ω) ∩ L∞(Ω), v ∈ L2(Ω),

(u, v)N =
∫

∂ΩN

u v dS, u, v ∈ L2(∂ΩN ).

Definition 4.1 A function u is called theweak solution of problem (4.1), if it satisfies
the conditions

u − u∗ ∈ L2(0, T ; H1
0D(Ω)), u ∈ L∞(QT ), (4.3a)

d

dt
(u(t), v) + b(u(t), v) + a(u(t), v) = (g(t), v) + (gN (t), v)N ∀ v ∈ H1

0D(Ω)

(in the sense of distributions in (0, T )),

(4.3b)

u(0) = u0 in Ω. (4.3c)

Let us recall that by u(t) we denote the function in Ω such that u(t) (x) = u(x, t),
x ∈ Ω .

With the aid of techniques from [235], [217] or [246], it is possible to prove that
for a function u satisfying (4.3a) and (4.3b) we have u ∈ C([0, T ]; L2(Ω)), which
means that condition (4.3c) makes sense, and that there exists a unique solution of
problem (4.3). Moreover, it satisfies the condition ∂u/∂t ∈ L2(QT ). Then (4.3b)
can be rewritten as

(
∂u(t)

∂t
, v

)
+ b(u(t), v) + a(u(t), v) = (g(t), v) + (gN (t), v)N (4.4)

∀ v ∈ H1
0D(Ω) and almost every t ∈ (0, T ).

We say that u satisfying (4.3) is a strong solution, if

u ∈ L2(0, T ; H2(Ω)),
∂u

∂t
∈ L2(0, T ; H1(Ω)). (4.5)

It is possible to show that the strong solution u satisfies Eq. (4.1) pointwise (almost
everywhere) and u ∈ C([0, T ], H1(Ω)).
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4.2 Discretization

In this section we introduce a DG space semidiscretization of problem (4.1). We use
the notation and auxiliary results from Sects. 2.3–2.5.

ByTh (h > 0)wedenote a triangulation of the domainΩ introduced inSect. 2.3.1.
We start from the strong solution u satisfying (4.5), multiply equation (4.1a) by an
arbitrary v ∈ H2(Ω,Th), integrate over each K ∈ Th , and apply Green’s theorem.
We obtain the identity

∫

K

∂u(t)

∂t
v dx +

∫

∂K

d∑
s=1

fs(u(t))nsv dS −
∫

K

d∑
s=1

fs(u(t))
∂v

∂xs
dx (4.6)

+ ε

∫

K
∇u(t) · ∇v dx − ε

∫

∂K
(∇u(t) · n) v dS =

∫

K
g(t) v dx .

Here n = (n1, . . . , nd) denotes the outer unit normal to ∂K . It is possible to write

d∑
s=1

fs(u)ns = f (u) · n,

d∑
s=1

fs(u)
∂v

∂xs
= f (u) · ∇v. (4.7)

Summing (4.6) over all K ∈ Th , using the technique introduced in Sect. 2.4 for
the discretization of the diffusion term, we obtain the identity

(
∂u(t)

∂t
, v

)
+ Ah(u(t), v) + b̃h(u(t), v) = �h(v)(t), (4.8)

where

Ah(w, v) = εah(w, v) + εJσ
h (w, v), (4.9)

ah(u, v) =
∑

K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

(〈∇u〉 · n[v] + Θ〈∇v〉 · n[u]) dS,

(4.10)

Jσ
h (u, v) =

∑

Γ ∈F ID
h

∫

Γ

σ [u] [v] dS, (4.11)

b̃h(u, v) =
∑

K∈Th

{∫

∂K

d∑
s=1

fs(u(t))nsv dS −
∫

K

d∑
s=1

fs(u(t))
∂v

∂xs
dx

}
, (4.12)

�h(v) (t) = (g(t), v) + (gN (t), v)N + ε
∑

Γ ∈F D
h

∫

Γ

(
σv − Θ(∇v · n)

)
u D(t) dS.

(4.13)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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(The symbols 〈·〉, [·] are defined in (2.32) and (2.33).)We call ah and Jh the diffusion
formand the interior andboundary penalty form, respectively. Similarly as in (2.104),
the penalty weight σ is given by

σ |Γ = σΓ = CW

hΓ

, Γ ∈ F ID
h , (4.14)

where hΓ characterizes the “size” of Γ ∈ Fh defined in Sect. 2.6 and CW > 0 is
a suitable constant. The symbol b̃h corresponds to the convection terms. It will be
further discretized.

Similarly, as in Sect. 2.4, for Θ = −1, Θ = 0 and Θ = 1 the form ah (together
with the form Jσ

h ) represents the nonsymmetric variant (NIPG), incomplete variant
(IIPG) and symmetric variant (SIPG), respectively, of the diffusion form.

Remark 4.2 Let us note that in contrast to Chap.2, the form Ah contains the diffusion
coefficient ε, compare (2.45a)–(2.45c) with (4.9). Therefore, the estimates from
Chap.2, which will be used here, have to be equipped with the multiplication factor
ε > 0. We do not emphasize it in the following.

Now we pay a special attention to the approximation of the convective terms
represented by the form b̃h . The integrals

∫
∂K

∑d
s=1 fs(u(t))nsv dS can be expressed

in terms of the expressions
∫
Γ

∑d
s=1 fs(u(t))nsv dS, which will be approximated

with the aid of the so-called numerical flux H(u, w, n):

∫

Γ

d∑
s=1

fs(u(t))nsv dS ≈
∫

Γ

H(u(L)
Γ , u(R)

Γ , n) v(L)
Γ dS, Γ ∈ Fh . (4.15)

Here H : R×R×B1 → R is a suitably defined function andB1 = {n ∈ R
d; |n| = 1}

is the unit sphere in Rd . The simplest are the central numerical fluxes given by

H(v1, v2, n) =
d∑

s=1

fs

(
v1 + v2

2

)
ns, H(v1, v2, n) =

d∑
s=1

fs(v1) + fs(v2)

2
ns .

However, in the most of applications it is suitable to use upwinding1 numerical fluxes
as, for example,

H(u1, u2, n)=
{∑d

s=1 fs(u1)ns, if P > 0∑d
s=1 fs(u2)ns, if P ≤ 0

, where P =
d∑

s=1

f ′
s

(
u1 + u2

2

)
ns,

(4.16)

1The concept of upwinding is based on the idea that the information on properties of a quantity u
is propagated in the flow direction. Therefore, discretization of convective terms is carried out with
the aid of data located in the upwind direction from the points in consideration.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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or the Lax–Friedrichs numerical flux

H(v1, v2, n) =
d∑

s=1

fs(v1) + fs(v2)

2
ns − λ|v1 − v2|,

where λ > 0 has to be chosen in an appropriate way. For more examples and
theoretical background of numerical fluxes we refer to [127].

If Γ ∈ F B
h , then it is necessary to specify the meaning of u(R)

Γ in (4.15). It is
possible to use the extrapolation from the interior of the computational domain

u(R)
Γ := u(L)

Γ , Γ ∈ F B
h . (4.17)

In the theoretical analysis,we assume that the numerical flux satisfies the following
properties:

1. continuity: H(u, v, n) is Lipschitz-continuous with respect to u, v: there exists a
constant L H > 0 such that

|H(u, v, n) − H(u∗, v∗, n)| ≤ L H (|u − u∗| + |v − v∗|), (4.18)

u, v, u∗, v∗ ∈ R, n ∈ B1.

2. consistency:

H(u, u, n) =
d∑

s=1

fs(u)ns, u ∈ R, n = (n1, . . . , nd) ∈ B1. (4.19)

3. conservativity:

H(u, v, n) = −H(v, u,−n), u, v ∈ R, n ∈ B1. (4.20)

By virtue of (4.18) and (4.19), the functions fs, s = 1, . . . , d, are Lipschitz-
continuous with constant L f = 2L H . From (4.2a) and (4.19) we see that

H(0, 0, n) = 0 ∀ n ∈ B1. (4.21)

Using the conservativity (4.20) of H and notation (2.32) and (2.33), we find that

∑

K∈Th

∑

Γ ⊂∂K ,Γ ∈Fh

∫

Γ
H(u(L)

Γ , u(R)
Γ , n) v(L)

Γ dS (4.22)

=
∑

Γ ∈F I
h

∫

Γ
H(u(L)

Γ , u(R)
Γ , n)

(
v(L)
Γ − v(R)

Γ

)
dS +

∑

Γ ∈F B
h

∫

Γ
H(u(L)

Γ , u(R)
Γ , n) v(L)

Γ dS

=
∑

Γ ∈Fh

∫

Γ
H(u(L)

Γ , u(R)
Γ , n) [v] dS

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Let us recall that in integrals
∫
Γ
the symbol n denotes the normal nΓ .

Then, by virtue of (4.15) and (4.22), we define the convection form bh(u, v)
approximating b̃h(u, v):

bh(u, v) =
∑

Γ ∈Fh

∫

Γ

H(u(L)
Γ , u(R)

Γ , n) [v] dS −
∑

K∈Th

∫

K
f (u) · ∇v dx, (4.23)

u, v ∈ H1(Ω,Th), u ∈ L∞(Ω).

By the definitions (4.12), (4.23) and the consistency (4.19), we have

bh(u, v) = b̃h(u, v) ∀u ∈ H2(Ω) ∀v ∈ H2(Ω,Th). (4.24)

Let Shp be the space of discontinuous piecewise polynomial functions (2.34).
Since Shp ⊂ H2(Ω,Th)∩ L∞(Ω), the forms (4.10), (4.11), (4.13) and (4.23) make
sense for u := uh, v := vh ∈ Shp. Then, we introduce the space DG-discretization
of (4.1).

Definition 4.3 We define the semidiscrete approximate solution as a function uh :
QT → R satisfying the conditions

uh ∈ C1([0, T ]; Shp), (4.25a)(
∂uh(t)

∂t
, vh

)
+ Ah(uh(t), vh) + bh(uh(t), vh) = �h(vh) (t) (4.25b)

∀ vh ∈ Shp, ∀ t ∈ [0, T ],
(uh(0), vh) = (u0, vh) ∀ vh ∈ Shp. (4.25c)

We see that the initial condition (4.25c) can be written as uh(0) = Πhpu0, where
Πhp is the operator of the L2(Ω)-projection on the space Shp (cf. (2.90)).

The discrete problem (4.25) is equivalent to an initial value problem for a system
of ordinary differential equations (ODEs). Namely, let {ϕi , i = 1, . . . , Nh} be a
basis of the space Shp, where Nh = dim Shp. The approximate solution uh is sought
in the form

uh(x, t) =
Nh∑
j=1

u j (t)ϕ j (x), (4.26)

where u j (t) : [0, T ] → R, j = 1, . . . , Nh , are unknown functions. For simplicity,
we put

Bh(uh, vh) = �h(vh) − Ah(uh, vh) − bh(uh, vh), uh, vh ∈ Shp.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Now, substituting (4.26) into (4.25b) and putting vh := ϕi , we get

Nh∑
j=1

du j (t)

dt

(
ϕ j , ϕi

) = Bh

⎛
⎝

Nh∑
j=1

u j (t)ϕ j , ϕi

⎞
⎠ , i = 1, . . . , Nh, (4.27)

which is the system of the ODEs for the unknown functions u j , j = 1, . . . , Nh .
This approach to the numerical solution of initial boundary value problems via the
space semidiscretization is called the method of lines.

If we apply some ODE solver to problem (4.27), we obtain a fully discrete prob-
lem. In Chap.5 we will pay attention to some full space-time discretization tech-
niques. In what follows we are concerned with the analysis of the semidiscrete
problem (4.25).

Taking into account that the exact solution with property (4.5) satisfies [u]Γ = 0
for Γ ∈ F I

h , u|∂ΩD×(0,T ) = u D and using (4.8) and (4.24), we find that u satisfies
the consistency identity

(
∂u(t)

∂t
, vh

)
+ Ah(u(t), vh) + bh(u(t), vh) = �h(vh) (t) (4.28)

for all vh ∈ Shp and almost all t ∈ (0, T ). This will be used in the error analysis.

Exercise 4.4 Verify the relation (4.28).

4.3 Abstract Error Estimate

In this section we analyze the behaviour of the error in method (4.25). We use results
derived in Sects. 2.6 and 2.7 dealing with the properties of the diffusion form ah and
the penalty form Jσ

h . Similarly as in (2.103), we use the DG-norm

|||v||| =
(
|v|2H1(Ω,Th)

+ Jσ
h (v, v)

)1/2
, v ∈ H1(Ω,Th). (4.29)

In the error analysis we suppose that the following basic assumptions are satisfied.

Assumptions 4.5 Let the following assumptions be satisfied:

• assumptions (4.2) on data of problem (4.1),
• properties (4.18)–(4.20) of the numerical flux H ,
• {Th}h∈(0,h̄) is a system of triangulations of the domain Ω satisfying the shape-
regularity assumption (2.19) and the equivalence condition (2.20) of hΓ and hK

(cf. Lemma 2.5),
• the penalization constantCW satisfies the conditions fromCorollary 2.41 for SIPG,
NIPG and IIPG versions of the diffusion form ah .

http://dx.doi.org/10.1007/978-3-319-19267-3_5
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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We apply again the multiplicative trace inequality (2.78), the inverse inequality
(2.86) and the approximation properties (2.93)–(2.95) and (2.98)–(2.100).

4.3.1 Consistency of the Convection Form in the Case
of the Dirichlet Boundary Condition

We are concerned with Lipschitz-continuity and consistency of the form bh . The
consistency analysis is split in two cases. In this section we consider the case when
the Dirichlet boundary condition is considered on the whole boundary ∂Ω , i.e.,
∂ΩD = ∂Ω and ∂ΩN = ∅. Analyzing the consistency of the form bh in the case of
mixed boundary conditions is more complicated and is presented in Sect. 4.3.2.

In what follows we assume that s ≥ 2, p ≥ 1 are integers.

Lemma 4.6 Let ΓN = ∅ (then Fh = F ID
h ). Then there exist constants Cb1, . . . ,

Cb4 > 0 such that

|bh(u, v) − bh(ū, v)| ≤ Cb1|||v|||
⎛
⎝‖u − ū‖2L2(Ω)

+
∑

K∈Th

hK ‖u − ū‖2L2(∂K )

⎞
⎠

1/2

,

(4.30)

u, ū ∈ H1(Ω,Th) ∩ L∞(Ω), v ∈ H1(Ω,Th), h ∈ (0, h̄),

|bh(uh, vh) − bh(ūh, vh)| ≤ Cb2|||vh ||| ‖uh − ūh‖L2(Ω), (4.31)

uh, ūh, vh ∈ Shp, h ∈ (0, h̄).

If Πhpu is the Shp-interpolant of u ∈ Hs(Ω) defined by (2.90) and we put η =
u − Πhpu, then

|bh(u, vh) − bh(Πhpu, vh)| ≤ Cb3Rb(η)|||vh |||, vh ∈ Shp, h ∈ (0, h̄), (4.32)

where

Rb(η) =
( ∑

K∈Th

(‖η‖2L2(K )
+ h2

K |η|2H1(K )

))1/2
. (4.33)

Moreover, if ξ = uh − Πhpu, then under the above assumptions,

|bh(u, vh) − bh(uh, vh)| ≤ Cb4|||vh ||| (Rb(η) + ‖ξ‖L2(Ω)

)
, vh ∈ Shp, h ∈ (0, h̄).

(4.34)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2


126 4 DGM for Convection-Diffusion Problems

Proof (i) By (4.23), for u, ū, v ∈ H1(Ω,Th),

bh(u, v) − bh(ū, v) = −
∑

K∈Th

∫

K
( f (u) − f (ū)) · ∇v dx

︸ ︷︷ ︸
=:σ1

(4.35)

+
∑

Γ ∈Fh

∫

Γ

(
H(u(L)

Γ , u(R)
Γ , n) − H(ū(L)

Γ , ū(R)
Γ , n)

)
[v] dS

︸ ︷︷ ︸
=:σ2

.

Let us recall that forΓ ∈ F B
h we define the functions u(R)

Γ and ū(R)
Γ by extrapolation:

u(R)
Γ = u(L)

Γ and ū(R)
Γ = ū(L)

Γ .
From the Lipschitz-continuity of the functions fs, s = 1, . . . , d, and the discrete

Cauchy inequality we have

|σ1| ≤ L f

∑
K∈Th

∫

K

d∑
s=1

|u − ū|
∣∣∣∣
∂v

∂xs

∣∣∣∣ dx ≤ √
d L f ‖u − ū‖L2(Ω)|v|H1(Ω,Th).

(4.36)

Relation (4.35), the Lipschitz-continuity (4.18) of H , the Cauchy inequality,
(2.20), (4.11) and (4.14) imply that

|σ2| ≤ L H

∑
Γ ∈Fh

∫

Γ

(∣∣∣u(L)
Γ − ū(L)

Γ

∣∣∣+
∣∣∣u(R)

Γ − ū(R)
Γ

∣∣∣
)

|[v]| dS (4.37)

≤ L H

⎛
⎝ ∑

Γ ∈Fh

∫

Γ

[v]2
hΓ

dS

⎞
⎠

1
2
⎛
⎝ ∑

Γ ∈Fh

∫

Γ

hΓ

(∣∣∣u(L)
Γ − ū(L)

Γ

∣∣∣+
∣∣∣u(R)

Γ − ū(R)
Γ

∣∣∣
)2

dS

⎞
⎠

1
2

≤ L H

√
CG

CW
Jσ

h (v, v)1/2

⎛
⎝ ∑

K∈Th

∫

∂K
2hK |u − ū|2 dS

⎞
⎠

1/2

= L H

√
2CG

CW
Jσ

h (v, v)1/2

⎛
⎝ ∑

K∈Th

hK ‖u − ū‖2L2(∂K )

⎞
⎠

1/2

.

(Let us note that the third inequality in (4.37) is valid only if Fh = F ID
h .) Taking

into account (4.35)–(4.37) and using the discrete Cauchy inequality, we get

|bh(u, v) − bh(ū, v)| (4.38)

≤√
d L f ‖u − ū‖L2(Ω)|v|H1(Ω,Th ) + L H

√
2CG

CW
Jσ

h (v, v)1/2

⎛
⎝ ∑

K∈Th

hK ‖u − ū‖2L2(∂K )

⎞
⎠

1
2

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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≤
⎛
⎝d L2

f ‖u − ū‖2L2(Ω)
+ L2

H
2CG

CW

∑
K∈Th

hK ‖u − ū‖2L2(∂K )

⎞
⎠

1
2 (

|v|2H1(Ω,Th )
+ Jσ

h (v, v)
) 1

2
.

This immediately implies (4.30) with Cb1 =
(
max(d L2

f , 2L2
H CG/CW )

)1/2
.

(ii) Further, let uh, ūh, vh ∈ Shp. Using the multiplicative trace inequality (2.78)
and the inverse inequality (2.86), for ϕ ∈ Shp we obtain

∑

K∈Th

hK ‖ϕ‖2L2(∂K )
≤ CM

∑

K∈Th

(
‖ϕ‖2L2(K )

+ hK ‖ϕ‖L2(K ) |ϕ|H1(K )

)
(4.39)

≤ CM
∑

K∈Th

(
‖ϕ‖2L2(K )

+ CI ‖ϕ‖2L2(K )

)
= CM (1 + CI )‖ϕ‖2L2(Ω)

.

Now, if we set ϕ := uh − ūh and use (4.30) with u := uh, ū := ūh and v := vh , we
get (4.31) with Cb2 = Cb1(1 + CM (1 + CI ))

1/2.
(iii) In order to prove (4.32), we start from (4.30) with u ∈ Hs(Ω), ū := Πhp u

and v := vh ∈ Shp. Using the multiplicative trace inequality (2.78) and the Young
inequality, we find that

∑
K∈Th

hK ‖u − Πhpu‖2L2(∂K )
=
∑

K∈Th

hK ‖η‖2L2(∂K )
(4.40)

≤ CM

∑
K∈Th

(
‖η‖2L2(K )

+ hK ‖η‖L2(K )|η|H1(K )

)

≤ CM

∑
K∈Th

(
‖η‖2L2(K )

+ 1

2
‖η‖2L2(K )

+ 1

2
h2

K |η|2H1(K )

)
≤ 3

2
CM Rb(η)2,

where Rb(η) is defined in (4.33). Consequently,

‖u − Πhp‖2L2(Ω)
+
∑

K∈Th

hK ‖u − Πhpu‖2L2(∂K )
≤ (1 + 3

2
CM )Rb(η)2,

which togetherwith (4.30) immediately yield (4.32)withCb3 = Cb1(1+3CM/2)1/2.
(iv) The triangle inequality gives

|bh(u, vh) − bh(uh, vh)| ≤ |bh(u, vh) − bh(Πhpu, vh)| + |bh(Πhpu, vh) − bh(uh , vh)|.

From relations (4.32) and (4.31) with ūh = Πhpu and ξ = uh −Πhpu, we get (4.34)
with Cb4 = max(Cb2, Cb3). �

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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4.3.2 Consistency of the Convective Form in the Case
of Mixed Boundary Conditions

Since Lemma 4.6 is valid only if a Dirichlet boundary condition is prescribed on ∂Ω ,
we are concerned here with the consistency of the form bh in the case of a nonempty
Neumann part ∂ΩN of the boundary ∂Ω . We start from several auxiliary results.

The first lemma shows the existence of a vector-valued function with suitable
properties. Its proof is based on the usual definition of a domain with the Lipschitz
boundary.

Lemma 4.7 There exists a vector-valued function ϕϕϕ ∈ (W 1,∞(Ω))d such that

ϕϕϕ · n ≥ 1 on ∂Ω, (4.41)

where n is the unit outer normal to ∂Ω .

Proof By [208] or [227], it follows from the Lipschitz-continuity of ∂Ω that there
exist numbers α, β > 0, Cartesian coordinate systems

Xr = (xr,1, . . . , xr,d−1, xr,d)
T = (x ′

r , xr,d)
T
, (4.42)

Lipschitz-continuous functions

ar : Δr = {x ′
r = (xr,1, . . . , xr,d−1)

T; |xr,i | < α, i = 1, . . . , d − 1
}→ R (4.43)

with a Lipschitz constant L > 0, and orthogonal transformations Ar : Rd → R
d ,

r = 1, . . . , m, such that

∀ x ∈ ∂Ω ∃ r ∈ {1, . . . , m} ∃ x ′
r ∈ Δr : x = A−1

r

(
x ′

r , ar (x ′
r )
)
. (4.44)

Under the notation

V̂ +
r =

{
(x ′

r , xr,d) ∈ R
d ; ar (x ′

r ) < xr,d < ar (x ′
r ) + β, x ′

r ∈ Δr

}
, (4.45)

V̂ −
r =

{
(x ′

r , xr,d) ∈ R
d ; ar (x ′

r ) − β < xr,d < ar (x ′
r ), x ′

r ∈ Δr

}
,

�̂r = {(x ′
r , xr,d); xr,d = ar (x ′

r ) ∈ R, x ′
r ∈ Δr

}
,

we have

V̂ +
r ⊂ Ar (Ω), �̂r ⊂ Ar (∂Ω), V̂ −

r ⊂ Ar (R
d \ Ω), ∂Ω ⊂

m⋃
r=1

Ur , (4.46)
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where the sets Ur are defined by the relations

Ûr = V̂ +
r ∪ �̂r ∪ V̂ −

r , Ur = A−1
r (Ûr ). (4.47)

The mappings Ar can be written in the form

Ar (x) = Qr x + x0r , x ∈ R
d , (4.48)

where x0r ∈ R
d andQr are orthogonal d ×d matrices, i. e.,QrQ

T

r = I = unit matrix.
Then the transformation of a d-dimensional vector y ∈ R

d reads as

y ∈ R
d → Qr y ∈ R

d . (4.49)

The sets Ur are open. There exists an open set U0 such that

U 0 ⊂ Ω, Ω ⊂
m⋃

r=0

Ur . (4.50)

By the theorem on partition of unity [208], there exist functions ϕr ∈ C∞
0 (Ur ), r =

0, . . . , m, such that 0 ≤ ϕr ≤ 1 and

m∑
r=0

ϕr (x) = 1 for x ∈ Ω and
m∑

r=1

ϕr (x) = 1 for x ∈ ∂Ω. (4.51)

Since the functions ar are Lipschitz-continuous in Δr , they are differentiable
almost everywhere in Δr . Hence, there exists the gradient

∇ar (x ′
r ) =

(
∂ar

∂xr,1
(x ′

r ), . . . ,
∂ar

∂xr,d−1
(x ′

r )

)T

for a. e. x ′
r ∈ Δr , (4.52)

and

|∇ar | ≤ L a. e. in Δr , r = 1, . . . , m. (4.53)

(Here a. e. is meant with respect to (d − 1)-dimensional measure.) Then there exists
an outer unit normal

nr
(
x ′

r , ar (x ′
r )
) = 1√

1 + |∇ar (x ′
r )|2

(∇ar (x ′
r ), −1) (4.54)

to ∂ V̂ +
r for a. e. Xr = (x ′

r , ar (x ′
r )) ∈ �̂r (with respect to (d − 1)-dimensional

measure defined on �̂r—cf. [208]) and
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n(x) = Q
T

r nr (Ar (x)), a. e. x ∈ ∂Ω, Ar (x) ∈ �̂r , (4.55)

is the outer unit normal to ∂Ω .
If we set ed = (0, . . . , 0,−1)

T ∈ R
d , then by (4.52) and (4.53)

nr (Xr ) · ed = 1√
1 + |∇ar (x ′

r )|2
≥ 1√

1 + L2
, Xr ∈ �̂r , r = 1, . . . , m.

(4.56)

By virtue of the orthogonality of Qr , for a. e. x ∈ ∂Ω , with Ar (x) ∈ �̂r , we have

n(x) · (Q
T

r ed) =
(
Q

T

r nr (Ar (x))
)

·
(
Q

T

r ed

)
(4.57)

=
(
Q

T

r nr (Ar (x))
)T

·
(
Q

T

r ed

)

=
(

nr (Ar (x))
T
Qr

)
·
(
Q

T

r ed

)

= nr (Ar (x)) · ed ≥ 1√
1 + L2

, r = 1, . . . , m.

Now we define the function ϕϕϕ by

ϕϕϕ(x) =
√
1 + L2

m∑
r=1

ϕr (x)QT
r ed , x ∈ R

d . (4.58)

Obviously, ϕϕϕ ∈ (C∞
0 (Rd))d and thus ϕϕϕ ∈ W 1,∞(Ω)d . Moreover, by (4.51), (4.57)

and (4.58),

ϕϕϕ(x) · n(x) ≥
m∑

r=1

ϕr (x) = 1, x ∈ ∂Ω,

what we wanted to prove. �

Now we prove a “global version” of the multiplicative trace inequality.

Lemma 4.8 There exists a constant C ′
M > 0 such that

‖v‖2L2(∂Ω)
≤ C ′

M

⎧⎪⎨
⎪⎩

|||v|||
⎛
⎝‖v‖2L2(Ω)

+
∑

K∈Th

hK ‖v‖2L2(∂K )

⎞
⎠

1/2

+ ‖v‖2L2(Ω)

⎫⎪⎬
⎪⎭

,

v ∈ H1(Ω,Th), h ∈ (0, h̄). (4.59)
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Proof Let v ∈ H1(Ω,Th), h ∈ (0, h̄) and K ∈ Th . Let ϕϕϕ ∈ (W 1,∞(Ω))d be the
function from Lemma 4.7. By Green’s theorem,

∫

∂K
v2ϕϕϕ · n dS =

∫

K
∇ · (v2ϕϕϕ) dx =

∫

K
(v2∇ · ϕϕϕ + 2vϕϕϕ · ∇v) dx .

The summation over all K ∈ Th implies that

∫

∂Ω

v2ϕϕϕ · n dS +
∑

Γ ∈F I
h

∫

Γ

[v2]ϕϕϕ · n dS =
∑

K∈Th

∫

K

(
v2 ∇ · ϕϕϕ + 2vϕϕϕ · ∇v

)
dx .

(4.60)

In view of (4.41) and (4.60),

∫

∂Ω
v2 dS ≤

∫

∂Ω
v2ϕϕϕ · n dS ≤

∑

K∈Th

∫

K
|v2∇ · ϕϕϕ + 2vϕϕϕ · ∇v|dx +

∑

Γ ∈F I
h

∫

Γ

∣∣∣[v2]
∣∣∣ |ϕϕϕ| dS.

Taking into account thatϕϕϕ ∈ (W 1,∞(Ω))d and using the Cauchy and Young inequal-
ities, we find that

‖v‖2L2(∂Ω)
≤‖ϕϕϕ‖(W 1,∞(Ω))d

( ∑

Γ ∈F I
h

∫

Γ

∣∣∣[v2]
∣∣∣ dS + ‖v‖2L2(Ω)

+ 2
∑

K∈Th

‖v‖L2(K ) |v|H1(K )

)
.

(4.61)

Further, by the Cauchy inequality, (2.20), (2.107), (4.11) and (4.14), we have

∑

Γ ∈F I
h

∫

Γ

∣∣∣[v2]
∣∣∣ dS = 2

∑

Γ ∈F I
h

∫

Γ

|[v] 〈v〉| dS (4.62)

≤ 2

⎛
⎜⎝
∑

Γ ∈F I
h

∫

Γ

σ [v]2dS

⎞
⎟⎠

1/2⎛
⎜⎝
∑

Γ ∈F I
h

∫

Γ

σ−1〈v〉2dS

⎞
⎟⎠

1/2

≤ 2C−1/2
W C1/2

G Jσ
h (v, v)1/2

⎛
⎝ ∑

K∈Th

hK ‖v‖2L2(∂K )

⎞
⎠

1/2

.

Now, it follows from (4.61) and (4.62) and the discrete Cauchy inequality that

‖v‖2L2(∂Ω)
≤ ‖ϕϕϕ‖(W 1,∞(Ω))d

{
2C−1/2

W C1/2
G Jσ

h (v, v)1/2

⎛
⎝ ∑

K∈Th

hK ‖v‖2L2(∂K )

⎞
⎠

1/2

+ ‖v‖2L2(Ω)
+ 2‖v‖L2(Ω) |v|H1(Ω,Th)

}
,

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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which implies (4.59) with C ′
M = max(2C−1/2

W C1/2
G , 2)‖ϕϕϕ‖(W 1,∞(Ω))d . �

Now we apply the above results to the derivation of the consistency estimate of
the form bh . This form can be expressed as

bh(w, v) = bID
h (w, v) + bN

h (w, v), (4.63)

where

bID
h (w, v) = −

∑
K∈Th

∫

K

d∑
s=1

fs(w)
∂v

∂xs
dx +

∑

Γ ∈F I
h

∫

Γ

H(w|(L)
Γ , w|(R)

Γ , n)[v]Γ dS

+
∑

Γ ∈F D
h

∫

Γ

H(w|(L)
Γ , w|(L)

Γ , n) v|(L)
Γ dS (4.64)

and, due to (4.19),

bN
h (w, v) =

∑

Γ ∈F N
h

∫

Γ
H(w|(L)

Γ , w|(L)
Γ , n)v|(L)

Γ dS =
∑

Γ ∈F N
h

∫

Γ

d∑
s=1

fs(w|(L)
Γ )ns v|(L)

Γ dS.

(4.65)

Let us set ξ = uh − Πhpu ∈ Shp. We are interested in estimating the expression

bh(u, ξ) − bh(uh, ξ) =
(

bID
h (u, ξ) − bID

h (uh, ξ)
)

+
(

bN
h (u, ξ) − bN

h (uh, ξ)
)

.

(4.66)

Then, by (4.34) with vh = ξ ,

∣∣∣bID
h (u, ξ) − bID

h (uh, ξ)

∣∣∣ ≤ Cb4|||ξ ||| (Rb(η) + ‖ξ‖L2(Ω)

)
, (4.67)

where Rb(η) is defined by (4.33).
It remains to estimate the second term on the right-hand side of (4.66).

Lemma 4.9 Let u ∈ Hs(Ω), uh ∈ Shp, ξ = uh − Πhpu. Then

∣∣∣bN
h (u, ξ) − bN

h (uh, ξ)

∣∣∣ ≤ CN

(
Rc(η)2 + |||ξ |||‖ξ‖L2(Ω) + ‖ξ‖2L2(Ω)

)
, (4.68)

where

Rc(η) =
( ∑

K∈Th

(
h−1

K ‖η‖2L2(K )
+ hK |η|2H1(K )

))1/2
(4.69)

and CN is a constant independent of u, uh and h.
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Proof By (4.65), Lipschitz-continuity (4.18), Cauchy and Young inequalities, and
the relation uh − u = η + ξ , where η = Πhpu − u, we get

∣∣∣bN
h (u, ξ) − bN

h (uh, ξ)

∣∣∣ ≤ CL‖u − uh‖L2(∂ΩN )‖ξ‖L2(∂ΩN ) (4.70)

≤ CL‖u − uh‖L2(∂Ω) ‖ξ‖L2(∂Ω) ≤ CL

(
1

2
‖η‖2L2(∂Ω)

+ 3

2
‖ξ‖2L2(∂Ω)

)

with CL = 2L H . Moreover, using the multiplicative trace inequality (2.78) and the
Young inequality, we find that

‖η‖2L2(∂Ω)
≤
∑

K∈Th

‖η‖2L2(∂K )
≤ CM

∑
K∈Th

(
h−1

K ‖η‖2L2(K )
+ ‖η‖L2(K )|η|H1(K )

)

≤ CM

∑
K∈Th

(
h−1

K ‖η‖2L2(K )
+ 1

2
h−1

K ‖η‖2L2(K )
+ 1

2
hK |η|2H1(K )

)

≤ 3

2
CM Rc(η)2, (4.71)

where Rc(η) is defined in (4.69).
We estimate ‖ξ‖2

L2(∂Ω)
according to Lemma 4.8. Taking into account that ξ ∈ Shp

and using the multiplicative trace inequality (2.78) and the inverse inequality (2.86),
we find that

∑
K∈Th

hK ‖ξ‖2L2(∂K )
≤ CM

∑
K∈Th

hK

(
‖ξ‖L2(K )|ξ |H1(K ) + h−1

K ‖ξ‖2L2(K )

)
(4.72)

≤ CM (1 + CI ) ‖ξ‖2L2(Ω)
.

Hence, in view of (4.59) and (4.72), we have

‖ξ‖2L2(∂Ω)
≤ C ′

M

{
(CM (1 + CI ) + 1)1/2 |||ξ ||| ‖ξ‖L2(Ω) + ‖ξ‖2L2(Ω)

}
(4.73)

≤ C∗ (|||ξ |||‖ξ‖L2(Ω) + ‖ξ‖2L2(Ω)

)
,

whereC∗ = C ′
M (CM (1+CI )+1)1/2. Finally, (4.70), (4.71) and (4.73) yield estimate

(4.68) with CN = 1
2CL max(2CM , 3C∗), which we wanted to prove. �

Let us summarize the above results.

Corollary 4.10 Let u ∈ Hs(Ω), s ≥ 2, uh ∈ Shp, ξ = uh −Πhpu, η = Πhpu − u.
Then

|bh(u, ξ) − bh(uh, ξ)| (4.74)

≤ Cb

(
|||ξ ||| (Rb(η) + ‖ξ‖L2(Ω)

)+ δN

(
Rc(η)2 + ‖ξ‖2L2(Ω)

))
,

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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where δN = 0, if ∂ΩN = ∅, and δN = 1, if ∂ΩN �= ∅.

Proof Estimate (4.74) is an immediate consequence of (4.67) and (4.68) with the
constant Cb = Cb4 + CN . �

4.3.3 Error Estimates for the Method of Lines

Nowwe derive the error estimates of the method of lines (4.25) under the assumption
that the exact solution u satisfies the condition

∂u

∂t
∈ L2(0, T ; Hs(Ω)), (4.75)

where s ≥ 2 is an integer. Assumption (4.75) implies that u ∈ C([0, T ]; Hs(Ω)).
Let Πhpu(t) be the Shp-interpolation of u(t) (t ∈ [0, T ]) from (2.90). We set

ξ = uh − Πhpu ∈ Shp, η = Πhpu − u ∈ Hs(Ω,Th). (4.76)

Then the error eh can be expressed as

eh = uh − u = ξ + η. (4.77)

Subtracting (4.28) from (4.25b), where we substitute vh := ξ , we get

(
∂ξ

∂t
, ξ

)
+ Ah(ξ, ξ) = bh(u, ξ) − bh(uh, ξ) −

(
∂η

∂t
, ξ

)
− Ah(η, ξ). (4.78)

(Of course, ξ = ξ(t), η = η(t) for t ∈ [0, T ], but we do not emphasize the
dependence on t by our notation, if it is not necessary.) In what follows we estimate
the individual terms on the right-hand side of (4.78).

The Cauchy inequality implies that

∣∣∣∣
(

∂η

∂t
, ξ

)∣∣∣∣ ≤
∥∥∥∥
∂η

∂t

∥∥∥∥
L2(Ω)

‖ξ‖L2(Ω). (4.79)

Moreover, using the result of Lemma 2.37, we have

|Ah(η, ξ)| ≤ εC̃B Ra(η)|||ξ |||, (4.80)

where C̃B is the constant from (2.129) and

Ra(η) =
⎛
⎝ ∑

K∈Th

(
|η|2H1(K )

+ h2
K |η|2H2(K )

+ h−2
K ‖η‖2L2(K )

)⎞
⎠

1/2

. (4.81)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Finally, we define the term

RQ(η) = 2C2
1

εCC

(
Rb(η) + εRa(η)

)2 + 2C1

(
Rc(η)2 +

∥∥∥∥
∂η

∂t

∥∥∥∥
2

L2(Ω)

)
, (4.82)

where Rb(η) is defined by (4.33), Rc(η) is defined by (4.69), and the constant C1 is
defined as C1 = max(Cb + 1, C̃B). This notation will be useful in the following.

Now we prove the so-called abstract error estimate, representing a bound of the
error in terms of the Shp-interpolation error η. Let us recall that in order to increase
the readability of the derivation of the error estimate, we number constants appearing
in the proofs.

Theorem 4.11 Let Assumptions 4.5 from Sect.4.3 be satisfied. Let u be the exact
strong solution of problem (4.1) satisfying (4.75) and let uh be the approximate
solution obtained by scheme (4.25). Then the error eh = uh −u satisfies the estimate

‖eh(t)‖2L2(Ω)
+ εCCε

∫ T

0
|||eh(ϑ)|||2 dϑ (4.83)

≤ C2(ε)

(∫ T

0
RQ(η(t)) dt + ‖η(t)‖2L2(Ω)

+ CC

∫ T

0
|||η(ϑ)|||2 dϑ

)
,

t ∈ (0, T ), h ∈ (0, h̄),

where CC is the constant from the coercivity inequality (2.140) of the form 1
ε

Ah =
ah + Jσ

h , RQ(η) is given by (4.82) and C2(ε) is a constant independent of h and u,
but depending on ε (see (4.93)).

Proof As in (4.76), we set ξ = uh −Πhpu ∈ Shp, η = Πhpu −u. Then (4.77) holds:
eh = uh − u = ξ + η. Due to the coercivity (2.140) of the form Ah ,

εCC |||ξ |||2 ≤ Ah(ξ, ξ). (4.84)

It follows from (4.78), (4.84) and the relation

(
∂ξ

∂t
, ξ

)
= 1

2

d

dt
‖ξ‖2L2(Ω)

, (4.85)

that

1

2

d

dt
‖ξ‖2L2(Ω)

+ ε CC |||ξ |||2 ≤ bh(u, ξ) − bh(uh, ξ) −
(

∂η

∂t
, ξ

)
− Ah(η, ξ).

(4.86)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2


136 4 DGM for Convection-Diffusion Problems

Now from (4.74), (4.79) and (4.80), using the inequality (γ + δ)2 ≤ 2(γ 2 + δ2) and
Cauchy and Young inequalities, we derive the estimates

d

dt
‖ξ‖2L2(Ω)

+ 2εCC |||ξ |||2 (4.87)

≤ 2Cb

(
|||ξ ||| (Rb(η) + ‖ξ‖L2(Ω)

)+ Rc(η)2 + ‖ξ‖2L2(Ω)

)

+ 2‖∂tη‖L2(Ω) ‖ξ‖L2(Ω) + 2εC̃B Ra(η)|||ξ |||

≤ 2C1

{
|||ξ ||| (‖ξ‖L2(Ω) + Rb(η) + εRa(η)

)

+ Rc(η)2 + ‖ξ‖2L2(Ω)
+ ‖∂tη‖2L2(Ω)

}

≤ εCC |||ξ |||2 + C2
1

εCC

(‖ξ‖L2(Ω) + Rb(η) + εRa(η)
)2

+ 2C1

{
Rc(η)2 + ‖ξ‖2L2(Ω)

+ ‖∂tη‖2L2(Ω)

}

≤ ε CC |||ξ |||2 + C3

(
1 + 1

ε CC

)
‖ξ‖2L2(Ω)

+ RQ(η),

where C1 = max(Cb + 1, C̃B), C3 = 2max(C1, C2
1 ) and RQ(η) is given by (4.82).

Hence,

d

dt
‖ξ(t)‖2L2(Ω)

+ εCC |||ξ(t)|||2 ≤ C3

(
1 + 1

ε CC

)
‖ξ(t)‖2L2(Ω)

+ RQ(η(t)).

(4.88)

Since u, ∂u
∂t ∈ L2(0, T ; Hμ(Ω)), the right-hand side of (4.88) is integrable over

(0, T ). From (4.76) and (4.25c) we see that ξ(0) = 0. The integration of (4.88) from
0 to t ∈ [0, T ] yields

‖ξ(t)‖2L2(Ω)
+ εCC

∫ t

0
|||ξ(ϑ)|||2 dϑ (4.89)

≤ C3

(
1 + 1

ε CC

)∫ t

0
‖ξ(ϑ)‖2L2(Ω)

dϑ +
∫ t

0
RQ(η(ϑ)) dϑ.

Now we apply the Gronwall Lemma 1.9 with

y(t) = ‖ξ(t)‖2
L2(Ω)

, q(t) = εCC
∫ t
0 |||ξ(ϑ)|||2 dϑ,

r(t) = C3
εCC +1
ε CC

, z(t) = ∫ t
0 RQ(η(ϑ)) dϑ.

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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Further, let us set

R(η, ε) =
∫ T

0
RQ(η(ϑ)) dϑ, (4.90)

c1(ε) = 1 + C3
εCC + 1

εCC
T exp

(
C3

εCC + 1

εCC
T

)
.

We easily show that

z(t) ≤
∫ T

0
RQ(η(ϑ)) dϑ = R(η, ε), exp

(∫ t

ϑ

r(s)ds

)
≤ exp

(
C3

εCC + 1

εCC
T

)
,

z(t) +
∫ t

0
r(ϑ)z(ϑ)exp

(∫ t

ϑ

r(s)ds

)
dϑ ≤ R(η, ε)c1(ε).

This, (4.89) and the Gronwall Lemma 1.9 yield the estimate

‖ξ(t)‖2L2(Ω)
+ εCC

∫ t

0
|||ξ(ϑ)|||2dϑ ≤ R(η, ε)c1(ε), t ∈ [0, T ], h ∈ (0, h̄).

(4.91)

By virtue of the relation eh = ξ + η and the inequality (γ + δ)2 ≤ 2(γ 2 + δ2),
we can write

‖eh‖2L2(Ω)
≤2
(
‖ξ‖2L2(Ω)

+ ‖η‖2L2(Ω)

)
, |||eh |||2 ≤ 2

(
|||ξ |||2 + |||η|||2

)
.

Using (4.91), we deduce that

‖eh(t)‖2L2(Ω)
+ εCC

∫ t

0
|||eh(ϑ)|||2 dϑ (4.92)

≤ 2

(
R(η, ε)c1(ε) + ‖η(t)‖2L2(Ω)

+ εCC

∫ t

0
|||η(ϑ)|||2 dϑ

)
, t ∈ [0, T ], h ∈ (0, h̄),

which already implies estimate (4.83) with the constant

C2(ε) =2

(
1 + C3

εCC + 1

εCC
T exp

(
C3

εCC + 1

εCC
T

))
. (4.93)

�

http://dx.doi.org/10.1007/978-3-319-19267-3_1


138 4 DGM for Convection-Diffusion Problems

4.4 Error Estimates in Terms of h

Now we derive the first main result of this chapter on the error estimate of the
method of lines for the solution of the nonlinear convection-diffusion problem. It
will be obtained by estimating the right-hand side of (4.83) in terms of h.

We assume that s ≥ 2 and the exact solution u satisfies the regularity assumption

∂u

∂t
∈ L2(0, T ; Hs(Ω)). (4.94)

Then u ∈ C([0, T ], Hs(Ω)). As usual, we put η(t) = u(u) − Πhpu(t), t ∈ (0, T ),
and μ = min(p + 1, s). Recalling (2.149), we have

‖η(t)‖L2(K ) ≤ CA hμ
K |u(t)|Hμ(K ), K ∈ Th, t ∈ (0, T ), (4.95)

|η(t)|H1(K ) ≤ CA hμ−1
K |u(t)|Hμ(K ), K ∈ Th, t ∈ (0, T ),

|η(t)|H2(K ) ≤ CA hμ−2
K |u(t)|Hμ(K ), K ∈ Th, t ∈ (0, T ),

where CA is the constant from Lemma 2.22. Then, a simple manipulation gives

∑

K∈Th

(
|η(t)|2H1(K )

+ h2K |η(t)|2H2(K )
+ h−2

K ‖η(t)‖L2(K )

)
≤ 3C2

Ah2(μ−1)|u(t)|2Hμ(Ω),

for any t ∈ (0, T ). This together with (4.81) implies that

Ra(η(t)) = Ra
(
u(t) − Πhpu(t)

) ≤ √
3CAhμ−1|u(t)|Hμ(Ω), t ∈ (0, T ). (4.96)

Similarly, from (4.33), we obtain

Rb(η(t)) = Rb
(
u(t) − Πhpu(t)

) ≤ √
2CAhμ|u(t)|Hμ(Ω), t ∈ (0, T ). (4.97)

Moreover, (4.69) and (4.95) give

Rc(η(t)) ≤ √
2CAhμ−1/2|u(t)|Hμ(Ω), t ∈ (0, T ). (4.98)

Further, we use the notation ∂t u = ∂u/∂t and ∂t (Πhpu) = ∂(Πhpu)/∂t . Then
definition (2.90) of the interpolation operator Πhp and the relation

∂t (Πhpu(t)) = Πhp(∂t u(t)) ∈ Shp (4.99)

imply that

‖∂tη‖L2(Ω) = ∥∥∂t (Πhpu − u)
∥∥

L2(Ω)
= ∥∥Πhp(∂t u) − ∂t u

∥∥
L2(Ω)

≤ CAhμ |∂t u|Hμ(Ω) .

(4.100)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Exercise 4.12 Using the theorem on differentiating an integral with respect to a
parameter, prove (4.99).

Summarizing (4.82) with (4.96), (4.97), (4.98) and (4.100), we see that for t ∈
(0, T ), we have

RQ(η(t)) = 2C2
1

εCC

(
Rb(η(t)) + εRa(η(t))

)2 + 2C1

(
Rc(η(t))2 + ‖∂tη(t)‖2L2(Ω)

)

≤ 2C2
1

εCC

(√
2CAhμ|u(t)|Hμ(Ω) + ε

√
3CAhμ−1|u(t)|Hμ(Ω)

)2
(4.101)

+ 4C1C2
Ah2μ−1|u(t)|2Hμ(Ω) + 2C1C2

Ah2μ |∂t u(t)|2Hμ(Ω)

≤ 2C2
1C2

A

εCC
h2(μ−1)|u(t)|2Hμ(Ω)(2h2 + 2

√
6εh + 3ε2)

+ 4C1C2
Ah2(μ−1)

(
|u(t)|2Hμ(Ω) + |∂t u(t)|2Hμ(Ω)

)
(h + h2)

≤ C4h2(μ−1)
(
ε−1h2 + h + ε + h2

) (
|u(t)|2Hμ(Ω) + |∂t u(t)|2Hμ(Ω)

)
,

where

C4 = 4C2
A max

(√
6C2

1

CC
, C1

)
. (4.102)

The integration of (4.101) over (0, T ) yields

∫ T

0
RQ(η(t)) dt (4.103)

≤ C4h2μ−2
(
ε−1h2 + h + ε + h2

) (
|u|2L2(0,T ;Hμ(Ω))

+ |∂t u|2L2(0,T ;Hμ(Ω))

)
.

Furthermore, using (4.29), (2.119) and (4.95), we get

|||η(t)|||2 =|η(t)|2H1(Ω,Th)
+ Jσ

h (η(t), η(t)) (4.104)

≤
∑

K∈Th

(
|η(t)|2H1(K )

+ CW CM C−1
T

(
3h−2

K ‖η(t)‖2L2(K )
+ |η(t)|2H1(K )

))

≤ C5h2(μ−1)|u(t)|2Hμ(Ω), t ∈ (0, T ),

where C5 = C2
A(4CW CM C−1

T + 1). Hence,

εCC

∫ T

0
|||η(t)|||2 dt ≤ εCC C5h2(μ−1)|u|2L2(0,T ;Hμ(Ω))

. (4.105)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Remark 4.13 The above estimates illustrate a typical situation in numerical analy-
sis, where a number of constants appear. They are often defined recursively in a
complicated way on the basis of constants introduced before. As an example we
illustrate this situation by the process leading to the determination of the constant C4
defined by (4.102). This relation contains the constant CA appearing in Lemmas2.22
and 2.24 and the constant C1, which is defined recursively in the following way:

C1 = max(Cb + 1, C̃B),

Cb = Cb4 + CN ,

Cb4 = max(Cb2, Cb3),

CN = 1

2
CLmax(2CM , 3C∗),

CL = 2L H ,

C∗ = C ′
M (CM (1 + CI ) + 1)1/2,

C ′
M = max(2C−1/2

W C1/2
G , 2)‖ϕϕϕ‖(W 1,∞(Ω))d ,

Cb2 = Cb1(1 + CM (1 + CI ))
1/2,

Cb3 = Cb1(1 + 3CM/3)1/2,

Cb1 = (max(d L2
f , 2L2

H CG/CW ))1/2,

where C̃B is the constant from Lemma 2.37, CM is the constant from Lemma 2.37
(multiplicative trace inequality), L H is the constant from the Lipschitz continuity
(4.18) of the numerical flux H , CI is the constant from the inverse inequality (2.86),
CW is the constant from the definition (2.104) of the weight in the penalty form Jσ

h ,
CG is the constant from the equivalence condition (2.20), ϕϕϕ is the function from
Lemma 4.7 and L f is the constant from the Lipschitz continuity of the convective
fluxes fs, s = 1, . . . , d.

Now we are ready to present the final error estimates.

Theorem 4.14 Let Assumptions 4.5 from Sect.4.3 be satisfied. Let u be the exact
strong solution of problem (4.1) satisfying (4.75) and let uh be the approximate
solution obtained by the scheme (4.25). Then the error eh = uh − u satisfies the
estimate

max
t∈[0,T ] ‖eh(t)‖2L2(Ω)

+ CCε

∫ T

0
|||eh(ϑ)|||2 dϑ (4.106)

≤ C̃2(ε)h
2(μ−1)

(
|u|2L2(0,T ;Hμ(Ω))

+ |∂t u|2L2(0,T ;Hμ(Ω))

)
, h ∈ (0, h̄),

where CC is the constant from the coercivity inequality (2.140) of the form 1
ε

Ah =
ah + Jσ

h and C̃2(ε) is a constant independent of h and u, specified in the proof.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Proof If t ∈ [0, T ], then the estimation of the right-hand side of (4.83) by (4.103),
(4.105) and (4.95) implies that

‖eh(t)‖2L2(Ω)
+ CCε

∫ T

0
|||eh(ϑ)|||2 dϑ

≤ C2(ε)

(∫ T

0
RQ(η(t)) dt + ‖η(t)‖2L2(Ω)

+ εCC

∫ T

0
|||η(ϑ)|||2 dϑ

)
,

≤ C̃2(ε)h
2μ−2

(
|u|2L2(0,T ;Hμ(Ω))

+ |∂t u|2L2(0,T ;Hμ(Ω))

)
,

where C2(ε) is the constant from Theorem 4.11 given by (4.93) and

C̃2(ε) = C2(ε)(C4 + CC C5 + C2
A)
(
ε−1h̄2 + h̄ + ε + h̄2

)
. (4.107)

This proves (4.106). �

Remark 4.15 Estimate (4.106) implies that

‖u − uh‖L∞(0,T ;L2(Ω)) = O(hμ−1) for h → 0 + . (4.108)

This is in contrast to the approximation properties (2.98) implying that

‖u − Πhpu‖L∞(0,T ;L2(Ω)) = O(hμ). (4.109)

Numerical experiments presented in the next section demonstrate that the error esti-
mate (4.106) is suboptimal in the L∞(0, T ; L2(Ω))-norm. Similarly as in Sect. 2.7.2
we can derive optimal error estimate in this norm. This is the subject of the next
section.

Remark 4.16 From (4.107) and (4.93) we can see that the error estimate (4.106)
cannot be used for ε very small, because the definition (4.93) of the constant C2(ε)

contains the term of the form exp(C/ε), which blows up exponentially for ε → 0+.
This is caused by the technique used in the theoretical analysis (application of the
Young inequality and the Gronwall lemma) in order to overcome the nonlinearity in
the convective terms. The nonlinearity of the convective terms represents a serious
obstacle for obtaining a uniform error estimate with respect to ε → 0+. In Sect. 4.6
weare concernedwith error estimates of theDGMapplied to thenumerical solutionof
a linear convection-diffusion-reaction equation, uniformwith respect to the diffusion
parameter ε → 0+.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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4.5 Optimal L∞(0, T; L2(Ω))-Error Estimate

With respect to Remark 4.15, in this section we derive an optimal error estimate in
the L∞(0, T ; L2(Ω))-norm. Similarly as in Sect. 2.7.2, the analysis is based on the
duality technique. Therefore, we consider only the SIPG variant of the DGM and the
Dirichlet boundary condition on the whole boundary ∂Ω .

Let Ω ⊂ R
d , d = 2, 3, be a bounded convex polygonal (if d = 2) or polyhedral

(if d = 3) domain with Lipschitz boundary ∂Ω and T > 0. We are concerned
with the nonstationary nonlinear convection-diffusion problem to find u : QT =
Ω × (0, T ) → R such that

∂u

∂t
+

d∑
s=1

∂ fs(u)

∂xs
= εΔu + g in QT , (4.110a)

u
∣∣
∂Ω×(0,T )

= u D, (4.110b)

u(x, 0) = u0(x), x ∈ Ω. (4.110c)

The diffusion coefficient ε > 0 is a given constant, g : QT → R, u D : ∂Ω ×
(0, T ) → R and u0 : Ω → R are given functions satisfying (4.2c), (4.2d) with
∂ΩD = ∂Ω , (4.2f), and fs ∈ C1(R), s = 1, . . . , d, are fluxes satisfying (4.2a).

Let us recall the definitions of the forms introduced in Sect. 4.1 by (4.9), (4.10)
(with Θ = 1), (4.13), (4.11) and (4.23). Namely, for functions u, ϕ ∈ H2(Ω,Th)

we write

Ah(w, v) = εah(w, v) + εJσ
h (w, v), (4.111)

ah(u, ϕ) =
∑

K∈Th

∫

K
∇u · ∇ϕ dx −

∑
Γ ∈Fh

∫

Γ

(〈∇u〉 · n[ϕ] + 〈∇ϕ〉 · n[u]) dS,

(4.112)

Jσ
h (u, ϕ) =

∑
Γ ∈Fh

∫

Γ

σ [u] [ϕ] dS, (4.113)

�h(ϕ)(t) =
∫

Ω

g(t) ϕ dx + ε
∑

Γ ∈F B
h

∫

Γ

(
σϕ − (∇ϕ · n)

)
u D(t) dS, (4.114)

bh(u, ϕ) = −
∑

K∈Th

∫

K

d∑
s=1

fs(u)
∂ϕ

∂xs
dx +

∑

Γ ∈F I
h

∫

Γ

H
(

u|(L)
Γ , u|(R)

Γ , n
)

[ϕ]Γ dS

+
∑

Γ ∈F B
h

∫

Γ

H(u|(L)
Γ , u|(L)

Γ , n)ϕ
(L)
Γ dS.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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By (·, ·) we denote the scalar product in the space L2(Ω). The weight σ is again
defined by (4.14). We assume that the numerical flux H has properties (4.18)–(4.20)
from Sect. 4.2.

Let the exact solution u of problem (4.110) satisfy the regularity condition (4.94).
Moreover, let uh ∈ C1([0, T ]; Shp) denote the approximate solution defined by
(4.25) and let Πhp be the operator of the L2(Ω)-projection on the space Shp (cf.
(2.90)).

In Sect. 4.3.3,we derived the (sub-optimal) estimate from identity (4.78). The term
Ah(Πhpu − u, ξ) appearing on the right-hand side of (4.78) cannot be estimated in
“an optimal way” (i.e., of order O(hμ)), because, by virtue of (4.80) and (4.96),

|Ah(Πhpu − u, ξ)| = |Ah(η, ξ)| ≤ εC̃B Ra(η)|||ξ |||,

and Ra(η) = O(hμ−1). Therefore, instead of the L2(Ω)-projection Πhp, we intro-
duce a new projection Php, for which the terms mentioned above vanish.

Hence, for every h ∈ (0, h̄) and t ∈ [0, T ], we define the function Phpu(t) as the
Ah-projection of u(t) on Shp, i.e., a function satisfying the conditions

Phpu(t) ∈ Shp, Ah(Phpu(t), ϕh) = Ah(u(t), ϕh) ∀ϕh ∈ Shp. (4.115)

We are interested in estimates of the functions

χ(t) = u(t) − Phpu(t) and ∂tχ(t) = ∂

∂t
χ(t) = ∂

∂t

(
u(t) − Phpu(t)

)
, t ∈ [0, T ],

in the DG-norm ||| · ||| given by (4.29) and in the L2(Ω)-norm. First, we derive
estimates of these functions in the DG-norm.

Lemma 4.17 There exists a constant CP,e > 0 independent of u, ε and h such that

|||χ(t)||| ≤ CP,e hμ−1|u(t)|Hμ(Ω), t ∈ [0, T ], (4.116)

|||∂tχ(t)||| ≤ CP,e hμ−1|∂t u(u)|Hμ(Ω), t ∈ [0, T ], (4.117)

for all h ∈ (0, h̄).

Proof Inwhat followsweusually omit the argument t of the functionsu,Phpu,Πhpu,
etc. By (2.138) and (4.115), we obtain

ε

2
|||Πhpu − Phpu|||2 ≤ Ah(Πhpu − Phpu, Πhpu − Phpu) (4.118)

= Ah(Πhpu − Phpu, Πhpu − Phpu)+ Ah(Phpu − u, Πhpu − Phpu)︸ ︷︷ ︸
=0

= Ah(Πhpu − u, Πhpu − Phpu).

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Using the result of Lemma 2.37, we find that

Ah(Πhpu − u, Πhpu − Phpu) ≤ εC̃B Ra(Πhpu − u) |||Πhpu − Phpu|||,

where Ra is given by (4.81). This and (4.118) imply that

|||Πhpu − Phpu||| ≤ 2C̃B Ra(Πhpu − u). (4.119)

Further, recalling (2.125), we have

|||u − Πhpu||| ≤ Cσ Ra(u − Πhpu). (4.120)

Now it is sufficient to use the triangle inequality

|||χ ||| = |||u − Phpu||| ≤ |||u − Πhpu||| + |||Πhpu − Phpu|||,

which implies that

|||χ ||| ≤ (Cσ + 2C̃B) Ra(Πhpu − u). (4.121)

Finally, the combination of (4.96) and (4.121) gives

|||χ(t)||| ≤ √
3CA(Cσ + 2C̃B)hμ−1|u(t)|Hμ(Ω), t ∈ (0, T ),

which proves (4.116) with CP,e = √
3CA(Cσ + 2C̃B).

Let us deal now with the norm |||∂tχ |||. As

Ah
(
u(t) − Phpu(t), ϕh

) = 0 ∀ϕh ∈ Shp, ∀ t ∈ (0, T ),

from the definitions (4.111) of Ah , for all ϕh ∈ Shp, we have

0 = d

dt

(
Ah
(
u(t) − Phpu(t), ϕh

)) = Ah

(
∂(u(t) − Phpu(t))

∂t
, ϕh

)
, (4.122)

i.e.,

Ah(∂tχ, ϕh) = 0 ∀ϕh ∈ Shp. (4.123)

Similarly as in (4.118), using the coercivity (2.140) of the form Ah and relation
(2.129) from Lemma 2.37, we find that

ε

2
|||∂t (Πhpu − Phpu)|||2

≤ Ah
(
∂t (Πhpu − Phpu), ∂t (Πhpu − Phpu)

)+ Ah
(
∂t (Phpu − u), ∂t (Πhpu − Phpu)

)
︸ ︷︷ ︸

=0

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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= Ah
(
∂t (Πhpu − u), ∂t (Πhpu − Phpu)

)

≤ εC̃B Ra
(
∂t (Πhpu − u)

) |||∂t (Πhpu − Phpu)|||.

Hence, we have

|||∂t (Πhpu − Phpu)||| ≤ 2C̃B Ra
(
∂t (Πhpu − u)

)
.

Then, similarly as in (4.120), we get

|||∂t (u − Πhpu)||| ≤ Cσ Ra
(
∂t (u − Πhpu)

)
,

which together with the triangle inequality gives

|||∂t (u − Phpu)(t)||| ≤ |||∂t (u − Πhpu)(t)||| + |||∂t (Πhpu − Phpu)(t)||| (4.124)

≤ (2C̃B + Cσ )Ra
(
∂t (u − Πhpu)(t)

)
, t ∈ (0, T ).

Finally, we use relation (4.99) and estimate (4.96) rewritten for ∂t u(t)−Πhp(∂t u(t)):

Ra
(
∂t u(t) − Πhp(∂t u(t))

) ≤ √
3CAhμ−1 |∂t u(t)|Hμ(Ω) .

This and (4.124) already give (4.117). �

In what follows, for an arbitrary z ∈ L2(Ω)we consider the elliptic dual problem
(2.155): Given z ∈ L2(Ω), find ψ such that

−Δψ = z in Ω, ψ |∂Ω = 0. (4.125)

Similarly as in (2.157), the weak formulation of problem (4.125) reads: Find ψ ∈
H1
0 (Ω) such that

∫

Ω

∇ψ · ∇v dx =
∫

Ω

z v dx ∀ v ∈ H1
0 (Ω). (4.126)

As the domain Ω is convex, for every z ∈ L2(Ω) the weak solution ψ is regular,
i.e., ψ ∈ H2(Ω), and there exists a constant CD > 0, independent of z such that

‖ψ‖H2(Ω) ≤ CD‖z‖L2(Ω), (4.127)

as follows from [153]. Let us note that H2(Ω) ⊂ C(Ω).
Further, let Πh1ψ be the piecewise linear L2(Ω)-projection of the function ψ on

Sh1 (cf. (2.91)). Obviously, using (2.125), and (4.96) with μ = 2, we have

‖ψ − Πh1ψ‖1,σ ≤ Cσ Ra(ψ − Πh1ψ) ≤ √
3CACσ h|ψ |H2(Ω). (4.128)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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http://dx.doi.org/10.1007/978-3-319-19267-3_2


146 4 DGM for Convection-Diffusion Problems

Finally, taking into account that the form Ah is the ε multiple of the form Ah from
Chap.2 and using estimate 2.122, we have

|Ah(u, v)| ≤ 2 ε‖u‖1,σ ‖v‖1,σ ∀u, v ∈ H2(Ω,Th). (4.129)

Now we use the dual problem (4.125) to obtain L2(Ω)-optimal error estimates
for χ = u − Phpu and ∂tχ = (u − Phpu)t .

Lemma 4.18 There exists a constant CP,L > 0 independent of ε such that

‖χ(t)‖L2(Ω) ≤ CP,Lhμ|u(t)|Hμ(Ω), t ∈ (0, T ), (4.130)

‖∂tχ(t)‖L2(Ω) ≤ CP,Lhμ|∂t u(t)|Hμ(Ω), t ∈ (0, T ), (4.131)

for all h ∈ (0, h̄).

Proof We have

‖χ‖L2(Ω) = sup
0 �=z∈L2(Ω)

|(χ, z)|
‖z‖L2(Ω)

. (4.132)

Taking into account that the form Ah is the ε multiple of the form Ah from Chap.2,
we see that by Lemma 2.48, for z ∈ L2(Ω) and ψ satisfying (4.125), we have

(χ, z) = 1

ε
Ah(ψ, χ). (4.133)

Further, the symmetry of Ah and relation (4.115) give

Ah(Πh1ψ, χ) = Ah(χ,Πh1ψ) = Ah(u − Phpu, Πh1ψ) = 0, (4.134)

and therefore,

(χ, z) = 1

ε
Ah(ψ − Πh1ψ, χ). (4.135)

Now, using (4.129), we have

|(χ, z)| = 1

ε
|Ah(ψ − Πh1ψ, χ)| ≤ 2‖ψ − Πh1ψ‖1,σ ‖χ‖1,σ . (4.136)

Moreover, by (4.128) and (4.127), we obtain

‖ψ − Πh1ψ‖1,σ ≤ √
3CACσ h|ψ |H2(Ω) ≤ √

3CACσ CDh‖z‖L2(Ω). (4.137)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Triangle inequality, (2.125), (2.126), (4.96) and (4.116) imply the estimate

‖χ(t)‖1,σ = ∥∥u − Phpu
∥∥
1,σ ≤ ∥∥u − Πhpu

∥∥
1,σ + ∥∥Πhpu − Phpu

∥∥
1,σ (4.138)

≤ Cσ Ra(u − Πhpu) + C̃σ |||Πhpu − Phpu|||
≤ Cσ Ra(u − Πhpu) + C̃σ |||Πhpu − u||| + C̃σ |||u − Phpu|||
≤ Cσ Ra(u − Πhpu) + C̃σ Cσ Ra(u − Πhpu) + C̃σ |||χ |||
≤ Cσ (1 + C̃σ )

√
3CAhμ−1|u(t)|Hμ(Ω) + C̃σ CP,e hμ−1|u(t)|Hμ(Ω)

= C6hμ−1|u(t)|Hμ(Ω), t ∈ (0, T ),

where C6 = Cσ (1 + C̃σ )
√
3CA + C̃σ CP,e. Summarizing (4.136), (4.137) and

(4.138), we find that

(χ(t), z) ≤ 2
√
3CACσ CDh‖z‖L2(Ω)C6hμ−1|u(t)|Hμ(Ω)

= CP,L hμ|u(t)|Hμ(Ω)‖z‖L2(Ω), t ∈ (0, T ),

where CP,L = 2
√
3CACσ CDC6. Hence,

‖χ(t)‖L2(Ω) = sup
0 �=z∈L2(Ω)

|(χ(t), z)|
‖z‖L2(Ω)

≤ CP,L hμ|u(t)|Hμ(Ω), t ∈ (0, T ),

which completes the proof of (4.130).
Finally, let us prove estimate (4.131). Differentiating (4.115) with respect to t

yields

Ah(∂tχ, ϕh) = 0 ∀ϕh ∈ Shp. (4.139)

We have

‖∂tχ‖L2(Ω) = sup
0 �=z∈L2(Ω)

|(∂tχ, z)|
‖z‖L2(Ω)

. (4.140)

Similarly as in (4.133), we get

(∂tχ, z) = 1

ε
Ah(ψ, ∂tχ). (4.141)

The symmetry of Ah and relation (4.139) imply that

Ah(Πh1ψ, ∂tχ) = Ah(∂tχ,Πh1ψ) = Ah
(
∂t (u − Phpu),Πh1ψ

) = 0.

These relations, (4.141) and (4.129) yield

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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|(∂tχ, z)| = 1

ε
|Ah(ψ − Πh1ψ, ∂tχ)| ≤ 2‖ψ − Πh1ψ‖1,σ ‖∂tχ‖1,σ . (4.142)

The term ‖ψ − Πh1ψ‖1,σ is estimated by (4.137) and similarly as in (4.138), we
obtain

‖∂tχ(t)‖1,σ ≤ C6hμ−1|∂t u(t)|Hμ(Ω), t ∈ (0, T ). (4.143)

Finally, from (4.140), (4.142), (4.137) and (4.143), we arrive at estimate (4.131). �

Let us note that assuming the symmetry of the form Ah is crucial in the presented
proof. It enables us to exchange arguments in (4.134). This is not possible in the
NIPG and IIPG methods, where the analysis of optimal L∞(L2)-error estimates still
represents an open problem.

Lemma 4.19 Let us assume that u is the solution of the continuous problem (4.110)
satisfying condition (4.75), uh is the solution of the discrete problem (4.25), Phpu is
defined by (4.115), and ζ = Phpu − uh ∈ Shp. Then there exists a constant Cb > 0,
independent of h ∈ (0, h̄), such that

|bh(u, ζ ) − bh(uh, ζ )| ≤ Cb|||ζ ||| (hμ|u|Hμ(Ω) + ‖ζ‖L2(Ω)

)
. (4.144)

Proof We proceed similarly as in the proof of Lemma 4.6. The triangle inequality
gives

|bh(u, ζ ) − bh(uh, ζ )| ≤ |bh(u, ζ ) − bh(Phpu, ζ )| + |bh(Phpu, ζ ) − bh(uh, ζ )|.
(4.145)

Applying (4.30) with ū := Phpu and v := ζ ∈ Shp, we get

|bh(u, ζ ) − bh(Phpu, ζ )| ≤ Cb1|||ζ |||
⎛
⎝‖χ‖2L2(Ω)

+
∑

K∈Th

hK ‖χ‖2L2(∂K )

⎞
⎠

1/2

.

(4.146)

(Let us recall that χ = u − Phpu). The multiplicative trace inequality (2.78) and the
Cauchy inequality give

∑
K∈Th

hK ‖χ‖2L2(∂K )
≤ CM

∑
K∈Th

(
hK |χ |H1(K )‖χ‖L2(K ) + ‖χ‖2L2(K )

)

≤ CM

⎛
⎜⎝h

⎛
⎝ ∑

K∈Th

|χ |2H1(K )

⎞
⎠

1/2⎛
⎝ ∑

K∈Th

‖χ‖2L2(K )

⎞
⎠

1/2

+
∑

K∈Th

‖χ‖2L2(K )

⎞
⎟⎠

≤ CM

(
h|χ |H1(Ω,Th)‖χ‖L2(Ω) + ‖χ‖2L2(Ω)

)
.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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The above relations, the inequality |χ |H1(Ω,Th) ≤ |||χ ||| and estimates (4.116) and
(4.130) imply that

∑
K∈Th

hK ‖χ(t)‖2L2(∂K )
≤ CM

(
CP,eCP,L h hμ−1 hμ + C2

P,Lh2μ
)

|u(t)|2Hμ(Ω)

= C7h2μ|u(t)|2Hμ(Ω), t ∈ (0, T ), (4.147)

where C7 = CM (CP,eCP,L +C2
P,L). Furthermore, (4.146), (4.130) and (4.147) give

|bh(u, ζ ) − bh(Phpu, ζ )| ≤ Cb1

(
C2

P,L + C7

)1/2
hμ|||ζ ||||u(t)|Hμ(Ω). (4.148)

Furthermore, estimate (4.31) with ūh := Phpu ∈ Shp and vh := ζ ∈ Shp gives

|bh(Phpu, ζ ) − bh(uh, ζ )| ≤ Cb2|||ζ ||| ‖uh − Phpu‖L2(Ω) = Cb2|||ζ ||| ‖ζ‖L2(Ω).

(4.149)

Finally, inserting estimates (4.148) and (4.149) into (4.145), we obtain inequality

(4.144) with Cb = max
(

Cb2, Cb1
(
C2

P,L + C7
)1/2). �

Now we can proceed to the main result, which is the optimal error estimate
in the norm of the space L∞(0, T ; L2(Ω)) of the DG method (4.25) applied on
nonconforming meshes.

Theorem 4.20 Let Ω ⊂ R
d , d = 2, 3, be a bounded convex polygonal (if d = 2)

or polyhedral (if d = 3) domain with Lipschitz boundary ∂Ω . Let Assumptions 4.5 in
Sect.4.3 be satisfied. Let u be the exact solution of problem (4.1), where ∂ΩD = ∂Ω

and ∂ΩN = ∅, satisfying the regularity condition (4.94) and let uh be the approximate
solution obtained by scheme (4.25) with the SIPG version of the diffusion terms and
the constant CW satisfying (2.132). Then the error eh = uh −u satisfies the estimate

‖eh‖L∞(0,T ;L2(Ω)) ≤ C8hμ, h ∈ (0, h̄), (4.150)

with a constant C8 > 0 independent of h.

Proof Let Phpu be defined by (4.115) and let χ and ζ be as in Lemmas 4.17, 4.18
and 4.19, i.e., χ = u − Phpu, ζ = Phpu − uh . Then eh = uh − u = −χ − ζ . Let us
subtract (4.25b) from (4.28), substitute ζ ∈ Shp for vh , and use the relations

(
∂ζ(t)

∂t
, ζ(t)

)
= 1

2

d

dt
‖ζ(t)‖2L2(Ω)

, Ah(u(t) − Phpu(t), ζ(t)) = 0.

http://dx.doi.org/10.1007/978-3-319-19267-3_2


150 4 DGM for Convection-Diffusion Problems

Then we get

1

2

d

dt
‖ζ(t)‖2L2(Ω)

+ Ah(ζ(t), ζ(t)) (4.151)

= (bh(uh(t), ζ(t)) − bh(u(t), ζ(t))) − (∂tχ(t), ζ(t)).

The first term on the right-hand side can be estimated by Lemma 4.19 and the
Young inequality. In estimating the second term on the right-hand side we use the
Cauchy and Young inequalities and Lemma 4.18. Finally, the coercivity property
(2.140) (where CC = 1/2) of 1

ε
Ah = ah + Jσ

h gives the estimate on the left-hand
side of (4.151). On the whole, after some manipulation, we get

d

dt
‖ζ(t)‖2L2(Ω)

+ ε|||ζ(t)|||2 (4.152)

≤ 2 |bh(uh(t), ζ(t)) − bh(u(t), ζ(t))| + 2|(∂tχ(t), ζ(t))|
≤ 2Cb|||ζ |||

(
hμ|u|Hμ(Ω) + ‖ζ‖L2(Ω)

)
+ 2‖∂tχ(t)‖L2(Ω)‖ζ(t)‖L2(Ω)

≤ ε|||ζ(t)|||2 + 2C2
b

ε
h2μ|u|2Hμ(Ω) + 2C2

b
ε

‖ζ‖2L2(Ω)
+ C2

P,Lh2μ|∂t u|2Hμ(Ω)+‖ζ(t)‖2L2(Ω)

≤ ε|||ζ(t)|||2 + C9h2μ
(
1

ε
|u|2Hμ(Ω) + |∂t u|2Hμ(Ω)

)
+ C9

(
1 + 1

ε

)
‖ζ‖2L2(Ω)

,

where C9 = max(2C2
b , C2

P,L, 1). This implies that

d

dt
‖ζ(t)‖2L2(Ω)

≤ C9h2μ
(
1

ε
|u|2Hμ(Ω) + |∂t u|2Hμ(Ω)

)
+ C9

(
1 + 1

ε

)
‖ζ‖2L2(Ω)

.

(4.153)

Using (4.25c), (2.97), (4.130), we have

‖ζ(0)‖2L2(Ω)
= ‖Phpu(0) − uh(0)‖2L2(Ω)

= ‖Phpu(0) − Πhpu(0)‖2L2(Ω)
(4.154)

≤ 2‖Phpu(0) − u(0)‖2L2(Ω)
+ 2‖u(0) − Πhpu(0)‖2L2(Ω)

≤ 2(C2
A + C2

P,L)h2μ|u0|2Hμ(Ω) = C10h2μ|u0|2Hμ(Ω),

where C10 = 2(C2
A + C2

P,L).
Integrating of (4.153) from 0 to t ∈ [0, T ] and (4.154) yield

‖ζ(t)‖2L2(Ω)
≤ C9 h2μ

(
1

ε

∫ t

0
|u(ϑ)|2Hμ(Ω) dϑ +

∫ t

0
|∂t u(ϑ)|2Hμ(Ω) dϑ

)
(4.155)

+ C9

(
1 + 1

ε

)∫ t

0
‖ζ(ϑ)‖2L2(Ω)

dϑ + C10 h2μ|u0|2Hμ(Ω).

≤ C9

(
1 + 1

ε

)∫ t

0
‖ζ(ϑ)‖2L2(Ω)

dϑ + C11h2μN (ε, u),

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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where C11 = max(C9, C10) and

N (ε, u) = 1

ε

∫ t

0
|u(ϑ)|2Hμ(Ω) dϑ +

∫ t

0
|∂t u(ϑ)|2Hμ(Ω) dϑ + |u0|2Hμ(Ω).

Now we apply the Gronwall Lemma 1.9, where we put

y(t) = ‖ζ(t)‖2
L2(Ω)

, q(t) = 0,

r(t) = C9 (1 + 1/ε) , z(t) = C11h2μN (ε, u).

Then, after some manipulation, we obtain the estimate

‖ζ(t)‖2L2(Ω)
≤ C11h2μ N (ε, u) exp

(
C9

(
1 + 1

ε

)
t

)
. (4.156)

Since eh = −χ −ζ , to complete the proof, it is sufficient to combine (4.156) with
the estimate (4.130) of ‖χ(t)‖L2(Ω) in Lemma 4.18. �

Exercise 4.21 Prove estimates (4.155) and (4.156) in detail.

4.6 Uniform Error Estimates with Respect
to the Diffusion Coefficient

In Sects. 4.1–4.5, error estimates for the space DG semidiscretization were derived
in the case of nonlinear convection-diffusion problems. From the presented analysis
we can see that the constants in these estimates blow up exponentially if the diffusion
coefficient ε → 0+. This means that these estimates are not applicable, if ε > 0 is
very small. (See also Remark 4.16.) There is question as to whether it is possible
to obtain error estimates that are uniform with respect to the diffusion coefficient
ε → 0+ of convection-diffusion problems.

In this sectionwe are concernedwith the error analysis of theDGMof lines applied
to a linear convection-diffusion equation, which also contains a reaction term, and
its coefficients satisfy some special assumptions used in works analyzing numerical
methods for linear convection-diffusion problems (cf. [245, Chap. III], or [183]). As
a result, we obtain error estimates, uniform with respect to the diffusion coefficient
ε → 0+, and valid even for ε = 0.

4.6.1 Continuous Problem

Let Ω ⊂ R
d (d = 2 or 3) be a bounded polygonal (for d = 2) or polyhedral (for

d = 3) domain with Lipschitz boundary ∂Ω and T > 0. We set QT = Ω × (0, T ).

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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Let v : QT = Ω × [0, T ] → R
d be a given transport flow velocity. We assume that

∂Ω = ∂Ω− ∪ ∂Ω+, and for all t ∈ (0, T ),

v(x, t) · n(x) < 0 on ∂Ω−, (4.157)

v(x, t) · n(x) ≥ 0 on ∂Ω+,

where n(x) denotes the outer unit normal to the boundary of Ω . We assume that the
parts ∂Ω− and ∂Ω+ are independent of time. With respect to our former notation,
we can write ∂ΩD = ∂Ω− and ∂ΩN = ∂Ω+. The part ∂Ω− of the boundary ∂Ω

represents the inlet through which the fluid enters the domain Ω . The part of ∂Ω+,
where v · n > 0, represents the outlet through which the fluid leaves the domain Ω ,
and the part on which v · n = 0 represents impermeable walls.

We consider the following linear initial-boundary value convection-diffusion-
reaction problem: Find u : QT → R such that

∂u

∂t
+ v · ∇u − εΔu + cu = g in QT , (4.158a)

u = u D on ∂Ω− × (0, T ), (4.158b)

εn · ∇u = gN on ∂Ω+ × (0, T ), (4.158c)

u(x, 0) = u0(x), x ∈ Ω. (4.158d)

In the case ε = 0, we put gN = 0 and ignore the Neumann condition (4.158c).
Equation (4.158a) describes the transport and diffusion in a fluid of a quantity u

as, for example, temperature or concentration of somematerial. The constant ε ≥ 0 is
the diffusion coefficient, c represents a reaction coefficient, and g defines the source
of the quantity u. Such equations appear, for example, in fluid dynamics or heat and
mass transfer.

We assume that the data satisfy the following conditions:

g ∈ C([0, T ]; L2(Ω)), (4.159a)

u0 ∈ L2(Ω), (4.159b)

u D is the trace of some u∗ ∈ C([0, T ]; H1(Ω)) ∩ L∞(QT ) on ∂Ω− × (0, T ),

(4.159c)

v ∈ C([0, T ]; W 1,∞(Ω)), |v| ≤ Cv in Ω × [0, T ], |∇v| ≤ Cv a. e. in QT ,

(4.159d)

c ∈ C([0, T ]; L∞(Ω)), |c(x, t)| ≤ Cc a. e. in QT , (4.159e)

c − 1

2
∇ · v ≥ γ0 > 0 in QT with a constant γ0, (4.159f)

gN ∈ C([0, T ]; L2(∂Ω+)), (4.159g)

ε ≥ 0. (4.159h)
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Assumption (4.159f) is not restrictive, because using the transformation u = eαt w,
α = const substituted into (4.158) leads to the equation for w in the form

∂w

∂t
+ v · ∇w − εΔw + (c + α)w = ge−αt .

Condition (4.159f) now reads c + α − 1
2∇ · v ≥ γ0 > 0 and is satisfied if we choose

α > 0 large enough.
The weak formulation is derived in a standard way. Equation (4.158) is multiplied

by any ϕ ∈ V = {ϕ ∈ H1(Ω);ϕ|∂Ω− = 0}, Green’s theorem is applied and
condition (4.158c) is used.

Definition 4.22 We say that a function u is the weak solution to (4.158) if it satisfies
the conditions

u − u∗ ∈ L2(0, T ; V ), u ∈ L∞(QT ), (4.160a)

d

dt

∫

Ω

uϕ dx + ε

∫

Ω

∇u · ∇ϕ dx +
∫

∂Ω+
(v · n)uϕ dS −

∫

Ω

u∇ · (ϕv) dx

+
∫

Ω

cuϕ dx =
∫

Ω

gϕ dx +
∫

∂Ω+
gN ϕ dS

for all ϕ ∈ V in the sense of distributions on (0, T ), (4.160b)

u(0) = u0 in Ω. (4.160c)

We assume that the weak solution u exists and is sufficiently regular, namely,

∂u

∂t
∈ L2(0, T ; Hs(Ω)), (4.161)

where s ≥ 2 is an integer. Then also u ∈ C([0, T ); Hs(Ω)) and it is possible to
show that this solution u satisfies equation (4.158a) pointwise (almost everywhere).
(If ε > 0, then with the aid of techniques from [217, 235, 246], it is possible to
prove that there exists a unique weak solution. Moreover, it satisfies the condition
∂u/∂t ∈ L2(QT ).)

4.6.2 Discretization of the Problem

Let Th be a standard conforming triangulation of the closure of the domain Ω into
a finite number of closed triangles (d = 2) or tetrahedra (d = 3). Hence, the mesh
Th satisfies assumption (MA4) in Sect. 2.3.2. This means that we do not consider
hanging nodes (or hanging edges) in this case. Otherwise we use the same notation
as in Sect. 4.2.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Weassume that the conforming triangulations satisfy the shape-regularity assump-
tion (2.19). For K ∈ Th we set

∂K −(t) ={x ∈ ∂K ; v(x, t) · n(x) < 0}, (4.162)

∂K +(t) ={x ∈ ∂K ; v(x, t) · n(x) ≥ 0}, (4.163)

where n denotes the outer unit normal to ∂K . Hence, ∂K −(t) and ∂K +(t) denote
the inlet and outlet parts of the boundary of K , respectively. In what follows we do
not emphasize the dependence of ∂K + and ∂K − on time by notation.

In order to derive error estimates that are uniform with respect to ε, we discretize
the convective terms using the idea of the upwinding (see (4.16)). This choice allows
us to avoid using the Gronwall lemma, which causes the non-uniformity of the error
estimates in Sects. 4.3 and 4.5 (see Remark 4.30). Multiplying the convective term
v · ∇u by any ϕ ∈ H2(Ω,Th), integrating over element K and applying Green’s
theorem, we get

∫

K
(v · ∇u)ϕ dx = −

∫

K
u ∇ · (ϕv) dx +

∫

∂K
(v · n)uϕ dS (4.164)

= −
∫

K
u ∇ · (ϕv) dx +

∫

∂K −
(v · n)uϕ dS +

∫

∂K +
(v · n)uϕ dS.

On the inflow part of the boundary of K we use information from outside of the
element K . Therefore, we write there u− instead of u. If x ∈ ∂Ω−, then we set
u−(x) := u D(x). The integrals over ∂K +, where the information “flows out” of the
element, remain unchanged. We take into account that [u] = 0 on Γ ∈ F I

h and
u|∂Ω− satisfies the Dirichlet condition (4.158b). We further rearrange the terms in
(4.164) and find that

∫

K
(v · ∇u)ϕ dx (4.165)

= −
∫

K
u ∇ · (ϕv) dx +

∫

∂K −
(v · n)u−ϕ dS +

∫

∂K +
(v · n)uϕ dS

= −
∫

K
u ∇ · (ϕv) dx +

∫

∂K
(v · n)uϕ dS −

∫

∂K +∪∂K −
(v · n)uϕ dS

︸ ︷︷ ︸
=0

+
∫

∂K −
(v · n)u−ϕ dS +

∫

∂K +
(v · n)uϕ dS

=
∫

K
(v · ∇u)ϕ dx +

∫

∂K −
(v · n)(u− − u)ϕ dS

=
∫

K
(v · ∇u)ϕ dS −

∫

∂K −\∂Ω

(v · n)[u]ϕ dS −
∫

∂K −∩∂Ω

(v · n)(u − u D)ϕ dS,

where we set [u] = u − u− on ∂K − \ ∂Ω .

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Remark 4.23 Let us note that identity (4.165) can be derived from the relation

∫

K
(v · ∇u)ϕ dx = −

∫

K
u ∇ · (ϕv) dx +

∑
Γ ⊂∂K

∫

Γ

H(u(L)
Γ , u(R)

Γ , nΓ )ϕ dS,

where H is the numerical flux given (in analogy to (4.16)) by

H(u1, u2, n) =
{

v · n u1, if v · n > 0
v · n u2, if v · n ≤ 0

(4.166)

and H(u1, u2, n) = v · n u D on ∂K − ∩ ∂Ω .

Exercise 4.24 Verify Remark 4.23.

Now we proceed to the derivation of the discrete problem. We start from
Eq. (4.158a) under assumption (4.161), multiply it by any ϕ ∈ H2(Ω,Th), inte-
grate over each element K , apply Green’s theorem to the diffusion and convective
terms and sum over all elements K ∈ Th . Then we use the identity (4.165) for
convective terms, add some terms to both sides of the resulting identity or vanishing
terms (similarly as in Sect. 2.4 in the discretization of the diffusion term) and use
the boundary conditions (we recall that ∂ΩD = ∂Ω− = ∪K∈Th ∂K − ∩ ∂Ω). After
some manipulation we find that the exact solution u satisfies the following identity
for ϕ ∈ H2(Ω,Th):

(
∂u(t)

∂t
, ϕ

)
+ Ah(u(t), ϕ) + bh(u(t), ϕ) + ch(u(t), ϕ) = �h(ϕ)(t) (4.167)

for a. e. t ∈ (0, T ),

where the forms in (4.167) are defined in the following way:

(u, ϕ) =
∫

Ω

uϕ dx, (4.168)

Ah(u, ϕ) = εah(u, ϕ) + εJσ
h (u, ϕ), (4.169)

ah(u, ϕ) =
∑

K∈Th

∫

K
∇u · ∇ϕ dx −

∑

Γ ∈F I
h

∫

Γ

(〈∇u〉 · n [ϕ] + Θ〈∇ϕ〉 · n [u]) dS

−
∑

K∈Th

∫

∂K −∩∂Ω

((∇u · n)ϕ + Θ(∇ϕ · n)u) dS, (4.170)

Jσ
h (u, ϕ) =

∑

Γ ∈F I
h

∫

Γ

σ [u] [ϕ] dS +
∑

K∈Th

∫

∂K −∩∂Ω

σuϕ dS, (4.171)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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bh(u, ϕ) =
∑

K∈Th

∫

K
(v · ∇u)ϕ dx −

∑
K∈Th

∫

∂K −\∂Ω

(v · n)[u]ϕ dS (4.172)

−
∑

K∈Th

∫

∂K −∩∂Ω

(v · n)uϕ dS,

ch(u, ϕ) =
∫

Ω

cuϕ dx, (4.173)

�h(ϕ)(t) =
∫

Ω

g(t)ϕ dx +
∑

K∈Th

∫

∂K +∩∂Ω

gN (t)ϕ dS (4.174)

+ ε
∑

K∈Th

∫

∂K −∩∂Ω

σu D(t)ϕ dS

+ εΘ
∑

K∈Th

∫

∂K −∩∂Ω

u D(t)(∇ϕ · n) dS

−
∑

K∈Th

∫

∂K −∩∂Ω

(v · n)u D(t)ϕ dS.

In the form representing the discretization of the diffusion term we use the nonsym-
metric (NIPG) formulation for Θ = −1, and the incomplete (IIPG) formulation for
Θ = 0 or symmetric formulation (SIPG) for Θ = 1.

The weight σ |Γ is defined by (2.104), where hΓ is given by (2.24) or (2.25) or
(2.26) and satisfies (2.20). The constant CW > 0 from (2.104) is arbitrary for the
NIPG version, and it satisfies condition (2.132) or (2.139) for the SIPG or IIPG
version, respectively.

The approximate solution will be sought for each t ∈ (0, T ) in the finite dimen-
sional space

Shp =
{
ϕ ∈ L2(Ω);ϕ|K ∈ Pp(K ) ∀K ∈ Th

}
, (4.175)

where p ≥ 1 is an integer and Pp(K ) is the space of polynomials on K of degree at
most p.

Definition 4.25 The DG approximate solution of problem (4.158) is defined as a
function uh such that

uh ∈ C1([0, T ); Shp), (4.176a)(
∂uh(t)

∂t
, ϕh

)
+ Ah(uh(t), ϕh) + bh(uh(t), ϕh) + ch(uh(t), ϕh) = �h(ϕh)(t)

∀ϕh ∈ Shp ∀t ∈ (0, T ), (4.176b)

(uh(0), ϕh) = (u0, ϕh) ∀ϕh ∈ Shp. (4.176c)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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If ε = 0, we can also choose p = 0. In this case we get the finite volume method
using piecewise constant approximations. Thus, the finite volumemethod is a special
case of the DGM.

4.6.3 Error Estimates

Let us consider a system {Th}h∈(0,h̄), h̄ > 0, of conforming triangulations of Ω

satisfying the shape-regularity assumption (2.19). By Πhp we again denote the
Shp-interpolation defined by (2.90) with approximation properties formulated in
Lemma 2.24. Thus, ifμ = min(p +1, s), s ≥ 2 and v ∈ Hs(K ), then (2.93)–(2.95)
hold.

If we denote

ξ = uh − Πhpu, η = Πhpu − u, (4.177)

where u is the exact solution satisfying the regularity conditions (4.161) and uh is
the approximate solution, then the error eh = uh − u = ξ + η. By (2.93)–(2.95) and
(4.100), for all K ∈ Th and h ∈ (0, h̄) we have

‖η‖L2(K ) ≤ CAhμ|u|Hμ(K ), (4.178)

|η|H1(K ) ≤ CAhμ−1|u|Hμ(K ), (4.179)

|η|H2(K ) ≤ CAhμ−2|u|Hμ(K ), (4.180)

‖η‖L2(Ω) ≤ CAhμ|u|Hμ(Ω), (4.181)

‖∂tη‖L2(Ω) ≤ CAhμ |∂t u|Hμ(Ω) , (4.182)

almost everywhere in (0, T ), where ∂tη = ∂η/∂t and ∂t u = ∂u/∂t . If p ≥ 0 and
s ≥ 1, then (4.178), (4.179), (4.181) and (4.182) hold as well, as follows from (2.92).

In the error analysis we use the multiplicative trace inequality (2.78), the inverse
inequality (2.86) and the modified variant of the Gronwall Lemma 1.10. For simplic-
ity of notation we introduce the following norm over a subset ω of either ∂Ω or ∂K :

‖ϕ‖v,ω = ‖√|v · n| ϕ‖L2(ω), (4.183)

where n is the corresponding outer unit normal.
Now we prove the following property of the form bh given by (4.172).

Lemma 4.26 There exist positive constants C
′

b and Cb independent of u, h, ε such
that

|bh(η, ξ)| ≤ 1

4

∑
K∈Th

(
‖ξ‖2v,∂K +∩∂Ω

+ ‖[ξ ]‖2v,∂K −\∂Ω

)
(4.184)

+ Cb

∑
K∈Th

‖η‖L2(K )‖ξ‖L2(K ) + R2(η),

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_1
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where

R2(η) = C
′

b

∑
K∈Th

(
‖η‖L2(K )|η|H1(K ) + h−1

K ‖η‖2L2(K )

)
, (4.185)

Cb = Cv(1 + CACI ), C
′

b = CvCM (4.186)

and Cv is the constant in assumption (4.159d).

Proof Using (4.172) and Green’s theorem, we find that

bh(η, ξ) =
∑

K∈Th

(∫

K
(v · ∇η)ξ dx (4.187)

−
∫

∂K −∩∂Ω

(v · n)ξη dS −
∫

∂K −\∂Ω

(v · n)ξ(η − η−) dS

)

=
∑

K∈Th

(∫

∂K
(v · n)ξη dS −

∫

K
η(v · ∇ξ) dx −

∫

K
ηξ ∇ · v dx

−
∫

∂K −∩∂Ω

(v · n)ξη dS −
∫

∂K −\∂Ω

(v · n)ξ(η − η−) dS

)
,

where the superscript− denotes the values on ∂K fromoutside the element K . Hence,

|bh(η, ξ)| ≤
∣∣∣∣∣∣
∑

K∈Th

∫

K
η(v · ∇ξ) dx

∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑

K∈Th

∫

K
ηξ ∇ · v dx

∣∣∣∣∣∣
(4.188)

+
∣∣∣∣∣∣
∑

K∈Th

(∫

∂K
(v · n)ξη dS −

∫

∂K −∩∂Ω

(v · n)ξη dS

−
∫

∂K −\∂Ω

(v · n)ξ(η − η−) dS

)∣∣∣∣ .

The second term on the right-hand side of (4.188) is estimated easily with the aid
of the Cauchy inequality and assumption (4.159d):

∣∣∣∣∣∣
∑

K∈Th

∫

K
ηξ ∇ · v dx

∣∣∣∣∣∣
≤ Cv

∑
K∈Th

‖η‖L2(K )‖ξ‖L2(K ). (4.189)

Since

∑
K∈Th

∫

∂K +\∂Ω

(v · n)ξη dS = −
∑

K∈Th

∫

∂K −\∂Ω

(v · n)ξ−η− dS (4.190)
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and v · n ≥ 0 on ∂K +, with the aid of the Young inequality, the set decomposition

∂K = ∂K + ∪ (∂K − ∩ ∂Ω) ∪ (∂K − \ ∂Ω)

and notation (4.183), the third term on the right-hand side of (4.188) can be rewritten
and then estimated in the following way:

∣∣∣∣∣∣
∑

K∈Th

(∫

∂K +
(v · n)ξη dS +

∫

∂K −\∂Ω

{
(v · n)ξη − (v · n)ξ(η − η−)

}
dS

)∣∣∣∣∣∣

=
∣∣∣∣∣∣
∑

K∈Th

(∫

∂K +∩∂Ω
(v · n)ξη dS +

∫

∂K +\∂Ω
(v · n)ξη dS +

∫

∂K −\∂Ω
(v · n)η−ξ dS

)∣∣∣∣∣∣

=
∣∣∣∣∣∣
∑

K∈Th

(∫

∂K +∩∂Ω
(v · n)ξη dS +

∫

∂K −\∂Ω
(v · n)η−(ξ − ξ−) dS

)∣∣∣∣∣∣

≤ 1

4

∑

K∈Th

(∫

∂K +∩∂Ω
(v · n)ξ2 dS +

∫

∂K −\∂Ω
|v · n|[ξ ]2 dS

)
(4.191)

+
∑

K∈Th

(∫

∂K +∩∂Ω
(v · n)η2 dS +

∫

∂K −\∂Ω
|v · n|(η−)2 dS

)

≤ 1

4

∑

K∈Th

(
‖ξ‖2v,∂K +∩∂Ω

+ ‖[ξ ]‖2v,∂K −\∂Ω

)

+
∑

K∈Th

(
‖η‖2v,∂K +∩∂Ω

+ ‖η−‖2v,∂K −\∂Ω

)
.

Using the multiplicative trace inequality, the boundedness of v and estimates (4.178)
and (4.179), we get

∑
K∈Th

(
‖η‖2v,∂K +∩∂Ω

+ ‖η−‖2v,∂K −\∂Ω

)
(4.192)

≤ Cv

∑
K∈Th

‖η‖2L2(∂K )
≤ CvCM

∑
K∈Th

(
‖η‖L2(K )|η|H1(K ) + h−1

K ‖η‖2L2(K )

)
.

By virtue of the definition (4.177) of η and (2.89) and (2.90), the first term on
the right-hand side of (4.188) vanishes if the vector v is piecewise linear, because
v · ∇ξ |K ∈ Pp(K ) in this case. If this is not the case, we have to proceed in a more
sophisticated way. For every t ∈ [0, T ) we introduce a function Πh1v(t) which is
a piecewise linear L2(Ω)-projection of v(t) on the space Shp. Under assumption
(4.159d), by (2.96),

‖v − Πh1v‖L∞(K ) ≤ CAhK |v|W 1,∞(K ), K ∈ Th, h ∈ (0, h̄). (4.193)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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The first term in (4.188) is then estimated with the aid of (2.89), (2.86), (4.193), the
Cauchy inequality and assumption (4.159d) in the following way:

∣∣∣∣∣∣
∑

K∈Th

∫

K
η(v · ∇ξ) dx

∣∣∣∣∣∣
(4.194)

≤
∑

K∈Th

∣∣∣∣
∫

K
η(Πh1v · ∇ξ) dx

∣∣∣∣+
∑

K∈Th

∣∣∣∣
∫

K
η((v − Πh1v) · ∇ξ) dx

∣∣∣∣

=
∑

K∈Th

∣∣∣∣
∫

K
η((v − Πh1v) · ∇ξ) dx

∣∣∣∣ ≤
∑

K∈Th

‖v − Πh1v‖L∞(K )‖η‖L2(K )|ξ |H1(K )

≤
∑

K∈Th

CAhK |v|W 1,∞(K ) ‖η‖L2(K ) CI h−1
K ‖ξ‖L2(K )

≤ CvCACI
∑

K∈Th

‖η‖L2(K )‖ξ‖L2(K ).

Using (4.189), (4.191) and (4.194) in (4.188), we obtain (4.184) with constants
defined in (4.186). This finishes the proof of Lemma 4.26. �

Further, by (4.80) and the Young inequality,

|Ah(η, ξ)| ≤ εC̃B Ra(η)|||ξ ||| ≤ ε

4
|||ξ |||2 + εC̃2

B Ra(η)2 = ε

4
|||ξ |||2 + εR1(η),

(4.195)

where

R1(η) = C̃2
B

∑
K∈Th

(
|η|2H1(K )

+ h2
K |η|2H2(K )

+ h−2
K ‖η‖2L2(K )

)
. (4.196)

Finally, the Cauchy inequality gives

|ch(η, ξ)| ≤ Cc‖η‖L2(Ω)‖ξ‖L2(Ω), (4.197)

|(∂tη, ξ)| ≤ ‖∂tη‖L2(Ω) ‖ξ‖L2(Ω). (4.198)

Now we can formulate the abstract error estimate.

Theorem 4.27 Let us assume that {Th}h∈(0,h̄) is a system of conforming shape-
regular triangulations (cf. (2.19)) of the domain Ω and let assumptions (4.159) be
satisfied. Let us assume that the constant CW > 0 satisfies the conditions in Corollary
2.41 for NIPG, SIPG and IIPG versions of the diffusion form. Let the exact solution
u of problem (4.158) be regular in the sense of (4.161) and let uh be the approximate
solution obtained by the method of lines (4.176). Then the error eh = uh −u satisfies
the estimate

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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(
‖eh(t)‖2L2(Ω)

+ ε

2

∫ t

0
|||eh(ϑ)|||2dϑ + 2γ0

∫ t

0
‖eh(ϑ)‖2L2(Ω)

dϑ (4.199)

+ 1

2

t∫

0

∑
K∈Th

(
‖eh(ϑ)‖2v(ϑ),∂K∩∂Ω + ‖[eh(ϑ)]‖2v(ϑ),∂K −(ϑ)\∂Ω

)
dϑ
)1/2

≤ √
2
( ∫ t

0
(εR1(η(ϑ)) + R2(η(ϑ))dϑ

)1/2

+ 2
√
2
∫ t

0

(
‖η(ϑ)‖L2(Ω)(Cc + Cb) +

∥∥∥∂tη(ϑ)

∥∥∥
L2(Ω)

)
dϑ

+ √
2

(
‖η(ϑ)‖2L2(Ω)

+
∫ t

0
(
ε

2
|||η(ϑ)|||2 + 2γ0‖η(ϑ)‖2L2(Ω)

+R2(η(ϑ))) dϑ

)1/2

,

t ∈ [0, T ], h ∈ (0, h̄),

where R1 and R2 are given by (4.196) and (4.185), respectively.

Proof The proof will be carried out in several steps.
We subtract Eq. (4.167) from (4.176b) and for arbitrary but fixed t ∈ [0, T ], we put
ϕ := ξ(t) to get

(∂tξ, ξ) + Ah(ξ, ξ) + bh(ξ, ξ) + ch(ξ, ξ) (4.200)

= − (∂tη, ξ) − Ah(η, ξ) − bh(η, ξ) − ch(η, ξ).

Obviously,

(∂tξ, ξ) = 1

2

d

dt
‖ξ‖2L2(Ω)

, (4.201)

and, in view of Corollary 2.41,

Ah(ξ, ξ) ≥ ε

2
|||ξ |||2. (4.202)

Further, let us rearrange the terms in the form bh . We have

bh(ξ, ξ) =
∑

K∈Th

(∫

K
(v · ∇ξ)ξ dx −

∫

∂K −∩∂Ω
(v · n)ξ2 dS −

∫

∂K −\∂Ω
(v · n)[ξ ]ξ dS

)

=
∑

K∈Th

(
−1

2

∫

K
(∇ · v) ξ2 dx + 1

2

∫

∂K
(v · n)ξ2 dS −

∫

∂K −∩∂Ω
(v · n)ξ2 dS

−
∫

∂K −\∂Ω
(v · n)ξ(ξ − ξ−) dS

)
.

Using the decomposition ∂K = ∂K − ∪ ∂K +, we get

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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bh(ξ, ξ) =
∑

K∈Th

1

2

(
−
∫

K
ξ2 ∇ · v dx −

∫

∂K −∩∂Ω

(v · n)ξ2 dS

−
∫

∂K −\∂Ω

(v · n)(ξ2 − 2ξξ−) dS

+
∫

∂K +∩∂Ω

(v · n)ξ2 dS +
∫

∂K +\∂Ω

(v · n)ξ2 dS

)
.

Now, by virtue of the relation

∑
K∈Th

∫

∂K +\∂Ω

(v · n)ξ2 dS = −
∑

K∈Th

∫

∂K −\∂Ω

(v · n)(ξ−)2 dS, (4.203)

definition (4.162) and (4.183), we find that

bh(ξ, ξ) = 1

2

∑
K∈Th

(
−
∫

K
ξ2 ∇ · v dx −

∫

∂K −∩∂Ω

(v · n)ξ2 dS (4.204)

−
∫

∂K −\∂Ω

(v · n)(ξ2 − 2ξξ− + (ξ−)2) dS +
∫

∂K +∩∂Ω

(v · n)ξ2 dS

)

= 1

2

∑
K∈Th

(
−
∫

K
ξ2 ∇ · v dx +

∫

∂K −∩∂Ω

|(v · n)|ξ2 dS

+
∫

∂K −\∂Ω

|(v · n)|(ξ2 − 2ξξ− + (ξ−)2) dS +
∫

∂K +∩∂Ω

|(v · n)|ξ2 dS

)

= 1

2

∑
K∈Th

(
‖ξ‖2v,∂K −∩∂Ω

+ ‖[ξ ]‖2v,∂K −\∂Ω
+ ‖ξ‖2v,∂K +∩∂Ω

)

− 1

2

∫

Ω

ξ2 ∇ · v dx .

Finally,

ch(ξ, ξ) =
∫

Ω

cξ2 dx . (4.205)

On the basis of (4.200)–(4.202), (4.204) and (4.205) we obtain the inequality

1

2

d

dt
‖ξ‖2L2(Ω)

+ ε

2
|||ξ |||2 +

∫

Ω

(c − 1

2
∇ · v)ξ2 dx (4.206)

+ 1

2

∑
K∈Th

(
‖ξ‖2v,∂K∩∂Ω + ‖[ξ ]‖2v,∂K −\∂Ω

)

≤ |(∂tη, ξ)| + |Ah(η, ξ)| + |bh(η, ξ)| + |ch(η, ξ)|.
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Now, assumptions (4.159e), (4.159f) and inequalities (4.184), (4.195), (4.197) and
(4.198) imply that

d

dt
‖ξ‖2L2(Ω)

+ ε

2
|||ξ |||2 + 2γ0‖ξ‖2L2(Ω)

+ 1

2

∑
K∈Th

(
‖ξ‖2v,∂K∩∂Ω + ‖[ξ ]‖2v,∂K −\∂Ω

)

≤ 2‖ξ‖L2(Ω)

(‖η‖L2(Ω)(Cc + Cb) + ‖∂tη‖L2(Ω)

)+ 2εR1(η) + 2R2(η).

(4.207)

Integrating (4.207) over (0, t) and using the relation ξ(0) = 0, we get

‖ξ(t)‖2L2(Ω)
+
∫ t

0

ε

2
|||ξ(ϑ)|||2 dϑ + 2γ0‖ξ‖2L2(Qt )

(4.208)

+ 1

2

t∫

0

∑
K∈Th

(
‖ξ(ϑ)‖2v(ϑ),∂K∩∂Ω + ‖[ξ(ϑ)]‖2v(ϑ),∂K −(ϑ)\∂Ω

)
dϑ

≤ 2
∫ t

0
‖ξ(ϑ)‖L2(Ω)

(‖η(ϑ)‖L2(Ω)(Cc + Cb) + ‖∂tη(ϑ)‖L2(Ω)

)
dϑ

+ 2
∫ t

0
(εR1(η(ϑ)) + R2(η(ϑ)))dϑ.

As the last step we make use of the modified the Gronwall Lemma 1.10 with

χ(t) = ‖ξ(t)‖L2(Ω), (4.209)

R(t) = ε

2

∫ t

0
|||ξ(ϑ)|||2 dϑ + 2γ0‖ξ‖2L2(Qt )

+ 1

2

t∫

0

∑
K∈Th

(
‖ξ(ϑ)‖2v(ϑ),∂K∩∂Ω + ‖[ξ(ϑ)]‖2v(ϑ),∂K −(ϑ)\∂Ω

)
dϑ,

A(t) = 2
∫ t

0
(εR1(η(ϑ)) + R2(η(ϑ))) dϑ,

B(t) = ‖η(t)‖L2(Ω)(Cc + Cb) + ‖∂tη(t)‖L2(Ω) .

For simplicity, we denote the left-hand side of inequality (4.208) as L(ξ, t). Then
for t ∈ [0, T ] we get

√
L(ξ, t) ≤

(
2
∫ t

0
(εR1(η(t)) + R2(η(t))) dϑ

)1/2

(4.210)

+
∫ t

0

(‖η(t)‖L2(Ω)(Cc + Cb) + ‖∂tη(t)‖L2(Ω)

)
dϑ.

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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To obtain the estimate of eh = uh − u = ξ + η, we note that

‖eh‖2L2(Ω)
≤ 2

(
‖ξ‖2L2(Ω)

+ ‖η‖2L2(Ω)

)
,

|||eh |||2 ≤ 2
(
|||ξ |||2 + |||η|||2

)
,

‖eh‖2v,∂K∩∂Ω ≤ 2
(
‖ξ‖2v,∂K∩∂Ω + ‖η‖2v,∂K∩∂Ω

)
,

‖[eh]‖2v,∂K −\∂Ω
≤ 2

(
‖[ξ ]‖2v,∂K −\∂Ω

+ ‖[η]‖2v,∂K −\∂Ω

)
.

We can find that

√
L(eh, t) ≤ √

2
√

L(ξ, t) + L(η, t) ≤ √
2
(√

L(ξ, t) +√L(η, t)
)

. (4.211)

Similarly as in the proof of (4.192), under the notation (4.185) and (4.186), we find
that

∑
K∈Th

(
‖η‖2v,∂K∩∂Ω + ‖[η]‖2v,∂K −\∂Ω

)
≤ 2R2(η). (4.212)

Now, from (4.210), (4.211) and (4.212) it follows that

√
L(eh, t) ≤ 2

( ∫ t

0
(εR1(η(t)) + R2(η(t))) dϑ

)1/2
(4.213)

+ √
2
∫ t

0

(
‖η(t)‖L2(Ω)(Cc + Cb) +

∥∥∥∂tη(t)
∥∥∥

L2(Ω)

)
dϑ

+ √
2

(
‖η(t)‖2L2(Ω)

+
∫ t

0

(ε

2
|||η(ϑ)|||2 + 2γ0‖η‖2L2(Ω)

+ R2(η(ϑ))
)
dϑ

)1/2

,

which is the desired result (4.199). �

Now, we formulate the main result of this section, representing the error estimate
in terms of the mesh-size h.

Theorem 4.28 Let us assume that {Th}h∈(0,h̄) is a system of conforming shape-
regular triangulations (cf. (2.19)) of the domain Ω and let assumption (4.159) be
satisfied. Let us assume that the constant CW > 0 satisfies the conditions from
Corollary 2.41 for NIPG, SIPG and IIPG versions of the diffusion form. Let the
exact solution u of problem (4.158) be regular in the sense of (4.161) and let uh be
the approximate solution obtained by the method of lines (4.176). Then the error
eh = uh − u satisfies the estimate

max
t∈(0,T )

‖eh(t)‖L2(Ω) +
⎛
⎝ε

2

T∫

0

|||eh(ϑ)|||2 dϑ + 2γ0‖eh‖2L2(QT )

⎞
⎠

1/2

(4.214)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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+
⎛
⎝1

2

∑
K∈Th

T∫

0

(
‖eh(t)‖2v(t),∂K∩∂Ω + ‖[eh(t)]‖2v(t),∂K −(t)\∂Ω

)
dt

⎞
⎠

1/2

≤ C̃hμ−1(
√

ε + √
h),

where C̃ > 0 is a constant independent of ε and h.

Proof Estimate (4.214) will be derived from the abstract error estimate (4.199) and
estimates (4.178)–(4.182) of the term η.

By (4.196), (4.185), (4.178)–(4.180), the inequality hK ≤ h and the relation

∑
K∈Th

|u|2Hμ(K ) = |u|2Hμ(Ω), (4.215)

we have

R1(η) ≤ 3C̃2
BC2

Ah2(μ−1)|u|2Hμ(Ω), (4.216)

R2(η) ≤ 2C
′

b C2
Ah2μ−1|u|2Hμ(Ω). (4.217)

From (4.104), we have

|||η|||2 ≤ C2
A

(
1 + 4CW CM

CT

)
h2(μ−1)|u|2Hμ(Ω). (4.218)

Now, estimates (4.178), (4.182), (4.199), (4.216)–(4.218) and the inequality
√

a+√
b + √

c ≤ √
3(a + b + c)1/2 valid for a, b, c ≥ 0, imply that

max
t∈(0,T )

‖eh(t)‖L2(Ω) +
⎛
⎜⎝ ε

2

T∫

0

|||eh(ϑ)|||2 dϑ + 2γ0‖eh‖2L2(QT )

⎞
⎟⎠
1/2

(4.219)

+
⎛
⎜⎝1

2

∑

K∈Th

T∫

0

(
‖eh(t)‖2v(t),∂K∩∂Ω + ‖[eh(t)]‖2v(t),∂K −(t)\∂Ω

)
dt

⎞
⎟⎠
1/2

≤
⎧
⎨
⎩

√
6

((
3εC̃2

BC2
Ah2(μ−1) + 2C

′
bC2

Ah2μ−1
) ∫ T

0
|u(ϑ)|2Hμ(Ω dϑ

)1/2

+ 2
√
6

(
CA(Cc + Cb)hμ

∫ T

0
|u(ϑ)|Hμ(Ω dϑ + CAhμ

∫ T

0
|∂t u(ϑ)|Hμ(Ω) dϑ

)
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+√
6
(

C2
Ah2μmaxt∈[0,T ]|u(t)|2Hμ(Ω)

+ C2
A

(
2γ0h2μ + ε

2

(
1 + 4CW CM

CT

)
h2(μ−1) + 2C

′
b h2μ−1

) ∫ T

0
|u(ϑ)|2Hμ(Ω) dϑ

) 1
2

}
.

The above inequality and the inequality h < h̄ already imply estimate (4.214) with
a constant C̃ depending on the constants C̃B, CA, C

′
b , Cc, Cb, h̄, γ0, CW , CM , CT

and the seminorms

|u|L2(0,T ;Hμ(Ω)), |u|L1(0,T ;Hμ(Ω)), |u|C([0,T ];Hμ(Ω)), |∂t u|L1(0,T ;Hμ(Ω)) . �

Exercise 4.29 (i) Prove estimate (4.212) in detail.
(ii) Verify relations (4.211).
(iii) Express the constant C̃ from the error estimate (4.214) in terms of the constants

C̃B, CA, . . ., and the norms of u and ∂t u.
(iv) Prove relations (4.190) and (4.203) in detail.

Remark 4.30 Let us omit the integrals over ∂K − ∩ ∂Ω and ∂K − \ ∂Ω in the form
bh and the corresponding terms on the right-hand side in the definition of the approx-
imate solution uh (which means that we cancel upwinding). Proceeding in the same
way as before, we obtain the estimate of the type

d

dt
‖ξ‖2L2(Ω)

+ ε|||ξ |||2 + 2
∫

Ω

(c − 1

2
∇ · v)ξ2 dx +

∑
K∈Th

∫

∂K
(v · n)ξ2 dS

≤ Cεh2(μ−1) + Ch2μ + ‖ξ‖2L2(Ω)
. (4.220)

We can see that it is difficult to handle the terms
∫
Γ

(v · n)ξ2 dS on the left-hand side,
as v · n may be both positive and negative. We can make some rearrangements, but
then it is necessary to use the standard Gronwall Lemma 1.9 and we obtain a term
like exp(cT/ε) on the right-hand side of the final estimate, which is not desirable,
especially for small ε. The use of upwinding is therefore important for obtaining the
error estimate uniform with respect to the diffusion coefficient ε. Similar result is
valid even on an infinite time interval [0,+∞) as was shown in [139].

Exercise 4.31 Prove estimate (4.220) and the error estimate following from (4.220).

4.7 Numerical Examples

In Chap.2 we presented numerical experiments which demonstrate the high order of
convergence of the discontinuous Galerkin method (DGM). However, similar results
can be obtained for the standard conforming finite element method (FEM) (e.g., [52]).

http://dx.doi.org/10.1007/978-3-319-19267-3_1
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Fig. 4.1 Linear convection-diffusion equation, P1 conforming finite element method, hori-
zontal cut at x2 = 0.5 (left), vertical cut at x1 = 0.5 (center), 3D view (right), for ε =
10−1, 10−2, 10−3, 10−4, 10−5 and 10−6
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Fig. 4.2 Linear convection-diffusion equation, P1 discontinuous Galerkin method, horizon-
tal cut at x2 = 0.5 (left), vertical cut at x1 = 0.5 (center), 3D view (right), for ε =
10−1, 10−2, 10−3, 10−4, 10−5 and 10−6
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Moreover, in comparison with conforming FEM, DGM requires more degrees of
freedom for obtaining the same level of computational error. On the other hand,
the numerical solutions obtained by the conforming FEM and DGM are completely
different in the case of convection-diffusion problems, particularly for dominating
convection.

Let us consider a simple stationary linear convection-diffusion boundary value
problem to find such a function u that

∂u

∂x1
− εΔu =1 in Ω = (0, 1) × (0, 1), (4.221)

u =0 on ∂Ω,

where ε > 0 is a diffusion coefficient. The exact solution possesses an exponential
boundary layer along x1 = 1 and two parabolic boundary layers along x2 = 0 and
x2 = 1 (cf. [244]). In the interior grid points the solution u(x1, x2) ≈ x1.

We solved this problem with the aid of the conforming FEM and the IIPG variant
ofDGMon a uniform triangular gridwith spacing h = 1/16with the aid of piecewise
linear approximation. Figures4.1 and 4.2 show the approximate solutions for ε =
10−1, 10−2, 10−3, 10−4, 10−5 and 10−6 obtained by FEM andDGM, respectively.

We can see that the conforming finite element solutions suffer from spurious
oscillations whose amplitude increases with decreasing diffusion coefficient. On
the other hand, for ε = 10−1, 10−2 and 10−3 the discontinuous Galerkin solution
contains spurious overshoots and undershoots only in the vicinity of the boundary
layers, but inside the domain there are no spurious oscillations. These overshoots and
undershoots completely disappear for ε � 1. It is caused by the fact that the Dirichlet
boundary condition is imposed in a weak sense with the aid of the boundary penalty.
From this point of view, the DGM does not require such sophisticated stabilization
techniques as the conforming FEM (see [191] for an overview).



Chapter 5
Space-Time Discretization
by Multistep Methods

In practical computations, it is necessary to discretize nonstationary initial-boundary
value problems both in space and time. In the previous chapter only the DG space
semidiscretization, called the method of lines, was applied, leading to a large system
of ordinary differential equations (ODEs). These systems can be solved by suitable
schemes for solving ordinary differential equations. We can mention, for example,
explicit Runge–Kutta methods, which are particularly popular in computational fluid
dynamics, see e.g., [282]. The drawback of these methods is the conditional stability
which requires strong limitation of the time step. Therefore, in some cases also other
(implicit) methods are used. In this chapter we introduce and analyze full space-time
discretizations based on the DGM in space, in combination with multistep methods
applied to the resulting system of ODEs.

5.1 Semi-implicit Backward Euler Time Discretization

This section is concerned with the analysis of the full space-time semi-implicit back-
ward Euler time discretization combined with the discontinuous Galerkin space dis-
cretization of a scalar nonstationary nonlinear convection-diffusion equation with
linear diffusion and nonlinear convection. In this case the diffusion and additional
stabilization and penalty terms are treated implicitly, whereas the nonlinear convec-
tive terms are treated explicitly. We derive a priori error estimates in the discrete
L∞(0, T ; L2(Ω))-norm, L2(0, T ; H1(Ω,Th))-norm and L∞(0, T ; H1(Ω,Th))-
norm with respect to the mesh-size h and time step τ . Although this approach
is a special case of the higher-order backward difference formula—discontinuous
Galerkin method (BDF-DGM) analyzed in Sect. 5.2, we present it separately here in
order to explain the theoretical analysis in a clearer way.

Let us consider the initial-boundary value problem (4.1) to find u : QT = Ω ×
(0, T ) → R such that

© Springer International Publishing Switzerland 2015
V. Dolejší and M. Feistauer, Discontinuous Galerkin Method,
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DOI 10.1007/978-3-319-19267-3_5
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∂u

∂t
+

d∑
s=1

∂ fs(u)

∂xs
= εΔu + g in QT , (5.1a)

u
∣∣
∂ΩD×(0,T )

= u D, (5.1b)

ε n · ∇u|∂ΩN ×(0,T ) = gN , (5.1c)

u(x, 0) = u0(x), x ∈ Ω. (5.1d)

We assume that the data satisfy conditions (4.2), i.e.,

f = ( f1, . . . , fd), fs ∈ C1(R), f ′
s are bounded, fs(0) = 0, s = 1, . . . , d,

u D = trace of some u∗ ∈ C([0, T ]; H1(Ω)) ∩ L∞(QT ) on ∂ΩD × (0, T ),

ε > 0, g ∈ C([0, T ]; L2(Ω)), gN ∈ C([0, T ]; L2(∂ΩN )), u0 ∈ L2(Ω).

We assume that problem (5.1) has a weak solution satisfying the regularity
conditions

u ∈ L∞(0, T ; Hs(Ω)),
∂u

∂t
∈ L∞(0, T ; Hs(Ω)),

∂2u

∂t2
∈ L∞(0, T ; L2(Ω)),

(5.2)

where s ≥ 2 is an integer. Such a solution satisfies problem (5.1) pointwise. Under
(5.2),

u ∈ C([0, T ]; Hs(Ω)),
∂u

∂t
∈ C([0, T ]; L2(Ω)). (5.3)

Let us recall that again (·, ·) denotes the scalar product in the space L2(Ω).

5.1.1 Discretization of the Problem

We use the same notation and assumptions as in Sects. 2.4 and 4.2. This means that
we suppose that the domain Ω is polygonal if d = 2, or polyhedral if d = 3, with
Lipschitz boundary. By Th we denote a partition of the domain Ω and by Shp we
denote the space of discontinuous piecewise polynomial functions defined in (2.34).

Further, we use the diffusion, convection, penalty and right-hand side forms
ah, bh, Jσ

h and �h defined in Sect. 4.2 by (4.10), (4.13), (4.11) and (4.23), respec-
tively. As in previous sections, by (·, ·) we denote the L2(Ω)-scalar product. More-
over, by (4.9), Ah = εah +εJσ

h . Let us recall that the functions fs, s = 1, . . . , d, are
Lipschitz-continuous with constant L f = 2L H , where the constant L H is introduced
in (4.18). As was already shown, the exact solution u with property (5.2) satisfies
the consistency identity (4.28):

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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(
∂u

∂t
(t), vh

)
+ Ah(u(t), vh) + bh(u(t), vh) = �h(vh) (t) (5.4)

for all vh ∈ Shp and all t ∈ (0, T ).
In order to introduce the fully discretized problem, we consider a partition 0 =

t0 < t1 < . . . , tr = T of the time interval [0, T ] and set τk = tk+1 − tk for
k = 0, 1, . . . , r − 1. The exact solution u(tk) will be approximated by an element
uk

h ∈ Shp, and the time derivative in (5.4) will be approximated by the backward
difference. In order to obtain a stable, efficient and simple scheme, the forms Ah and
�h will be treated implicitly, whereas the nonlinear terms represented by the form
bh will be treated explicitly. In this way we arrive at the following semi-implicit
backward Euler-discontinuous Galerkin method (BE-DGM).

Definition 5.1 We define the approximate solution of problem (5.1) by the semi-
implicit BE-DGM as functions uk

h ∈ Shp, tk ∈ [0, T ], satisfying the conditions

u0
h = Πhpu0, (5.5a)(
uk+1

h − uk
h

τk
, vh

)
+ Ah(uk+1

h , vh) + bh(uk
h, vh) = �h(vh) (tk+1) (5.5b)

∀ vh ∈ Shp ∀ tk+1 ∈ (0, T ].

(The Shp-interpolation operator Πhp is defined in (2.90)). The function uk
h is called

the approximate solution at time tk .

For each tk+1 ∈ (0, T ], problem (5.5b) is equivalent to a system of linear algebraic
equationswith amatrix, which is, in general, nonsymmetric but positive definite. This
implies the following result.

Lemma 5.2 Under the assumptions on CW from Corollary 2.41, the discrete prob-
lem (5.5) has a unique solution.

Exercise 5.3 Prove Lemma5.2. Hint: Use Corollary 1.7.

5.1.2 Error Estimates

In what follows, we analyze the error estimates of the approximate solution uk
h, k =

0, 1, . . . , obtained by method (5.5) under the assumption that the exact solution u
satisfies (5.2). For simplicity, we assume that the Dirichlet condition is prescribed
on the whole boundary ∂Ω . Hence, ∂ΩD = ∂Ω and ∂ΩN = ∅. This means that we
want to find u : QT → R such that

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_1
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∂u

∂t
+

d∑
s=1

∂ fs(u)

∂xs
= ε Δu + g in QT , (5.6a)

u
∣∣
∂Ω×(0,T ) = u D, (5.6b)

u(x, 0) = u0(x), x ∈ Ω. (5.6c)

(In this case, the form �h is defined by (4.114)). Moreover, we consider a uniform
partition tk = kτ, k = 0, 1, . . . , r, of the time interval [0, T ]with time step τ = T/r ,
where r > 1 is an integer.

In the error analysis we use similar techniques as in Sect. 4.3. This means that we
considerAssumptions 4.5 fromSect. 4.3 and use the results formulated inLemma4.6,
the approximation properties (2.93)–(2.95), (2.98)–(2.100), the multiplicative trace
inequality (2.78), and the inverse inequality (2.86). Moreover, we suppose that the
regularity conditions (5.2) are satisfied.

Let Πhpuk be the Shp-interpolation of uk = u(tk) (k = 0, . . . , r ), where Πhp is
the operator of the L2(Ω)-projection satisfying estimates (2.98)–(2.100). We set

ξ k = uk
h − Πhpuk ∈ Shp, ηk = Πhpuk − uk ∈ Hs(Ω,Th). (5.7)

Then the error ek
h = uk

h − uk can be expressed as

ek
h = ξ k + ηk, k = 0, . . . , r. (5.8)

Setting vh := ξ k+1 in (5.5b), we get

(
uk+1

h − uk
h, ξ k+1

)
+τ
(

Ah(uk+1
h , ξ k+1) + bh(uk

h, ξ k+1) − �h(ξ k+1) (tk+1)
)

= 0,

tk, tk+1 ∈ [0, T ].
(5.9)

Moreover, setting t := tk+1 and vh := ξ k+1 in (5.4), we obtain

(
u′(tk+1), ξ

k+1
)

+ Ah(uk+1, ξ k+1) + bh(uk+1, ξ k+1)−�h(ξ k+1) (tk+1) = 0,

tk+1 ∈ [0, T ], (5.10)

where u′ = ∂u/∂t . Multiplying (5.10) by τ and subtracting from (5.9), we get

(
uk+1

h − uk
h, ξ k+1

)
− τ

(
u′(tk+1), ξ

k+1
)

(5.11)

+ τ
(

Ah(uk+1
h − uk+1, ξ k+1) + bh(uk

h, ξ k+1) − bh(uk+1, ξ k+1)
)

= 0,

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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By (5.7) and (5.8), from (5.11) we have

(
ξ k+1 − ξ k, ξ k+1

)
+ τ Ah(ξ k+1, ξ k+1) (5.12)

= τ(u′(tk+1), ξ
k+1) − (uk+1 − uk, ξ k+1) − (ηk+1 − ηk, ξ k+1)

+ τ
(

bh(uk+1, ξ k+1) − bh(uk
h, ξ k+1) − Ah(ηk+1, ξ k+1)

)
.

In what follows, we estimate the individual terms on the right-hand side of (5.12).
First, for v ∈ L∞(0, T ; Hs(Ω)), s ≥ 2, we put

|v|R = max
(‖v‖L∞(0,T ;L2(Ω)), |v|L∞(0,T ;H1(Ω)), |v|L∞(0,T ;Hμ(Ω))

)
, (5.13)

where μ = min(p + 1, s). For the definitions of seminorms, see (1.34). Obviously,
if u satisfies assumptions (5.2), then we can put

‖u‖d := max
(|u|R,

∣∣u ′∣∣
R,
∣∣u ′′∣∣

R

)
< ∞, (5.14)

where u ′ = ∂u/∂t , u ′′ = ∂2u/∂t2.
Now we estimate the terms arising from the approximation of the time derivative.

Lemma 5.4 Under assumptions (5.2), for tk , tk+1 ∈ [0, T ] we have

∣∣∣(uk+1 − uk, ξ k+1) − τ(u′(tk+1), ξ
k+1)

∣∣∣ ≤ τ 2
∣∣u ′′∣∣

R‖ξ k+1‖L2(Ω), (5.15)

‖uk+1 − uk‖L2(Ω) ≤ τ
∣∣u ′∣∣

R, (5.16)

|uk+1 − uk |H1(Ω) ≤ τ
∣∣u ′∣∣

R, (5.17)

|uk+1 − uk |Hμ(Ω) ≤ τ
∣∣u ′∣∣

R . (5.18)

Proof (i) The proof of (5.15) is based on the following result (see [122], Par. 8,2, or
[144]): If w : (0, T ) → L2(Ω) is such that w, w′ ∈ L1(0, T ; L2(Ω)), v ∈ L2(Ω),
then (w′, v) ∈ L1(0, T ) and for t1, t2 ∈ [0, T ],

∫ t2

t1
(w′(t), v) dt = (w(t2) − w(t1), v). (5.19)

The above and (5.2) imply that

(u(tk+1) − u(tk), ξ) =
∫ tk+1

tk
(u′(t), ξ) dt, (5.20)

and hence,

(uk+1 − uk, ξ) − τ(u′(tk+1), ξ) =
∫ tk+1

tk
(u′(t) − u′(tk+1), ξ) dt . (5.21)

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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Since u′′ ∈ L∞(0, T ; L2(Ω)),

(u′(t) − u′(tk+1), ξ) =
∫ t

tk+1

(u′′(ϑ), ξ) dϑ, (5.22)

and

∫ tk+1

tk
(u′(t) − u′(tk+1), ξ) dt =

∫ tk+1

tk

(∫ t

tk+1

(u′′(ϑ), ξ)dϑ

)
dt . (5.23)

Then, (5.21)–(5.23), the Cauchy inequality, and assumption (5.2) imply that

∣∣∣(uk+1 − uk, ξ) − τ(u′(tk+1), ξ)

∣∣∣ ≤ τ 2‖u′′‖L∞(0,T ;L2(Ω))‖ξ‖L2(Ω), (5.24)

which is (5.15).
(ii) Since u′ ∈ L∞(0, T ; Hμ(Ω)) ⊂ L∞(0, T ; L2(Ω)), we can write

‖uk+1 − uk‖L2(Ω) =
∥∥∥∥
∫ tk+1

tk
u′(t) dt

∥∥∥∥
L2(Ω)

≤ τ‖u′‖L∞(0,T ;L2(Ω)), (5.25)

which proves (5.16).
(iii) Since u′ ∈ L∞(0, T ; Hμ(Ω)) ⊂ L∞(0, T ; H1(Ω)) and

∂

∂t

(
∂u

∂xl

)
= ∂

∂xl

(
∂u

∂t

)
, l = 1, . . . , d, (5.26)

in the sense of distributions, we obtain

|uk+1 − uk |H1(Ω) = ‖∇uk+1 − ∇uk‖L2(Ω) =
∥∥∥∥
∫ tk+1

tk

∂

∂t
∇u(t) dt

∥∥∥∥
L2(Ω)

(5.27)

≤
∫ tk+1

tk

∥∥∥∥
∂

∂t
∇u(t)

∥∥∥∥
L2(Ω)

dt =
∫ tk+1

tk

∥∥∇u′(t)
∥∥

L2(Ω)
dt

=
∫ tk+1

tk

∣∣u′(t)
∣∣

H1(Ω)
dt ≤ τ‖u′‖L∞(0,T ;H1(Ω)),

which is (5.17).
(iv) Using a similar argumentation as in (5.27), we derive (5.18). �

Lemma 5.5 Under assumptions (5.2), for tk , tk+1 ∈ [0, T ] we have

|(ηk+1 − ηk, ξ k+1)| ≤ CAτhμ‖ξ k+1‖L2(Ω)

∣∣u ′∣∣
R, (5.28)

where CA is the constant from the approximation properties (2.93)–(2.95).

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Proof The Cauchy inequality, relations (5.7), (2.93)–(2.95) and (5.18) imply that

|(ηk+1 − ηk, ξ k+1)| ≤ ‖ηk+1 − ηk‖L2(Ω)‖ξ k+1‖L2(Ω) (5.29)

= ‖Πhp(u
k+1 − uk) − (uk+1 − uk)‖L2(Ω)‖ξ k+1‖L2(Ω)

≤ CAhμ|uk+1 − uk |Hμ(Ω)‖ξ k+1‖L2(Ω)

≤ CAτhμ
∣∣u ′∣∣

R‖ξ k+1‖L2(Ω),

which proves the lemma. �

Exercise 5.6 Prove that (5.26) holds in the sense of distributions.

Further, using the results from the previous chapter, we simply estimate the term
Ah(ηk, ξ k) in (5.12). By (4.80) and (4.96),

|Ah(ηk, ξ k)| ≤ εC̃B Ra(ηk)|||ξ k ||| ≤ √
3εCAC̃Bhμ−1|uk |Hμ(Ω)|||ξ k ||| (5.30)

≤ εC1hμ−1|u|R |||ξ k |||, h ∈ (0, h̄), tk ∈ [0, T ],

where C1 = √
3CAC̃B .

Finally, we derive the estimates of the convective form bh .

Lemma 5.7 For h ∈ (0, h̄), tk , tk+1 ∈ [0, T ] we have

∣∣∣bh(uk+1, ξ k+1) − bh(uk
h, ξ k+1)

∣∣∣ ≤ C2|||ξ k+1|||
(
‖ξ k‖L2(Ω) + (hμ + τ)|u|R

)
,

(5.31)

where C2 > 0 is independent of h, τ , k, ξ .

Proof We can write

bh(uk+1, ξ k+1) − bh(uk
h, ξ k+1) = bh(uk+1, ξ k+1) − bh(uk, ξ k+1) (=: Ψ1)

+ bh(uk, ξ k+1) − bh(Πhpuk, ξ k+1) (=: Ψ2)

+ bh(Πhpuk, ξ k+1) − bh(uk
h, ξ k+1) (=: Ψ3).

(5.32)

We estimate the individual terms in (5.32). By virtue of (4.30),

|Ψ1| ≤ Cb1|||ξ k+1|||
(
‖uk+1 − uk‖2L2(Ω)

+
∑

K∈Th

hK ‖uk+1 − uk‖2L2(∂K )

)1/2
.

(5.33)

Using the multiplicative trace inequality (2.78), (5.16) and (5.17), we find that

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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∑
K∈Th

hK ‖uk+1 − uk‖2L2(∂K )
(5.34)

≤ CM

∑
K∈Th

(
hK ‖uk+1 − uk‖L2(K )|uk+1 − uk |H1(K ) + ‖uk+1 − uk‖2L2(K )

)

≤ CM (h̄ + 1)τ 2
∣∣u ′∣∣2

R .

Then (5.33), (5.34) and (5.16) give

|Ψ1| ≤ Cb1|||ξ k+1|||
(
τ 2
∣∣u ′∣∣2

R + CM (h̄ + 1)τ 2
∣∣u ′∣∣2

R

)1/2 ≤ C3τ |||ξ k+1|||∣∣u ′∣∣
R,

(5.35)

where C3 = Cb1(1 + CM (h̄ + 1))1/2.
Moreover, from Lemma4.6 and (4.97), (5.7) and (5.13), we deduce that

|Ψ2| ≤ Cb3|||ξ k+1||| Rb(Πhpuk − uk) ≤ √
2Cb3CAhμ|||ξ k+1||| |u|R, (5.36)

|Ψ3| ≤ Cb2|||ξ k+1||| ‖Πhpuk − uk
h‖L2(Ω) = Cb2|||ξ k+1||| ‖ξ k‖L2(Ω).

By (5.32), (5.35) and (5.36), we obtain (5.31)withC2 := max(C3, Cb2,
√
2Cb3CA).

�
Now we formulate the main result regarding the error estimate of the BE-DGM.

Theorem 5.8 Let Assumptions 4.5 from Sect.4.3 be satisfied. Let u be the exact
solution of problem (5.1) satisfying (5.2). Let tk = kτ, k = 0, 1, . . . , r, τ = T/r, be
a partition of [0, T ] and let uk

h, k = 0, . . . , r , be the approximate solution defined
by (5.5). Let us set

e = {ek
h}r

k=0 = {uk
h − uk}r

k=0, ‖e‖2h,τ,L∞(L2)
= max

k=0,...,r
‖ek

h‖2L2(Ω)
, (5.37)

‖e‖2h,τ,L2(H1)
= ετ

r∑
k=0

|||ek
h |||2,

‖e‖2h,τ,L∞(H1)
= ε max

k=0,...,r
|||ek

h |||2.

Then there exist constants C̃, Ĉ > 0 such that

‖e‖2h,τ,L∞(L2)
≤ C̃

(
h2(μ−1)

(
ε + h2 + h2/ε

)
+ τ 2 (1 + 1/ε)

)
, (5.38)

‖e‖2h,τ,L2(H1)
≤ Ĉ

(
h2(μ−1)

(
ε + h2 + h2/ε

)
+ τ 2 (1 + 1/ε)

)
, (5.39)

∀h ∈ (0, h̄) ∀τ ∈ (0, T ), τ ≤ 1

2
.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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Moreover, provided

h ≤ CI S τ (5.40)

with a constant CI S independent of h and τ , there exists a constant C̄ > 0 such that

‖e‖2h,τ,L∞(H1)
≤ C̄

(
h2(μ−1)

(
1 + ε + h + h/ε + h2 + h2/ε + h2/ε2

)
(5.41)

+τ
(
1 + 1/ε + 1/ε2

))
, ∀h ∈ (0, h̄) ∀τ ∈ (0, T ), τ ≤ 1

2
.

Proof Let ξ k = uk
h − Πhpuk ∈ Shp, ηk = Πhpuk − uk , k = 0, . . . , r (cf. (5.7)).

Then (5.8) holds: ek
h = uk

h − uk = ξ k + ηk . From (5.12) and the relations

Ah(ξ k+1, ξ k+1) ≥ εCC |||ξ k+1|||2 (5.42)

(cf. (4.84)) and

2(ξ k+1 − ξ k, ξ k+1) =
(
‖ξ k+1‖2L2(Ω)

− ‖ξ k‖2L2(Ω)
+ ‖ξ k+1 − ξ k‖2L2(Ω)

)
, (5.43)

for k = 0, . . . , r − 1, we get

‖ξ k+1‖2L2(Ω)
− ‖ξ k‖2L2(Ω)

+ ‖ξ k+1 − ξ k‖2L2(Ω)
+ 2τεCC |||ξ k+1|||2 (5.44)

≤ 2
(
τ(u′(tk+1), ξ

k+1) − (uk+1 − uk, ξ k+1) −
(
ηk+1 − ηk, ξ k+1

))

+ 2τ
(

bh(uk+1, ξ k+1) − bh(uk
h, ξ k+1) − Ah(ηk+1, ξ k+1)

)
=: RHS.

With the aid of Lemmas 5.4 and 5.5, estimates (5.30) and (5.31) and using notation
(5.14), we estimate the right-hand side of (5.44):

|RHS| ≤ 2
(
τ 2
∣∣u ′′∣∣

R‖ξ k+1‖L2(Ω) + CAτhμ
∣∣u ′∣∣

R‖ξ k+1‖L2(Ω)

)

+ 2τ
(

C2|||ξ k+1|||
(
‖ξ k‖L2(Ω) + (hμ + τ)|u|R

)
+ C1εhμ−1|u|R |||ξ k+1|||

)

≤ 2(1 + CA)τ (τ + hμ)‖ξ k+1‖L2(Ω)‖u‖d

+ 2τ(C2 + C1)|||ξ k+1|||
(
‖ξ k‖L2(Ω) + (hμ + εhμ−1 + τ)‖u‖d

)
.

Application of the Young inequality gives

|RHS| ≤ τ‖ξk+1‖2L2(Ω)
+ τ(1 + CA)2(τ + hμ)2‖u‖2d (5.45)

+ τ
ε

2
|||ξk+1|||2 + 4τ

ε
(C2 + C1)

2
(
‖ξk‖2L2(Ω)

+ (hμ + εhμ−1 + τ)2‖u‖2d
)
.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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We put C4 = 4(C2 + C1)
2 and

q(ε, h, τ ) = 2h2(μ−1)
(
(1 + CA)2h2 + 2C4(ε + h2ε−1)

)
‖u‖2d (5.46)

+ 2τ 2
(

(1 + CA)2 + C4

ε

)
‖u‖2d .

Using (5.44), (5.45) and the relation CC ≥ 1/2, we obtain

‖ξ k+1‖2L2(Ω)
− ‖ξ k‖2L2(Ω)

+ τε

2
|||ξ k+1|||2 (5.47)

≤ τ‖ξ k+1‖2L2(Ω)
+ τC4

ε
‖ξ k‖2L2(Ω)

+ τq(ε, h, τ ).

Hence,

(1 − τ)‖ξ k+1‖2L2(Ω)
+ τε

2
|||ξ k+1|||2 ≤ (1 + τC4/ε)‖ξ k‖2L2(Ω)

+ τq(ε, h, τ ).

(5.48)

Moreover, the following inequalities are valid:

‖ξ k + ηk‖2L2(Ω)
≤ 2

(
‖ξ k‖2L2(Ω)

+ ‖ηk‖2L2(Ω)

)
, (5.49)

|||ξ k + ηk |||2 ≤ 2
(
|||ξ k |||2 + |||ηk |||2

)
.

Now we prove the error estimates (5.38)–(5.41).
(i) By (5.48) (using the assumption that 0 < τ ≤ 1/2),

‖ξ k+1‖2L2(Ω)
≤ 1 + τC4/ε

1 − τ
‖ξ k‖2L2(Ω)

+ τ

1 − τ
q(ε, h, τ ), k = 0, . . . , r − 1.

(5.50)

If we set

B = 1 + τC4/ε

1 − τ
, (5.51)

then by induction we derive from (5.50) that

‖ξ k‖2L2(Ω)
≤ Bk‖ξ0‖2L2(Ω)

+ Bk − 1

B − 1

τ q(ε, h, τ )

1 − τ
, k = 0, . . . , r. (5.52)

By (5.51),

τ

(B − 1)(1 − τ)
= 1

1 + C4/ε
≤ 1. (5.53)
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As τ ≤ 1/2, then 1 − τ ≥ 1/2 and

B ≤ 1 + 2τ(1 + C4/ε) ≤ exp(2τ(1 + C4/ε)). (5.54)

From (5.52)–(5.54) we have

‖ξ k‖2L2(Ω)
≤ exp(2τk(1 + C4/ε))

(
‖ξ0‖2L2(Ω)

+ q(ε, h, τ )
)
. (5.55)

Further, kτ ≤ T for k = 0, . . . , r , and (5.5a) implies that ξ0 = 0. The above and
(5.55) yield

‖ξ k‖2L2(Ω)
≤ exp(2T (1 + C4/ε))q(ε, h, τ ), k = 0, . . . , r. (5.56)

By (5.7), (2.98) and (5.14),

‖ηk‖2L2(Ω)
≤ C2

Ah2μ|uk |2Hμ(Ω) ≤ C2
Ah2μ‖u‖2d . (5.57)

Using (5.37), (5.49), (5.56) and (5.57), we find that

‖e‖2h,τ,L∞(L2)
≤ 2 max

k=0,...,r

(
‖ξ k‖2L2(Ω)

+ ‖ηk‖2L2(Ω)

)
(5.58)

≤ 2
(
exp(2T (1 + C4/ε))q(ε, h, τ ) + C2

Ah2μ‖u‖2d
)
,

which implies estimate (5.38).
(ii) Now let as prove (5.39). Summing (5.47) over k = 0, . . . , r − 1 and taking

into account that ξ0 = 0, we get

‖ξ r‖2L2(Ω)
+ τε

2

r−1∑
k=0

|||ξ k+1|||2 (5.59)

≤ τ(1 + C4/ε)

r−1∑
k=0

(
‖ξ k+1‖2L2(Ω)

+ ‖ξ k‖2L2(Ω)

)
+ T q(ε, h, τ ).

The above and (5.56) imply that

τε

r∑
k=1

|||ξ k |||2 ≤ (4(1 + C4/ε) exp(2T (1 + C4/ε)) + 1) T q(ε, h, τ ). (5.60)

In view of (2.125), (4.96) and (5.14), we have

ε|||ηk |||2 ≤ εC2
σ Ra(ηk)2 ≤ ε3C2

AC2
σ h2(μ−1)‖u‖2d = εC5h2(μ−1)‖u‖2d , (5.61)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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where C5 = 3C2
AC2

σ . Hence, since (k + 1)τ = T + τ ,

τε

r∑
k=0

|||ηk |||2 ≤ εC5h2(μ−1)(T + τ)‖u‖2d . (5.62)

Using (5.37), (5.7), (5.49), (5.60) and (5.62), we arrive at the estimate

‖e‖2h,τ,L2(H1)
≤ 2τε

r∑
k=0

|||ξ k |||2 + 2τε

r∑
k=0

|||ηk |||2 (5.63)

≤ 2 (4(1 + C4/ε) exp(2T (1 + C4/ε)) + 1) T q(ε, h, τ )

+ 2εC5(T + τ)h2(μ−1)‖u‖2d .

Now, assertion (5.39) of the theorem follows from (5.63) and (5.46).
(iii) In what follows, let assumption (5.40) be valid. Then C−1

I S h ≤ τ ≤ 1/2.
Therefore, (5.48) implies that

ε|||ξ k+1|||2 ≤ 2

(
1

τ
+ C4

ε

)
‖ξ k‖2L2(Ω)

+ 2q(ε, h, τ ). (5.64)

Using (5.56), we obtain

ε|||ξ k+1|||2 ≤
(
1

τ
+ C4

ε

)
exp(2T (1 + C4/ε))q(ε, h, τ ) + 2q(ε, h, τ ). (5.65)

Now, according to (5.37), (5.7), (5.49), (5.65) and (5.61), we arrive at the inequalities

‖e‖2h,τ,L∞(H1)
≤ max

k=0,...,r
2ε

(
r∑

k=0

|||ξ k |||2 +
r∑

k=0

|||ηk |||2
)

≤ 2(ε + τC4) exp(2T (1 + C4/ε))
q(ε, h, τ )

ετ
+ 2q(ε, h, τ ) + 2C5εh2(μ−1)‖u‖2d .

Finally, this, (5.46) and assumption (5.40) yield (5.41). �

Remark 5.9 For simplicity we analyzed here the problem with the Dirichlet con-
dition prescribed on the whole boundary ∂Ω . Using the results from Sect. 4.3.2, it
is possible to obtain error estimates in the case of the problem (5.1) with mixed
Dirichlet–Neumann boundary conditions.

Remark 5.10 Estimate (5.38) implies that

‖u − uh‖L∞(0,T ;L2(Ω)) = O(hμ−1 + τ) for h, τ → 0 + . (5.66)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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Comparing this result with the approximation properties (2.93)–(2.95) implying that

‖u − Πhpu‖L∞(0,T ;L2(Ω)) = O(hμ), (5.67)

we see that the error estimate (5.38) is suboptimal with respect to h. There is a
question as to whether this estimate can be improved. Numerical experiments carried
out in Sect. 5.2 (see also [94]) indicate that the actual order of convergence in the
L∞(0, T ; L2(Ω))-norm in the case of an odd degree of approximation is better than
the theoretically derived estimate.

Remark 5.11 It is clear that estimates (5.38)–(5.41) cannot be used for ε → 0+,
because they blow up exponentially with respect to 1/ε. This is a consequence of
the application of the Young inequality and the Gronwall lemma, necessary for
overcoming the nonlinearity of the convective terms. This nonlinearity represents
a serious obstacle for obtaining a uniform error estimate with respect to ε → 0+.
Recently, in [207], error estimates uniform with respect to ε → 0+ were derived
also in the case of nonlinear convection terms.

Estimate (5.41) in L∞(0, T ; H1(Ω))-norm has been obtained under assumption
(5.40), i.e., h ≤ CI S τ . This nonstandard “inverse stability condition” also appears
in [244] and [126].

Remark 5.12 Estimates (5.38)–(5.41) were derived without any additional restric-
tion on the time step τ ≤ 1/2. It is possible to show that for a fixed ε > 0, the
semi-implicit scheme is unconditionally stable. However, there is a natural question
as to what happens when ε → 0+ and in the limit we obtain an explicit scheme
for a nonlinear conservation law. Its stability requires using a CFL condition lim-
iting the length of the time step. Our results are not in contradiction with this fact,
because, due to Remark5.11, the error estimate blows up and the scheme may lose
the unconditional stability for ε → 0+.

5.2 Backward Difference Formula
for the Time Discretization

In Sect. 5.1, we presented the full space-time discretization of the nonstationary
initial-boundary value problem (5.1) by the semi-implicit backward Euler time
scheme (5.5). This scheme has a high-order of convergence (depending on the degree
of polynomial approximation) with respect to the mesh-size h, but only the first order
of convergence with respect to the time step τ .

In many applications, computations with a scheme having the first-order of con-
vergence with respect to τ are very inefficient. In this section we introduce a method
for solving the nonstationary initial-boundary value problem (4.1) which is based on
a combination of the discontinuous Galerkin method for the space semidiscretization
and the k-step backward difference formula (BDF) for the time discretization. We

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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call this technique as BDF-DGM. The BDF methods are widely used for solving
stiff ODEs, see [161, 162].

Similarly as in Sect. 5.1, the diffusion, penalty and stabilization terms are treated
implicitly, whereas the nonlinear convective terms are treated by a higher-order
explicit extrapolation method. This leads to the necessity to solve only a linear alge-
braic problem at each time step. We analyze this scheme and derive error estimates
in the discrete L∞(0, T ; L2(Ω))-norm and in the L2(0, T ; H1(Ω,Th))-norm with
respect to themesh-size h and time step τ for k = 2, 3.Mostly, we follow the strategy
from [104]. In this section we analyze only the SIPG technique which allows us to
obtain h-optimal error estimates in the L2(Ω)-norm. Concerning NIPG and IIPG
approaches, see Remark5.37.

We consider again the initial-boundary value problem (4.1) to find u : QT → R

such that

∂u

∂t
+

d∑
s=1

∂ fs(u)

∂xs
= ε Δu + g in QT , (5.68a)

u
∣∣
∂ΩD×(0,T ) = u D, (5.68b)

εn · ∇u
∣∣
∂ΩN ×(0,T ) = gN , (5.68c)

u(x, 0) = u0(x), x ∈ Ω. (5.68d)

We assume that the data satisfy conditions (4.2), i.e.,

f = ( f1, . . . , fd), fs ∈ C1(R), f ′
s are bounded, fs(0) = 0, s = 1, . . . , d,

u D = trace of some u∗ ∈ C([0, T ]; H1(Ω)) ∩ L∞(QT ) on ∂Ω + D × (0, T ),

ε > 0, g ∈ C([0, T ]; L2(Ω)), gN ∈ C([0, T ]; L2(∂ΩN )), u0 ∈ L2(Ω).

We suppose that there exists a weak solution u of (5.68) which is sufficiently
regular, namely,

u ∈ W 1,∞(0, T ; Hs(Ω)) ∩ W k,∞(0, T ; H1(Ω)) ∩ W k+1,∞(0, T ; L2(Ω)),

(5.69)

where s ≥ 2 is an integer. Such a solution satisfies problem (5.68) pointwise. Under
(5.69), we have u ∈ C([0, T ]; Hs(Ω)), u ′ ∈ C([0, T ]; L2(Ω)), where u ′ means the
derivative ∂u(t)/∂t . (For the definitions of the above function spaces, see Sect. 1.3.5).

The symbol (·, ·) denotes the scalar product in the space L2(Ω).

5.2.1 Discretization of the Problem

We use the same notation and assumptions as in Sects. 2.4 and 4.2. This means that
we suppose that the domain Ω is polygonal if d = 2, or polyhedral if d = 3,

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_1
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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with Lipschitz boundary. By Th we denote a partition of the domain Ω and use the
diffusion, penalty, right-hand side and convection forms Ah , ah, �h, Jσ

h , bh , defined
in Sect. 4.2 by relations (4.9)–(4.13) and (4.23). Let p ≥ 1 be an integer and let Shp

be the space of discontinuous piecewise polynomial functions (2.34). Moreover, we
assume that Assumptions 4.5 in Sect. 4.3 are satisfied. Let us recall that the functions
fs, s = 1, . . . , d, are Lipschitz-continuous with constant L f = 2L H , where the
constant L H is introduced in (4.18).

Furthermore, as was already shown (cf. (4.28)), the exact solution u with property
(5.69) satisfies the consistency identity

(
∂u

∂t
(t), vh

)
+ Ah(u(t), vh) + bh(u(t), vh) = �h(vh) (t) ∀vh ∈ Shp ∀t ∈ (0, T ).

(5.70)

Now, because of time discretization, we consider a uniform partition of the time
interval [0, T ] formed by the time instants t j = jτ, j = 0, 1, . . . , r, with a time
step τ = T/r , where r > k is an integer. The value u(t j ) of the exact solution will

be approximated by an element u j
h ∈ Shp, j = 0, . . . , r .

Let k ≥ 1 be an integer. The time derivative in (5.70) will be approximated by a
high-order k-step backward difference formula

∂u

∂t
(t j+k) ≈ 1

τ

(
αku j+k

h + αk−1u j+k−1
h + · · · + α0u j

h

)
= 1

τ

k∑
i=0

αi u
j+i
h , (5.71)

where u j+l
h ≈ u(t j+l) and αi , i = 0, . . . , k, are the so-called BDF coefficients

given by

αk =
k∑

i=1

1

i
, αi = (−1)k−i

(
k

i

)
1

k − i
, i = 0, . . . , k − 1. (5.72)

In order to obtain an accurate, stable, efficient and simple scheme, the forms Ah and
�h will be treated implicitly, whereas the nonlinear terms represented by the form bh

will be treated explicitly. In order to keep the high order of the scheme with respect
to the time step, in bh we employ a high-order explicit extrapolation

u(t j+k) ≈
(
β1u j+k−1

h + β2u j+k−2
h + · · · + βku j

h

)
=

k∑
i=1

βi u
j+k−i
h , (5.73)

where βi , i = 1, . . . , k, are the coefficients given by

βi =(−1)i+1
(

k

i

)
= −αk−i i, i = 1, . . . , k. (5.74)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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Table 5.1 Values of the
coefficients αi , i = 0, . . . , k,
and βi , i = 1, . . . , k, for
k = 1, 2, 3

k αi , i=k, k−1, . . . , 0 βi , i = 1, . . . , k

1 1 −1 1

2 3
2 −2 1

2 2 −1

3 11
6 −3 3

2 − 1
3 3 −3 1

Table5.1 shows the values of αi , i = 0, . . . , k, and βi , i = 1, . . . , k, for k = 1, 2, 3.
Now we are ready to introduce the full space-time BDF-DG discretization of

problem (5.68).

Definition 5.13 Let k ≥ 1 be an integer and let u1
h, . . . , uk−1

h ∈ Shp be given.
We define the approximate solution of problem (5.68) obtained by the semi-implicit
k-step BDF-DG method as functions ul+k

h , tl+k ∈ [0, T ], satisfying the conditions

ul+k
h ∈ Shp, (5.75a)

1

τ

(
k∑

i=0

αi u
l+i
h , vh

)
+ Ah(ul+k

h , vh) + bh(El+k(uh), vh) = �h(vh) (tl+k) (5.75b)

∀ vh ∈ Shp, l = 0, 1, 2, . . . , r − k,

where Em denotes the high-order explicit extrapolation operator at the time level tm
given by

Em(uh) =
k∑

i=1

βi u
m−i
h , (5.76)

and αi , i = 0, . . . , k, and βi , i = 1, . . . , k, are given by (5.72) and (5.74), respec-
tively. The function ul

h is called the approximate solution at time tl , l = 0, . . . , r .

Remark 5.14 (i)We see that the high-order explicit extrapolation El+k(uh) depends
on ul

h, . . . , ul+k−1
h and is independent of ul+k

h .
(ii) Since scheme (5.75) represents a k-step formula, we have to define the approxi-
mate solution u0

h , u1
h, . . . , uk−1

h at times t0 = 0, t1, . . . , tk−1. The initial value u0
h is

defined as the L2(Ω) projection of the initial data u0 on the space Shp. This means
that u0

h ∈ Shp and

(u0
h − u0, vh) = 0 ∀vh ∈ Shp.

The values u1
h, . . . , uk−1

h have to be determined, e.g., by a one-step method as, for
example, a kth-order Runge–Kutta scheme, see Sect. 5.2.1.1.

(iii) The discrete problem (5.75) is equivalent to a system of linear algebraic
equations for each tl+k ∈ [0, T ]. The existence and uniqueness of the solution of
this linear algebraic problem is proved in Sect. 5.2.2.



5.2 Backward Difference Formula for the Time Discretization 187

(iv) The explicit extrapolation can also be applied to u ∈ C([0, T ]; L2(Ω)) by

El+k(u) =
k∑

i=1

βi u
l+k−i , tl , tl+k ∈ [0, T ]. (5.77)

5.2.1.1 Runge–Kutta Schemes

There are several Runge–Kutta (RK) schemes,which can be used for obtaining ini-
tial values u1

h, . . . , uk−1
h for the BDF-DGM method (5.75). Here we mention some

versions of the RK method.
Let k ∈ N. For vh, ϕh ∈ Shp, we set

Bh(vh, ϕh) = �h(ϕh) − Ah(vh, ϕh) − bh(vh, , ϕh). (5.78)

Then we consider the problem of finding functions un
h ∈ Shp, n = 0, 1, . . . , repre-

senting the approximations at the time instants tn of the function uh(t), t ≥ 0, such
that

(
∂uh

∂t
, ϕh

)
= Bh(uh, ϕh) ∀ϕh ∈ Shp, (5.79)

uh(0) = u0
h .

Let us suppose that the approximate solution un
h ∈ Shp, at time instant tn was already

computed. A general k-stage RK scheme for solving problem (5.79) at the time
instant tn+1 can be written in the form

un,0
h = un

n, (5.80)

(un,i
h , ϕh) =

i−1∑
j=0

(
(αi j u

n, j
h , ϕh) + τβi j Bh(un, j

h , ϕh)
)

∀ϕh ∈ Shp, i = 1, . . . , k,

un+1
h = un,k

h .

We specify here the following RK schemes:
(1) 2-stage RK scheme

(un,1
h , ϕh) = (un

h, ϕh) + τ Bh(un
h, ϕh), (5.81)

(un+1
h , ϕh) = 1

2
(un

h + un,1
h ) + 1

2
τ Bh(un,1

h , ϕh), ∀ϕh ∈ Shp.

(2) 3-stage RK scheme (i)

(un,1
h , ϕh) = (un

h, ϕh) + τ Bh(un
h, ϕh), (5.82)
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(un,2
h , ϕh) = 1

2
(un

h + un,1
h , ϕh) + 1

2
τ Bh(un,1

h , ϕh),

(un+1
h , ϕh) = 1

3
(un

h + un,1
h + un,2

h , ϕh) + 1

3
τ Bh(un,2

h , ϕh), ∀ϕh ∈ Shp.

(3) 3-stage RK scheme (ii)

(un,1
h , ϕh) = (un

h, ϕh) + τ Bh(un
h, ϕh), (5.83)

(un,2
h , ϕh) = (

3

4
un

h + 1

4
un,1

h , ϕh) + 1

4
τ Bh(un,1

h , ϕh),

(un+1
h , ϕh) = (

1

3
un

h + 2

3
un,2

h , ϕh) + 2

3
τ Bh(un,2

h , ϕh), ∀ϕh ∈ Shp.

5.2.2 Theoretical Analysis

In what follows we are concerned with the analysis of method (5.75) for the SIPG
variant of the DGM. Hence, we set Θ = 1 in the definitions (4.10) and (4.13) of the
forms Ah and �h . Moreover, we confine our considerations to the case when ∂ΩN =
∅. This means that we analyze problem (5.6) from Sect. 5.1. Other possibilities will
be mentioned in Remark5.37.

Similarly, as in the analysis of schemes for the numerical solution of ordinary
differential equations, we introduce the concept of stability of the BDF method.

Definition 5.15 The BDF method (5.75) is stable (by Dahlquist), if all roots of the
polynomial ρ(ξ) =∑k

j=0 α jξ
j lie in the unit closed circle {z ∈ C; |z| ≤ 1} and the

roots satisfying the condition |ξ | = 1 are simple (the symbol C denotes the set of
complex numbers).

First, we present several results which will be used in Sect. 5.2.3 for deriving error
estimates of method (5.75).

In what follows, as usual, we set μ = min(s, p +1). We recall that due to (2.128)
and (2.140), the form Ah satisfies the inequalities

Ah(ϕh, ϕh) ≥ ε

2
|||ϕh |||2 ∀ϕh ∈ Shp, ∀h ∈ (0, h̄), (5.84)

|Ah(ϕh, ψh)| ≤ εCB |||ϕh ||| |||ψh ||| ∀ϕh, ψh ∈ Shp, (5.85)

where CB > 0 is a constant independent of h, ϕh and ψh . Since αk > 0, these
properties imply the existence and uniqueness of the approximate solution of (5.75).

Moreover, similarly as in (4.115), for each h ∈ (0, h̄), we denote by Phpw the
“Ah-projection” of w ∈ H2(Ω) on Shp, i.e.,

Phpw ∈ Shp, Ah(Phpw, ϕh) = Ah(w, ϕh) ∀ϕh ∈ Shp. (5.86)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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Due to (4.116) and (4.130), we have

|||Phpw − w||| ≤ CP,e hμ−1|w|Hμ(Ω) ∀w ∈ Hμ(Ω), (5.87)

‖Phpw − w‖L2(Ω) ≤ CP,Lhμ|w|Hμ(Ω) ∀w ∈ Hμ(Ω), (5.88)

where CP,e and CP,L are constants independent of h and w.
Let us recall that Assumptions 4.5 from Sect. 4.3 are considered. Then, by

(4.30)–(4.31),

|bh(u, w) − bh(u, w)| ≤ Cb1|||w|||
⎛
⎜⎝‖u − u‖L2(Ω) +

⎛
⎝ ∑

K∈Th

hK ‖u − u‖2L(∂K )

⎞
⎠

1/2
⎞
⎟⎠

(5.89)

and

|bh(uh, vh) − bh(uh, vh)| ≤ Cb2|||vh |||‖uh − uh‖L2(Ω), (5.90)

whereCb1 andCb2 are constants independent ofu, u, w ∈ H1(Ω,Th),uh, uh, vh ∈
Shp, and h ∈ (0, h̄). Finally, from (4.148), we obtain

|bh(u, vh) − bh(Phpu, vh)| ≤ C1hμ|u|Hμ(Ω)|||vh |||, (5.91)

where C1 = Cb1(C2
P,L + CM (CP,eCP,L + C2

P,L) )1/2 is a constant independent of
h, vh ∈ Shp and u ∈ Hμ(Ω).

Exercise 5.16 Prove estimate (5.91) in detail.

Finally, let us note that due to the linearity of E and Php and time-independence
of Php, the extrapolation El+k and the projection Php commute:

El+k(Phpv) =
k∑

i=1

βi (Phpv)(tl+k−i ) =
k∑

i=1

βi (Php v(tl+k−i )) (5.92)

=
k∑

i=1

Php(βi v(tl+k−i )) = Php

k∑
i=1

βi v(tl+k−i ) = Php El+k(v),

for any v ∈ C([0, T ], L2(Ω)).

5.2.2.1 Properties of the k-step BDF Method

In this section we prove some properties of the k-step BDF method which will be
used in Sect. 5.2.3. Although the final error estimates in Sect. 5.2.3 are obtained for
k = 2, 3, some assertions from this section are valid in general for all k ≥ 1.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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First, we present some properties of the coefficients α0, . . . , αk of the k-step BDF
method.

Lemma 5.17 Let k ≥ 1 and α0, . . . , αk be the coefficients of the k-step BDF given
by (5.72). Then

k∑
i=0

αi = 0, (5.93)

k∑
i=0

αi (k − i) =
k−1∑
i=0

αi (k − i) = −1, (5.94)

k∑
i=0

αi (k − i)l =
k−1∑
i=0

αi (k − i)l = 0, for l = 2, . . . , k. (5.95)

Proof Based on the values of coefficients α j , j = 0, . . . , k, from Table5.1 it is easy
to see that (5.93)–(5.95) are valid for k = 1, 2, 3. For k > 3 these relations will be
proved by mathematical induction using the binomial theorem.

(i) Let us assume that (5.93) is valid for k − 1 ≥ 1, i.e., using (5.72) we have an
induction assumption

k−1∑
i=1

1

i
+

k−2∑
i=0

(−1)k−1−i
(

k − 1

i

)
1

k − 1 − i
= 0. (5.96)

Using (5.72), after some manipulation we get

k−1∑
i=0

αi =
k−1∑
i=0

(−1)k−i
(

k

i

)
1

k − i

= (−1)k

k
+

k−1∑
i=1

(−1)k−1−(i−1)k(k − 1)!
i(i − 1)!(k − 1 − (i − 1))!

1

k − 1 − (i − 1)

= (−1)k

k
+

k−2∑
i=0

(−1)k−1−i
(

k − 1

i

)
1

k − 1 − i

k

i + 1
,

which together with (5.72) gives

k∑
i=0

αi =
k∑

i=1

1

i
+ (−1)k

k
+

k−2∑
i=0

(−1)k−1−i
(

k − 1

i

)
k

i + 1

1

k − 1 − i
. (5.97)

Subtracting the vanishing left-hand side of the induction assumption (5.96) from the
right-hand side of (5.97), we have
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k∑
i=0

αi = 1

k
+ (−1)k

k
+

k−2∑
i=0

(
k − 1

i

)
(−1)k−1−i

k − 1 − i

(
k

i + 1
− 1

)

= 1

k
+ (−1)k

k
+

k−2∑
i=0

(−1)k−1−i
(

k − 1

i

)
1

i + 1
(5.98)

= 1

k
+ (−1)k

k
+

k−2∑
i=0

(−1)k−1−i (k − 1)!
(i + 1)!(k − 1 − i)!

= 1

k

(
1 + (−1)k +

k−1∑
i=1

(−1)k−i k!
i !(k − i)!

)

= 1

k

k∑
i=0

(−1)k−i
(

k

i

)
= 1

k
(−1 + 1)k = 0,

which proves (5.93).
(ii) Using (5.72), we evaluate the left-hand-side of (5.94) in the form

k−1∑
i=0

αi (k − i) =
k−1∑
i=0

(−1)k−i
(

k

i

)
=

k∑
i=0

(−1)k−i
(

k

i

)
− 1

= (−1 + 1)k − 1 = −1. (5.99)

(iii) We denote by α
j
i , i = 0, . . . , j, 2 ≤ j ≤ k, the coefficients αi , i = 0, . . . , j ,

of the j-step BDF. Then (5.95) can be rewritten as

j∑
i=0

α
j
i ( j − i)l = 0, l = 2, . . . , j, 2 ≤ j ≤ k. (5.100)

First, we prove that (5.100) is valid for l = 2. Putting (5.72) into (5.100) (with l = 2)
we have

j−1∑
i=0

α
j
i ( j − i)2 =

j−1∑
i=0

(−1) j−i
(

j

i

)
( j − i)

= −
j−1∑
i=0

(−1) j−1−i j ( j − 1)!
i !( j − 1 − i)! = − j

j−1∑
i=0

(−1) j−1−i
(

j − 1

i

)

= − j (1 − 1) j−1 = 0.

Let us assume that (5.100) is valid for l − 1 and 2 ≤ j ≤ k. Taking into account this
induction assumption and (5.72), we successively find that
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k∑
i=0

αk
i (k − i)l =

k∑
i=0

αk
i (k − i)(k − i)l−1

= k
k∑

i=0

αk
i (k − i)l−1 −

k∑
i=0

αk
i (k − i)l−1i

= 0 −
k−1∑
i=1

αk
i (k − i)l−1i = −

k−1∑
i=1

(−1)k−i
(

k

i

)
(k − i)l−2i

= −
k−1∑
i=1

(−1)k−1−(i−1) k(k − 1)! (k − 1 − (i − 1))l−2

(i − 1)!(k − 1 − (i − 1))!

= −k
k−2∑
i=0

(−1)k−1−i (k − 1)!
i !(k − 1 − i)! (k − 1 − i)l−2

= −k
k−2∑
i=0

αk−1
i (k − 1 − i)l−1 = 0,

which proves (5.100) for l = 2, . . . , j , 2 ≤ j ≤ k, and therefore (5.95) is valid. �

Lemma 5.18 Let k ≥ 1, α0, . . . , αk , be coefficients of the k-step BDF method given
by (5.72) and let β1, . . . , βk be given by (5.74). Then

k∑
i=0

|αi | ≤ A := 2(2k − 1),
k∑

i=1

|βi | ≤ k(2k − 1) = k

2
A. (5.101)

Proof Taking into account (5.72) and (5.93) and using the binomial theorem, we get

k∑
i=0

|αi | = |αk | +
k−1∑
i=0

|αi | =
∣∣∣∣∣−

k−1∑
i=0

αi

∣∣∣∣∣+
k−1∑
i=0

|αi | ≤ 2
k−1∑
i=0

|αi | (5.102)

≤ 2
k−1∑
i=0

(
k

i

)
= 2

k∑
i=0

(
k

i

)
− 2 = 2(2k − 1),

which proves the first assertion. Moreover, from (5.74) we have

k∑
i=1

|βi | =
k∑

i=1

i |αk−i | =
k−1∑
i=0

(k − i)|αi | ≤ k
k−1∑
i=0

|αi |. (5.103)

In view of (5.102), the last term in (5.103) can be estimated by

k
k−1∑
i=0

|αi | ≤ k2(2k−1 − 1) = k(2k − 2) < k(2k − 1). (5.104)
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Hence, (5.103)–(5.104) give the second assertion of (5.101). �

We recall that a k-step BDF scheme is stable if and only if k ≤ 6, see [161,
Chap. III, Theorem3.4]. The following two lemmas will be used in Sect. 5.2.3 for
proving local error estimates of the k-step BDF methods.

Lemma 5.19 Let k ≥ 1 and α0, . . . , αk be the coefficients of the k-step BDF given
by (5.72). Moreover, let u ∈ W k,2(0, T ; L2(Ω)), w ∈ L2(Ω), t ∈ (0, T ) and τ > 0.
By ∂

j
t u, j = 0, . . . , k, we denote the j th-order distributional derivative of u with

respect to t . Then the following identity is valid:

τ
(
u ′(t), w

) = αk(u(t), w) +
k−1∑
i=0

αi

k∑
j=0

(−1) j τ
j (k − i) j

j ! (∂
j

t u(t), w), (5.105)

provided ∂k
t u(t) makes sense.

Proof From (5.95) we have

0 =
k−1∑
i=0

αi (k − i) j = (−1) j τ
j

j ! (∂
j

t u(t), w)

k−1∑
i=0

αi (k − i) j , (5.106)

for j = 2, . . . , k. Summing (5.106) over j = 2, . . . , k, we get

0 =
k∑

j=2

k−1∑
i=0

αi (−1) j τ
j (k − i) j

j ! (∂
j

t u(t), w) (5.107)

=
k−1∑
i=0

αi

k∑
j=2

(−1) j τ
j (k − i) j

j ! (∂
j

t u(t), w).

Further, taking into account (5.94), we have

k−1∑
i=0

αi

1∑
j=1

(−1) j τ
j (k − i) j

j ! (∂
j

t u(t), w) = −τ(u ′(t), w)

k−1∑
i=0

αi (k − i)

= τ(u ′(t), w). (5.108)

Moreover, using (5.93), we derive

k−1∑
i=0

αi

0∑
j=0

(−1) j τ
j (k − i) j

j ! (∂
j

t u(t), w) = (u(t), w)

k−1∑
i=0

αi = −αk(u(t), w).

(5.109)
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Finally, from (5.107)–(5.109) we obtain

k−1∑
i=0

αi

k∑
j=0

(−1) j τ
j (k − i) j

j ! (∂
j

t u(t), w) = τ(u ′(t), w) − αk(u(t), w),

which proves the lemma. �

Lemma 5.20 Let n ≥ 0 be an integer and f ∈ W n+1,1(0, T ). Then for all t, ϑ ∈
[0, T ]

− f (t)+
n∑

j=0

(−1) j f ( j)(ϑ)
(ϑ − t) j

j ! (5.110)

= (−1)n
∫ ϑ

t

∫ ϑ

z1
. . .

∫ ϑ

zn

f (n+1)(zn+1) dzn+1 . . . dz1.

Proof If f ∈ W n+1,1(0, T ), then the identity

f (m)(ϑ) − f (m)(t) =
∫ ϑ

t
f (m+1)(zm+1) dzm+1, m = 0, . . . , n (5.111)

is valid for all t, ϑ ∈ [0, T ].
We prove (5.110) by themathematical induction. The case n = 0 is a consequence

of (5.111) for m = 0. Let us suppose that (5.110) is valid for n − 1. Then we have

− f (t) +
n∑

j=0

(−1) j f ( j)(ϑ)
(ϑ − t) j

j ! (5.112)

= − f (t) +
n−1∑
j=0

(−1) j f ( j)(ϑ)
(ϑ − t) j

j ! + (−1)n f (n)(ϑ)
(ϑ − t)n

n!

= (−1)n−1
∫ ϑ

t

∫ ϑ

z1
. . .

∫ ϑ

zn−1

f (n)(zn) dzn . . . dz1 − (−1)n−1 f (n)(ϑ)
(ϑ − t)n

n! =: ω.

Applying the identity
∫ ϑ

t

∫ ϑ

z1
. . .
∫ ϑ

zn−1
1 dzn . . . dz1 = (ϑ − t)n/n! to the last term

of equality (5.112), we get

ω = (−1)n−1
∫ ϑ

t

∫ ϑ

z1
. . .

∫ ϑ

zn−1

(
f (n)(zn) − f (n)(ϑ)

)
dzn . . . dz1. (5.113)

Finally, applying (5.111) with m = n to the integrand of (5.113) we obtain (5.110).
�
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Furthermore, for the k-step BDF scheme (k ≥ 1), we introduce a sequence
{γ j }∞j=0.

Lemma 5.21 Let k ≥ 1 and α0, . . . , αk be the coefficients of a stable k-step BDF
scheme (cf. Definition5.15). Moreover, let γ j , j = 0, 1, . . ., be real coefficients
defined by

1

αk + αk−1z + . . . + α0zk
=

∞∑
j=0

γ j z
j . (5.114)

Then there exists G > 0 such that

|γ j | < G, j = 0, 1 . . . . (5.115)

Proof Let us denote

ρ̂(ξ) = αk + αk−1ξ + · · · + α0ξ
k = ξ kρ(ξ−1). (5.116)

The roots of the polynomial ρ̂ are the reciprocal values of the nonzero roots of the
polynomial ρ. Since ρ has all roots in the circle {ξ ∈ C; |ξ | ≤ 1} (by C we denote
the set of all complex numbers), then all roots of ρ̂ lie in the set {ξ ∈ C; |ξ | ≥ 1}.
Those roots ξ1, . . . , ξm (m ≥ 0) of the polynomial ρ, for which |ξi | = 1, are simple.
Hence, the function 1/ρ̂(ξ) is holomorphic in the set {ξ ∈ C; |ξ | < 1} and has a
finite number of simple poles ξ−1

i , i = 0, . . . , m, on the unit circle line |ξ | = 1.
Therefore, there exist constants δi ∈ C, i = 0, . . . , m, such that the function

f (ξ) = 1

ρ̂(ξ)
−

m∑
i=1

δi

ξ − ξ−1
i

(5.117)

is holomorphic in the set {ξ ∈ C; |ξ | < 1 + ε}, where ε > 0 is sufficiently small.
Then the coefficients an in the Taylor expansion of the function f at the point ξ = 0
can be expressed with the aid of the Cauchy formula in the form

an = 1

2π i

∫

ϕ

f (z)

zn+1 dz, (5.118)

where the curve ϕ is the unit positively oriented circle line. This implies that the
sequence of the coefficients an is bounded. Further, it is possible to show that for
i = 1, . . . , m and |ξ | < 1,

1

ξ − ξ−1
i

= −ξi
1

1 − (ξ/ξ−1
i )

= −ξi

∞∑
j=0

β i
j ξ j , (5.119)
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where β i
j = (ξi )

j . Hence, since |ξi | = 1, also |β i
j | = 1. The above considerations

immediately imply the assertion of the lemma. �

Remark 5.22 Let ρ̃(z) be the denominator of the left-hand side of (5.114) and let us
set γ j = 0 for j = −k, . . . ,−1. Then from (5.114) we get

1 = ρ̃(z)
∞∑
j=0

γ j z
j = ρ̃(z)

∞∑
j=−k

γ j z
j .

Comparing the coefficients with the same powers m of the variable z, we get the
relations

m = 0 :
k∑

i=0

αiγm−k+i = αkγm + . . . + α0γm−k = αkγ0 = 1,

m ≥ 1 :
k∑

i=0

αiγm−k+i = αkγm + . . . + α0γm−k = 0.

From this we see that γ j can be defined as the solution of the system of linear
difference equations

k∑
i=0

αiγ j+i = 0, j = −(k − 1), . . . ,−1, 0, 1, . . . , (5.120)

with initial conditions γ−(k−1) = · · · = γ−1 = 0, γ0 = α−1
k .

We proved in Lemma5.21 that the sequence {γ j }∞j=0 given by (5.114) is bounded
for any stable k-step BDF method, i.e., for k ≤ 6. Finally, in order to derive the error
estimates, in Sect. 5.2.3, we use the fact that γ j ≥ 0 for j = 0, 1 . . . . Since the proof
is rather technical, we present this property only for k = 1, 2, 3, which is sufficient
for further considerations in Sect. 5.2.3.

Lemma 5.23 Let 1 ≤ k ≤ 3 and αi , i = 0, . . . , k, be the coefficients of k-step BDF
and let {γ j }∞j=0 be the sequence defined by (5.114). Then

γ j > 0, j = 0, 1, . . . . (5.121)

Proof On the basis of Remark5.22 we put γ j = 0 for j = −(k − 2), . . . ,−1. Then
the sequence {γ j }∞j=−k+2 satisfies (5.120).

Let k = 1. Then γ j , j = 0, 1, . . ., satisfy the difference equations (5.120) in the
form

γ j+1 − γ j = 0, j = 0, 1, 2, . . . (5.122)
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with the initial condition γ0 = 1.
Let k = 2. Then γ j , j = −1, 0, 1, . . ., satisfy the difference equations (5.120) in

the form
3

2
γ j+2 − 2γ j+1 + 1

2
γ j = 0, j = −1, 0, 1, 2, . . . (5.123)

with the initial conditions γ−1 = 0 and γ0 = 2/3 (See Table5.1). The corresponding
characteristic polynom 3ζ 2 − 4ζ + 1 = 0 has roots ζ1 = 1 and ζ2 = 1/3. Fulfilling
the initial conditions, we find that

γ j = 1 − 1

3 j+1 j = −1, 0, 1, . . . . (5.124)

Obviously, γ j > 0 for j = 0, 1, . . . .
Let k = 3. Then γ j , j = −2,−1, . . ., satisfy the difference equations (5.120) in

the form

11

6
γ j+3 − 3γ j+2 + 3

2
γ j+1 − 1

3
γ j = 0, j = −2,−1, 0, 1, . . . (5.125)

with the initial conditions γ−2 = γ−1 = 0 and γ0 = 6
11 . By directly using (5.125)

we find that

γ j > 0, j = 1, 2, 3 and γ4 > 1. (5.126)

We still have to prove that γ j > 0 for j = 5, 6, . . . . To this end, we define a sequence
χ j = γ j−1 − γ j−2, j = 0, 1, . . . . Then, we can find that

γ j = γ4 +
j+1∑
i=6

χi , j = 5, 6, . . . . (5.127)

From (5.125) we have

0 = 11

6
γ j+3 − 3γ j+2 + 3

2
γ j+1 − 1

3
γ j (5.128)

= 11

6
(γ j+3 − γ j+2) − 7

6
(γ j+2 − γ j+1) + 1

3
(γ j+1 − γ j )

= 11

6
χ j+4 − 7

6
χ j+3 + 1

3
χ j+2, j = −2,−1, . . . ,

and χ0 = 0, χ1 = 6
11 . The solution of system (5.128) has the form

χ j = −6i√
39

(
7 + i

√
39

22

) j

+ 6i√
39

(
7 − i

√
39

22

) j

, (5.129)
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which gives

|χ j | ≤ 2
6√
39

∣∣∣∣∣
7 + i

√
39

22

∣∣∣∣∣
j

≤ 2
6√
36

(
(49 + 39)1/2

22

) j

= 2

(√
88

22

) j

(5.130)

= 2

(
2
√
2
√
11

22

) j

= 2

(√
2

11

) j

.

Therefore, with the aid of (5.126), (5.127) and (5.130) we estimate γ j , j ≥ 5, by

γ j = γ4 +
j+1∑
i=6

χi ≥ γ4 −
j+1∑
i=6

|χi | > 1 − 2
j+1∑
i=6

(√
2

11

)i

> 1 − 2
8

1331

∞∑
i=0

(√
2

11

)i

= 1 − 16

1331

1

1 −
√

2
11

> 1 − 16

1331
2 > 0,

which proves the lemma. �
Remark 5.24 It follows from the real recursive definitions (5.125) and (5.128) that
the sequences {γ j }∞j=0 and {χ j }∞j=0 are real although it may seem from (5.129) that
they are complex.

5.2.3 Error Estimates

Our goal is now to derive the error estimates for the approximate solution ul
h, l =

0, 1, . . . , r , obtained by the k-step BDF-DG scheme (5.75) under the assumption
that the exact solution u satisfies (5.69). We define the discrete analogues of the
L∞(0, T ; L2(Ω))-norm and L2(0, T ; H1(Ω,Th))-norm.

Definition 5.25 Let tl = lτ, l = 0, 1, . . . , r , with τ = T/r be a partition of the
time interval [0, T ] and let ul

h, l = 0, . . . , r , be the approximate solution defined by
(5.75). We set

el
h = ul

h − ul , l = 0, 1, . . . , r, (5.131)

‖e‖2h,τ,L∞(L2)
= max

l=0,...,r
‖el

h‖2L2(Ω)
, ‖e‖2h,τ,L2(H1)

= τε

r∑
l=0

|||el
h |||2.

Let Phpul be the “Ah-projection” of ul = u(tl) (l = 0, . . . , r ) given by (5.86).
We put

ζ l = ul
h − Phpul ∈ Shp, χ l = Phpul − ul ∈ Hμ(Ω,Th). (5.132)



5.2 Backward Difference Formula for the Time Discretization 199

(We recall that μ = min(s, p + 1).) Then the error el
h can be expressed as

el
h = ζ l + χ l , l = 0, . . . , r. (5.133)

Moreover, relations (5.86) and (5.132) imply that

Ah(χ l , vh) = 0 ∀vh ∈ Shp, l = 0, . . . , r. (5.134)

In view of (5.75b),
(

k∑
i=0

αi u
l+i
h , vh

)
+ τ

(
Ah(ul+k

h , vh) + bh(El+k(uh), vh) − �h(vh) (tl+k)
)

= 0,

if tl , . . . , tl+k ∈ [0, T ], (5.135)

where El+k(uh) is defined by (5.76). Moreover, setting t = tl+k in (5.70), we get

(
u ′(tl+k), vh

)+ Ah(ul+k, vh) + bh(ul+k, vh) − �h(vh) (tl+k) = 0. (5.136)

Multiplying (5.136) by τ , subtracting from (5.135) and using the linearity of the form
Ah(·, ·), we get

(
k∑

i=0

αi u
l+i
h , vh

)
− τ

(
u ′(tl+k), vh

)+ τ
(

Ah(ul+k
h − ul+k, vh)

+ bh(El+k(uh), vh) − bh(ul+k, vh)
)

= 0, l = 0, . . . , r − k. (5.137)

Taking into account (5.132)–(5.134), from (5.137) we obtain

(
k∑

i=0

αiζ
l+i , vh

)
+ τ Ah(ζ l+k, vh) (5.138)

= τ(u ′(tl+k), vh) −
(

k∑
i=0

αi u
l+i , vh

)
−
(

k∑
i=0

αiχ
l+i , vh

)

+ τ
(

bh(ul+k, vh) − bh(El+k(uh), vh)
)
.

In what follows, we estimate the individual terms on the right-hand side of (5.138).

5.2.3.1 Estimating of Individual Terms

Let u satisfy assumptions (5.69). We set μ = min(p + 1, s) and use the notation
∂m

t u := ∂mu/∂tm . Similarly as in (5.14), we put
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‖u‖d :=max

(
‖∂k+1

t u‖L∞(0,T ;L2(Ω)), ‖∂k
t u‖L∞(0,T ;L2(Ω)), (5.139)

‖∂k
t u‖L∞(0,T ;H1(Ω)), ‖u ′‖L∞(0,T ;Hμ(Ω))

)
< ∞.

In the proofs of the following lemmas and theorems we frequently use the Young
inequality and (a1 + · · · + an)2 ≤ n(a2

1 + · · · + a2
n) for a1, . . . , an ∈ R. Since these

inequalities are standard, we do not emphasize their use. In what follows, we use the
simplified notation um := u(tm).

Lemma 5.26 Let us assume that u : QT → R is a function satisfying conditions
(5.69), l ∈ {0, . . . , r − k} and αi , i = 0, . . . , k, and βi , i = 1, . . . , k, are the
coefficients given by (5.72) and (5.74), respectively. Let El+k(u) be given by (5.77).
Then there exist positive constants C2, C3 depending on k, but independent of l and
τ , such that

∣∣∣∣∣

(
k∑

i=0

αi u
l+i , vh

)
− τ

(
u ′(tl+k), vh

)
∣∣∣∣∣ ≤ C2τ

k+1‖u‖d‖vh‖L2(Ω), (5.140)

∥∥∥ul+k − El+k(u)

∥∥∥
L2(Ω)

≤ C3τ
k‖u‖d , (5.141)

∣∣∣ul+k − El+k(u)

∣∣∣
H1(Ω)

≤ C3τ
k‖u‖d , (5.142)

|ul+i+1 − ul+i |Hμ(Ω) ≤ C3τ‖u‖d , (5.143)

where ‖u‖d is given by (5.139).

Proof (i) From (5.105), where we put t = tl+k , we obtain the relation

(
k∑

i=0

αi u
l+i , vh

)
− τ

(
u ′(tl+k), vh

)

=
k−1∑
i=0

αi

⎛
⎝(ul+i , vh) −

k∑
j=0

(−1) j τ
j (k − i) j

j ! (∂
j

t u(tl+k), vh)

⎞
⎠.

With the aid of Lemmas5.18 and 5.20, the identity

∫ ϑ

t

∫ ϑ

z1
. . .

∫ ϑ

zn−1

1 dzn . . . dz1 = (ϑ − t)n/n!

and the assumption u ∈ W k+1,∞(0, T ; L2(Ω)), we find that
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∣∣∣∣∣∣
k−1∑
i=0

αi

⎛
⎝(ul+i , vh) −

k∑
j=0

(−1) j τ
j (k − i) j

j ! (∂
j

t u(tl+k), vh)

⎞
⎠
∣∣∣∣∣∣

≤
k−1∑
i=0

|αi |
∣∣∣∣
∫ tl+k

tl+i

∫ tl+k

z1
. . .

∫ tl+k

zk

(∂k+1
t u(zk+1), vh) dzk+1 . . . dz1

∣∣∣∣

≤ A
kk+1

(k + 1)!τ
k+1‖∂k+1

t u‖L∞(0,T ;L2(Ω))‖vh‖L2(Ω) ≤ C2τ
k+1‖u‖d‖vh‖L2(Ω),

where the constant A is defined in (5.101), ‖u‖d is given by (5.139) and C2 =
A kk+1

(k+1)! . This proves (5.140).

(ii) By virtue of (5.74), we have

ul+k − El+k(u) = ul+k −
k∑

i=1

βi u
l+k−i = ul+k +

k−1∑
i=0

αi (k − i)ul+i . (5.144)

Using (5.94) and (5.95) we derive the identity

ul+k+
k−1∑
i=0

αi (k − i)ul+i =
k−1∑
i=0

αi (k − i)(ul+i − ul+k)

=
k−1∑
i=0

αi (k − i)(ul+i − ul+k) (5.145)

−
k−1∑
j=1

∂
j

t u(tl+k)
τ j

j ! (−1) j
k−1∑
i=0

αi (k − i) j+1

︸ ︷︷ ︸
=0

=
k−1∑
i=0

αi (k − i)(ul+i − ul+k)

−
k−1∑
i=0

αi (k − i)
k−1∑
j=1

∂
j

t u(tl+k)
τ j

j ! (−1) j (k − i) j

=
k−1∑
i=0

αi (k − i)

⎛
⎝ul+i −

k−1∑
j=0

∂
j

t u(tl+k)
τ j

j ! (−1) j (k − i) j

⎞
⎠.

Sinceu ∈ W k,∞(0, T ; H1(Ω)) ⊂ W k,∞(0, T ; L2(Ω)),with the aid ofLemmas5.20
and 5.18 we estimate the norm of the last term in (5.145) by
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∥∥∥∥∥∥
k−1∑
i=0

αi (k − i)

⎛
⎝ul+i −

k−1∑
j=0

∂
j

t u(tl+k)
τ j

j ! (−1) j (k − i) j

⎞
⎠
∥∥∥∥∥∥

L2(Ω)

=
∥∥∥∥∥

k−1∑
i=0

αi (k − i)

(∫ tl+k

tl+i

∫ tl+k

z1
. . .

∫ tl+k

zk−1

∂k
t u(zk) dzk . . . dz1

)∥∥∥∥∥
L2(Ω)

≤ A
kk+1

k! τ k‖∂k
t u‖L∞(0,T ;L2(Ω)) ≤ C3τ

k‖u‖d ,

where C3 = A kk+1

k! . This proves (5.141).

(iii) Since u ∈ W k,∞(0, T ; H1(Ω)), we have
∣∣∣ul+k − El+k(u)

∣∣∣
H1(Ω)

=
∥∥∥∇ul+k − ∇El+k(u)

∥∥∥
L2(Ω)

.

Now we can use the result (5.141) for ∇u instead of u. Taking into account that

∂

∂t

(
∂u

∂xl

)
= ∂

∂xl

(
∂u

∂t

)
, l = 1, . . . , d, (5.146)

in the sense of distributions (see Exercise5.6), we get

∣∣∣ul+k − El+k(u)

∣∣∣
H1(Ω)

≤ A
kk+1

k! τ k

∥∥∥∥∥
∂k

∂tk
∇u

∥∥∥∥∥
L∞(0,T ;L2(Ω))

(5.147)

= A
kk+1

k! τ k‖∇∂k
t u‖L∞(0,T ;L2(Ω)) ≤ A

kk+1

k! τ k‖∂k
t u‖L∞(0,T ;H1(Ω)) ≤ C3τ

k‖u‖d ,

where C3 = A kk+1

k! . This proves (5.142).

(iv) Using (5.146), assumption u ∈ W 1,∞(0, T ; Hμ(Ω)) and a similar process

as in (5.147) with k = 1, and taking into account that 1 ≤ kk+1

k! for k = 1, 2, . . . , we
derive (5.143). �

Now, we estimate the “Ah-projection terms”. First, we mention an auxiliary
lemma.

Lemma 5.27 Under assumptions (5.69), for tl , tl+1 ∈ [0, T ] and vh ∈ Shp we have

|(χ l+1 − χ l , vh)| ≤ C4τhμ‖u‖d‖vh‖L2(Ω), (5.148)

with C4 > 0.

Proof The Cauchy inequality and relations (5.132), (5.88) and (5.143) imply that
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|(χ l+1 − χ l , vh)| ≤ ‖χ l+1 − χ l‖L2(Ω)‖vh‖L2(Ω)

= ‖(ul+1 − ul) − (Phpul+1 − Phpul)‖L2(Ω)‖vh‖L2(Ω)

≤ CP,Lhμ|ul+1 − ul |Hμ(Ω)‖vh‖L2(Ω)

≤ CP,LC3‖u‖dτhμ‖vh‖L2(Ω),

which proves the lemma with C4 = CP,LC3‖u‖d . �
Lemma 5.28 Let k ≥ 1 and α0, . . . , αk be the coefficients of the k-step BDF given
by (5.72). Then under assumptions (5.69), for tl , . . . , tl+k ∈ [0, T ], vh ∈ Shp, we
have

∣∣∣∣∣

(
k∑

i=0

αiχ
l+i , vh

)∣∣∣∣∣ ≤ C5τhμ‖u‖d‖vh‖L2(Ω), (5.149)

with C5 depending on C4 and k.

Proof Let ρ(y) be the characteristic polynomial defined by

ρ(y) =
k∑

i=0

αi yi , y ∈ R. (5.150)

From (5.93) it follows that y = 1 is its root. We define the polynomial π by

π(y) = ρ(y)(y − 1)−1. (5.151)

Hence,

π(y)(y − 1) = ρ(y). (5.152)

We write π(y) =
k−1∑
i=0

δi yi and determine successively the coefficients δi , i =
0, . . . , k − 1. Using (5.93), (5.150) and (5.151), it is easy to see that

δ0 = π(0) = −ρ(0) = −α0 =
k∑

i=1

αi . (5.153)

From (5.152) we express the i th (i ≥ 1 ) derivative of ρ(y):

ρ(i)(y) = (y − 1)π(i)(y) + iπ(i−1)(y). (5.154)

Evaluating (5.154) at y = 0, we get

i !αi = ρ(i)(0) = −π(i)(0) + iπ(i−1)(0) = −i ! δi + i ! δi−1.
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From this and (5.153), we obtain by induction

δi = −
i∑

j=0

α j =
k∑

j=i+1

α j , i = 0, . . . , k − 1, (5.155)

where the second equality follows from (5.93). Moreover, from (5.150) and (5.151)
it follows that

k∑
i=0

αi yi =ρ(y)=(y − 1)π(y)=(y − 1)
k−1∑
i=0

δi yi =
k−1∑
i=0

δi (yi+1 − yi )

and, therefore, we can write

∣∣∣∣∣

(
k∑

i=0

αiχ
l+i , vh

)∣∣∣∣∣ =
∣∣∣∣∣

(
k−1∑
i=0

δi (χ
l+i+1 − χ l+i ), vh

)∣∣∣∣∣

≤
k−1∑
i=0

|δi |
∣∣∣
(
χ l+i+1 − χ l+i , vh

)∣∣∣.

Using (5.148), (5.155) and (5.101) we get

k−1∑
i=0

|δi |
∣∣∣
(
χ l+i+1 − χ l+i , vh

)∣∣∣ ≤ k AC4τhμ‖u‖d‖vh‖L2(Ω),

which proves the lemma with C5 = k AC4. �

Further, we estimate the convection form.

Lemma 5.29 Let us assume that for tl , tl+k ∈ [0, T ] the expression El+k(uh) is
given by (5.76). Then

∣∣∣bh(ul+k , vh) − bh(El+k(uh), vh)

∣∣∣ ≤ C6|||vh |||
⎛
⎝

k−1∑
i=0

‖ζ l+i ‖L2(Ω) + (hμ + τ k)‖u‖d

⎞
⎠,

(5.156)

where C6 > 0 is the constant independent of h, τ , l specified in the proof, ζ l+i ,
i = 0, . . . , k − 1, are defined by (5.132) and ‖u‖d is given by (5.139).

Proof We can write

bh(ul+k, vh) − bh(El+k(uh), vh) (5.157)

= bh(ul+k, vh) − bh(El+k(u), vh) (=: Ψ1)
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+ bh(El+k(u), vh) − bh(El+k(Phpu), vh) (=: Ψ2)

+ bh(El+k(Phpu), vh) − bh(El+k(uh), vh) (=: Ψ3),

where El+k(u) is given by (5.77). We estimate the individual terms in (5.157). From
(5.89) we have

|Ψ1| ≤ Cb1|||vh |||

⎧
⎪⎨
⎪⎩
∥∥∥ul+k − El+k(u)

∥∥∥
L2(Ω)

+
⎛
⎝ ∑

K∈Tk

hK

∥∥∥ul+k − El+k(u)

∥∥∥2
L2(∂K )

⎞
⎠

1
2
⎫
⎪⎬
⎪⎭

.

(5.158)

Using (2.78), (5.141) and (5.142), we find that

∑
K∈Th

hK

∥∥∥ul+k − El+k(u)

∥∥∥
2

L2(∂K )
(5.159)

≤ CM

∑
K∈Th

hK

∥∥∥ul+k − El+k(u)

∥∥∥
L2(K )

∣∣∣ul+k − El+k(u)

∣∣∣
H1(K )

+ CM

∑
K∈Th

∥∥∥ul+k − El+k(u)

∥∥∥
2

L2(K )
≤ CM

(
h̄C2

3 + C2
3

)
τ 2k‖u‖2d .

Then (5.158), (5.159) and (5.141) give

|Ψ1| ≤ Cb1τ
k(C3(CM (h̄ + 1))1/2 + C3)‖u‖d |||vh ||| = C7τ

k‖u‖d |||vh |||, (5.160)

where C7 = Cb1(C3(CM (h̄ +1))1/2+C3). Moreover, from (5.91), (5.90) and (5.92)
we find that

|Ψ2| ≤ C1hμ |||vh ||| |El+k(u)|Hμ(Ω), (5.161)

|Ψ3| ≤ Cb2 |||vh ||| ‖El+k(Phpu) − El+k(uh)‖L2(Ω)

By (5.77), (5.76), (5.101), (5.139) and (5.132), we have

|El+k(u)|Hμ(Ω) ≤ k

2
A‖u‖d , (5.162)

‖El+k(Phpu) − El+k(uh)‖L2(Ω) ≤ k

2
A

k∑
i=1

‖Phpul+k−i − ul+k−i
h ‖L2(Ω)

= k

2
A

k∑
i=1

‖ζ l+k−i‖L2(Ω) = k

2
A

k−1∑
i=0

‖ζ l+i‖L2(Ω).

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Finally, from (5.157), (5.160), (5.161) and (5.162) we obtain

∣∣∣bh(ul+k , vh) − bh(El+k(uh), vh)

∣∣∣ ≤ C6|||vh |||
⎛
⎝

k−1∑
i=0

‖ζ l+i ‖L2(Ω) + (hμ + τ k)‖u‖d

⎞
⎠,

with C6 = max
( A k

2 Cb2,
A k
2 C1, C7

)
, which proves (5.156). �

Further, we present an estimate which will be the basis for the error estimation.

Lemma 5.30 Let Assumptions4.5 in Sect.4.3 be satisfied and let ∂ΩN = ∅. Let
u be the exact solution of problem (5.68) satisfying (5.69). Let tl = lτ, l =
0, 1, . . . , r, τ = T/r, be a time partition of [0, T ] and let ul

h, l = 0, . . . , r , be
the approximate solution defined by the k-step BDF (5.75), where k ≥ 1. Then there
exists a constant K > 0 independent of h, τ , l and ε such that for l = 0, . . . , r − k,

2

(
k∑

i=0

αiζ
l+i , vh

)
+ 2τ Ah(ζ l+k, vh) (5.163)

≤ τ‖vh‖2L2(Ω)
+ τ

K

ε

k−1∑
i=0

‖ζ l+i‖2L2(Ω)
+ τε

2
|||vh |||2 + τ K q(u, ε, h, τ, k),

where
q(u, ε, h, τ, k) =

(
h2μ + τ 2k

)
(1 + 1/ε) ‖u‖2d , (5.164)

vh ∈ Shp and ζ l , l = 0, . . . , r , are given by (5.132).

Proof Multiplying (5.138) by 2, we get

2

(
k∑

i=0

αiζ
l+i , vh

)
+ 2τ Ah(ζ l+k, vh) (5.165)

= 2τ(u ′(tl+k), vh) − 2

(
k∑

i=0

αi u
l+i , vh

)
− 2

(
k∑

i=0

αiχ
l+i , vh

)

+ 2τ
(

bh(ul+k, vh) − bh(El+k(uh), vh)
)

=: RHS.

With the aid of Lemmas5.26, 5.28 and 5.29, we estimate the right-hand side
of (5.165) by

|RHS| ≤ 2
(

C2τ
k+1 + C5τhμ

)
‖u‖d‖vh‖L2(Ω) (5.166)

+ 2τC6|||vh |||
(

k−1∑
i=0

‖ζ l+i‖L2(Ω) + (hμ + τ k)‖u‖d

)
.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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We estimate both terms from (5.166) by

2
(

C2τ
k+1 + C5τhμ

)
‖u‖d‖vh‖L2(Ω) ≤ τ‖vh‖2L2(Ω)

+ 2τ(C2
2τ

2k + C2
5h2μ)‖u‖2d ,

(5.167)

and

2τ |||vh |||C6

(
(hμ + τ k)‖u‖d +

k−1∑
i=0

‖ζ l+i‖L2(Ω)

)
(5.168)

≤ τε

2
|||vh |||2 + 2τ

ε
C2
6

(
(hμ + τ k)‖u‖d +

k−1∑
i=0

‖ζ l+i‖L2(Ω)

)2

≤ τε

2
|||vh |||2 + 2τC2

6
k + 2

ε

(
(h2μ + τ 2k)‖u‖2d +

k−1∑
i=0

‖ζ l+i‖2L2(Ω)

)
.

Taking (5.165), (5.166), (5.167) and (5.168) together, we get

2

(
k∑

i=0

αiζ
l+i , vh

)
+ 2τ Ah(ζ l+k, vh)

≤ τ‖vh‖2L2(Ω)
+ 2τ(C2

2τ
2k + C2

5h2μ)‖u‖2d

+ τ
2(k + 2)C2

6

ε

(
k−1∑
i=0

‖ζ l+i‖2L2(Ω)
+ (h2μ + τ 2k)‖u‖2d

)
+ τε

2
|||vh |||2.

The above and (5.164) imply that

2

(
k∑

i=0

αiζ
l+i , vh

)
+ 2τ Ah(ζ l+k, vh)

≤ τ‖vh‖2L2(Ω)
+ τ

K

ε

k−1∑
i=0

‖ζ l+i‖2L2(Ω)
+ τε

2
|||vh |||2 + τ K q(u, ε, h, τ, k),

with

K = 2max
(

C2
2 , C2

5 , (k + 2)C2
6

)
, (5.169)

which proves the lemma. �

Now we are ready to formulate and prove the main results of this section. We
already mentioned that a disadvantage of the k-step (k ≥ 2) BDF schemes is the fact
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that the first k − 1 steps have to be computed by a one-step method, e.g., a Runge–
Kutta scheme. Therefore, we take into account this fact by including the errors of
the first k − 1 steps in the final error estimate.

5.2.3.2 Error Estimates for the 2-Step BDF-DGM
in the L∞(0, T; L2(Ω))-norm

Theorem 5.31 Let Assumptions4.5 from Sect.4.3 be satisfied and let ∂ΩN = ∅.
Let u be the exact solution of problem (5.68) satisfying (5.69). Let tl = lτ, l =
0, 1, . . . , r, τ = T/r, be a time partition of [0, T ], let ul

h, l = 0, . . . , r , be the
approximate solution defined by the k-step BDF-DG scheme (5.75) with k = 2 and
let τ ≤ 1. Then there exists a constant C̃2 = O (exp(3GT (1 + 2K/ε))) independent
of h and τ such that

‖e‖2h,τ,L∞(L2)
≤ C̃2

(
(h2μ + τ 4)(1 + 1/ε) +

1∑
j=0

‖e j
h‖2L2(Ω)

)
, (5.170)

where K is defined by (5.169) and G by (5.115).

Proof If we choose C̃2 ≥ 1, then the inequality

‖el
h‖2L2(Ω)

≤ C̃2

⎛
⎝(h2μ + τ 4)(1 + 1/ε) +

1∑
j=0

‖e j
h‖2L2(Ω)

⎞
⎠ (5.171)

holds for l = 0, 1. Hence, we have to prove (5.171) for l = 2, . . . , r . Putting
vh = ζ l+2 in (5.163) and using (5.84) and the relations

2

(
3

2
ζ l+2 − 2ζ l+1 + 1

2
ζ l , ζ l+2

)

= 3

2
‖ζ l+2‖2L2(Ω)

− 2‖ζ l+1‖2L2(Ω)
+ 1

2
‖ζ l‖2L2(Ω)

+ 2‖ζ l+2 − ζ l+1‖2L2(Ω)
− 1

2
‖ζ l+2 − ζ l‖2L2(Ω)

≥ 3

2
‖ζ l+2‖2L2(Ω)

− 2‖ζ l+1‖2L2(Ω)
+ 1

2
‖ζ l‖2L2(Ω)

+ 2‖ζ l+2 − ζ l+1‖2L2(Ω)
− ‖ζ l+2 − ζ l+1‖2L2(Ω)

− ‖ζ l+1 − ζ l‖2L2(Ω)

= 3

2
‖ζ l+2‖2L2(Ω)

− 2‖ζ l+1‖2L2(Ω)
+ 1

2
‖ζ l‖2L2(Ω)

+ ‖ζ l+2 − ζ l+1‖2L2(Ω)
− ‖ζ l+1 − ζ l‖2L2(Ω)

, l = 0, . . . , r − 2,

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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we get

3

2
‖ζ l+2‖2L2(Ω)

− 2‖ζ l+1‖2L2(Ω)
+ 1

2
‖ζ l‖2L2(Ω)

(5.172)

+ ‖ζ l+2 − ζ l+1‖2L2(Ω)
− ‖ζ l+1 − ζ l‖2L2(Ω)

+ τε|||ζ l+2|||2

≤ τ‖ζ l+2‖2L2(Ω)
+ τ K

ε

1∑
i=0

‖ζ l+i‖2L2(Ω)
+ τε

2
|||ζ l+2|||2 +τ K q(u, ε, h, τ, 2).

Let m ∈ {2, . . . , r} be arbitrary, but fixed. By (5.172),

3

2
‖ζ l+2‖2L2(Ω)

− 2‖ζ l+1‖2L2(Ω)
+ 1

2
‖ζ l‖2L2(Ω)

(5.173)

+ ‖ζ l+2 − ζ l+1‖2L2(Ω)
− ‖ζ l+1 − ζ l‖2L2(Ω)

≤ τ‖ζ l+2‖2L2(Ω)
+ τ

K

ε

1∑
i=0

‖ζ l+i‖2L2(Ω)
+ τ K q(u, ε, h, τ, 2),

for l = 0, . . . , m − 2. Let γ j , j = 0, 1, . . . , be defined by (5.114) for k = 2. It
follows from (5.124) that

γ j = 1 − (1/3) j+1 > 0. (5.174)

Moreover, by virtue of Remark5.22, the coefficients γ j , j = 0, 1, . . . , satisfy rela-
tions (5.120), which for k = 2 have the following form:

3

2
γ1 − 2γ0 = 0,

3

2
γ j+2 − 2γ j+1 + 1

2
γ j = 0, j = 0, 1, . . . . (5.175)

Multiplying (5.173) by γm−l−2 and summing over l = 0, . . . , m − 2, we get

‖ζm‖2L2(Ω)
+ (

1

2
γm−3 − 2γm−2)‖ζ 1‖2L2(Ω)

+ 1

2
γm−2‖ζ 0‖2L2(Ω)

(5.176)

+ 2

3
‖ζm − ζm−1‖2L2(Ω)

+ 2
m−3∑
l=0

(
1

3

)l+2

‖ζm−l−1 − ζm−l−2‖2L2(Ω)

− γm−2‖ζ 1 − ζ 0‖2L2(Ω)

≤ τγ0‖ζm‖2L2(Ω)
+ τ

m−3∑
l=0

γm−2−l‖ζ l+2‖2L2(Ω)
+ τ K

m−2∑
l=0

γm−2−lq(u, ε, h, τ, 2)

+ τ
K

ε

m−2∑
l=0

γm−2−l

(
‖ζ l+1‖2L2(Ω)

+ ‖ζ l‖2L2(Ω)

)
.
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By (5.174), γ0 = 2/3. Since τ ≤ 1, we have 0 < 1−τγ0 < 1. Using (5.115), putting
some terms together and omitting some non-negative terms from the left-hand side
of (5.176), we obtain

(1 − τγ0)‖ζm‖2L2(Ω)
≤ τG

(
1 + 2K

ε

) m−1∑
l=0

‖ζ l‖2L2(Ω)
+ 4G‖ζ 1‖2L2(Ω)

+ 3

2
G‖ζ 0‖2L2(Ω)

+ T G K q(u, ε, h, τ, 2). (5.177)

If we set

X = G
2K/ε + 1

1 − τγ0
, Y = G

3
2‖ζ 0‖2

L2(Ω)
+ 4‖ζ 1‖2

L2(Ω)

1 − τγ0
, Z = T G K

1 − τγ0
, (5.178)

we can write (5.177) in the form

‖ζm‖2L2(Ω)
≤ τ X

m−1∑
l=0

‖ζ l‖2L2(Ω)
+ Y + Zq(u, ε, h, τ, 2), m = 2, . . . , r. (5.179)

It follows from (5.178) and the inequalities 0 < 1 − τγ0 < 1 that (5.179) is valid
also for m = 0, 1.

Now we apply the discrete Gronwall Lemma1.11, where we set

xm =‖ζm‖2L2(Ω)
, cm = 0, (5.180)

am =Y + Zq(ε, h, τ, 2), b j = τ X,

and use the inequality (1 + τ X)m ≤ exp(mτ X) ≤ exp(T X). Then we get

‖ζm‖2L2(Ω)
≤ (Y + Zq(ε, h, τ, 2))eT X . (5.181)

Further, from this inequality, the definitions (5.178) of X, Y , and Z and the inequality
(1 − τγ0)

−1 ≤ 3, following from τ ≤ 1 and γ0 = 2/3 for k = 2, we obtain the
estimate

‖ζm‖2L2(Ω)
≤ (Y + Zq(u, ε, h, τ, 2))eT X (5.182)

≤
(
9

2
G‖ζ 0‖2L2(Ω)

+ 12G‖ζ 1‖2L2(Ω)
+ 3T G K q(u, ε, h, τ, 2)

)

e3T G( 2K
ε

+1),

valid for m = 0, . . . , r . From (5.133), (5.88) and (5.139), for l = 0, . . . , r , we have

‖ζ l‖2L2(Ω)
≤ 2‖el

h‖2L2(Ω)
+ 2‖χ l‖2L2(Ω)

, (5.183)

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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‖χ l‖2L2(Ω)
≤ C2

P,Lh2μ|ul |2Hμ(Ω) ≤ C2
P,L‖u‖2d h2μ, (5.184)

and, therefore

‖ζ l‖2L2(Ω)
≤ 2‖el

h‖2L2(Ω)
+ 2C2

P,Lh2μ‖u‖2d , l = 0, 1. (5.185)

Now, using (5.131), (5.182), (5.184) and (5.185), we find that

‖e‖2h,τ,L∞(L2)
≤ 2 max

l=0,...,r

(
‖ζ l‖2L2(Ω)

+ ‖χ l‖2L2(Ω)

)
(5.186)

≤ 2
(
9G‖e0h‖2L2(Ω)

+24G‖e1h‖2L2(Ω)
+C8h2μ‖u‖2d

+ 3T G K q(u, ε, h, τ, 2)
)

e3GT ( 2K
ε

+1)

with C8 = C2
P,L(1 + 33G), which implies estimate (5.170). �

5.2.3.3 Error Estimates of the 3-Step BDF-DGM
in the L∞(0, T; L2(Ω))-norm

First, we derive the following estimate.

Lemma 5.32 Let Assumptions 4.5 in Sect.4.3 be satisfied and let ∂ΩN = ∅. Let
u be the exact solution of problem (5.68) satisfying (5.69). Let tl = lτ, l =
0, 1, . . . , r, τ = T/r, be a time partition of [0, T ], let ul

h, l = 0, . . . , r , be the
approximate solution defined by the k-step BDF-DG scheme (5.75) with k = 3 and
let τ ≤ 1. Then for m = 3, . . . , r we have

m−1∑
l=2

‖ζ l − ζ l−1‖2L2(Ω)
(5.187)

≤ τ

(
3 + 9K

4ε

) m−1∑
l=0

‖ζ l‖2L2(Ω)
+ 3

4
T K q(u, ε, h, τ, 3)

+ 23

4
‖ζ 2‖2L2(Ω)

+ 29

4
‖ζ 1‖2L2(Ω)

+ 3

2
‖ζ 0‖2L2(Ω)

+ 3

4
τεCB |||ζ 2|||2,

where K and q are defined by (5.169) and (5.164), respectively.

Proof If we set vh = ζ l+3 − ζ l+2 in (5.163) and use the notation yl = ζ l − ζ l−1 for
l = 1, . . . , r , we get

2

(
11

6
ζ l+3 − 18

6
ζ l+2 + 9

6
ζ l+1 − 2

6
ζ l , yl+3

)
+ 2τ Ah(ζ l+3, yl+3) (5.188)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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≤ τ‖yl+3‖2L2(Ω)
+ τ K

ε

2∑
i=0

‖ζ l+i‖2L2(Ω)
+ τε

2
|||yl+3|||2 + τ K q(u, ε, h, τ, 3).

Using the following relations

2

(
11

6
ζ l+3 − 18

6
ζ l+2 + 9

6
ζ l+1 − 2

6
ζ l , yl+3

)

= 2

(
11

6
yl+3 − 7

6
yl+2 + 2

6
yl+1, yl+3

)

= 17

6
‖yl+3‖2L2(Ω)

− 7

6
‖yl+2‖2L2(Ω)

+ 2

6
‖yl+1‖2L2(Ω)

+ 7

6
‖yl+3 − yl+2‖2L2(Ω)

− 2

6
‖yl+3 − yl+1‖2L2(Ω)

≥ 17

6
‖yl+3‖2L2(Ω)

− 9

6
‖yl+2‖2L2(Ω)

+ 3

6
‖yl+3 − yl+2‖2L2(Ω)

− 3

6
‖yl+2 − yl+1‖2L2(Ω)

,

together with the identity

2Ah(ζ l+3, yl+3) = Ah(ζ l+3, ζ l+3) − Ah(ζ l+2, ζ l+2) + Ah(yl+3, yl+3), (5.189)

obtained with the aid of the symmetry and linearity of the form Ah , and the coercivity
property (5.84) of the term Ah(yl+3, yl+3), from (5.188) we get

17

6
‖yl+3‖2L2(Ω)

− 9

6
‖yl+2‖2L2(Ω)

+ 3

6
‖yl+3 − yl+2‖2L2(Ω)

(5.190)

− 3

6
‖yl+2 − yl+1‖2L2(Ω)

+ τ
(

Ah(ζ l+3, ζ l+3) − Ah(ζ l+2, ζ l+2)
)

≤ 2τ
(
‖ζ l+3‖2L2(Ω)

+ ‖ζ l+2‖2L2(Ω)

)
+ τ

K

ε

2∑
i=0

‖ζ l+i ‖2L2(Ω)
+ τ K q(u, ε, h, τ, 3).

Let m ∈ {2, . . . , r}. After the summation of (5.190) over l = 0, . . . , m − 4 we find
that

8

6

m−4∑
l=0

‖yl+3‖2L2(Ω)
+ 9

6
‖ym−1‖2L2(Ω)

− 9

6
‖y2‖2L2(Ω)

+ 3

6
‖ym−1 − ym−2‖2L2(Ω)

− 3

6
‖y2 − y1‖2L2(Ω)

+ τ
(

Ah(ζm−1, ζm−1) − Ah(ζ 2, ζ 2)
)

(5.191)

≤ 2τ
m−4∑
l=0

(
‖ζ l+3‖2L2(Ω)

+ ‖ζ l+2‖2L2(Ω)

)
+ 3τ

K

ε

m−2∑
l=0

‖ζ l‖2L2(Ω)
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+ T K q(u, ε, h, τ, 3) ≤ τ

(
4 + 3

K

ε

) m−1∑
l=0

‖ζ l‖2L2(Ω)
+ T K q(u, ε, h, τ, 3).

Due to the coercivity property (5.84),we remove the term Ah(ζm−1, ζm−1) ≥ 0 from
the left-hand side of (5.191). Moreover, using inequality (5.85) with ϕ = ψ := ζ 2,
omitting some non-negative terms on the left-hand side of (5.191), and transferring
the initial terms to the right-hand side, we get

8

6

m−1∑
l=2

‖ζ l − ζ l−1‖2L2(Ω)
= 8

6

m−1∑
l=2

‖yl‖2L2(Ω)

≤ 8

6
‖y2‖2L2(Ω)

+ τ

(
4 + 3

K

ε

) m−1∑
l=0

‖ζ l‖2L2(Ω)
+ T K q(u, ε, h, τ, 3)

+ 9

6
‖y2‖2L2(Ω)

+ 3

6
‖y2 − y1‖2L2(Ω)

+ τεCB |||ζ 2|||2

≤ τ

(
4 + 3

K

ε

) m−1∑
l=0

‖ζ l‖2L2(Ω)
+ T K q(u, ε, h, τ, 3) + 23

3
‖ζ 2‖2L2(Ω)

+ 29

3
‖ζ 1‖2L2(Ω)

+ 2‖ζ 0‖2L2(Ω)
+ τεCB |||ζ 2|||2,

which implies inequality (5.187). �

Now, we formulate the L∞(L2)-error estimate of the three step method.

Theorem 5.33 Let Assumptions 4.5 in Sect.4.3 be satisfied and let ∂ΩN = ∅.
Let u be the exact solution of problem (5.68) satisfying (5.69). Let tl = lτ, l =
0, 1, . . . , r, τ = T/r, be a partition of the time interval [0, T ], let ul

h, l = 0, . . . , r ,
be defined by the k-step BDF-DG scheme (5.75) with k = 3 and let τ ≤ 1. Then
there exists a constant C̃3 = O (exp(GT (30 + 117K/4ε))) such that

‖e‖2h,τ,L∞(L2)
≤ C̃3

(
(h2μ + τ 6) (1 + 1/ε) +

2∑
l=0

‖el
h‖2L2(Ω)

+ τε|||ζ 2|||2
)

,

(5.192)

where K is defined by (5.169) and ζ 2 = u2
h − Phpu2 is given by (5.132).

Proof By virtue of (5.131), the aim is to prove the inequality

‖em
h ‖2L2(Ω)

≤ C̃3

(
(h2μ+τ 6)

(
1 + 1

ε

)
+

2∑
l=0

‖el
h‖2L2(Ω)

+ τε|||ζ 2|||2
)

(5.193)

for m = 0, 1, . . . , r . Putting vh = ζ l+3 and k = 3 in (5.163), we get

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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2

(
11

6
ζ l+3 − 18

6
ζ l+2 + 9

6
ζ l+1 − 2

6
ζ l , ζ l+3

)
+ 2τ Ah(ζ l+3, ζ l+3) (5.194)

≤ τ‖ζ l+3‖2L2(Ω)
+ τ K

ε

2∑
i=0

‖ζ l+i‖2L2(Ω)
+ τε

2
|||ζ l+3|||2 + τ K q(u, ε, h, τ, 3),

where by (5.164), q(u, ε, h, τ, 3) = (h2μ + τ 6)(1 + 1/ε). With the aid of (5.84)
applied to the term Ah(ζ l+3, ζ l+3) and the relations

2

(
11

6
ζ l+3 − 18

6
ζ l+2 + 9

6
ζ l+1 − 2

6
ζ l , ζ l+3

)
(5.195)

= 11

6
‖ζ l+3‖2L2(Ω)

− 18

6
‖ζ l+2‖2L2(Ω)

+ 9

6
‖ζ l+1‖2L2(Ω)

− 2

6
‖ζ l‖2L2(Ω)

+ 18

6
‖ζ l+3 − ζ l+2‖2L2(Ω)

− 9

6
‖ζ l+3 − ζ l+1‖2L2(Ω)

+ 2

6
‖ζ l+3 − ζ l‖2L2(Ω)

≥ 11

6
‖ζ l+3‖2L2(Ω)

− 18

6
‖ζ l+2‖2L2(Ω)

+ 9

6
‖ζ l+1‖2L2(Ω)

− 2

6
‖ζ l‖2L2(Ω)

− 18

6
‖ζ l+2 − ζ l+1‖2L2(Ω)

,

we arrive at

11

6
‖ζ l+3‖2L2(Ω)

− 18

6
‖ζ l+2‖2L2(Ω)

+ 9

6
‖ζ l+1‖2L2(Ω)

− 2

6
‖ζ l‖2L2(Ω)

≤ τ‖ζ l+3‖2L2(Ω)
+ τ

K

ε

2∑
i=0

‖ζ l+i‖2L2(Ω)
+ 3‖ζ l+2 − ζ l+1‖2L2(Ω)

+ τ K q(u, ε, h, τ, 3). (5.196)

Let γ j , j = 0, 1, . . . , be the sequence defined by (5.114) for k = 3. Due to
Lemmas5.21 and 5.23, the bounds (5.115) and (5.121) are valid, respectively. More-
over, by Remark5.22, the coefficients γ j , j = 0, 1, . . . , satisfy relations (5.120) (cf.
also Table5.1). For k = 3 they have the following form:

γ0 = 6

11
, (5.197)

11

6
γ1 − 18

6
γ0 = 0,

11

6
γ2 − 18

6
γ1 + 9

6
γ0 = 0,

11

6
γ j+3 − 18

6
γ j+2 + 9

6
γ j+1 − 2

6
γ j = 0, j = 0, 1, . . . .
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Multiplying (5.196) by γm−3−l , summing over l = 0, . . . , m − 3 and using (5.197),
we find that

‖ζm‖2L2(Ω)
+
(

−18

6
γm−3 + 9

6
γm−4 − 2

6
γm−5

)
‖ζ 2‖2L2(Ω)

(5.198)

+
(
9

6
γm−3 − 2

6
γm−4

)
‖ζ 1‖2L2(Ω)

− 2

6
γm−3‖ζ 0‖2L2(Ω)

≤ γ0τ‖ζm‖2L2(Ω)
+ τ

m−4∑
l=0

γm−3−l‖ζ l+3‖2L2(Ω)
+ τ

K

ε

m−3∑
l=0

γm−3−l

2∑
i=0

‖ζ l+i ‖2L2(Ω)

+ 3
m−3∑
l=0

γm−3−l‖ζ l+2 − ζ l+1‖2L2(Ω)
+ τ K

m−3∑
l=0

γm−3−l q(u, ε, h, τ, 3).

Omitting some non-negative terms of the left-hand side of (5.198) and using estimate
(5.115), we obtain

‖ζm‖2L2(Ω)
≤ τγ0‖ζm‖2L2(Ω)

+ τG

(
1 + 3K

ε

) m−1∑
l=0

‖ζ l‖2L2(Ω)
(5.199)

+ 3G
m−1∑
l=2

‖ζ l − ζ l−1‖2L2(Ω)
+ T G K q(u, ε, h, τ, 3)

+ 20

6
G‖ζ 2‖2L2(Ω)

+ 2

6
G‖ζ 1‖2L2(Ω)

+ 2

6
G‖ζ 0‖2L2(Ω)

.

Using estimate (5.187) for the term
∑m−1

l=2 ‖ζ l − ζ l−1‖2
L2(Ω)

, from (5.199) we get

‖ζm‖2L2(Ω)
≤ τγ0‖ζm‖2L2(Ω)

+ τG

(
10 + 39K

4ε

) m−1∑
l=0

‖ζ l‖2L2(Ω)
(5.200)

+ 13

4
T G K q(u, ε, h, τ, 3) + 9

4
τεCB G|||ζ 2|||2

+ 247

12
G‖ζ 2‖2L2(Ω)

+ 265

12
G‖ζ 1‖2L2(Ω)

+ 29

6
G‖ζ 0‖2L2(Ω)

.

If we use the notation

X = G
39K
4ε + 10

1 − τγ0
, Z = 13

4

T G K

1 − τγ0
,

Y = G

1 − τγ0

(
9

4
τεCB |||ζ 2|||2 + 247

12
‖ζ 2‖2L2(Ω)

+ 265

12
‖ζ 1‖2L2(Ω)

+ 29

6
‖ζ 0‖2L2(Ω)

)
,
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we can write (5.200) in the form

‖ζm‖2L2(Ω)
≤ τ X

m−1∑
l=0

‖ζ l‖2L2(Ω)
+ Y + Zq(u, ε, h, τ, 3), m = 3, . . . , r.

(5.201)

Now, in the same way as in the proof of Theorem5.31, with the aid of the discrete
Gronwall Lemma1.11 we derive the estimate

‖ζm‖2L2(Ω)
≤ (Y + Zq(u, ε, h, τ, 3))eT X , m = 3, . . . , r. (5.202)

This inequality and the inequality (1 − τγ0)
−1 ≤ 3 (which is also valid for k = 3

since γ0 = 6
11 and τ ≤ 1), imply that

‖ζm‖2L2(Ω)
≤ (Y + Zq(u, ε, h, τ, 3))eT X (5.203)

≤
(
29

2
G‖ζ 0‖2L2(Ω)

+ 265

4
G‖ζ 1‖2L2(Ω)

+ 247

4
G‖ζ 2‖2L2(Ω)

+ 27

4
τεGCB |||ζ 2|||2 + 39

4
T G K q(u, ε, h, τ, 3)

)
eT G(117K/4ε+30), m = 3, . . . , r.

By (5.133), we have ‖em
h ‖2

L2(Ω)
≤ 2‖ζm‖2

L2(Ω)
+ 2‖χm‖2

L2(Ω)
. Now, (5.184),

(5.185), and (5.203) imply

‖em
h ‖2L2(Ω)

≤ 2
(
‖ζm‖2L2(Ω)

+ ‖χm‖2L2(Ω)

)

≤ 2

(
29G‖e0h‖2L2(Ω)

+ 265

2
G‖e1h‖2L2(Ω)

+ 247

2
G‖e2h‖2L2(Ω)

+ 27

4
τεGCB |||ζ 2|||2

+ 39

4
T G K q(u, ε, h, τ, 3) + C2

P,Lh2μ‖u‖2d
)

eT G(117K/4ε+30), m = 3, . . . , r,

which gives (5.192) with

C̃3 := max

(
265G,

(
39

2
T G K + CP,L

)
‖u‖2d + 27

2

)
eT G(117K/4ε+30)

for m = 3, . . . , r . Obviously, C̃3 ≥ 1 and, hance (5.193) is satisfied also for m =
0, 1, 2, which proves the theorem. �

5.2.3.4 Error Estimates for the 2- and 3-Step BDF-DGM
in the L2(0, T; H1(Ω,Th))-norm

Theorem 5.34 Let Assumptions 4.5 in Sect.4.3 be satisfied and let ∂ΩN = ∅.
Let u be the exact solution of problem (5.68) satisfying (5.69). Let tl = lτ,
l = 0, 1, . . . , r, τ = T/r, be a partition of [0, T ] and let ul

h, l = 0, . . . , r , be the

http://dx.doi.org/10.1007/978-3-319-19267-3_1
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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approximate solution defined by the k-step BDF-DG scheme (5.75) with k = 2, 3.
Then there exists a constant Ĉ such that

‖e‖2h,τ,L2(H1)
(5.204)

≤ Ĉ

(
εh2(μ−1) + (1 + 1/ε)2(h2μ + τ2k) + (1 + 1/ε)

k−1∑
j=0

(
‖e j

h‖L2(Ω) + τε|||e j
h |||2

))
.

Proof (i) For k = 2, we can use relation (5.172), i.e.,

3

2
‖ζ l+2‖2L2(Ω)

−2‖ζ l+1‖2L2(Ω)
+ 1

2
‖ζ l‖2L2(Ω)

+ ‖ζ l+2 − ζ l+1‖2L2(Ω)
(5.205)

− ‖ζ l+1 − ζ l‖2L2(Ω)
+ τε

2
|||ζ l+2|||2

≤ τ‖ζ l+2‖2L2(Ω)
+ τ

K

ε

1∑
i=0

‖ζ l+i ‖2L2(Ω)
+ τ K q(u, ε, h, τ, 2), l = 0, . . . , r − 2.

Now, after summing (5.205) over l = 0, . . . , r − 2, we obtain

3

2
‖ζ r‖2L2(Ω)

− 1

2
‖ζ r−1‖2L2(Ω)

− 3

2
‖ζ 1‖2L2(Ω)

+ 1

2
‖ζ 0‖2L2(Ω)

+ ‖ζ r − ζ r−1‖2L2(Ω)
− ‖ζ 1 − ζ 0‖2L2(Ω)

+ τε

2

r∑
l=2

|||ζ l |||2

≤ τ

r∑
l=2

‖ζ l‖2L2(Ω)
+ τ

K

ε

r−1∑
l=1

(
‖ζ l‖2L2(Ω)

+ ‖ζ l−1‖2L2(Ω)

)
+ T K q(u, ε, h, τ, 2),

which implies that

τε

2

r∑
l=2

|||ζ l |||2 ≤ 1

2
‖ζ r−1‖2L2(Ω)

+ 7

2
‖ζ 1‖2L2(Ω)

+ 3

2
‖ζ 0‖2L2(Ω)

(5.206)

+ τ

r∑
l=2

‖ζ l‖2L2(Ω)
+ τ

2K

ε

r−1∑
l=0

‖ζ l‖2L2(Ω)
+ T K q(u, ε, h, τ, 2).

Using (5.185), from (5.206) we get

τε

2

r∑
l=2

|||ζ l |||2 ≤
(
11 + 2T + 4T

K

ε

)(
‖e‖2h,τ,L∞(L2)

+ C2
P,Lh2μ‖u‖2d

)

+ T K q(u, ε, h, τ, 2)
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and therefore,

τε

2

r∑
l=0

|||ζ l |||2 ≤
(
11 + 2T + 4T

K

ε

)(
‖e‖2h,τ,L∞(L2)

+ C2
P,Lh2μ‖u‖2d

)

+ T K q(u, ε, h, τ, 2) + τε

2

1∑
j=0

|||ζ j |||2. (5.207)

By (5.133), we have |||ζ l |||2 ≤ 2|||el
h |||2 + 2|||χ l |||2. This, (5.87) and (5.139) yield

|||ζ l |||2 ≤ 2|||el
h |||2 + 2C2

P,e h2(μ−1)‖u‖2d , l = 0, 1, . . . , r, (5.208)

Inequalities (5.207) and (5.208) imply that

τε

2

r∑
l=0

|||ζ l |||2 ≤
(
11 + 2T + 4T

K

ε

)(
‖e‖2h,τ,L∞(L2)

+ C2
P,Lh2μ‖u‖2d

)
(5.209)

+ T K q(u, ε, h, τ, 2) + 2τεC2
P,eh

2(μ−1)‖u‖2d + τε

1∑
j=0

|||e j
h |||2.

Further, summing (5.87) over l = 0, . . . , r , we get

τε

r∑
l=0

|||χ l |||2 ≤ εC2
P,eh

2(μ−1)‖u‖2d(T + τ) ≤ 2εC2
P,eT h2(μ−1)‖u‖2d . (5.210)

Finally, let us setC9 = max(11+2T, 4T K ). Then, from (5.131), (5.133), (5.209)
and (5.170) it follows that

‖e‖2h,τ,L2(H1)
≤ 2τε

r∑
l=0

(
|||ζ l |||2 + |||χ l |||2

)
(5.211)

≤ 4C9(1 + 1/ε)
(

C̃2(h
2μ + τ4)(1 + 1/ε) + C2

P,Lh2μ‖u‖2d
)

+ 4T K q(u, ε, h, τ, 2) + 8τεC2
P,eh2(μ−1)‖u‖2d + 4εC2

P,eT h2(μ−1)‖u‖2d

+ 4C9(1 + 1/ε)C̃2

1∑
j=0

(
‖e j

h‖2L2(Ω)
+ τε|||e j

h |||2
)
.

Now, for k = 2, assertion (5.204) of the theorem follows from (5.164) and (5.211)
with Ĉ = O (exp(3GT (1 + 2K/ε))) since C̃2 = O(exp(3GT (1 + 2K/ε))).

(ii) For k = 3, we start from inequality (5.194). Using (5.195), the coercivity
(5.84) applied to the term Ah(ζ l+3, ζ l+3) and summing over l = 0, . . . , r − 3, we
find that
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11

6
‖ζ r‖2L2(Ω)

− 7

6
‖ζ r−1‖2L2(Ω)

+ 2

6
‖ζ r−2‖2L2(Ω)

− 11

6
‖ζ 2‖2L2(Ω)

+ 7

6
‖ζ 1‖2L2(Ω)

− 2

6
‖ζ 0‖2L2(Ω)

+ τε

2

r∑
l=3

|||ζ l |||2

≤ τ

r∑
l=3

‖ζ l‖2L2(Ω)
+ τ

K

ε

r−3∑
l=0

2∑
i=0

‖ζ l+i‖2L2(Ω)
(5.212)

+ 3
r−1∑
l=2

‖ζ l − ζ l−1‖2L2(Ω)
+ T K q(u, ε, h, τ, 3).

By (5.187) and (5.212) we have

τε

2

r∑
l=3

|||ζ l |||2 ≤ 7

6
‖ζ r−1‖2L2(Ω)

+ 229

12
‖ζ 2‖2L2(Ω)

+ 247

12
‖ζ 1‖2L2(Ω)

(5.213)

+ 29

6
‖ζ 0‖2L2(Ω)

+ τ

r∑
l=3

‖ζ l‖2L2(Ω)
+ τ

3K

ε

r−1∑
l=0

‖ζ l‖2L2(Ω)

+ 13

4
T K q(u, ε, h, τ, 3) +τ

(
9+ 27K

4ε

)r−1∑
l=0

‖ζ l‖2L2(Ω)
+ 9

4
τεCB |||ζ 2|||2.

This inequality and (5.185) imply that

τε

2

r∑
l=3

|||ζ l |||2 ≤ 9

4
τεCB |||ζ 2|||2 + 13

4
T K q(u, ε, h, τ, 3)

+ 2

(
137

3
+ 10T + T

39K

4ε

)(
‖e‖2h,τ,L∞(L2)

+ C2
P,Lh2μ‖u‖2d

)
,

which together with (5.208) yield

τε

2

r∑
l=0

|||ζ l |||2 ≤13

4
T K q(u, ε, h, τ, 3) + 9

2
τεCB(C2

P,eh
2(μ−1)‖u‖2d + |||e2h |||2)

+ 2

(
137

3
+ 10T + T

39K

4ε

)(
‖e‖2h,τ,L∞(L2)

+ C2
P,Lh2μ‖u‖2d

)

+ τε

(
2∑

l=0

|||el
h |||2 + 3C2

P,eh
2(μ−1)‖u‖2d

)
. (5.214)

Using the notation C10 = 8max( 1373 + 10T, 39T K
4 ), from (5.214), (5.192) and

(5.210), we obtain the estimate
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‖e‖2h,τ,L2(H1)
≤ 2τε

r∑
l=0

(|||ζ l |||2 + |||χ l |||2) (5.215)

≤ C10(1 + 1/ε)
(

C̃3(h
2μ + τ 6)(1 + 1/ε) + C2

P,Lh2μ‖u‖2d
)

+ 13T K q(u, ε, h, τ, 3) + 18τεCBC2
P,eh

2(μ−1)‖u‖2d + 4εC2
P,eT h2(μ−1)‖u‖2d

+ C10(1 + 1/ε)C̃3

(
2∑

l=0

‖el
h‖2L2(Ω)

+ τε|||e2h |||2
)

+ 18τεCB |||e2h |||2

+ 4τε

(
2∑

l=0

|||el
h |||2 + 3C2

P,eh
2(μ−1)‖u‖2d

)
.

Now, for k = 3, the assertion (5.204) of the theorem follows from (5.164) and (5.215)
with Ĉ = O (exp(GT (30 + 117K/4ε))), since C̃3 = O(exp(GT (30+117K/4ε))).

�

Remark 5.35 We observe that estimates (5.170), (5.192) and (5.204) are opti-
mal with respect to h as well as τ in the discrete L∞(0, T ; L2(Ω))-norm and
L2(0, T ; H1(Ω,Th))-norm.

It can be seen that these estimates are not of practical use for ε → 0+, because
they blow up exponentially with respect to 1/ε. This is caused by the treatment
of nonlinear terms in the error analysis. The nonlinearity of the convective terms
represents a serious obstacle for obtaining a uniform error estimate with respect to
ε → 0+.

Remark 5.36 The proven unconditional stability may seem to be in contradiction
with the Dahlquist barrier (see [162, Theorem 1.4]) which implies that the 3-step
BDF method cannot be unconditionally A-stable. However, in our case, the k-step
BDFschemewith k = 2, 3was not applied to a general systemofODEs, but to system
(5.68) arising from the space semi-discretization of (5.68) under the assumptions of
the symmetry of the form Ah and some favourable properties of the form bh , which
cause that all eigenvalues of the Jacobi matrix of the corresponding ODE system lie
in the stability region of the k-step BDF method with k = 2, 3 for any τ ≤ 1 and
h ∈ (0, h̄).

Remark 5.37 The presented numerical analysis can be partly extended also to NIPG
and IIPG variants of the DG method. However, the determination of error estimates
for the 3-step BDF-DG method employs equality (5.189), which is not valid for
NIPG and IIPG variants due to their non-symmetry. It is not clear to us whether it is
possible to avoid this obstacle.

On the other hand, for the 2-step BDF-DG method, a weaker result than (5.170)
can be derived for NIPG and IIPG variants, for example,
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‖e‖2h,τ,L∞(L2)
≤ C̃

⎛
⎝(h2(μ−1) + τ 4) (1 + 1/ε) +

1∑
j=0

‖e j
h‖2L2(Ω)

⎞
⎠ , (5.216)

where C̃ is independent of h and τ . Estimate (5.216) can also be proved in the case
of mixed Dirichlet–Neumann boundary conditions, i.e., for nonempty ∂ΩN .

5.2.4 Numerical Examples

In this section we demonstrate the theoretical error estimates (5.170), (5.192) and
(5.204) derived in the previous section. We try to investigate the dependence of
the computational error on h and τ independently. Based on (5.170), (5.192) and
(5.204) we expect that the computational error eh,τ in the L2(Ω)-norm as well as
the H1(Ω,Th)-seminorm depends on h and τ according to the formula

eh,τ ≈ chh p+1 + cτ τ
k, (5.217)

where ch and cτ are constants independent of h and τ .
In our numerical experiments we solve Eq. (5.68a) in Ω = (0, 1)2, ∂Ω = ∂ΩD ,

fi (u) = u2/2, i = 1, 2, equippedwith the boundary condition (5.68b) and the initial
condition (5.68d).

5.2.4.1 Convergence with Respect to τ

In this case we put ε = 0.01, T = 1 and the functions u D , u0 and g are chosen in such
a way that the exact solution has the form u(x1, x2, t) = 16 (e10t − 1)/(e10 − 1) x1
(1 − x1)x2(1 − x2).

The computations were carried out on a fine triangular mesh having 4219 ele-
ments with a piecewise cubic approximation in space and using 6 different time
steps: 1/20, 1/40, 1/80, 1/160, 1/320, 1/640. For such data setting we expect
that chh p+1 � cτ τ

k and, therefore the space discretization errors are negligible.
Figure5.1 shows the computational errors at t = T and the corresponding experimen-
tal order of convergence with respect to τ in the L2(Ω)-norm and the H1(Ω,Th)-
seminorm for the k-step BDF scheme (5.75) with k = 1, k = 2 and k = 3. The
expected order of convergence O(τ k) is observed in each case. A smaller decrease
of the order of convergence in the H1(Ω,Th)-seminorm for k = 3 and τ = 1/640
is caused by the influence of the spatial discretization since in this case the statement
chh p+1 � cτ τ

k is no longer valid.

5.2.4.2 Convergence with Respect to h

In this case we put ε = 0.1, T = 10 and the functions u D , u0 and g are chosen
in such a way that the exact solution has the form u(x1, x2, t) = (1 − e−10t )(x21 +
x22 )x1x2(1 − x1)(1 − x2). As we see, we have μ = p + 1.
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Fig. 5.1 Computational errors and orders of convergence with respect to the time step τ in the
L2(Ω)-norm (left) and the H1(Ω,Th)-seminorm (right) for scheme (5.75) with k = 1 (full line),
k = 2 (dashed line) and k = 3 (dotted line)

The computations were carried out with the 3-step BDF scheme (5.75) on 7
triangular meshes having 128, 288, 512, 1152, 2048, 4608 and 8192 elements, using
the time step τ = 0.01. For such data setting we expect that chh p+1 � cτ τ

k and the
time discretization errors can be neglected. Figure5.2 shows the computational errors
at t = T and the corresponding experimental order of convergence with respect to h
in the L2(Ω)-norm and the H1(Ω,Th)-seminorm for piecewise linear P1, quadratic
P2 and cubic P3 approximations. We observe the order of convergence O(h p+1)

for p = 1, 2, 3 in the L2(Ω)-norm and O(h p) in the H1(Ω,Th)-seminorm, which
perfectly corresponds to the theoretical results (5.204).
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Fig. 5.2 Computational errors and orders of convergence with respect to the mesh-size h in the
L2(Ω)-norm (left) and the H1(Ω,Th)-seminorm (right) for scheme (5.75) with P1 (full line), P2
(dashed line) and P3 (dotted line) approximations



Chapter 6
Space-Time Discontinuous Galerkin Method

In Chap. 5 we introduced and analyzed methods based on the combination of the
DGM space discretization with the backward difference formula in time. Although
this approach gives satisfactory results in a number of applications (see Chap. 9), its
drawback is a complicated adaptation of the space computational mesh and the time
step. From this point of view, a more suitable approach is the space-time discontinu-
ous Galerkin method (ST-DGM), where the DGM is applied separately in space and
in time.

The ST-DGM can use different triangulations arising on different time levels due to
a mesh adaptation and, thus it perfectly suits the numerical solution of nonstationary
problems. Moreover, the ST-DGM can (locally) employ different polynomial degrees
p and q in space and time discretization, respectively.

Section 6.1 will be concerned with basic ideas and techniques of the ST-DGM
applied to a model of a linear heat equation. In Sect. 6.2, we extend the analysis to a
more general convection-diffusion problem with nonlinear convection and nonlinear
diffusion. Sections 6.3 and 6.4 will be devoted to some special ST-DG techniques.

6.1 Space-Time DGM for a Heat Equation

In this section we present and analyze the space-time discontinuous Galerkin method
applied to a simple model problem represented by the linear heat equation. We
explain the main aspects of the ST-DG discretization for this problem and derive
the error estimates in the L∞(0, T ; L2(Ω))-norm and the DG-norm formed by the
L2(0, T ; H1(Ω,Th))-norm and penalty terms.

Let Ω ⊂ R
d , d = 2 or 3, be a bounded polygonal or polyhedral domain, T > 0

and QT := Ω × (0, T ). We consider the problem to find u : QT → R such that
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∂u

∂t
= ε Δu + g in QT , (6.1a)

u
∣∣
∂ΩD×(0,T ) = u D, (6.1b)

∇u · n
∣∣
∂ΩN ×(0,T ) = gN , (6.1c)

u(x, 0) = u0(x), x ∈ Ω. (6.1d)

Similarly, as in Sect. 4.2 we assume that the boundary ∂Ω is formed by two disjoint
parts ∂ΩD and ∂ΩN with measd−1(∂ΩD) > 0, and that the data satisfy the usual
conditions (cf. (4.2)): u D = trace of some u∗ ∈ C([0, T ]; H1(Ω)) on ∂ΩD ×(0, T ),
ε > 0, g ∈ C([0, T ]; L2(Ω)), gN ∈ C([0, T ]; L2(∂ΩN )) and u0 ∈ L2(Ω).

6.1.1 Discretization of the Problem

6.1.1.1 Space-Time Partition and Function Spaces

In order to derive the space-time discontinuous Galerkin discretization, we introduce
some notation.

Let r > 1 be an integer. In the time interval [0, T ] we construct a partition
0 = t0 < · · · < tr = T and denote

Im = (tm−1, tm), I m = [tm−1, tm], τm = tm − tm−1, τ = max
m=1,...,r

τm .

Then

[0, T ] = ∪r
m=1 I m, Im ∩ In = ∅ for m �= n, m, n = 1, . . . , r.

If ϕ is a function defined in
⋃r

m=1 Im , we introduce the notation

ϕ±
m = ϕ(tm±) = lim

t→tm± ϕ(t), {ϕ}m = ϕ+
m − ϕ−

m , (6.2)

provided the one-sided limits lim
t→tm± ϕ(t) exist.

For each time instant tm, m = 0, . . . , r , and interval Im, m = 1, . . . , r , we
consider a partition Th,m (called triangulation) of the closure Ω of the domain Ω

into a finite number of closed simplexes (triangles for d = 2 and tetrahedra for d = 3)
with mutually disjoint interiors. The partitions Th,m may be in general different for
different m. Figure 6.1 shows an illustrative example of the space-time partition for
d = 1.

In what follows we use a similar notation as in Sect. 2.1, only a subscript m has
to be added to the notation because of different grids Th,m . By Fh,m we denote
the system of all faces of all elements K ∈ Th,m . Further, we denote the set of all
inner faces by F I

h,m and the set of all boundary faces by F B
h,m . Each Γ ∈ Fh,m

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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t0 = 0
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t3 = T

I1

I2

I3

Th,0

Th,1

Th,2

Th,3

K ∈ Th,0

K ∈ Th,1

K ∈ Th,2

Ω

Fig. 6.1 Space-time discretization for space dimension d = 1

will be associated with a unit normal vector nΓ , which has the same orientation as
the outer normal to ∂Ω for Γ ∈ F B

h,m . In Γ ∈ F B
h,m we distinguish the subsets

the of all “Dirichlet” boundary faces F D
h,m = {

Γ ∈ Fh,m; Γ ⊂ ∂ΩD
}

and of all

“Neumann” boundary faces F N
h,m = {Γ ∈ Fh,m, Γ ⊂ ∂ΩN

}
. We set

hK = diam(K ) for K ∈ Th,m, hm = maxK∈Th,m hK , h = max
m=1,...,r

hm .

By ρK we denote the radius of the largest ball inscribed into K .
For any integer k ≥ 1, over a triangulation Th,m , we define the broken Sobolev

space

Hk(Ω,Th,m) = {v ∈ L2(Ω); v|K ∈ Hk(K ) ∀ K ∈ Th,m}, (6.3)

with seminorm

|v|Hk (Ω,Th,m ) =
( ∑

K∈Th,m

|v|2Hk (K )

)1/2

. (6.4)

In the same way as in Chap. 2, we use the symbols 〈v〉Γ and [v]Γ for the mean
value and the jump of v ∈ Hk(Ω,Th,m) on the face Γ ∈ Fh,m , see (2.32).

Let p, q ≥ 1 be integers. For every m = 1, . . . , r we define the finite-dimensional
space

S p
h,m =

{
ϕ ∈ L2(Ω);ϕ|K ∈ Pp(K ) ∀ K ∈ Th,m

}
. (6.5)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Over each mesh Th,m we use the L2-projections analogous to πK ,p and Πhp defined
in (2.89) and (2.90). For simplicity we denote these projections by Πh,m . Hence, if
K ∈ Th,m , m = 1, . . . , r , and v ∈ L2(K ), then

(Πh,mv)|K ∈ Pp(K ), (Πh,mv − v, ϕ)L2(K ) = 0 ∀ϕ ∈ Pp(K ), (6.6)

and, if v ∈ L2(Ω), then

Πh,mv ∈ S p
h,m, (Πh,mv − v, ϕ) = 0 ∀ϕ ∈ S p

h,m . (6.7)

As in previous sections, (·, ·)L2(K ) and (·, ·) denote the L2(K )-scalar product and the
L2(Ω)-scalar product, respectively, and Pp(K ) denotes the space of all polynomials
on K of degree ≤ p. Properties of these projections follow from Lemmas 2.22 and
2.24 and they are summarized in (6.28) and (6.29).

The approximate solution will be sought in the space of functions that are piece-
wise polynomial in space and time:

S p,q
h,τ =

{
ϕ ∈ L2(QT ); ϕ(x, t)

∣∣
Im

=
q∑

i=0

t i ϕm,i (x) (6.8)

with ϕm,i ∈ S p
h,m, i = 0, . . . , q, m = 1, . . . , r

}
.

6.1.2 Space-Time DG Discretization

We derive the full space-time discontinuous Galerkin discretization in a similar way
as the space discretization introduced in detail in Chap. 2. We consider an exact
regular solution satisfying the conditions

u ∈ L2(0, T ; H2(Ω)),
∂u

∂t
∈ L2(0, T ; H1(Ω)). (6.9)

Then u ∈ C([0, T ]; H1(Ω)). Such solution satisfies (6.1) pointwise. Moreover, let
m ∈ {1, . . . , r} be arbitrary but fixed. We multiply (6.1a) by ϕ ∈ S p,q

h,τ , integrate over
K × Im , and sum over all elements K ∈ Th,m . Then∫

Im

(u ′, ϕ) dt + ε

∫

Im

( ∑
K∈Th,m

∫

K
∇u · ∇ϕ dx −

∑
K∈Th,m

∫

∂K
∇u · nϕ dS

)
dt

=
∫

Im

(g, ϕ) dt, (6.10)

where we use the notation u′ = ∂u/∂t .

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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First, we deal with the time derivative term. With the aid of integration by parts,
we have

∫

Im

(u ′, ϕ) dt = −
∫

Im

(u, ϕ ′) dt + (u−
m, ϕ−

m ) − (u+
m−1, ϕ

+
m−1). (6.11)

Since the exact solution u is continuous with respect to t , we have u+
m−1 = u−

m−1
(cf. (6.2)) and, thus

(u+
m−1, ϕ

+
m−1) = (u−

m−1, ϕ
+
m−1). (6.12)

Substitution of (6.12) into (6.11) and the integration by parts (in the reverse manner)
yield

∫

Im

(u ′, ϕ) dt = −
∫

Im

(u, ϕ ′) dt + (u−
m, ϕ−

m ) − (u−
m−1, ϕ

+
m−1) (6.13)

=
∫

Im

(u ′, ϕ) dt + (u+
m−1, ϕ

+
m−1) − (u−

m−1, ϕ
+
m−1)

=
∫

Im

(u ′, ϕ) dt + ({u}m−1, ϕ
+
m−1

)
.

Remark 6.1 Identity (6.13) also makes sense for a function u, which is piecewise
polynomial with respect to t on Im, m = 1, . . . , r . Then the equality (6.12) can be
interpreted in such a way that the value of the function u at tm−1 from the right (on
the new time interval) is approximated by the L2(Ω)-projection of the value of u at
tm−1 from the left (on the previous time interval). Therefore, we can speak about the
“upwinding” with respect to time—compare with the “space upwinding” in (4.16).

The discretization of the diffusion term and the right-hand side in (6.10) is the
same as in Chap. 2. Hence, by virtue of (2.41)–(2.42) and (2.50)–(2.53), we define
the diffusion, penalty and right-hand side forms as

ah,m(w, ϕ) =
∑

K∈Th,m

∫

K
∇ w · ∇ ϕ dx −

∑

Γ ∈F I
h,m

∫

Γ
(〈∇w〉 · n[ϕ] + Θ〈∇ϕ〉 · n [w]) dS

−
∑

Γ ∈F D
h,m

∫

Γ
(∇w · n ϕ + Θ ∇ ϕ · n w) dS, (6.14)

Jσ
h,m(w, ϕ) =

∑

Γ ∈F I
h,m

CW

hΓ

∫

Γ
[w] [ϕ] dS +

∑

Γ ∈F D
h,m

CW

hΓ

∫

Γ
w ϕ dS, (6.15)

Ah,m(w, ϕ) = εah,m(w, ϕ) + εJσ
h,m(w, ϕ), (6.16)

�h,m(ϕ) =
∫

Ω
g ϕ dx +

∫

∂ΩN

gN ϕ dS (6.17)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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− εΘ
∑

Γ ∈F D
h,m

∫

Γ
∇ϕ · nu D dS + ε

∑

Γ ∈F D
h,m

CW

hΓ

∫

Γ
u D ϕ dS,

where CW > 0 is a suitable constant and hΓ characterizes the face Γ (cf. Lemma 2.5).
Moreover, in (6.14) and (6.17), we take Θ = −1, Θ = 0 and Θ = 1 and obtain
the nonsymmetric (NIPG), incomplete (IIPG) and symmetric (SIPG) variants of the
approximation of the diffusion terms, respectively. Obviously, forms (6.14)–(6.17)
make sense for v, w, ϕ ∈ H2(Ω,Th,m).

By virtue of (6.10), (6.13) and (6.14)–(6.17), the exact regular solution u satisfies
the identity

∫

Im

(
(u′, ϕ) + Ah,m(u, ϕ)

)
dt + ({u}m−1, ϕ

+
m−1

) =
∫

Im

�h,m(ϕ) dt (6.18)

∀ϕ ∈ S p,q
h,τ , m = 1, . . . , r, with u(0−) = u0.

Based on (6.18), we introduce the approximate solution.

Definition 6.2 We say that a function U is a ST-DG approximate solution of problem
(6.1), if U ∈ S p,q

h,τ and

∫

Im

(
(U ′, ϕ) + Ah,m(U, ϕ)

)
dt + ({U }m−1, ϕ

+
m−1

) =
∫

Im

�h,m(ϕ) dt (6.19)

∀ϕ ∈ S p,q
h,τ , m = 1, . . . , r, with U−

0 := Πh,0u0,

where U ′ = ∂U/∂t . We call (6.19) the space-time discontinuous Galerkin discrete
problem.

Remark 6.3 The expression
({U }m−1, ϕ

+
m−1

)
in (6.19) patches together the approx-

imate solution on neighbouring intervals Im−1 and Im . At time t = t0 = 0 we have
{U }0 = U+

0 − Πh,mu0. It is also possible to consider q = 0. In this case, scheme
(6.19) represents a variant of the backward Euler method analyzed in Sect. 5.1. There-
fore, we assume that q ≥ 1.

Remark 6.4 With respect to notation in previous chapters, we should denote the
approximate solution by uhτ , which would express that the approximate solution
depends on the space and time discretization parameters h and τ . However, for the
sake of simplicity we use the symbol U .

Theorem 6.5 Let the constant CW satisfy the conditions from Corollary2.41. Then
there exists a unique approximate solution of (6.19).

Proof Let m ∈ {1, . . . , r} be fixed and let U−
m−1 be given either by the initial condi-

tion or from the previous interval Im−1. Identity (6.19) can be written in the form

R(U, ϕ) =
∫

Im

�h,m(ϕ) dt + (U−
m−1, ϕ

+
m−1

)
, ϕ ∈ S p,q

h,τ,m, (6.20)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_5
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where

R(U, ϕ) :=
∫

Im

(
(U ′, ϕ) + Ah,m(U, ϕ)

)
dt + (U+

m−1, ϕ
+
m−1

)
(6.21)

and

S p,q
h,τ,m :=

{
ϕ ∈ L2(Ω × Im); ϕ(x, t) =

q∑
i=0

t i ϕi (x) with ϕm,i ∈ S p
h,m , i = 0, . . . , q

}
.

(6.22)

Obviously, the form R is a bilinear form on the finite dimension space S p,q
h,τ,m and

the right-hand side of (6.20) is a linear functional depending on ϕ ∈ S p,q
h,τ,m . Then,

by virtue of Corollary 1.7, it is sufficient to prove the coercivity of the form R on
S p,q

h,τ,m with respect to a suitable norm. Hence, using (4.85), the coercivity of Ah,m

following from (2.140) and integration over Im , we obtain

R(ϕ, ϕ) =
∫

Im

(
(ϕ′, ϕ) + Ah,m(ϕ, ϕ)

)
dt + (ϕ+

m−1, ϕ
+
m−1

)
(6.23)

=
∫

Im

(
1

2

d

dt
‖ϕ‖2

L2(Ω)
+ Ah,m(ϕ, ϕ)

)
dt + ∥∥ϕ+

m−1

∥∥2
L2(Ω)

= 1

2

(∥∥ϕ−
m

∥∥2
L2(Ω)

− ∥∥ϕ+
m−1

∥∥2
L2(Ω)

)
+
∫

Im

Ah,m(ϕ, ϕ) dt + ∥∥ϕ+
m−1

∥∥2
L2(Ω)

≥ 1

2

(∥∥ϕ−
m

∥∥2
L2(Ω)

+ ∥∥ϕ+
m−1

∥∥2
L2(Ω)

)
+ εCC

∫

Im

|||ϕ|||2 dt =: ‖ϕ‖2
�.

It is possible to show that ‖·‖� is a norm on the space S p,q
h,τ,m and, thus the form R is

coercive. Then Corollary 1.7 implies the existence and uniqueness of the approximate
solution. �

Exercise 6.6 Show that ‖·‖� defined in (6.23) is a norm on the space S p,q
h,τ,m .

Our main goal will be to investigate the qualitative properties of the ST-DG scheme
(6.19). In particular, we are concerned with the analysis of error estimates.

First, we recall some results from previous chapters.

6.1.3 Auxiliary Results

In the theoretical analysis, we consider a system of triangulations

{Thτ }h∈(0,h̄),τ∈(0,τ̄ ), h̄ > 0, τ̄ > 0, Thτ = {Th,m}r
m=0, (6.24)

satisfying the shape-regularity assumption (2.19) and the equivalence condition
(2.20):

http://dx.doi.org/10.1007/978-3-319-19267-3_1
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_1
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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hK

ρK
≤ CR, K ∈ Th,m , m = 0, . . . , r, h ∈ (0, h̄), (6.25)

CT hK ≤ hΓ ≤ CG hK , K ∈ Th,m , Γ ∈ Fh,m , Γ ⊂ K , m = 0, . . . , r, h ∈ (0, h̄),

(6.26)

with constants CR, CT , CG > 0 independent of h, K , Γ , m and r (cf. Lemma 2.5).
We also assume that the constant CW from definition (6.15) of the penalty forms
Jσ

h,m , m = 0, . . . , r , satisfies conditions from Corollary 2.41.

We again use the DG-norm in the space H1(Ω,Th,m), m = 0, . . . , r , given by

|||ϕ|||m =
( ∑

K∈Th,m

|ϕ|2H1(K )
+ Jσ

h,m(ϕ, ϕ)
)1/2

. (6.27)

If p, s ≥ 1 are integers and μ = min(s, p+1), then it follows from Lemmas 2.22
and 2.24 that for m = 1, . . . , r and any v ∈ Hs(Ω), we have the standard error
estimates for the space interpolation:

if s ≥ 1, then

‖Πh,mv − v‖L2(K ) ≤ CA hμ
K |v|Hμ(K ), (6.28a)

|Πh,mv − v|H1(K ) ≤ CA hμ−1
K |v|Hμ(K ), (6.28b)

if s ≥ 2, then

|Πh,mv − v|H2(K ) ≤ CA hμ−2
K |v|Hμ(K ), (6.28c)

for K ∈ Th,m and h ∈ (0, h̄).

Lemma 6.7 Let K ∈ Th,m, h ∈ (0, h̄). Then

‖Πh,mv‖L2(K ) ≤ ‖v‖L2(K ) for v ∈ L2(K ), (6.29a)

|Πh,mv|H1(K ) ≤ C1|v|H1(K ) for v ∈ H1(K ), (6.29b)

where C1 is a constant independent of h, K , v, m and r.

Proof Inequality (6.29a) is a consequence of the definition (6.6) of the operator Πh,m .
Namely, setting ϕ = Πh,mv in (6.6) and using the Cauchy inequality, we find that
‖Πh,mv‖2

L2(K )
≤ ‖v‖L2(K )‖Πh,mv‖L2(K ), which implies (6.29a). Inequality (6.29b)

immediately follows from (2.97) in Sect. 2.5, where we set s = q = 1 and, hence
μ = 1. Then we get

|Πh,mv|H1(K ) ≤ |Πh,mv − v|H1(K ) + |v|H1(K ) ≤ (CA + 1)|v|H1(K ),

which is (6.29b) with C1 = CA + 1. �
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Similarly as in previous chapters, important tools in analyzing the DGM will be
the multiplicative trace inequality and the inverse inequality: There exist constants
CM , CI > 0 independent of h ∈ (0, h̄), m, r , K ∈ Th,m and v such that

‖v‖2
L2(∂K )

≤ CM

(
‖v‖L2(K ) |v|H1(K ) + h−1

K ‖v‖2
L2(K )

)
, v ∈ H1(K ), (6.30)

and

|v|H1(K ) ≤ CI h−1
K ‖v‖L2(K ), v ∈ Pp(K ). (6.31)

We use also the inequalities

|Jσ
h,m(v, w)| ≤ Jσ

h,m(v, v)1/2 Jσ
h,m(w, w)1/2 ≤ 1

2
(δ Jσ

h,m(v, v) + δ−1 Jσ
h,m(w, w)),

(6.32)

with an arbitrary δ > 0, which are consequences of the definition of the form Jσ
h,m

and the Cauchy and Young inequalities. (See (2.118).)

6.1.4 Space-Time Projection Operator

In this section we introduce the S p,q
h,τ -interpolation defined as the space-time projec-

tion operator π : C([0, T ]; L2(Ω)) → S p,q
h,τ in the following way.

Let v ∈ C([0, T ]; L2(Ω)). Then

π v ∈ S p,q
h,τ , (6.33a)

(π v) (x, tm−) = Πh,m v(x, tm−) for almost all x ∈ Ω and all m = 1, . . . , r,
(6.33b)∫

Im

(πv − v, ϕ) dt = 0 for all ϕ ∈ S p,q−1
h,τ and all m = 1, . . . , r, (6.33c)

where the operator Πh,m is given by (6.7). As we see, condition (6.33c) means
that the interpolation error πv − v is orthogonal to the polynomials of degree ≤
q − 1 on Im . The lower degree of test functions ϕ is compensated by the additional
condition (6.33b), which means that the space-time projection πv is equal to the
space projection Πh,m v at the time instants tm for t → tm−. Because of our further
considerations it is suitable to set

(πv)(x, 0−) := Πh,0v(x, 0). (6.34)

In what follows, we are concerned with the existence and uniqueness of the inter-
polation operator π and its properties.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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6.1.4.1 The Existence and Uniqueness of the Space-Time Projection π

We start from the definition of the Legendre polynomials Li (ϑ), ϑ ∈ [−1,+1].
They are defined by the conditions

L0(ϑ) = 1, (6.35)

L1(ϑ) = ϑ,

Li+1(ϑ) = 2i + 1

i + 1
ϑLi (ϑ) − i

i + 1
Li−1(ϑ), i = 1, 2, . . . .

By induction it is possible to prove that the polynomials Li are L2-orthogonal in the
interval [−1, 1] and satisfy the relation Li (1) = 1 (see, e.g., [210]). Moreover, the
sequence {Li }∞i=0 is dense in the space C([−1, 1]). Hence, anyϕ ∈ C([−1, 1]; S p

h,m),
m = 1, . . . , r , can be expressed as

ϕ(x, t) =
∞∑

i=0

ϕi (x)Li (t),

where ϕi ∈ S p
h,m, i = 0, 1, . . . .

Let q ≥ 1 and m ∈ {1, . . . , r} be given. Let Pq(−1, 1; S p
h,m) be the Bochner

space of polynomial functions v : Ω × [−1, 1] → R of degree ≤ q with respect to
t ∈ [−1, 1] given by (1.44), where v(·, t) is a piecewise polynomial function from
S p

h,m for all t ∈ [−1, 1]. Further, let us define the operator π̂ : C([−1, 1]; L2(Ω)) →
Pq(−1, 1; S p

h,m) by

π̂ v̂ ∈ Pq(−1, 1; S p
h,m), (6.36a)

(π̂ v̂)(x, 1) = (Πh,mv̂)(x, 1), x ∈ Ω, (6.36b)
∫ 1

−1
(π̂ v̂ − v̂, ϕ)dϑ = 0 ∀ϕ ∈ Pq−1(−1, 1; S p

h,m). (6.36c)

Lemma 6.8 Let q ≥ 1 and m ∈ {1, . . . , r} be given. Let Πh,m be the space
projection operator defined by (6.7). Then the operator π̂ from (6.36) can be
uniquely expressed with the aid of the Legendre polynomials in the following way. If
v̂ ∈ C([−1, 1]; L2(Ω)), x ∈ Ω and t ∈ [−1, 1], then

(π̂ v̂)(x, t) =
q−1∑
i=0

v̂i (x)Li (t) +
⎛
⎝(Πh,mv̂)(x, 1) −

q−1∑
i=0

v̂i (x)

⎞
⎠Lq(t), (6.37)

where v̂i ∈ S p
h,m are the coefficients in the expansion of the function Πh,mv̂ in the

basis formed by the Legendre polynomials in the form

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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(Πh,mv̂)(x, t) =
∞∑

i=0

v̂i (x)Li (t), v̂i ∈ S p
h,m . (6.38)

Proof First, we show that π̂ v̂ defined by (6.37) and (6.38) satisfies (6.36). It is obvious
that π̂ v̂ ∈ Pq(−1, 1; S p

h,m) and (omitting the variable x) we have

π̂ v̂(1) =
q−1∑
i=0

v̂i Li (1) +
⎛
⎝Πh,mv̂(1) −

q−1∑
i=0

v̂i

⎞
⎠Lq(1)

=
q−1∑
i=0

v̂i + Πh,mv̂(1) −
q−1∑
i=0

v̂i = Πh,mv̂(1).

Let us choose an arbitrary function w ∈ S p
h,m and nonnegative integer k < q. Using

(6.7), (6.37) and (6.38) we successively get

∫ 1

−1
(π̂ v̂ − v̂, wLk)dϑ

=
∫ 1

−1

⎛
⎝

q−1∑
i=0

v̂i Li +
⎛
⎝Πh,mv̂(1) −

q−1∑
i=0

v̂i

⎞
⎠Lq − Πh,mv̂, wLk

⎞
⎠ dϑ

=
∫ 1

−1

⎛
⎝−

∞∑
i=q

v̂i Li +
⎛
⎝Πh,mv̂(1) −

q−1∑
i=0

v̂i

⎞
⎠Lq , wLk

⎞
⎠ dϑ = 0,

thanks to the orthogonality of the polynomials Li , i = 0, 1, . . . .
Now we prove uniqueness. Let us assume that there exist two functions φ̃1, φ̃2 ∈

Pq(−1, 1; S p
h,m) satisfying (6.36b) and (6.36c) (i.e., relations (6.36b) and (6.36c) are

valid with π̂ v̂ := φ̃i , i = 1, 2). It follows from (6.36b) that φ̃1(1) = φ̃2(1) ∈ S p
h,m .

Then there exists w̃ ∈ Pq−1(−1, 1; S p
h,m) such that φ̃1(ϑ) − φ̃2(ϑ) = (ϑ − 1)w̃(ϑ).

Further, by (6.36c),

0 =
∫ 1

−1
(φ̃1(ϑ) − φ̃2(ϑ), w̃(ϑ))dϑ =

∫ 1

−1
(ϑ − 1)‖w̃(ϑ)‖2dϑ.

Since the function (ϑ − 1)‖w̃(ϑ)‖2 is continuous and non-positive in the interval
(−1, 1), necessarily ‖w̃(ϑ)‖2 = 0 for all ϑ ∈ (−1, 1) and, hence w̃ = 0. �

Theorem 6.9 The projection π defined by (6.33) exists and is unique. Moreover,

(πv)|Im = π(Πh,mv)
∣∣
Im

= Πh,m(πv|Im ), m = 1, . . . , r. (6.39)
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Proof First, we express the operator π with the aid of the operator π̂ from (6.36).
Let m ∈ {1, . . . , r} be fixed. If we introduce the mapping Qm : (−1, 1) → Im =
(tm−1, tm) such that

Qm(ϑ) = tm + tm−1 + ϑτm

2
, ϑ ∈ (−1, 1),

we can put

(πv)(t) = (π̂ v̂)(Q−1
m (t)) with v̂(ϑ) = v(Qm(ϑ)), t ∈ Im, m = 1, . . . , r ,

where π̂ is defined by (6.36). It is obvious that the mapping π defined in this way
satisfies (6.33). The uniqueness of π can be proven in an analogous way as the
uniqueness of π̂ in the proof of Lemma 6.8.

Further, we prove (6.39). Obviously, by (6.33b),

π(Πh,mv) (tm−) = Πh,m(Πh,mv(tm−)) = (Πh,mv) (tm−) = (πv) (tm−). (6.40)

By the definition of Πh,m(v|Im ) we have

∫

Ω

(Πh,mv − v) ϕh dx = 0 ∀ϕh ∈ S p
h,m . (6.41)

Moreover, by virtue of (6.33c),

∫

Im

(∫

Ω

(πv(t) − v(t)) ϕh dx

)
t j dt = 0 ∀ϕh ∈ S p

h,m ∀ j = 0, . . . , q − 1.

(6.42)

Similarly, we can write

0 =
∫

Im

(∫

Ω

(
π(Πh,mv) − Πh,mv

)
ϕh dx

)
t j dt

=
∫

Im

(∫

Ω

(
(π(Πh,mv)(t) − v(t)) + (v(t) − Πh,mv(t))

)
ϕh dx

)
t j dt

=
∫

Im

(∫

Ω

(π(Πh,mv) (t) − v(t)) ϕh dx

)
t j dt,

as follows from (6.33c) and (6.41). These relations, (6.42) and (6.40) imply that
(πv)|Im = π(Πh,mv)|Im .
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The proof of the second relation in (6.39) is even simpler. It is possible to write

πv|Im =
q∑

i=0

vi t
i ,

where vi ∈ S p
h,m . Since Πh,mvi = vi , we have

Πh,m(πv|Im ) =
q∑

i=0

Πh,mvi t
i =

q∑
i=0

vi t
i = πv|Im . �

6.1.4.2 Approximation Properties of the Space-Time Projection π

Now we derive the approximation properties of the projection π defined by (6.33).
First, we present one technical result.

Lemma 6.10 Let u ∈ Hq+1(0, T ; L2(Ω)). Then, under the notation
∂

q+1
t := ∂q+1/∂tq+1, q = 0, 1, . . . , we have

∂
q+1
t (Πh,mu) = Πh,m(∂

q+1
t u), (6.43)

∂
q+1
t (∇Πh,mu) = ∇Πh,m(∂

q+1
t u). (6.44)

Proof Actually, Πh,mu(·, t) ∈ S p
h,m and for all t ∈ Im ,

∫

Ω

(
Πh,mu(x, t) − u(x, t)

)
ϕ(x) dx = 0 ∀ϕ ∈ S p

h,m .

The differentiation with respect to t yields

∫

Ω

(
∂

q+1
t (Πh,mu(x, t)) − ∂

q+1
t u(x, t)

)
ϕ(x) dx = 0 ∀ϕ ∈ S p

h,m .

Moreover, obviously ∂
q+1
t (Πh,mu(t)) ∈ S p

h,m and thus (6.43) holds. Similarly we
can prove (6.44). �

Now, we introduce mappings Pm, m = 1, . . . , r , which will serve for a represen-
tation of the operator π given by (6.33).

Lemma 6.11 Let m ∈ {1, . . . , r}be arbitrary but fixed andϕ ∈ C([tm−1, tm]; S p
h,m).

Then

π ϕ(x, t) = Pmϕ(x, t) ∀x ∈ K ∀K ∈ Th,m ∀t ∈ Im, (6.45)
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where Pm is defined in the following way: For ζ ∈ C
([tm−1, tm]),

Pmζ ∈ Pq(Im), (6.46a)∫

Im

(
Pmζ(t) − ζ(t)

)
t j dt = 0 ∀ j = 0, . . . , q − 1, (6.46b)

Pmζ(tm−) = ζ(tm−). (6.46c)

Proof Let m ∈ {1, . . . , r}. Similarly as above, we can prove that conditions (6.46)
uniquely define the operator Pm . From the definition of π and Pm , it follows that on
K × Im for every K ∈ Th,m the functions πϕ and Pmϕ are polynomials of degree
≤ q in t ∈ Im and degree ≤ p in x ∈ K . Moreover,

πϕ(x, tm−) = ϕ(x, tm−) = Pmϕ(x, tm−) ∀x ∈ K .

Obviously, condition (6.33c) is equivalent to
∫

Im

(∫

K
(πϕ(x, t) − ϕ(x, t)) ψ(x) dx

)
t j dt = 0 (6.47)

∀ j = 0, . . . , q − 1 ∀ψ ∈ Pp(K ) ∀ K ∈ Th,m .

Further, by (6.46), for any K ∈ Th,m ,
∫

Im

(Pmϕ(x, t) − ϕ(x, t)) t j dt = 0, ∀ j = 0, . . . , q − 1 ∀ x ∈ K . (6.48)

Let ψ ∈ Pp(K ). Then (6.48) and Fubini’s theorem imply that

0 =
∫

K

(∫

Im

(Pmϕ(x, t) − ϕ(x, t)) t j dt

)
ψ(x) dx (6.49)

=
∫

Im

(∫

K
(Pmϕ(x, t) − ϕ(x, t))ψ(x) dx)

)
t j dt

∀ j = 0, . . . , q − 1 ∀ψ ∈ Pp(K ) ∀ K ∈ Th,m .

Comparing (6.49) with (6.47) and taking into account the fact that the operator π is
uniquely determined by conditions (6.33), we immediately get (6.45). �

In what follows we prove error estimate for the time interpolation and the space-
time interpolation operator π . First, we prove the estimate of the operator Pm,

m = 1, . . . , r .

Lemma 6.12 Let m ∈ {1, . . . , r} be given and let Pm be given by (6.46). If ζ ∈
Hq+1(Im), then

∥∥Pmζ − ζ
∥∥2

L2(Im )
≤ C2 τ

2(q+1)
m

∥∥∂q+1
t ζ

∥∥2
L2(Im )

, (6.50)
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where C2 > 0 is a constant independent of ζ, m and τm.

Proof We proceed in several steps.
(i) We transform the reference interval [0, 1] onto the interval [tm−1, tm] by the
mapping

t = tm − τmϑ, ϑ ∈ [0, 1]. (6.51)

If ζ ∈ Hq+1(Im) and ζ̂ (ϑ) := ζ(tm − τmϑ), then ζ̂ ∈ Hq+1(0, 1) and

Pmζ(tm − τmϑ) = P̂ζ̂ (ϑ),

where the operator P̂ is defined by

P̂ζ̂ ∈ Pq(0, 1), (6.52a)
∫ 1

0

(
P̂ζ̂ (ϑ) − ζ̂ (ϑ)

)
ϑ j dϑ = 0 ∀ j = 0, . . . , q − 1, (6.52b)

P̂ζ̂ (0+) = ζ̂ (0+). (6.52c)

Moreover, if we set

Zm(t) = Pmζ(t) − ζ(t), t ∈ (tm−1, tm), (6.53)

z(ϑ) = P̂ζ̂ (ϑ) − ζ̂ (ϑ), ϑ ∈ (0, 1),

we have

z(ϑ) = Zm(tm − τmϑ), (6.54)

∂
q+1
ϑ z(ϑ) = (−1)q+1τ

q+1
m ∂

q+1
t Zm(tm − τmϑ), ϑ ∈ (0, 1).

By the substitution theorem,

‖z‖2
L2(0,1)

= 1

τm
‖Zm‖2

L2(Im )
, (6.55)

‖∂q+1
ϑ z‖2

L2(0,1)
= τ

2q+1
m ‖∂q+1

t Zm‖2
L2(Im )

.

(ii) Since conditions (6.52) determine the values of the operator P̂ uniquely, it is
clear that

P̂ψ = ψ for ψ ∈ Pq(0, 1). (6.56)
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Now we prove that the operator P̂ is a continuous mapping of the space Hq+1(0, 1)

into L2(0, 1). Let un ∈ Hq+1(0, 1), n = 1, 2, . . . and un → 0 in Hq+1(0, 1) as
n → ∞. The continuous embedding Hq+1(0, 1) ↪→ C([0, 1]) implies that

un → 0 uniformly in [0, 1] (6.57)

and hence by (6.52c),

P̂un(0) → 0. (6.58)

For j = 0, . . . , q − 1 we have

∫ 1

0

(
P̂un − un

)
(ϑ) ϑ j dϑ = 0.

This fact and (6.57) imply that

∫ 1

0
P̂un(ϑ) ϑ j dϑ =

∫ 1

0
un(ϑ) ϑ j dϑ → 0, j = 0, . . . , q − 1. (6.59)

Since P̂un ∈ Pq(0, 1), we can write

P̂un(ϑ) =
q∑

i=1

c(n)
i ϑ i + (P̂un)(0), ϑ ∈ [0, 1], (6.60)

where c(n)
i ∈ R, i = 1, . . . , q. Integration yields

∫ 1

0
P̂un(ϑ) ϑ j dϑ =

∫ 1

0

q∑
i=1

c(n)
i ϑ i+ j dϑ + P̂un (0)

∫ 1

0
ϑ j dϑ (6.61)

=
q∑

i=1

c(n)
i

1

i + j + 1
+ P̂un (0)

1

j + 1
, j = 0, . . . , q − 1.

The matrix
( 1

i+ j+1

)
i=1,...,q,

j=0,...,q−1
= ( 1

i+ j

)q
i, j=1 is the Gram matrix of the linearly

independent functions ϑ i , i = 0, . . . , q −1, defined by the scalar product ((φ, s)) =∫ 1
0 ϑφ(ϑ)s(ϑ) dϑ . Hence, this matrix is nonsingular. Using this fact and (6.58),

(6.59) and (6.61), we find that

c(n)
i → 0 for i = 1, . . . , q as n → ∞. (6.62)
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Now (6.62), (6.58) and (6.60) imply that P̂un → 0 uniformly in [0, 1] and, thus
P̂un → 0 in L2(0, 1).

(iii) The above results allow us to apply Theorem 2.16 and get the estimate

‖z‖L2(0,1) ≤ C‖∂q+1
ϑ z‖L2(0,1) (6.63)

with a constant C > 0 independent of z ∈ Hq+1(0, 1). This fact and (6.55) imply
that

‖Zm‖2
L2(Im )

≤ C τ
2(q+1)
m ‖∂q+1

t Zm‖2
L2(Im )

. (6.64)

Taking into account that ∂
q+1
t Pmζ = 0, we immediately get (6.50). �

In Sect. 6.1.11 we give a direct proof of estimate (6.50) without the use of The-
orem 2.16. As a consequence of Lemmas 6.11 and 6.12 we get the following result.

Lemma 6.13 There exists a constant C3 > 0 such that

‖πϕ(x, ·) − ϕ(x, ·)‖2
L2(Im )

≤ C3 τ
2(q+1)
m

∥∥∂q+1
t ϕ(x, ·)∥∥2

L2(Im )
, (6.65)

for all ϕ ∈ Hq+1(Im; S p
h,m), x ∈ K , K ∈ Th,m, or x ∈ Γ, Γ ∈ Fh,m and

m = 1, . . . , r .

The error analysis will require the following results, analogous to Lemma 6.13.
Their derivation will be based on the continuous embeddings

H1(0, 1; L2(Ω)) ↪→ C([0, 1]; L2(Ω)) ↪→ L∞(0, 1; L2(Ω)). (6.66)

(See, for example, [195].) Hence, there exists a constant C > 0 such that

‖v‖L∞(0,1;L2(Ω)) ≤ C‖v‖H1(0,1;L2(Ω)) ∀ v ∈ H1(0, 1; L2(Ω)), (6.67)

where

‖v‖2
H1(0,1;L2(Ω))

= ‖v‖2
L2(0,1;L2(Ω))

+ ‖∂ϑv‖2
L2(0,1;L2(Ω))

. (6.68)

Lemma 6.14 If ϕ ∈ W q+1,∞(Im; S p
h,m), then

‖πϕ − ϕ‖L∞(Im ;L2(Ω)) ≤ C4 τ
q+1
m |ϕ|W q+1,∞(Im ;L2(Ω)), m = 1, . . . , r, (6.69)

where C4 > 0 is a constant independent of ϕ, m, τm.

Proof We proceed in a similar way as in the proof of Lemma 6.12. Let us use the
transformation (6.51), i.e., ϑ ∈ (0, 1) → t = tm − τmϑ ∈ Im . For (almost all)
x ∈ Ω , t ∈ Im we set

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Zm(x, t) = π ϕ(x, t) − ϕ(x, t) (6.70)

and

z(x, ϑ) = Zm(x, tm − τmϑ), ϑ ∈ (0, 1). (6.71)

By (6.45), Zm(x, t) = Pm ϕ(x, t) − ϕ(x, t). Moreover,

z(x, ϑ) = P̂ ϕ(x, tm − τmϑ) − ϕ(x, tm − τmϑ),

where the operator P̂ is defined by (6.52). Obviously,

∂ϑ z(x, ϑ) = − τm∂t Zm(x, tm − τmϑ),

∂
q+1
ϑ z(x, ϑ) =(−1)q+1τ

q+1
m ∂

q+1
t Zm(x, tm − τmϑ), ϑ ∈ (0, 1).

It follows from the above relations that

‖z(x, ·)‖2
L2(0,1)

= 1

τm
‖Zm(x, ·)‖2

L2(Im )
, (6.72a)

‖∂ϑ z(x, ·)‖2
L2(0,1)

= τm‖∂t Zm(x, ·)‖2
L2(Im )

, (6.72b)

‖∂q+1
ϑ z(x, ·)‖2

L2(0,1)
= τ

2q+1
m ‖∂q+1

t Zm(x, ·)‖2
L2(Im )

. (6.72c)

From part (ii) of the proof of Lemma 6.12 we deduce that the operator P̂ is a
continuous mapping of the space Hq+1(0, 1) into H1(0, 1). Actually, assuming that
un → 0 in Hq+1(0, 1) for n → +∞, taking into account that P̂un(0) → 0, (6.60)
and (6.62), we find that P̂un → 0 and ∂ϑ P̂un → 0 uniformly in [0, 1] as n → +∞.
Hence, P̂un → 0 for n → +∞ in H1(0, 1).

These results, (6.56) and Theorem 2.16 imply that there exists a constant C > 0
independent of z such that

‖z(x, ·)‖2
L2(0,1)

≤ C‖∂q+1
ϑ z(x, ·)‖2

L2(0,1)
(6.73)

‖∂ϑ z(x, ·)‖2
L2(0,1)

≤ C‖∂q+1
ϑ z(x, ·)‖2

L2(0,1)
.

Now, by (6.71),

‖z‖L∞(0,1;L2(Ω)) = ess supϑ∈(0,1)

(∫

Ω

|z(x, ϑ)|2 dx

)1/2

(6.74)

= ess supt∈Im

(∫

Ω

|Zm(x, t)|2dx

)1/2

= ‖Zm‖L∞(Im ;L2(Ω)).

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Further, by (6.72c) and Fubini’s theorem we have

‖∂q+1
ϑ z‖2

L2(0,1;L2(Ω))
=
∫ 1

0

(∫

Ω

|∂q+1
ϑ z|2 dx

)
dϑ =

∫

Ω

(∫ 1

0
|∂q+1

ϑ z|2 dϑ

)
dx

=
∫

Ω

‖∂q+1
ϑ z(x, ·)‖2

L2(0,1)
dx = τ

2q+1
m

∫

Ω

‖∂q+1
t Zm(x, ·)‖2

L2(Im )
dx (6.75)

= τ
2q+1
m ‖∂q+1

t Zm‖2
L2(Im ;L2(Ω))

.

Now, taking into account (6.67), (6.68), (6.73)–(6.75), we find that

‖Zm‖2
L∞(Im ;L2(Ω))

= ‖z‖2
L∞(0,1;L2(Ω))

≤ C
(
‖z‖2

L2(0,1;L2(Ω))
+ ‖∂ϑ z‖2

L2(0,1;L2(Ω))

)

≤ C‖∂q+1
ϑ z‖2

L2(0,1;L2(Ω))
= C τ

2q+1
m ‖∂q+1

t Zm‖2
L2(Im ;L2(Ω))

.

Finally, this estimate, the inequality

‖∂q+1
t Zm‖2

L2(Im ;L2(Ω))
≤ τm‖∂q+1

t Zm‖2
L∞(Im ;L2(Ω))

, (6.76)

and the definition (6.70) of Zm yield (6.69). �

6.1.5 Abstract Error Estimate

The following sections will be devoted to the estimation of the error e = U − u,
where u is the exact solution of problem (6.1) and U is the approximate solution
obtained by the ST-DGM (6.19).

Subtracting (6.18) from (6.19) and using linearity of the forms, we obtain

∫

Im

(
(U ′ − u ′, ϕ) + Ah,m(U − u, ϕ)

)
dt + ({U }m−1 − {u}m−1, ϕ

+
m−1

) = 0,

(6.77)

ϕ ∈ S p,q
h,τ , m = 1, . . . , r.

Similarly, as in previous chapters, we decompose the error into two parts:

e = U − u = ξ + η, (6.78)

where

ξ = U − πu ∈ S p,q
h,τ , η = πu − u. (6.79)
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Then (6.77) and (6.78) yield

∫

Im

(
(ξ ′, ϕ) + Ah,m(ξ, ϕ)

)
dt + ({ξ}m−1, ϕ+

m−1) (6.80)

= −
∫

Im

(η′, ϕ) dt − ({η}m−1, ϕ+
m−1) −

∫

Im

Ah,m(η, ϕ) dt, ϕ ∈ S p,q
h,τ

, m = 1, . . . , r.

By (6.34), we have (πu)−0 = Πh,0u0. This relation, (6.19) and (6.33b) imply that

ξ−
0 = U−

0 − (πu)−0 = 0, (6.81)

ξ+
0 = U+

0 − (πu)+0 = U+
0 − Πh,0u0,

{ξ}0 = ξ+
0 ,

and

η−
0 = (πu)−0 − u(0) = Πh,0u0 − u0, (6.82)

η+
0 = (πu)+0 − u(0) = Πh,0u0 − u0 = η−

0 ,

{η}0 = η+
0 − η−

0 = 0.

In order to derive the error estimates, it is necessary to estimate the individual
terms in (6.80), where a suitable test function ϕ is used. Let us set ϕ = ξ . Then

∫

Im

(
(ξ ′, ξ) + Ah,m(ξ, ξ)

)
dt + ({ξ}m−1, ξ

+
m−1) (6.83)

= −
∫

Im

(η′, ξ) dt − ({η}m−1, ξ
+
m−1) −

∫

Im

Ah,m(η, ξ) dt, m = 1, . . . , r.

A simple calculation yields

2
∫

Im

(ξ ′, ξ) dt + 2
({ξ}m−1, ξ

+
m−1

) =
∫

Im

d

dt
‖ξ‖2

L2(Ω)
dt + 2

({ξ}m−1, ξ
+
m−1

)

= ‖ξ−
m ‖2

L2(Ω)
− ‖ξ+

m−1‖2
L2(Ω)

+ 2
(
ξ+

m−1 − ξ−
m−1, ξ

+
m−1

)
(6.84)

and

2
(
ξ+

m−1 − ξ−
m−1, ξ+

m−1

)
(6.85)

= ∥∥ξ+
m−1

∥∥2
L2(Ω)

− (ξ−
m−1, ξ+

m−1

)+ (ξ+
m−1 − ξ−

m−1, ξ+
m−1 − ξ−

m−1

)

+ (ξ+
m−1 − ξ−

m−1, ξ−
m−1

)

= ∥∥ξ+
m−1

∥∥2
L2(Ω)

+ ∥∥{ξ}m−1
∥∥2

L2(Ω)
− ∥∥ξ−

m−1

∥∥2
L2(Ω)

− (ξ−
m−1, ξ+

m−1

)+ (ξ+
m−1, ξ−

m−1

)

= ∥∥ξ+
m−1

∥∥2
L2(Ω)

+ ∥∥{ξ}m−1
∥∥2

L2(Ω)
− ∥∥ξ−

m−1

∥∥2
L2(Ω)

.
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Hence, from (6.84) and (6.85), we obtain

2
∫

Im

(ξ ′, ξ) dt + 2({ξ}m−1, ξ
+
m−1) = ‖ξ−

m ‖2
L2(Ω)

− ‖ξ−
m−1‖2

L2(Ω)
+ ‖{ξ}m−1‖2

L2(Ω)
.

(6.86)

Now we present a technical lemma.

Lemma 6.15 If δ > 0, then

∣∣∣∣
∫

Im

(η′, ϕ) dt + ({η}m−1 , ϕ+
m−1

)∣∣∣∣ ≤ δ‖η−
m−1‖2

L2(Ω)
+ 1

4δ
‖{ϕ}m−1‖2

L2(Ω)
(6.87)

∀ ϕ ∈ S p,q
h,m .

Proof Let ϕ ∈ S p,q
h,τ . Integration by parts yields

∫

Im

(η′, ϕ) dt = (η−
m , ϕ−

m

)− (η+
m−1, ϕ

+
m−1

)−
∫

Im

(η, ϕ′) dt . (6.88)

Since η = πu − u and ϕ′ ∈ S p,q−1
h,τ , by the definition (6.33) of the operator π , we

have
∫

Im

(η, ϕ′) dt = 0.

Thus,

∫

Im

(η′, ϕ) dt + ({η}m−1, ϕ
+
m−1

)
(6.89)

= (η−
m , ϕ−

m

)− (η+
m−1, ϕ

+
m−1

)+ (η+
m−1, ϕ

+
m−1

)− (η−
m−1, ϕ

+
m−1

)

= (η−
m , ϕ−

m

)− (η−
m−1, ϕ

+
m−1

)
.

Further, (6.33b) implies that

η−
m = (πu) (t−m ) − u(tm) = Πh,m u(tm) − u(tm).

Taking into account that ϕ−
m ∈ S p

h,m and ϕ−
m−1 ∈ S p

h,m−1, from the definition of Πh,m

and Πh,m−1 (cf. (6.7)) we get

(
η−

m , ϕ−
m

) = 0, (η−
m−1, ϕ

−
m−1) = 0. (6.90)
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Relations (6.88)–(6.90) imply that

∫

Im

(η′, ϕ)dt + ({η}m−1 , ϕ+
m−1

) = − (η−
m−1, ϕ

+
m−1

) = − (η−
m−1, {ϕ}m−1

)
. (6.91)

Finally, using the Young inequality on the right-hand side of (6.91) gives (6.87). �

Theorem 6.16 Let the exact solution u of problem (6.1) satisfy the regularity
assumption (6.9) and let U be the approximate solution defined by (6.19). Then
the error e = U − u satisfies the estimate

‖e−
n ‖2

L2(Ω)
+ ε

2

n∑
m=1

∫

Im

|||e|||2m dt (6.92)

≤ 2
n∑

m=0

‖η−
m‖2

L2(Ω)
+ Cε

n∑
m=1

∫

Im

Rm(η) dt + ε

n∑
m=1

∫

Im

|||η|||2m dt,

n = 1, . . . , r, h ∈ (0, h̄),

where

Rm(η) =
∑

K∈Th,m

(
|η|2H1(K )

+ h2
K |η|2H2(K )

+ h−2
K ‖η‖2

L2(K )

)
(6.93)

and C > 0 is a constant independent of h, τ, r, u, ε.

Proof Using relations (6.83), (6.86) and (6.87) with δ = 1/2 and ϕ = ξ , we get

‖ξ−
m ‖2

L2(Ω)
− ‖ξ−

m−1‖2
L2(Ω)

+ ‖{ξ}m−1‖2
L2(Ω)

+ 2
∫

Im

Ah,m(ξ, ξ) dt (6.94)

≤ ‖η−
m−1‖2

L2(Ω)
+ ‖{ξ}m−1‖2

L2(Ω)
+ 2

∣∣∣∣
∫

Im

Ah,m(η, ξ) dt

∣∣∣∣ .

Further, we use the coercivity of the form Ah,m , which can be expressed in the same
way as in (2.140) (with CC = 1/2) under assumptions on CW from Corollary 2.41:

2Ah,m(ξ, ξ) ≥ ε|||ξ |||2m . (6.95)

Moreover, by Lemma 2.37 and the Young inequality,

2|Ah,m(η, ξ)| (6.96)

≤ 2εC̃2
B

∑
K∈Th,m

(
|η|2H1(K )

+ h2
K |η|2H2(K )

+ h−2
K ‖η‖2

L2(K )

)
+ 1

2
ε|||ξ |||2m

= 2εC̃2
B Rm(η) + 1

2
ε|||ξ |||2m .

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Now (6.94)–(6.96) imply that

‖ξ−
m ‖2

L2(Ω)
− ‖ξ−

m−1‖2
L2(Ω)

+ ε

2

∫

Im

|||ξ |||2m dt ≤ ‖η−
m−1‖2

L2(Ω)
+ 2εC̃2

B

∫

Im

Rm(η) dt.

(6.97)

Let us note that by (6.81), ξ−
0 = 0. The summation of (6.97) over m = 1, . . . , n

(≤ r ) yields the inequality

‖ξ−
n ‖2

L2(Ω)
+ ε

2

n∑
m=1

∫

Im

|||ξ |||2m dt ≤
n∑

m=1

‖η−
m−1‖2

L2(Ω)
+ 2εC̃B

n∑
m=1

∫

Im

Rm(η) dt.

(6.98)

Finally, since e = ξ + η, we have

‖e−
j ‖2

L2(Ω)
≤ 2

(
‖ξ−

j ‖2
L2(Ω)

+ ‖η−
j ‖2

L2(Ω)

)
, (6.99)

|||e|||2j ≤ 2
(
|||ξ |||2j + |||η|||2j

)
.

By (6.99) and (6.98) we get

‖e−
n ‖2

L2(Ω)
+ ε

2

n∑
m=1

∫

Im

|||e|||2m dt

≤ 2(‖ξ−
n ‖2

L2(Ω)
+ ‖η−

n ‖2
L2(Ω)

) + ε

n∑
m=1

∫

Im

(|||ξ |||2m + |||η|||2m) dt

≤ 2
n∑

m=0

‖η−
m‖2

L2(Ω)
+ 4εC̃B

n∑
m=1

∫

Im

Rm(η) dt + ε

n∑
m=1

∫

Im

|||η|||2m dt,

which is (6.92), with C = 4C̃2
B . �

6.1.6 Estimation of Projection Error in Terms of h and τ

The abstract error estimate formulated in Theorem 6.16, together with approximation
properties of the projection operator π treated in Sect. 6.1.4.2, will allow us to derive
error estimates in terms of the sizes of the space and time meshes.
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As above, we assume that u and U denote the exact and the approximate solutions
satisfying (6.1) and (6.19), respectively. According to (6.78) and (6.79), the error is
written as

e = U − u = (U − πu) + (πu − u) = ξ + η. (6.100)

Moreover, we express the term η in the form

η
∣∣
Im

= (πu − u)
∣∣
Im

= η(1) + η(2), m = 1, . . . , r, (6.101)

with η(1) = (Πh,mu − u)
∣∣
Im

, η(2) = (π(Πh,mu) − Πh,mu
) ∣∣

Im
,

where we used the fact that π u
∣∣
Im

= π
(
Πh,mu

) ∣∣
Im

, m = 1, . . . , r . We recall that
integers p, q ≥ 1.

We assume that the weak solution u of (6.1) satisfies the regularity condition

u ∈ Hq+1(0, T ; H1(Ω)) ∩ C([0, T ]; Hs(Ω)), (6.102)

where s ≥ 2 is an integer. As usual, we set μ = min(p + 1, s). Then u satisfies
relations (6.18). Obviously, C([0, T ]; Hs(Ω)) ⊂ L2(0, T ; Hs(Ω)).

Our further goal is to estimate the expressions

‖η−
m‖2

L2(Ω)
,

∫

Im

‖η‖2
L2(K )

dt,
∫

Im

|η|2H1(K )
dt,

∫

Im

|η|2H2(K )
dt, Jσ

h,m(η, η),

which will appear in the error estimation. In what follows, we use the notation

|u‖Hq+1(Im ;H1(K )) =
(
|u|2Hq+1(Im ;L2(K ))

+ |u|2Hq+1(Im ;H1(K ))

)1/2
, (6.103)

|u‖Hq+1(Im ;H1(Ω)) =
(
|u|2Hq+1(Im ;L2(Ω))

+ |u|2Hq+1(Im ;H1(Ω))

)1/2
, (6.104)

|u‖Hq+1(0,T ;H1(Ω)) =
(
|u|2Hq+1(0,T ;L2(Ω))

+ |u|2Hq+1(0,T ;H1(Ω))

)1/2
. (6.105)

(For the definitions of seminorms in Bochner spaces, see Sect. 1.3.5.)
By (6.101),

‖η‖2
L2(K )

≤ 2‖η(1)‖2
L2(K )

+ 2‖η(2)‖2
L2(K )

, (6.106)

|η|2Hk (K )
≤ 2|η(1)|2Hk (K )

+ 2|η(2)|2Hk(K )
, k = 1, 2.

Lemma 6.17 The following estimates hold:

‖η−
0 ‖2

L2(Ω)
≤ C2

Ah2μ|u(0)|2Hμ(Ω), ‖η−
m‖2

L2(Ω)
≤ C2

Ah2μ|u(tm)|2Hμ(Ω),

(6.107)

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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∫

Im

‖η(1)‖2
L2(K )

dt ≤ C2
A h2μ

K |u|2L2(Im ;Hμ(K ))
, (6.108)

∫

Im

|η(1)|2H1(K )
dt ≤ C2

A h2(μ−1)
K |u|2L2(Im ;Hμ(K ))

, (6.109)

h2
K

∫

Im

|η(1)|2H2(K )
dt ≤ C2

A h2(μ−1)
K |u|2L2(Im ;Hμ(K ))

, (6.110)

for K ∈ Th,m, m = 1, . . . , r , with constant CA from (6.28).

Proof It is enough to use (6.28) and (6.40). �

The derivation of estimates of terms with η(2) is more complicated.

Lemma 6.18 For K ∈ Th,m, m = 1, . . . , r , we have

∫

Im

‖η(2)‖2
L2(K )

dt ≤ C3 τ
2(q+1)
m |u|2Hq+1(Im ;L2(K ))

, (6.111)

∫

Im

|η(2)|2H1(K )
dt ≤ C5 τ

2(q+1)
m |u|2Hq+1(Im ;H1(K ))

, (6.112)

h2
K

∫

Im

|η(2)|2H2(K )
dt ≤ C6 τ

2(q+1)
m |u|2Hq+1(Im ;H1(K ))

, (6.113)

where C3 > 0 is the constant from (6.65) and C5 > 0 and C6 > 0 are constants
specified in the proof.

Proof (i) Using Fubini’s theorem and relations (6.43), (6.65) and (6.29a) yield the
relations

∫

Im

‖η(2)‖2
L2(K )

dt =
∫

Im

( ∫

K
|η(2)|2dx

)
dt

=
∫

K

( ∫

Im

|η(2)|2 dt
)

dx =
∫

K
‖π(Πh,mu) − Πh,mu‖2

L2(Im )
dx

≤ C3 τ
2(q+1)
m

∫

K
‖∂q+1

t (Πh,mu)‖2
L2(Im )

dx

= C3 τ
2(q+1)
m

∫

Im

( ∫

K
| ∂q+1

t (Πh,mu)|2dx
)

dt

= C3 τ
2(q+1)
m

∫

Im

( ∫

K
|Πh,m(∂

q+1
t u)|2dx

)
dt

≤ C3 τ
2(q+1)
m

∫

Im

( ∫

K
|∂q+1

t u|2dx
)

dt = C3 τ
2(q+1)
m |u|2Hq+1(Im ;L2(K ))

.
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(ii) Further, due to Fubini’s theorem, (6.65), (6.44) and (6.29b), we find that

∫

Im

|η(2)|2H1(K )
dt =

∫

Im

( ∫

K

∣∣∇ (Πh,mu − π(Πh,mu)
)∣∣2 dx

)
dt

=
∫

K

(∫

Im

d∑
j=1

(
∂

∂x j
(Πh,mu) − π

(
∂

∂x j
(Πh,mu)

))2

dt

)
dx

≤ C3 τ
2(q+1)
m

∫

K
|∇(Πh,mu)|2Hq+1(Im )

dx

= C3 τ
2(q+1)
m

∫

K

( ∫

Im

∣∣∣∂q+1
t ∇(Πh,mu)

∣∣∣
2

dt
)

dx

= C3 τ
2(q+1)
m

∫

Im

( ∫

K

∣∣∣∇(Πh,m∂
q+1
t u)

∣∣∣
2

dx
)

dt

= C3 τ
2(q+1)
m

∫

Im

∣∣∣Πh,m

(
∂

q+1
t u

)∣∣∣
2

H1(K )
dt

≤ C3C1 τ
2(q+1)
m

∫

Im

∣∣∣∂q+1
t u

∣∣∣
2

H1(K )
dt = C3C1 τ

2(q+1)
m |u|2Hq+1(Im ;H1(K ))

,

which gives (6.112) with C5 = C3C1.
(iii) Using a similar process as in (ii) together with the inverse inequality (6.30)

and (6.29), we find that

∫

Im

|η(2)|H2(K ) dt ≤ C3 τ
2(q+1)
m

∫

Im

∣∣∣Πh,m

(
∂

q+1
t u

)∣∣∣
2

H2(K )
dt

≤ C3C1C2
I τ

2(q+1)
m h−2

K

∫

Im

∣∣∣∂q+1
t u

∣∣∣
2

H1(K )
dt

= C3C1C2
I τ

2(q+1)
m h−2

K |u|2Hq+1(Im ;H1(K ))
.

This yields (6.113) with C6 = C3C1C2
I . �

Finally, we are concerned with the estimation of
∫

Im
Jσ

h,m(η, η) dt under assump-
tion (6.102). It holds that

Jσ
h,m(η, η) ≤ 2

(
Jσ

h,m(η(1), η(1)) + Jσ
h,m(η(2), η(2))

)
. (6.114)

From (2.119) in Sect. 2.6 and estimates (6.108), (6.109) we get

∫

Im

Jσ
h,m

(
η(1), η(1)

)
dt ≤ C2

J h2(μ−1)|u|2L2(Im ;Hμ(Ω))
. (6.115)

with the constant CJ = 2CA(CW CM/CT )1/2.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2


6.1 Space-Time DGM for a Heat Equation 249

Further, we estimate the expression

∫

Im

Jσ
h,m(η(2), η(2)) dt =

∫

Im

Jσ
h,m

(
π(Πh,mu) − Πh,mu, π(Πh,mu) − Πh,mu

)
dt .

Lemma 6.19 Let the Dirichlet data u D = u D(x, t) have the behaviour in t as a
polynomial of degree ≤ q:

u D(x, t) =
q∑

j=0

ψ j (x) t j , (6.116)

where ψ j ∈ Hs−1/2(∂Ω) for j = 0, . . . , q (cf. (1.26)). (Let us note that u = u D on
∂Ω × (0, T ).) Then there exists C7 > 0 such that

∫

Im

Jσ
h,m(π(Πh,mu) − Πh,mu, π(Πh,mu) − Πh,mu) dt ≤ C7τ

2(q+1)
m |u|2Hq+1(Im ;H1(Ω))

,

m = 1, . . . , r. (6.117)

For general data u D, if there exists a constant C > 0 such that

τm ≤ Ch
K (L)

Γ

(6.118)

for all Γ ∈ F D
h,m, m = 1, . . . , r, h ∈ (0, h̄), then there exists C8 > 0 such that

∫

Im

Jσ
h,m(π(Πh,mu) − Πh,mu, π(Πh,mu) − Πh,mu) dt ≤ C8τ

2q
m |u‖2

Hq+1(Im ;H1(Ω))
,

m = 1, . . . , r. (6.119)

(The symbol |u‖Hq+1(Im ;H1(Ω)) is defined by (6.104).)

Proof Let us consider an interval Im and set ϕ = Πh,mu. Then ϕ ∈ Hq+1(Im; S p
h,m).

By (6.15),

Jσ
h,m

(
π(Πh,mu) − Πh,mu, π(Πh,mu) − Πh,mu

)
(6.120)

= CW

∑

Γ ∈F I
h,m

h−1
Γ

∫

Γ

[πϕ − ϕ]2 dS + CW

∑

Γ ∈F D
h,m

h−1
Γ

∫

Γ

|πϕ − ϕ|2 dS.

Now we proceed in two steps.
(i) Let Γ ∈ F I

h,m . If we use the relation [πϕ−ϕ] = π [ϕ]−[ϕ], Fubini’s theorem
and estimate (6.65), we find that

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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∫

Im

(∫

Γ

[πϕ − ϕ]2 dS

)
dt (6.121)

=
∫

Γ

(∫

Im

∣∣π [ϕ] − [ϕ]|2 dt

)
dS =

∫

Γ

‖π [ϕ(x, ·)] − [ϕ(x, ·)]‖L2(Im ) dS

≤ C3 τ
2(q+1)
m

∫

Γ

∥∥∥∂q+1
t [ϕ(x, ·)]

∥∥∥
2

L2(Im )
dS

= C3 τ
2(q+1)
m

∫

Γ

(∫

Im

|∂q+1
t [ϕ(x, t)]|2 dt

)
dS.

If we take into account that

∂
q+1
t [ϕ(x, ·)] = [∂q+1

t ϕ(x, ·)], [∂q+1
t u] = 0, (6.122)

and use (6.121) and Fubini’s theorem, we obtain

∫

Im

( ∫

Γ

[π(Πh,mu) − Πh,mu]2 dS
)

dt ≤ C3 τ
2(q+1)
m

∫

Im

( ∫

Γ

[∂q+1
t (Πh,mu − u)]2 dS

)
dt .

(6.123)

The application of the multiplicative trace inequality (6.30) implies that

∑

Γ ∈F I
h,m

∫

Γ

[
∂

q+1
t (Πh,mu − u)

]2 dS ≤
∑

K∈Th,m

∥∥∂q+1
t (Πh,mu − u)

∥∥2
L2(∂K )

(6.124)

≤ CM

∑
K∈Th,m

(∥∥∂q+1
t (Πh,mu − u)

∥∥
L2(K )

∣∣∂q+1
t (Πh,mu − u)

∣∣
H1(K )

+ h−1
K

∥∥∂q+1
t (Πh,mu − u)

∥∥2
L2(K )

)
.

By (6.43),

∂
q+1
t (Πh,mu − u) = Πh,m(∂

q+1
t u) − ∂

q+1
t u. (6.125)

By virtue of (6.102), ∂
q+1
t u ∈ L2(Im; H1(Ω)). This fact and the approximation

properties (6.28a)–(6.28b) of Πh,m , where we consider s = 1 and thus μ = 1, imply
that

‖Πh,m(∂
q+1
t u) − ∂

q+1
t u‖L2(K ) ≤ CAhK |∂q+1

t u|H1(K ), (6.126)

|Πh,m(∂
q+1
t u) − ∂

q+1
t u|H1(K ) ≤ CA|∂q+1

t u|H1(K ).
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Summarizing (6.123)–(6.126) and using (6.26), we get

∫

Im

( ∑

Γ ∈F I
h,m

h−1
Γ

∫

Γ

[
π(Πh,mu) − Πh,mu

]2 dS
)

dt (6.127)

≤ C10 τ
2(q+1)
m

∫

Im

∑
K∈Th,m

∣∣∂q+1
t u

∣∣2
H1(K )

dt = C10 τ
2(q+1)
m |u|2Hq+1(Im ;H1(Ω))

,

where C10 = C−1
T C3CM C2

A.

(ii) In what follows, we assume that Γ ∈ F D
h,m , i. e., Γ ⊂ ∂ΩD ∩ ∂K (L)

Γ , and
estimate the expression

κΓ,m :=
∫

Im

(
h−1

Γ

∫

Γ

|π(Πh,mu) − Πh,mu|2 dS
)

dt .

Proceeding in a similar way as above, using (6.65), we find that

κΓ,m ≤ C3 τ
2(q+1)
m h−1

Γ

∫

Γ

∥∥∂q+1
t (Πh,mu)

∥∥2
L2(Im )

dS (6.128)

= C3 τ
2(q+1)
m h−1

Γ

∫

Im

( ∫

Γ

∣∣Πh,m(∂
q+1
t u)

∣∣2 dS
)

dt .

If we apply the multiplicative trace inequality (6.30), using assumptions (6.26) and
(6.118) and results of Lemma 6.18, we get

κΓ,m ≤ C11 τ
2q
m |u‖2

Hq+1(Im ;H1(K (L)
Γ ))

, (6.129)

with C11 = C3C−1
T CM C̄ . (The symbol | · ‖ is defined by (6.103).) Then, the sum-

mation over Γ ∈ F D
h,m yields the estimate

∫

Im

( ∑

Γ ∈F D
h,m

h−1
Γ

∫

Γ

∣∣π(Πh,mu) − Πh,mu
∣∣2 ds

)
dt ≤ C11 τ

2q
m |u‖2

Hq+1(Im ;H1(Ω))
.

(6.130)

Now let us assume that the Dirichlet data u D = u D(x, t) satisfy (6.116). Then
∂

q+1
t u|∂Ω = ∂

q+1
t u D = 0. These relations and (6.128) imply that

κΓ,m ≤ C3 τ
2(q+1)
m

∫

Im

(
h−1

Γ

∫

Γ

∣∣Πh,m(∂
q+1
t u) − ∂

q+1
t u

∣∣2 dS
)

dt . (6.131)



252 6 Space-Time Discontinuous Galerkin Method

Again we use the multiplicative trace inequality and estimates (6.126) and get the
estimate
∫

Im

( ∑

Γ ∈F D
h,m

h−1
Γ

∫

Γ

∣∣π(Πh,mu) − Πh,mu
∣∣2 ds

)
dt ≤ C13 τ

2(q+1)
m |u|2Hq+1(Im ;H1(Ω))

(6.132)

with C13 = C3C−1
T CM C2

A. Finally, estimates (6.127) and (6.130) imply (6.117) with
C7 = CW (C10 + C11) and (6.127) and (6.132) yield (6.119) with C8 = CW (C10 +
C13). �

Exercise 6.20 Prove in detail estimates (6.128)–(6.132).

From Lemma 6.19 we immediately get the following conclusion.

Corollary 6.21 If u D from the boundary condition (6.1b) is defined by (6.116), we
put γ = 1. Otherwise, if u D has a general behaviour, we set γ = 0. Then

∫

Im

Jσ
h,m(η(2), η(2)) dt ≤ C9τ

2(q+γ )
m |u‖2

Hq+1(Im ;H1(Ω))
, (6.133)

where C9 = max(C7, C8).

From Lemmas 6.17, 6.18, 6.19 and relations (6.100) and (6.101), we can derive
the following estimates.

Lemma 6.22 Let the exact solution u satisfy the regularity condition (6.102). Then
there exists a constant C12 independent of h, τm, m, r and u such that

∫

Im

|||u − πu|||2m dt (6.134)

≤ C12

(
h2(μ−1)|u|L2(Im ;Hμ(Ω) + τ

2(q+γ )
m |u‖2

Hq+1(Im ;H1(Ω)

)
, m = 1, . . . , r.

If

u ∈ W q+1,∞(0, T ; L2(Ω)) ∩ C([0, T ]; Hμ(Ω)), (6.135)

then there exists a constant Cπ independent of h, τm, m, r and u such that

‖u(t) − πu(t)‖L2(Ω) ≤ Cπ

(
hμ|u|C([0,T ];Hμ(Ω)) + τ

q+1
m |u|W q+1,∞(0,T ;L2(Ω))

)

∀t ∈ Im, m = 1, . . . , r. (6.136)

The choice of the parameter γ = 0 or 1 is specified in Corollary6.21.
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Proof (i) From (6.100) and (6.101), we have

πu − u = η = η(1) + η(2) (6.137)

and (6.27) with (6.4) give |||η|||2m = |η|2
H1(Ω,Th,m )

+ Jσ
h,m(η, η). Moreover, (6.106),

(6.4), (6.109) and (6.112) yield

∫

Im

|η|2H1(Ω,Th,m )
dt ≤ 2

∫

Im

(
|η(1)|2H1(Ω,Th,m )

+ |η(2)|2H1(Ω,Th,m )

)
dt (6.138)

≤ 2C2
A h2(μ−1)|u|2L2(Im ;Hμ(Ω))

+ 2C5 τ
2(q+1)
m |u|2Hq+1(Im ;H1(Ω))

.

Furthermore, (6.114), (6.115) and (6.133) give

∫

Im

Jσ
h,m(η, η) dt ≤ 2

∫

Im

(
Jσ

h,m(η(1), η(1)) + Jσ
h,m(η(2), η(2))

)
dt (6.139)

≤ 2C2
J h2(μ−1)|u|2L2(Im ;Hμ(Ω))

+ 2C9τ
2(q+γ )
m |u‖2

Hq+1(Im ;H1(Ω))
.

Hence, (6.134) holds with C12 = 2max(C2
A + C2

J , C5 + C9).
(ii) Using the triangle inequality, (6.39), (6.28a), (6.29a) and (6.69), we have

‖u(t) − πu(t)‖L2(Ω) ≤ ‖u(t) − Πh,mu(t)‖L2(Ω) + ‖Πh,mu(t) − πu(t)‖L2(Ω)

≤ ‖u(t) − Πh,mu(t)‖L2(Ω) + ‖Πh,mu(t) − π(Πh,mu(t))‖L2(Ω)

≤ CAhμ|u|C(I m ;Hμ(Ω)) + C4τ
q+1
m |u|W q+1,∞(Im ;L2(Ω)),

which proves (6.136) with Cπ = max(CA, C4). �

6.1.7 Error Estimate in the DG-norm

Now we are ready to formulate error estimates of the ST-DGM. First we prove the
error estimate in the DG-norm on the basis of the abstract error estimate (6.92). We
recall that e−

m = (U − u)(tm−).

Theorem 6.23 Let u be the exact solution of problem (6.1) satisfying the regularity
condition (6.102) and let U ∈ S p,q

h,τ be its approximation given by (6.19). Let the
inequality

τm ≥ CSh2
m (6.140)

hold for all m = 1, . . . , r and let the shape-regularity assumption (6.25) and the
equivalence condition (6.26) be satisfied. Then there exists a constant C17 > 0
independent of h, τ and u such that
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‖e−
m‖2

L2(Ω)
+ ε

2

m∑
j=1

∫

I j

|||e|||2j dt (6.141)

≤ C17ε
(

h2(μ−1)|u|2C([0,T ];Hμ(Ω)) + τ 2(q+γ )|u‖2
Hq+1(0,T ;H1(Ω))

)
,

h ∈ (0, h̄), m = 1, . . . , r.

Here γ = 0, if (6.118) holds and the function u D from the boundary condition (6.1b)
has a general behaviour. If u D is defined by (6.116), then γ = 1 and condition
(6.118) is not required. The symbol | · ‖ is defined by (6.105).

Proof We start from Theorem 6.16, where we estimate the expressions depending
on η = πu − u.

By (6.107), assumption (6.140) and the relation
∑r

m=1 τm = T , we have

m∑
j=0

‖η−
j ‖2

L2(Ω)
≤ C

r∑
j=0

h2μ
j |u(t j )|2Hμ(Ω) (6.142)

≤ Ch2μ|u0|2Hμ(Ω) + C
r∑

j=1

τ j h
2(μ−1)
j |u(t j )|2Hμ(Ω)

≤ C(T + h̄2)h2(μ−1)|u|2C([0,T ];Hμ(Ω)).

As for the terms R j , using (6.93) and (6.106)–(6.113), we get

∫

I j

R j (η) dt ≤ C
(

h2(μ−1)
j |u|2L2(I j ;Hμ(Ω))

+ τ
2(q+1)
j |u‖2

Hq+1(I j ;H1(Ω))

)
. (6.143)

Further, by virtue of Lemma 6.22,

∫

I j

|||η|||2j dt ≤ C
(

h2(μ−1)
j |u|2L2(I j ;Hμ(Ω))

+ τ
2(q+γ )

j |u‖2
Hq+1(I j ;H1(Ω))

)
. (6.144)

Now we use these estimates in (6.92). Taking into account that for m = 1, . . . , r ,

m∑
j=1

|u|2L2(I j ;Hμ(Ω))
≤ |u|2L2(0,T ;Hμ(Ω))

≤ T |u|2C([0,T ];Hμ(Ω)),

m∑
j=1

|u‖2
Hq+1(I j ;H1(Ω))

≤ |u‖2
Hq+1(0,T ;H1(Ω))

,

we immediately arrive at (6.141). �

Remark 6.24 As will be shown in Sect. 6.1.10, assumption (6.140) is not necessary,
if the meshes are identical on all time levels, i.e., if Th,m = Th for all m = 0, . . . , r .
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Estimate (6.141) gives the error bound in the L2(Ω)-norm only at the nodes
tm, m = 1, . . . , r . Our aim is to derive an error estimate in the L∞(0, T ; L2(Ω))-
norm, i.e., for all t ∈ (0, T ). This proof is based on results contained in the following
section.

6.1.8 Discrete Characteristic Function

In some further considerations, the so-called discrete characteristic function will
play an important role. This concept was introduced by Chrysafinos and Walkington
in [51].

Definition 6.25 Let y ∈ [tm−1, tm]. We say that ζy ∈ S p,q
h,τ is a discrete characteristic

function of the function ξ ∈ S p,q
h,τ at the point y if

ζy(t) = ξ(t) for t ∈ ∪m−1
i=1 Ii , ζ = 0 on the time interval (tm, T ], (6.145)

and in the time interval Im , it is defined by the conditions

∫

Im

(ζy, ϕ)dt =
∫ y

tm−1

(ξ, ϕ)dt ∀ϕ ∈ S p,q−1
h,τ , (6.146)

ζy(t
+
m−1) = ξ(t+m−1). (6.147)

(The function ζy depends also on m, but it is not emphasized by the notation.)
In order to establish the existence and uniqueness of the function ζy , we prove

the following two lemmas. The first lemma introduces the discrete characteristic
function for functions φ ∈ Pq(0, τ ).

Lemma 6.26 Let τ > 0 and t ∈ (0, τ ). Then for any φ ∈ Pq(0, τ ) there exists
exactly one φ̃ ∈ Pq(0, τ ) satisfying the conditions

∫ τ

0
φ̃ zdϑ =

∫ t

0
φ zdϑ ∀z ∈ Pq−1(0, τ ), (6.148)

φ̃(0) = φ(0).

The mapping ψ̃t : φ �→ φ̃ is linear and continuous in Pq(0, τ ) and there exists a
constant C̃q > 0 depending on q only such that

∥∥∥φ̃ − φ

∥∥∥
L2(0,τ )

≤ C̃q‖φ‖L2(t,τ ). (6.149)



256 6 Space-Time Discontinuous Galerkin Method

Moreover,

∥∥∥φ̃
∥∥∥

L2(0,τ )
≤ (1 + C̃q)‖φ‖L2(0,τ ). (6.150)

Proof (i) First, we prove the existence and uniqueness of the function φ̃. Since φ̃ ∈
Pq(0, τ ), for a given φ the function φ̃ can be sought in the form φ̃(ϑ) =∑q

i=0 ciϑ
i .

By virtue of (6.148), φ̃(0) = φ(0) = c0. Taking into account that the functions
ϑ j , j = 0, ..., q − 1, form a basis in the space Pq−1(0, τ ), from (6.148) for all
j = 0, . . . , q − 1 we have

∫ τ

0

q∑
i=0

ciϑ
iϑ j dϑ =

∫ t

0
φ ϑ j dϑ (6.151)

⇐⇒
q∑

i=1

ci

∫ τ

0
ϑ i+ j dϑ =

∫ t

0
φ ϑ j dϑ − c0

∫ τ

0
ϑ j dϑ.

Let us set ai j = ∫ τ

0 ϑ i+ j dϑ and b j = ∫ t
0 φ ϑ j dϑ − c0

∫ τ

0 ϑ j dϑ , i = 1, . . . q, j =
0, . . . , q − 1. The matrix A = (ai j )

j=0,...,q−1
i=1,...,q is nonsingular, because it is the Gram

matrix of the elements ϑ j , j = 0, . . . , q − 1, in the scalar product

((ϕ, ψ)) =
∫ τ

0
ϑϕ(ϑ)ψ(ϑ) dϑ, ϕ,ψ ∈ L2(0, τ ).

Hence, the system Ac = b has a unique solution. This proves the existence and
uniqueness of the function φ̃ satisfying conditions (6.148).

(ii) The linearity of the mapping ψ̃t : φ �→ φ̃ is obvious. Let us prove its continuity.
Since φ̃(0) = φ(0), we can write φ̃ − φ = ϑφ, where φ ∈ Pq−1(0, τ ). By (6.148),
for arbitrary z ∈ Pq−1(0, τ ) we have

∫ τ

0
ϑφ z dϑ =

∫ τ

0
(φ̃ − φ) z dϑ (6.152)

=
∫ τ

0
φ̃ z dϑ −

∫ t

0
φ z dϑ −

∫ τ

t
φ z dϑ = −

∫ τ

t
φ z dϑ.

The space Pq−1(0, 1) is finite-dimensional and the expressions

(∫ 1

0
φ̂2 dζ

)1/2

,

(∫ 1

0
ζ φ̂2 dζ

)1/2

and

(∫ 1

0
ζ 2 φ̂2 dζ

)1/2

(6.153)

are norms in Pq−1(0, 1). It follows from their equivalence that there exist positive
constants Cq1 a Cq2 depending on q only such that
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Cq1

∫ 1

0
φ̂2 dζ ≤

∫ 1

0
ζ φ̂2 dζ ∀φ̂ ∈ Pq−1(0, 1), (6.154)

Cq2

∫ 1

0
ζ 2 φ̂2 dζ ≤

∫ 1

0
φ̂2 dζ ∀φ̂ ∈ Pq−1(0, 1).

As ζ 2 ≤ 1 for ζ ∈ [0, 1], we can choose Cq2 = 1. Putting ζ = ϑ/τ and using the
substitution theorem, we get

Cq1 τ

∫ τ

0
φ

2
dϑ ≤

∫ τ

0
ϑ φ

2
dϑ ∀φ ∈ Pq−1(0, τ ), (6.155)

∫ τ

0
ϑ2 φ

2
dϑ ≤ τ 2

∫ τ

0
φ

2
dϑ ∀φ ∈ Pq−1(0, τ ).

Now let us set z := φ in (6.152). By (6.155), (6.152) and the Cauchy inequality,

Cq1 τ

∫ τ

0
φ

2
dϑ ≤

∫ τ

0
ϑ φ

2
dϑ = −

∫ τ

t
φ φ dϑ ≤

(∫ τ

t
φ2 dϑ

)1/2 (∫ τ

t
φ

2
dϑ

)1/2

≤
(∫ τ

t
φ2 dϑ

)1/2 (∫ τ

0
φ

2
dϑ

)1/2
.

Hence,

(
Cq1 τ

)2 ∫ τ

0
φ

2
dϑ ≤

∫ τ

t
φ2 dϑ.

This inequality and (6.155) imply that

C2
q1

∫ τ

0
(φ̃ − φ)2 dϑ = C2

q1

∫ τ

0
ϑ2φ

2
dϑ ≤ (Cq1 τ

)2 ∫ τ

0
φ

2
dϑ ≤

∫ τ

t
φ2 dϑ,

which is (6.149) with C̃q = 1/Cq1. Finally, summarizing the above results, we obtain

∥∥∥φ̃
∥∥∥

L2(0,τ )
≤
∥∥∥φ̃ − φ

∥∥∥
L2(0,τ )

+ ‖φ‖L2(0,τ ) ≤ 1

Cq1
‖φ‖L2(t,τ ) + ‖φ‖L2(0,τ )

≤ (1 + C̃q)‖φ‖L2(0,τ ),

which gives (6.150). �

In the previous lemma, we presented the concept of the discrete characteristic func-
tion for the function space Pq(0, τ ). Now, we extend this concept to functions
from Pq(0, τ ; S p

h,m). In the following considerations we use an orthonormal basis
{φk(ϑ), k = 0, . . . , q} in the space Pq(0, τ ), constructed by the orthonormaliza-
tion process applied to the sequence

{
ϑk
}q

k=0. Then, any v ∈ Pq(0, τ ; S p
h,m) can be

written in the form
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v(x, t) =
q∑

k=0

φk(t)vk(x), t ∈ (0, τ ), x ∈ Ω, (6.156)

where vk ∈ S p
h,m .

Lemma 6.27 Let t ∈ [0, τ ] be arbitrary and fixed. Then for each v ∈ Pq(0, τ ; S p
h,m)

there exists exactly one function ṽ ∈ Pq(0, τ ; S p
h,m) satisfying the conditions

∫ τ

0
(ṽ, w) dϑ =

∫ t

0
(v, w) dϑ ∀w ∈ Pq−1(0, τ ; S p

h,m), (6.157)

ṽ(0) = v(0).

If we write the function v in the form of (6.156), then

ṽ =
q∑

k=0

φ̃kvk, (6.158)

where φ̃k = ψ̃t (φk) and ψ̃t is the mapping from Lemma6.26. Moreover, there exists
a constant CC H > 0 dependent on q only such that

∫ τ

0
|||ṽ|||2m dϑ ≤ CC H

∫ τ

0
|||v|||2m dϑ. (6.159)

Proof (i) First we show that the function ṽ defined by (6.158) satisfies (6.157). We
can see that

ṽ(0) =
q∑

k=0

φ̃k(0)vk =
q∑

k=0

φk(0)vk = v(0).

Further, let w ∈ Pq−1(0, τ ; S p
h,m). This function can be expressed in the form

w(x, ϑ) =
q−1∑
n=0

φn(ϑ)wn(x), wn ∈ S p
h,m .

Then, by virtue of Lemma 6.26,

∫ τ

0
(ṽ, w) dϑ =

∫ τ

0

⎛
⎝

q∑
k=0

φ̃k(ϑ)vk,

q−1∑
n=0

φn(ϑ)wn

⎞
⎠ dϑ (6.160)

=
q∑

k=0

q−1∑
n=0

(vk, wn)

∫ τ

0
φ̃k(ϑ) φn(ϑ)dϑ =

q∑
k=0

q−1∑
n=0

(vk, wn)

∫ t

0
φk(ϑ) φn(ϑ)dϑ
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=
∫ t

0

⎛
⎝

q∑
k=0

φk(ϑ)vk,

q−1∑
n=0

φn(ϑ)wn

⎞
⎠ dϑ =

∫ t

0
(v, w) dϑ.

(ii) Further, we prove uniqueness. Let us assume that there exist functions ṽ1, ṽ2 ∈
Pq(0, τ ; S p

h,m) satisfying (6.157). Since ṽ1(0) = ṽ2(0) = v(0), there exists w1 ∈
Pq−1(0, τ ; S p

h,m) such that ṽ1(ϑ) − ṽ2(ϑ) = ϑw1(ϑ). Then

∫ τ

0
(ṽ1, w)dϑ =

∫ τ

0
(ṽ2, w)dϑ =

∫ t

0
(v, w)dϑ ∀w ∈ Pq−1(0, τ ; S p

h,m).

It is possible to set w = w1 and get

∫ τ

0
(ṽ1 − ṽ2, w1)dϑ =

∫ τ

0
(ϑw1, w1)dϑ =

∫ τ

0
ϑ(w1, w1)dϑ.

The function ϑ‖w1(ϑ)‖2 is continuous and positive in the interval (0, τ ). This implies
that ‖w1(ϑ)‖2 = 0 for all ϑ ∈ (0, τ ). Hence, w1(ϑ) = 0 and ṽ1 = ṽ2.

(iii) Using Fubini’s theorem, the Cauchy inequality, (6.150), (6.158), the inequal-
ity
∑q

i, j=0 ai a j ≤ (q + 1)
∑q

i=0 a2
i and the orthonormality of the functions φk , we

find that

∑
K∈Th,m

∫ τ

0
|ṽ|2H1(K )

dϑ =
∑

K∈Th,m

∫ τ

0

(∫

K
(∇ ṽ · ∇ ṽ)dx

)
dϑ

=
∑

K∈Th,m

q∑
k,n=0

∫ τ

0
φ̃k(ϑ)φ̃n(ϑ)dϑ

∫

K
(∇vk · ∇vn)dx

≤
∑

K∈Th,m

q∑
k,n=0

∥∥∥φ̃k

∥∥∥
L2(0,τ )

∥∥∥φ̃n

∥∥∥
L2(0,τ )

|vk |H1(K )|vn|H1(K )

≤ (1 + C̃q)2
∑

K∈Th,m

q∑
k,n=0

‖φk‖L2(0,τ )‖φn‖L2(0,τ )|vk |H1(K )|vn|H1(K )

≤ (1 + C̃q)2(q + 1)
∑

K∈Th,m

q∑
k=0

‖φk‖2
L2(0,τ )

|vk |2H1(K )

= CC H

∑
K∈Th,m

q∑
k=0

∫ τ

0
φ2

k (ϑ)dϑ

∫

K
|∇vk |2dx

= CC H

∑
K∈Th,m

q∑
k,n=0

∫ τ

0
φk(ϑ)φn(ϑ)dϑ

∫

K
(∇vk · ∇vn) dx
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= CC H

∑
K∈Th,m

∫ τ

0

(∫

K
(∇v · ∇v)dx

)
dϑ.

where we set CC H = (1 + C̃q)2(q + 1). Hence,

∑
K∈Th,m

∫ τ

0
|ṽ|2H1(K )

dϑ ≤ CC H

∑
K∈Th,m

∫ τ

0
|v|2H1(K )

dϑ. (6.161)

Similarly, we can show that

∑

Γ ∈F I
h,m

∫ τ

0

(∫

Γ

CW

hΓ

[ṽ]2dS

)
dϑ

=
∑

Γ ∈F I
h,m

∫ τ

0

(∫

Γ

CW

hΓ

[
q∑

k=0

φ̃k(ϑ)vk][
q∑

n=0

φ̃n(ϑ)vn]dS

)
dϑ

=
∑

Γ ∈F I
h,m

q∑
k,n=0

∫ τ

0
φ̃k(ϑ)φ̃n(ϑ)dϑ

∫

Γ

CW

hΓ

[vk][vn]dS

≤
∑

Γ ∈F I
h,m

q∑
k,n=0

CW

hΓ

∥∥∥φ̃k

∥∥∥
L2(0,τ )

∥∥∥φ̃n

∥∥∥
L2(0,τ )

|[vk]|L2(Γ )|[vn]|L2(Γ )

≤ (1 + C̃q)2
∑

Γ ∈F I
h,m

q∑
k,n=0

CW

hΓ

‖φk‖L2(0,τ )‖φn‖L2(0,τ )|[vk]|L2(Γ )|[vn]|L2(Γ )

≤ (1 + C̃q)2(q + 1)
∑

Γ ∈F I
h,m

q∑
k=0

CW

hΓ

‖φk‖2
L2(0,τ )

|[vk]|2L2(Γ )

= CC H

∑

Γ ∈F I
h,m

q∑
k=0

∫ τ

0
φ2

k (ϑ)dϑ

∫

Γ

CW

hΓ

[vk]2dS

= CC H

∑

Γ ∈F I
h,m

q∑
k,n=0

∫ τ

0
φk(ϑ)φn(ϑ)dϑ

∫

Γ

CW

hΓ

[vk][vn]dS

= CC H

∑

Γ ∈F I
h,m

∫ τ

0

(∫

Γ

CW

hΓ

[
q∑

k=0

φk(ϑ)vk][
q∑

n=0

φn(ϑ)vn]dS

)
dϑ

= CC H

∑

Γ ∈F I
h,m

∫ τ

0

(∫

Γ

CW

hΓ

[v]2dS

)
dϑ.
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As we see, it holds that

∑

Γ ∈F I
h,m

∫ τ

0

(∫

Γ

CW

hΓ
[ṽ]2dS

)
dϑ ≤ CC H

∑

Γ ∈F I
h,m

∫ τ

0

(∫

Γ

CW

hΓ
[v]2dS

)
dϑ. (6.162)

In the same way we find that

∑

Γ ∈F D
h,m

∫ τ

0

(∫

Γ

CW

hΓ

ṽ2dS

)
dϑ ≤ CC H

∑

Γ ∈F D
h,m

∫ τ

0

(∫

Γ

CW

hΓ

v2dS

)
dϑ. (6.163)

Now, (6.15), (6.27), (6.161)–(6.163) already yield (6.159). �

Corollary 6.28 It is possible to show that the discrete characteristic function is
translationally invariant. This means that if we set τ = τm and apply the linear
transformation t = ϑ + tm−1, ϑ ∈ (0, τm), and set v(ϑ) = ξ(ϑ + tm−1), w(ϑ) =
ϕ(ϑ + tm−1), then it follows from Lemma 6.27 that for each y ∈ Im there exists a
unique function ζy satisfying (6.146), (6.147) and

∫

Im

|||ζy |||2mdt ≤ CC H

∫

Im

|||ξ |||2mdt, (6.164)

where the constant CC H depends only on q.

Exercise 6.29 Prove relation (6.164) in detail.

6.1.9 Error Estimate in the L∞(0, T; L2(Ω))-norm

Theorem 6.30 Let u be the exact solution of problem (6.1) satisfying the regularity
condition

u ∈ W q+1,∞(0, T ; L2(Ω)) ∩ C([0, T ]; Hs(Ω)), (6.165)

where s ≥ 2 is an integer and μ = min(p+1, s). Let U ∈ S p,q
h,τ be its approximation

given by (6.19). Let (6.140) hold for all m = 1, . . . , r , and let the shape-regularity
assumption (6.25) and the equivalence condition (6.26) be satisfied. Then there exists
a constant C18 > 0 independent of h, τ and u such that

sup
t∈Im

‖u(t) − U (t)‖2
L2(Ω)

(6.166)

≤ C18

(
h2(μ−1)|u|2C([0,T ];Hμ(Ω)) + τ

2(q+1)
m |u|2W q+1,∞(0,T ;L2(Ω))

)
,

h ∈ (0, h̄), m = 1, . . . , r.
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Proof We use the notation ξ = U − πu. Let us recall that U−
0 = Πh,0u0, ξ−

0 = 0
and η−

0 = u0 −Πh,0u0. Moreover, we set I0 = {t0} = {0} (the set formed by t0 = 0)
and, hence

supt∈I0
‖ξ(t)‖L2(Ω) = ‖ξ−

0 ‖L2(Ω) = 0. (6.167)

Let m ∈ {1, . . . , r}. We define the values ξ(tm−1) and ξ(tm) as the limits ξ+
m−1 =

limt→tm−1+ξ(t) and ξ−
m = limt→tm−ξ(t), respectively. Then, by the regularity

assumption (6.165), the function ‖ξ(t)‖L2(Ω) is continuous in the closed interval
I m = [tm−1, tm]. Now by y ∈ I m we denote the maximum point of the function
‖ξ(t)‖L2(Ω), t ∈ I m . We simply write y = arg supt∈I m

‖ξ(t)‖L2(Ω). Hence

supt∈Im
‖ξ(t)‖L2(Ω) = ‖ξ(y)‖L2(Ω).

By ξ̃ we denote the discrete characteristic function ζy to ξ at the point y, introduced
in Definition 6.25. Then, by (6.146) and (6.147),

∫

Im

(ξ ′, ξ̃ ) dt =
∫ y

tm−1

(ξ ′, ξ) dt, ξ̃+
m−1 = ξ+

m−1, {ξ̃}m−1 = {ξ}m−1, (6.168)

since ξ ′ is a polynomial of degree q − 1 with respect to time. In analogy to (6.86)
we get

2
∫ y

tm−1

(ξ ′, ξ) dt + 2({ξ}m−1, ξ
+
m−1) (6.169)

= ‖ξ(y)‖2
L2(Ω)

−‖ξ−
m−1‖2

L2(Ω)
+‖{ξ}m−1‖2

L2(Ω)
.

Moreover, the use of identities (6.168) in (6.169) implies the relation

∫

Im

2(ξ ′, ξ̃ ) dt + 2({ξ}m−1, ξ̃
+
m−1) (6.170)

= ‖ξ(y)‖2
L2(Ω)

− ‖ξ−
m−1‖2

L2(Ω)
+ ‖{ξ}m−1‖2

L2(Ω)
.

Now identity (6.80), where we set ϕ = ξ̃ , gives

∫

Im

(
(ξ ′, ξ̃ ) + Ah,m(ξ, ξ̃ )

)
dt + ({ξ}m−1, ξ̃

+
m−1) (6.171)

= −
∫

Im

(η′, ξ̃ ) dt + ({η}m−1, ξ̃
+
m−1) −

∫

Im

Ah,m(η, ξ̃ ) dt .

Then, if we use (6.171), (6.170), (6.87) with δ = 1, (6.96) and notation (6.93), and
omit the term with ‖{ξ}m−1‖2

L2(Ω)
on the left-hand side of the resulting relation, we

get
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sup
t∈Im

‖ξ(t)‖2
L2(Ω)

− ‖ξ−
m−1‖2

L2(Ω)
(6.172)

≤ ‖η−
m−1‖2

L2(Ω)
− 2

∫

Im

Ah,m(ξ, ξ̃ ) dt + 2εC̃2
B

∫

Im

Rm(η) dt + ε

2

∫

Im

|||ξ̃ |||2m dt .

By (2.128),

Ah,m(ξ, ξ̃ ) ≤ εCB |||ξ |||m |||ξ̃ |||m . (6.173)

Since −supt∈Im−1
‖ξ(t)‖L2(Ω) ≤ −‖ξ−

m−1‖L2(Ω), by relations (6.164), (6.173)
and the Young inequality, from (6.172) we get

sup
t∈Im

‖ξ(t)‖2
L2(Ω)

− sup
t∈Im−1

‖ξ(t)‖2
L2(Ω)

(6.174)

≤ ‖η−
m−1‖2

L2(Ω)
+ 2

∫

Im

|Ah,m(ξ, ξ̃ )| dt + 2εC̃2
B

∫

Im

Rm(η) dt + ε

2

∫

Im

|||ξ̃ |||2m dt

≤ ‖η−
m−1‖2

L2(Ω)
+ CBε

∫

Im

|||ξ |||2m dt + (
1

2
+ CB)ε

∫

Im

|||ξ̃ |||2m dt + 2εC̃2
B

∫

Im

Rm(η) dt

≤ ‖η−
m−1‖2

L2(Ω)
+ K

ε

2

∫

Im

|||ξ |||2m dt + 2εC̃2
B

∫

Im

Rm(η) dt,

where K = 2CB + (1 + 2CB)CC H .
Multiplying inequality (6.97) by K and summing with (6.174), we get

K‖ξ−
m ‖2

L2(Ω)
+ sup

t∈Im

‖ξ(t)‖2
L2(Ω)

− K‖ξ−
m−1‖2

L2(Ω)
− sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

(6.175)

≤ 2(K + 1)εC̃2
B

∫

Im

Rm(η) dt + (K + 1)‖η−
m−1‖2

L2(Ω)
.

The summation of (6.175) over m = 1, . . . , n ≤ r and using (6.167) yield

K‖ξ−
n ‖2

L2(Ω)
+ sup

t∈In

‖ξ(t)‖2
L2(Ω)

(6.176)

≤ 2(K + 1)εC̃2
B

n∑
m=1

∫

Im

Rm(η) dt + (K + 1)

r∑
m=1

‖η−
m−1‖2

L2(Ω)
.

Now, if we use estimate (6.143), the inequality

supt∈Im
‖u(t) − U (t)‖2

L2(Ω)
(6.177)

≤ 2
(

supt∈Im
‖ξ(t)‖2

L2(Ω)
+ supt∈Im

‖η(t)‖2
L2(Ω)

)
,

and estimates (6.136) and (6.142), we immediately get the error estimate (6.166),
which we wanted to prove. �

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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6.1.10 The Case of Identical Meshes on All Time Levels

In this section we show that if all meshes Th,m, m = 1 . . . , r , are identical, then the
assumption (6.140) can be avoided. In order to prove it, we are concerned with the
expression

∫

Im

(η′, ξ) dt + ({η}m−1, ξ
+
m−1), (6.178)

which was rewritten in (6.91) in a more general form with the function ϕ written
instead of ξ .

If Th,m = Th for all m = 1, . . . , r , then all spaces S p
h,m and forms ah,m, bh,m, . . .

are also identical: S p
h,m = S p

h , ah,m = ah, Jσ
h,m = Jσ

h , . . . for all m = 1, . . . , r . This

implies that {ξ}m−1 ∈ S p
h and, by virtue of (6.100), (6.33b) and (6.7), we have

(η−
m−1, {ξ}m−1) = 0. (6.179)

Now from (6.179) and (6.91) with ϕ := ξ we immediately see that

∫

Im

(η′, ξ) dt + ({η}m−1, ξ
+
m−1

) = 0. (6.180)

Further, if we follow the proof of Theorem 6.16 on the abstract error estimate,
we find out that Lemma 6.15 will not be applied, and regarding the right-hand side
of estimate (6.94), the term ‖η−

m−1‖L2(Ω) will not appear. This implies that in the
abstract error estimate (6.92), the expression

∑n
m=1 ‖η−

m−1‖L2(Ω) is missing, which
means that we get the estimate

‖e−
n ‖2

L2(Ω)
+ ε

n∑
m=1

∫

Im

|||e|||2m dt ≤ C ε

n∑
m=1

∫

Im

Rm(η) dt + ε

n∑
m=1

∫

Im

|||η|||2m dt,

n = 1, . . . , r, h ∈ (0, h̄). (6.181)

From this estimate, following the proofs of Theorems 6.23 and 6.30, we obtain
the error estimates in terms of h and τ without assumption (6.140).

6.1.11 Alternative Proof of Lemma 6.12

Here we prove Lemma 6.12 without using Theorem 3.1.4 from [52].

Lemma 6.31 Let s ∈ C∞([0, 1]), s(0) = 0 and
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∫ 1

0
ϑ i s(x) dϑ = 0, i = 0, . . . , q − 1. (6.182)

Then

‖s‖L2(0,1) ≤ C ‖s(q+1)‖L2(0,1), (6.183)

where C is a constant independent of the function s, and the symbol s(k) denotes the
derivative dks/dϑk .

Proof Let us expand the function with the aid of the Taylor formula with integral
remainder

s(ϑ) = s(0) + · · · + s(q)(0)

q! ϑq +
∫ ϑ

0

(ϑ − τ)q

q! s(q+1)(τ ) dτ, ϑ ∈ [0, 1].
(6.184)

In the space L2(0, 1) we choose an orthonormal system of polynomials ϕi , i =
0, 1, . . . , such that ϕi is a polynomial of degree i and ϕi (0) �= 0. (At the end of this
section we show how this system can be constructed.) Obviously,

∫ 1

0
ϑ i s(ϑ) dϑ = 0, i = 0, . . . , q − 1 (6.185)

⇐⇒
∫ 1

0
ϕi (ϑ)s(ϑ) dϑ = 0, i = 0, . . . , q − 1.

By virtue of the properties of the system ϕi , i = 0, 1, . . . , the expansion (6.184)
can be written in the form

s(ϑ) =
q∑

i=0

ciϕi (ϑ) +
∫ ϑ

0

(ϑ − τ)q

q! s(q+1)(τ ) dτ, ϑ ∈ [0, 1], (6.186)

where ci are constants depending on the values s(0), s′(0), . . . , s(q)(0). From
assumption (6.182) and equivalence (6.185) for j = 0, . . . , q − 1, we get

0 =
∫ 1

0
ϕ j (ϑ)s(ϑ) dϑ = c j +

∫ 1

0
ϕ j (ϑ)

∫ ϑ

0

(ϑ − τ)q

q! s(q+1)(τ ) dτ dϑ.

The use of Fubini’s theorem yields

c j = −
∫ 1

0
ϕ j (ϑ)

∫ ϑ

0

(ϑ − τ)q

q! s(q+1)(τ ) dτ dϑ = −
∫ 1

0
ψ j (τ )s(q+1)(τ ) dτ,

(6.187)
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where

ψ j (τ ) = 1

q!
∫ 1

τ

ϕ j (ϑ)(ϑ − τ)q dϑ, j = 0, . . . , q − 1.

Since ϕq(0) �= 0, from the assumption that s(0) = 0 and expansion (6.186), we get

cq = − 1

ϕq(0)

q−1∑
i=0

ciϕi (0) =
∫ 1

0
ψq(τ )s(q+1)(τ ) dτ

with

ψq(τ ) = 1

ϕq(0)

q−1∑
j=0

ϕ j (0)ψ j (τ ).

Substituting in expansion (6.186) for ci , i = 0, . . . , q, we find that

s(ϑ) =
∫ 1

0
k(ϑ, τ )s(q+1)(τ ) dτ, (6.188)

where

k(ϑ, τ ) =

⎧⎪⎨
⎪⎩

(ϑ−τ)q

q! + ϕq(ϑ)ψq(τ ) −∑q−1
i=0 ϕi (ϑ)ψi (τ ) for 1 ≥ ϑ > τ ≥ 0,

ϕq(ϑ)ψq(τ ) −∑q−1
i=0 ϕi (ϑ)ψi (τ ) for 1 ≥ τ > ϑ ≥ 0.

The function k(ϑ, t) is continuous on the set [0, 1] × [0, 1] and from (6.188) we get
(6.183). �

Lemma 6.32 Let s ∈ Hq+1(0, 1), s(0) = 0 and

∫ 1

0
ϑ i s(ϑ) dϑ = 0, i = 0, . . . , q − 1. (6.189)

Then

‖s‖L2(0,1) ≤ C ‖s(q+1)‖L2(0,1), (6.190)

where C > 0 is a constant independent of the function s.

Proof The space C∞([0, 1]) is dense in Hq+1(0, 1). Therefore, there exists a
sequence sn ∈ C∞([0, 1]) such that

lim
n→∞ ‖sn − s‖Hq+1(0,1) = 0.
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This fact and Lemma 6.31 imply that

‖sn‖L2(0,1) → ‖s‖L2(0,1), ‖s(q+1)
n ‖L2(0,1) → ‖s(q+1)‖L2(0,1) as n → ∞,

‖sn‖L2(0,1) ≤ C‖s(q+1)
n ‖L2(0,1), n = 1, 2, . . . .

Hence, (6.190) holds. �

Now we can finish the proof of Lemma 6.12. Using the notation in (6.53), we have
z ∈ Hq+1(0, 1), z(0) = 0 and

∫ 1

0
z(ϑ)ϑ j dϑ = 0 for j = 0, . . . , q − 1.

By Lemma 6.32, the function z satisfies (6.190) (i.e. (6.63)) and, by virtue of (6.55),
estimate (6.64) holds, which implies estimate (6.50). This finishes the alternative
proof of Lemma 6.12.

Finally, we show how to construct a system of orthonormal polynomials ϕi , i =
0, 1, . . . , in the space L2(0, 1) such that ϕi is a polynomial of degree i satisfying
ϕi (0) �= 0. It is possible to put

ϕi (ϑ) = √
2Li (1 − 2ϑ), ϑ ∈ [0, 1], i = 0, 1, . . . ,

where Li is the Legendre polynomial defined by (6.35), see [212] or [147]. The
system Li , i = 0, 1 . . . , is a complete orthogonal basis in the space L2(−1, 1). It
is possible to verify that ϕi , i = 0, 1 . . . , form a complete orthonormal basis in
L2(0, 1) and ϕi (0) �= 0.

6.2 Space-Time DGM for Nonlinear Convection-Diffusion
Problems

In this section we extend the space-time discontinuous Galerkin method (ST-DGM),
as explained in the previous section on a simple initial-boundary value problem
for the heat equation, to the solution of a more general problem for a convection-
diffusion equation with nonlinear convection and nonlinear diffusion. We derive
the error estimates in the L2(0, T ; L2(Ω))-norm and the DG-norm formed by the
L2(0, T ; H1(Ω))-norm and penalty terms.

Let Ω ⊂ R
d (d = 2 or 3) be a bounded polygonal or polyhedral domain with

Lipschitz boundary and T > 0. We consider the following initial-boundary value
problem: Find u : QT = Ω × (0, T ) → R such that

∂u

∂t
+

d∑
s=1

∂ fs(u)

∂xs
− ∇ · (β(u)∇u) = g in QT , (6.191a)
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u
∣∣
∂Ω×(0,T )

= u D, (6.191b)

u(x, 0) = u0(x), x ∈ Ω. (6.191c)

We assume that g, u D, u0, fs are given functions and fs ∈ C1(R), | f ′
s | ≤ C , s =

1, . . . , d. Moreover, let

β : R → [β0, β1], 0 < β0 < β1 < ∞, (6.192a)

|β(u1) − β(u2)| ≤ Lβ |u1 − u2| ∀u1, u2 ∈ R. (6.192b)

Remark 6.33 In this section we consider problem (6.191) only with a Dirichlet
boundary condition. This means that ∂ΩD = ∂Ω , ∂ΩN = ∅, F D

h,m = F B
h,m and

F N
h,m = ∅. The analysis of the problem with mixed Dirichlet–Neumann bound-

ary conditions is more complicated due to the properties of the convection form bh

derived in Sect. 4.3.2 and represents an open challenging subject.

In the derivation and analysis of the discrete problem, we assume that the exact
solution is regular in the following sense:

u ∈ L2(0, T ; H2(Ω)),
∂u

∂t
∈ L2(0, T ; H1(Ω)), (6.193)

‖∇u(t)‖L∞(Ω) ≤ CB for t ∈ (0, T ). (6.194)

6.2.1 Discretization of the Problem

We employ the same notation as in Sect. 6.1. Hence, we consider a partition 0 =
t0 < t1 < · · · < tr = T of the time interval [0, T ], time subintervals Im =
(tm−1, tm), m = 1, . . . , r , and triangulations Th,m, m = 0, . . . , r , of the domain
Ω associated with time instants tm, m = 0, . . . , r , and intervals Im, m = 1, . . . , r .
Further, we consider function spaces S p

h,m defined by (6.5) and S p,q
h,τ defined by (6.8)

and the projections Πh,m and π—see (6.7) and (6.33), respectively.
For the derivation of the space-time discontinuous Galerkin discretization, we

assume that u ∈ C1((0, T ); H2(Ω)) is an exact solution of problem (6.191). We
multiply (6.191a) by ϕ ∈ S p,q

h,τ , integrate over K × Im , sum over all K ∈ Th,m ,
and perform some manipulation. The time-derivative term is discretized in the same
manner as in (6.11)–(6.13). Discretization of the convection term and the source term
(6.10) is the same as in Chap. 4.

Discretization of the diffusion term is a little more complicated due to the non-
linearity of the function β. Using the technique from Sect. 2.4, the application of
Green’s theorem to the diffusion term gives

−
∑

K∈Th,m

∫

K
∇ · (β(u)∇u)ϕ dx (6.195)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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=
∑

K∈Th,m

∫

K
β(u)∇u · ∇ϕ dx −

∑

Γ ∈F I B
h,m

∫

Γ

〈β(u)∇u〉 · n[ϕ] dS.

In Sect. 2.4, we add to the right-hand side of (6.195) face integral terms, where the
roles of the exact solution u and the test function ϕ are mutually exchanged. However,
in contrast to the case of a linear diffusion (see, e.g., (6.14)), to the right-hand side
we cannot add the expression

Θ
∑

Γ ∈F I
h,m

∫

Γ

〈β(ϕ)∇ϕ〉 · n[u] dS + Θ
∑

Γ ∈F B
h,m

∫

Γ

β(ϕ)∇ϕ · n(u − u D) dS,

obtained by the mutual exchange of u and ϕ, because it is not linear with respect to
the test function ϕ. Therefore, in the argument of β we keep the exact solution u,
i.e., we use the expression

Θ
∑

Γ ∈F I
h,m

∫

Γ

〈β(u)∇ϕ〉 · n[u] dS + Θ
∑

Γ ∈F B
h,m

∫

Γ

β(u)∇ϕ · n(u − u D) dS,

(6.196)

which vanishes for a regular function u satisfying the Dirichlet condition (6.191b).
Finally, we arrive at the definition of the following forms. If v, w, ϕ∈H2(Ω,Th,m)

and CW > 0 is a fixed constant, we define the diffusion, penalty, convection and righ-
hand side forms

ah,m(v, w, ϕ) =
∑

K∈Th,m

∫

K
β(v)∇ w · ∇ ϕ dx (6.197)

−
∑

Γ ∈F I
h,m

∫

Γ
(〈β(v)∇w〉 · n[ϕ] + Θ〈β(v)∇ϕ〉 · n [w]) dS

−
∑

Γ ∈F B
h,m

∫

Γ
(β(v)∇w · n ϕ + Θ β(v)∇ ϕ · n (w − u D)) dS,

Jσ
h,m(w, ϕ) =

∑

Γ ∈F I
h,m

CW

hΓ

∫

Γ
[w] [ϕ] dS +

∑

Γ ∈F B
h,m

CW

hΓ

∫

Γ
w ϕ dS, (6.198)

Ah,m(w, v, ϕ) = ah,m(w, v, ϕ) + β0 Jσ
h,m(v, ϕ), (6.199)

bh,m(w, ϕ) = −
∑

K∈Th,m

∫

K

d∑
s=1

fs(w)
∂ϕ

∂xs
dx +

∑

Γ ∈F I
h,m

∫

Γ
H
(

w(L)
Γ , w(R)

Γ , n
)

[ϕ] dS

+
∑

Γ ∈F B
h,m

∫

Γ
H
(

w(L)
Γ , w(L)

Γ , n
)

ϕ dS. (6.200)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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�h,m(ϕ) = (g, ϕ) + β0
∑

Γ ∈F B
h,m

CW

hΓ

∫

Γ
u D ϕ dS. (6.201)

In (6.197), we take Θ = −1, Θ = 0 and Θ = 1 and obtain the nonsymmetric
(NIPG), incomplete (IIPG) and symmetric (SIPG) variants of the approximation of
the diffusion terms, respectively. In (6.200), H is a numerical flux with the properties
(4.18)–(4.20) introduced in Sect. 4.2.

Similarly as in Sect. 6.1, the exact regular solution u of (6.191) satisfies the identity

∫

Im

(
(u′, ϕ) + Ah,m(u, u, ϕ) + bh,m(u, ϕ)

)
dt + ({u}m−1, ϕ

+
m−1

)
(6.202)

=
∫

Im

�h,m(ϕ) dt ∀ϕ ∈ S p,q
h,τ , with u(0−) = u(0) = u0.

Here u′ := ∂u/∂t and (·, ·) denotes the L2(Ω)-scalar product.
Based on (6.202), we proceed to the definition of the approximate solution.

Definition 6.34 We say that a function U is an ST-DG approximate solution of
problem (6.191), if U ∈ S p,q

h,τ and

∫

Im

(
(U ′, ϕ) + Ah,m(U, U, ϕ) + bh,m(U, ϕ)

)
dt + ({U }m−1, ϕ

+
m−1

)
(6.203)

=
∫

Im

�h,m(ϕ) dt ∀ϕ ∈ S p,q
h,τ , m = 1, . . . , r, U−

0 := Πh,0u0.

where U ′ = ∂U/∂t . We call (6.203) the space-time discontinuous Galerkin discrete
problem.

Exercise 6.35 Formulate the ST-DG discrete problem in the case, when mixed
Dirichlet–Neumann boundary conditions are used.

In the sequel, we analyze the ST-DGM, namely we derive an estimate of the error
e = U −u, where u is the exact solution of (6.191) and U is the approximate solution
given by (6.203). We assume that the approximate solution U exists and is unique.

6.2.2 Auxiliary Results

In the analysis of the ST-DGM for the nonlinear problem, we proceed in a similar way
as in Sect. 6.1 for the heat equation. We consider a system (6.24) of triangulations
Th,m , satisfying the conditions of shape-regularity (6.25) and of the equivalence
(6.26). Let π : C([0, T ]; L2(Ω)) → S p,q

h,τ be the projection operator given by (6.33).
The error of the method is expressed again in the form

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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e = U − u = ξ + η, (6.204)

where

ξ = U − πu ∈ S p,q
h,τ , η = πu − u. (6.205)

Then, subtracting (6.202) from (6.203), and using (6.204), for every ϕ ∈ S p,q
h,τ , we

find that
∫

Im

(
(ξ ′, ϕ) + Ah,m(U, U, ϕ) − Ah,m(u, u, ϕ)

)
dt + ({ξ}m−1, ϕ

+
m−1

)
(6.206)

=
∫

Im

(
bh,m(u, ϕ) − bh,m(U, ϕ)

)
dt −

∫

Im

(η′, ϕ) dt − ({η}m−1, ϕ
+
m−1

)
.

Hence, we need to estimate individual terms appearing in (6.206).
The convection form bh,m has the following property.

Lemma 6.36 For every kb > 0 there exists a constant Cb > 0 independent of
U, u, h, τ, r and m such that

|bh,m(U, ϕ) − bh,m(u, ϕ)| (6.207)

≤ β0

kb
|||ϕ|||2m + Cb

⎛
⎝‖ξ‖2

L2(Ω)
+ ‖η‖2

L2(Ω)
+

∑
K∈Th,m

h2
K |η|2H1(K )

⎞
⎠ .

Proof By (4.30),

|bh,m(U, ϕ) − bh,m(u, ϕ)| (6.208)

≤ C̃ |||ϕ|||m

⎛
⎜⎝‖U − u‖L2(Ω) +

⎛
⎝ ∑

K∈Th,m

hK ‖U − u‖2
L2(∂K )

⎞
⎠

1/2
⎞
⎟⎠ ,

ϕ ∈ S p
h,m, m = 1, . . . , r.

The use of (6.205), (6.30), and the Young inequality implies that

‖U − u‖L2(Ω) ≤ ‖ξ‖L2(Ω) + ‖η‖L2(Ω), (6.209)∑
K∈Th,m

hK ‖U − u‖2
L2(∂K )

(6.210)

≤ C
∑

K∈Th,m

(
‖ξ‖2

L2(Ω)
+ h2

K |ξ |2H1(K )
+ ‖η‖2

L2(Ω)
+ h2

K |η|2H1(K )

)
.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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The above inequality and (6.31) applied to ξ yield

∑
K∈Th,m

hK ‖U − u‖2
L2(∂K )

≤ C

⎛
⎝‖ξ‖2

L2(Ω)
+ ‖η‖2

L2(Ω)
+

∑
K∈Th,m

h2
K |η|2H1(K )

⎞
⎠ .

(6.211)

Now, using (6.208)–(6.211), we get

|bh,m(U, ϕ) − bh,m(u, ϕ)| (6.212)

≤ C |||ϕ|||m

⎛
⎜⎝‖ξ‖L2(Ω) + ‖η‖L2(Ω) +

⎛
⎝ ∑

K∈Th,m

h2
K |η|2H1(K )

⎞
⎠

1/2
⎞
⎟⎠ .

Finally by the Young inequality we obtain (6.207). We can see that the constant Cb has
the form Cb = Ckb/β0, where the constant C is independent of U, u, h, τ, r, m, kb

and β0. �

Let us note that in the following considerations, in some places the simplified
form of the Young inequality ab ≤ 1

δ
a2 + δb2 is used.

As for the coercivity of the forms Ah,m , we can prove the following result.

Lemma 6.37 Let

CW > 0, for Θ = −1 (N I PG), (6.213)

CW ≥
(

4β1

β0

)2

CM I for Θ = 1 (SI PG), (6.214)

CW ≥ 2

(
2β1

β0

)2

CM I for Θ = 0 (I I PG), (6.215)

where CM I = CM (CI + 1)CG. Then, for m = 1, . . . , r ,

ah,m(U, U, ξ) − ah,m(U, πu, ξ) + β0 Jσ
h,m(ξ, ξ) ≥ β0

2
|||ξ |||2m . (6.216)

Proof From (6.197)–(6.198) we immediately see that for Θ = −1 inequality (6.216)
holds. Let us assume that Θ = 1. Then, by (6.197) and (6.192a),

ah,m(U, U, ξ) − ah,m(U, πu, ξ) + β0 Jσ
h,m(ξ, ξ) (6.217)

=
∑

K∈Th,m

∫

K
β(U )∇ξ · ∇ξdx + β0 Jσ

h,m(ξ, ξ)

− 2
∑

Γ ∈F I
h,m

∫

Γ
〈β(U )∇ξ〉 · n[ξ ]dS − 2

∑

Γ ∈F B
h,m

∫

Γ
β(U )∇ξ · nξdS
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≥ β0
∑

K∈Th,m

∫

K
|∇ξ |2dx + β0 Jσ

h,m(ξ, ξ) − 2β1
∑

Γ ∈F I
h,m

∫

Γ

|∇ξ
(L)
Γ | + |∇ξ

(R)
Γ |

2
|[ξ ]|dS

− 2β1
∑

Γ ∈F B
h,m

∫

Γ
|∇ξ ||ξ |dS.

If δ > 0, then the Young inequality implies that

∑

Γ ∈F I
h,m

∫

Γ

|∇ξ
(L)
Γ | + |∇ξ

(R)
Γ |

2
|[ξ ]| dS +

∑

Γ ∈F B
h,m

∫

Γ

|∇ξ | |ξ | dS (6.218)

≤
∑

Γ ∈F I
h,m

∫

Γ

hΓ

δCW

(|∇ξ
(L)
Γ | + |∇ξ

(R)
Γ |)2

4
dS +

∑

Γ ∈F I
h,m

∫

Γ

δCW

hΓ

|[ξ ]|2 dS

+
∑

Γ ∈F B
h,m

∫

Γ

hΓ

δCW

∣∣∣∇ξ
(L)
Γ

∣∣∣
2

dS +
∑

Γ ∈F B
h,m

∫

Γ

δCW

hΓ

|ξ |2 dS

≤
∑

Γ ∈F I
h,m

∫

Γ

hΓ

δCW

|∇ξ
(L)
Γ |2 + |∇ξ

(R)
Γ |2

2
dS

+
∑

Γ ∈F B
h,m

∫

Γ

hΓ

δCW

∣∣∣∇ξ
(L)
Γ

∣∣∣
2

dS + δ Jσ
h,m(ξ, ξ).

Now, by (6.26),

1

2δCW

∑

Γ ∈F I
h,m

∫

Γ

hΓ

(
|∇ξ

(L)
Γ |2 + |∇ξ

(R)
Γ |2

)
dS (6.219)

+ 1

δCW

∑

Γ ∈F B
h,m

∫

Γ

hΓ

∣∣∣∇ξ
(L)
Γ

∣∣∣
2

dS

≤ CG

2δCW

∑

Γ ∈F I
h,m

∫

Γ

(
h

K (L)
Γ

|∇ξ
(L)
Γ |2 + h

K (R)
Γ

|∇ξ
(R)
Γ |2

)
dS

+ CG

δCW

∑

Γ ∈F B
h,m

∫

Γ

h
K (L)

Γ

∣∣∣∇ξ
(L)
Γ

∣∣∣
2

dS

≤ CG

δCW

∑
K∈Th,m

∫

∂K
hK |∇ξ |2 dS.
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It follows from (6.217)–(6.219) that

ah,m(U, U, ξ) − ah,m(U, πu, ξ) + β0 Jσ
h,m(ξ, ξ) (6.220)

≥ β0|||ξ |||2m − 2β1CG

δCW

∑
K∈Th,m

∫

∂K
hK |∇ξ |2dS − 2β1δ Jσ

h,m(ξ, ξ).

If we set δ = β0
4β1

and use inequalities (6.30), (6.31) and assumption (6.214), we get

ah,m(U, U, ξ) − ah,m(U, πu, ξ) + β0 Jσ
h,m(ξ, ξ) (6.221)

≥ β0|||ξ |||2m − 8β2
1 CM I

β0CW

∑
K∈Th,m

∫

K
|∇ξ |2dx − β0

2
Jσ

h,m(ξ, ξ) ≥ β0

2
|||ξ |||2m .

Similarly, we prove (6.216) for Θ = 0, provided (6.215) is satisfied. �

Exercise 6.38 Prove that inequality (6.216) holds in the case Θ = 0 under condition
(6.215).

Lemma 6.39 There exists a constant C > 0 independent of U, ξ, ϕ, h such that

ah,m(U, U, ϕ) − ah,m(U, πu, ϕ) + β0 Jσ
h,m(ξ, ϕ) ≤ C(|||ξ |||2m + |||ϕ|||2m) (6.222)

for any ϕ ∈ S p
h,m and m = 1, . . . , r .

Proof By (6.197),

ah,m(U, U, ϕ) − ah,m(U, πu, ϕ) (6.223)

=
∑

K∈Th,m

∫

K
β(U )∇ξ · ∇ϕ dx

−
∑

Γ ∈F I
h,m

∫

Γ

(〈β(U )∇ξ 〉 · nΓ [ϕ] + Θ〈β(U )∇ϕ〉 · nΓ [ξ ]) dS

−
∑

Γ ∈F B
h,m

∫

Γ

(β(U )∇ξ · nΓ ϕ + Θβ(U )∇ϕ · nΓ ξ) dS.

Then, using (6.223), (6.198), (6.192a), (6.26), the Cauchy inequality and Young
inequality, we find that

ah,m(U, U, ϕ) − ah,m(U, πu, ϕ) + β0 Jσ
h,m(ξ, ϕ)

≤ β1
∑

K∈Th,m

∫

K

(
|∇ξ |2 + |∇ϕ|2

)
dx
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+ β1
∑

Γ ∈F I
h,m

∫

Γ

(
hΓ

CW

(
|∇ξ

(L)
Γ |2 + |∇ξ

(R)
Γ |2

)
+ CW

hΓ
|[ϕ]|2

)
dS

+ β1
∑

Γ ∈F I
h,m

∫

Γ

(
hΓ

CW

(
|∇ϕ

(L)
Γ |2 + |∇ϕ

(R)
Γ |2

)
+ CW

hΓ
|[ξ ]|2

)
dS

+ β1
∑

Γ ∈F B
h,m

∫

Γ

(
hΓ

CW
|∇ξ |2 + CW

hΓ
|ϕ|2

)
dS

+ β1
∑

Γ ∈F B
h,m

∫

Γ

(
hΓ

CW
|∇ϕ|2 + CW

hΓ
|ξ |2
)

dS

+ β0 Jσ
h,m(ξ, ϕ)

≤ β1
∑

K∈Th,m

∫

K

(
|∇ξ |2 + |∇ϕ|2

)
dx + β1CG

CW

∑

K∈Th,m

∫

∂K
hK

(
|∇ξ |2 + |∇ϕ|2

)
dS

+ β1 Jσ
h,m(ξ, ξ) + β1 Jσ

h,m(ϕ, ϕ) + β0 Jσ
h,m(ξ, ϕ).

Now, the above inequalities, (6.30)–(6.32) yield the estimate

ah,m(U, U, ϕ) − ah,m(U, πu, ϕ) + β0 Jσ
h,m(ξ, ϕ)

≤ β1

∑
K∈Th,m

∫

K

(
|∇ξ |2 + |∇ϕ|2

)
dx + β1CM I

CW

∑
K∈Th,m

∫

K

(
|∇ξ |2 + |∇ϕ|2

)
dx

+ β1(Jσ
h,m(ξ, ξ) + Jσ

h,m(ϕ, ϕ)) + β0(Jσ
h,m(ξ, ξ) + Jσ

h,m(ϕ, ϕ))

≤ C(|||ξ |||2m + |||ϕ|||2m),

which we wanted to prove. �

Lemma 6.40 For arbitrary ka, kc > 0 there exist constants Ca = Ca(ka), Cc =
Cc(kc) > 0 independent of U, ξ, ϕ and h, such that for each ϕ ∈ S p

h,m the following
estimates hold:

|ah,m(U, πu, ϕ) − ah,m(u, πu, ϕ)| ≤ β0

ka
|||ϕ|||2m + Ca(‖ξ‖2

L2(Ω)
+ Rm(η)),

(6.224)

|ah,m(u, πu, ϕ) − ah,m(u, u, ϕ)| ≤ β0

kc
|||ϕ|||2m + Cc R̃m(η), (6.225)

where

Rm(η) = |||η|||2m + ‖η‖2
L2(Ω)

+
∑

K∈Th,m

(
|η|2H1(K )

+ h2
K |η|2H2(K )

)
, (6.226)

R̃m(η) = |||η|||2m +
∑

K∈Th,m

(
h2

K |η|2H2(K )

)
. (6.227)
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Proof Since ∇πu = ∇η + ∇u, [u] = 0, [πu] = [η], we can write

ah,m(U, πu, ϕ) − ah,m(u, πu, ϕ) (6.228)

=
∑

K∈Th,m

∫

K
((β(U ) − β(u))∇η · ∇ϕ + (β(U ) − β(u))∇u · ∇ϕ) dx

−
∑

Γ ∈F I
h,m

∫

Γ

(〈(β(U ) − β(u))∇η〉 · n[ϕ] + 〈(β(U ) − β(u))∇u〉 · n[ϕ]) dS

− Θ
∑

Γ ∈F I
h,m

∫

Γ

〈(β(U ) − β(u))∇ϕ〉 · n[η]dS

−
∑

Γ ∈F B
h,m

∫

Γ

((β(U ) − β(u))∇η · nϕ + (β(U ) − β(u))∇u · nϕ) dS

− Θ
∑

Γ ∈F B
h,m

∫

Γ

(β(U ) − β(u))∇ϕ · n(πu − u D)dS.

This relation, conditions (6.191b) and (6.192) give the inequality

ah,m(U, πu, ϕ) − ah,m(u, πu, ϕ)

≤ (β1 − β0)
∑

K∈Th,m

∫

K
|∇η| |∇ϕ| dx + Lβ

∑
K∈Th,m

∫

K
|U − u| |∇u| |∇ϕ| dx

+ 1

2
(β1 − β0)

∑

Γ ∈F I
h,m

∫

Γ

(
|∇η

(L)
Γ | + |∇η

(R)
Γ |
) ∣∣[ϕ]| dS

+ 1

2
Lβ

∑

Γ ∈F I
h,m

∫

Γ

(
|(U − u)

(L)
Γ | |∇u(L)

Γ | + |(U − u)
(R)
Γ | |∇u(R)

Γ |
)

|[ϕ]| dS

+ 1

2
(β1 − β0)

∑

Γ ∈F I
h,m

∫

Γ

(
|∇ϕ

(L)
L | + |∇ϕ

(R)
Γ |
)

|[η]|dS

+ (β1 − β0)
∑

Γ ∈F B
h,m

∫

Γ

|∇η| |ϕ| dS + Lβ

∑

Γ ∈F B
h,m

∫

Γ

|U − u| |∇u| |ϕ| dS

+ (β1 − β0)
∑

Γ ∈F B
h,m

∫

Γ

|∇ϕ| |η| dS.

Further, this inequality, (6.194) and the Cauchy and Young inequalities imply that
for any δ1, δ2, δ3 > 0 we have
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ah,m(U, πu, ϕ) − ah,m(u, πu, ϕ) ≤ (β1 − β0)
∑

K∈Th,m

∫

K

(
|∇η|2

δ1
+ δ1|∇ϕ|2

)
dx

+ LβCB

∑
K∈Th,m

∫

K

(
|U − u|2

δ2
+ δ2|∇ϕ|2

)
dx

+ (β1 − β0)
∑

Γ ∈F I
h,m

∫

Γ

(
hΓ

CW δ1

(
|∇η

(L)
Γ |2 + |∇η

(R)
Γ |2

)
+ CW δ1

hΓ

|[ϕ]|2
)

dS

+ LβCB

∑

Γ ∈F I
h,m

∫

Γ

(
hΓ

CW δ2

(
|(U − u)

(L)
Γ |2 + |(U − u)

(R)
Γ |2

)
+ CW δ2

hΓ

|[ϕ]|2
)

dS

+ (β1 − β0)
∑

Γ ∈F I
h,m

∫

Γ

(
hΓ δ3

CW

(
|∇ϕ

(L)
Γ |2 + |∇ϕ

(R)
Γ |2

)
+ CW

hΓ δ3
|[η]|2

)
dS

+ (β1 − β0)
∑

Γ ∈F B
h,m

∫

Γ

(
hΓ

CW δ1
|∇η|2 + CW δ1

hΓ

|ϕ|2
)

dS

+ LβCB

∑

Γ ∈F B
h,m

∫

Γ

(
hΓ

CW δ2
|U − u|2 + CW δ2

hΓ

|ϕ|2
)

dS

+ (β1 − β0)
∑

Γ ∈F B
h,m

∫

Γ

(
hΓ δ3

CW
|∇ϕ|2 + CW

hΓ δ3
|η|2
)

dS.

Now, using the relations |U − u|2 = |ξ + η|2 ≤ 2
(|ξ |2 + |η|2), (6.26), (6.30) and

(6.31), we find that

ah,m(U, πu, ϕ) − ah,m(u, πu, ϕ)

≤ ((β1 − β0)δ1 + LβCBδ2
) |||ϕ|||2m + (β1 − β0)CM I δ3

CW

∑

K∈Th,m

∫

K
|∇ϕ|2dx

+
(

2LβCBCM I

CW δ2
+ 2LβCB

δ2

) ∑

K∈Th,m

∫

K
|ξ |2dx + 2LβCB

δ2

∑

K∈Th,m

∫

K
|η|2dx

+ 4LβCBCM CG

CW δ2

∑

K∈Th,m

(
‖η‖2

L2(K )
+ h2

K |η|2
H1(K )

)
+ β1 − β0

δ3
Jσ

h,m(η, η)

+ 2(β1 − β0)CM CG

CW δ1

∑

K∈Th,m

(
|η|2

H1(K )
+ h2

K |η|2
H2(K )

)
+ β1 − β0

δ1

∑

K∈Th,m

|η|2
H1(K )

.

Finally, taking into account that hK ≤ h < h̄ and choosing

δ1 = β0

3ka(β1 − β0)
, δ2 = β0

3ka LβCB
, δ3 = β0CW

3ka(β1 − β0)CM I
,
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we obtain estimate (6.224) with the constant

Ca = max

{
2LβCBCM I

CW δ2
+ 2LβCB

δ2
,

2LβCB

δ2
+ 4LβCBCM CG

CW δ2
, (6.229)

β1 − β0

δ3
,

2(β1 − β0)CM CG

CW δ1
+ β1 − β0

δ1
+ 4LβCBCM CGh̄2

CW δ2

}
.

We can see that Ca = C̃aka/β0, where the constant C̃a depends on CM , CI , CG ,
CB, CW , Lβ and β1 − β0.

Similarly, we proceed in the proof of (6.225). From the definition of the form ah,m

and the properties of the function β it follows that

ah,m(u, πu, ϕ) − ah,m(u, u, ϕ) =
∑

K∈Th,m

∫

K
β(u)∇η · ∇ϕdx (6.230)

−
∑

Γ ∈F I
h,m

∫

Γ

〈β(u)∇η〉 · n[ϕ]dS − Θ
∑

Γ ∈F I
h,m

∫

Γ

〈β(u)∇ϕ〉 · n[η]dS

−
∑

Γ ∈F B
h,m

∫

Γ

β(u)∇η · nϕdS − Θ
∑

Γ ∈F B
h,m

∫

Γ

β(u)∇ϕ · nηdS

≤ β1

∑
K∈Th,m

∫

K
|∇η||∇ϕ|dx + β1

∑

Γ ∈F I
h,m

∫

Γ

|∇η
(L)
Γ | + |∇η

(R)
Γ |

2
|[ϕ]|dS

+ β1

∑

Γ ∈F B
h,m

∫

Γ

|∇ϕ
(L)
Γ | + |∇ϕ

(L)
Γ |

2
|[η]|dS

+ β1

∑

Γ ∈F B
h,m

∫

Γ

|∇η||ϕ|dS + β1

∑

Γ ∈F B
h,m

∫

Γ

|∇ϕ||η|dS.

The use of the Young inequality, the multiplicative trace inequality (6.30) and the
inverse inequality (6.31) imply that for arbitrary δ1, δ2 > 0 we get

ah,m(u, πu, ϕ) − ah,m(u, u, ϕ)

≤ β1

∑
K∈Th,m

∫

K

(
|∇η|2

δ1
+ δ1|∇ϕ|2

)
dx

+ β1

∑

Γ ∈F I
h,m

∫

Γ

(
hΓ

CW δ1

(
|∇η

(L)
Γ |2 + |∇η

(R)
Γ |2

)
+ CW δ1

hΓ

|[ϕ]|2
)

dS
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+ β1

∑

Γ ∈F I
h,m

∫

Γ

(
hΓ δ2

CW

(
|∇ϕ

(L)
Γ |2 + |∇ϕ

(R)
Γ |2

)
+ CW

hΓ δ2
|[η]|2

)
dS

+ β1

∑

Γ ∈F B
h,m

∫

Γ

(
hΓ

CW δ1
|∇η|2 + CW δ1

hΓ

|ϕ|2
)

dS

+ β1

∑

Γ ∈F B
h,m

∫

Γ

(
hΓ δ2

CW
|∇ϕ|2 + CW

hΓ δ2
|η|2
)

dS

≤ β1δ1|||ϕ|||2m + β1CM I δ2

CW

∑
K∈Th,m

|ϕ|2H1(K )
+ β1

δ2
Jh(η, η)

+ β1

δ1

∑
K∈Th,m

|η|2H1(K )
+ 2β1CM CG

CW δ1

∑
K∈Th,m

(
|η|2H1(K )

+ h2
K |η|2H2(K )

)
.

If we put

δ1 = β0

2kcβ1
, δ2 = CW β0

2kcβ1CM I
, Cc = max

{
β1

δ2
,
β1

δ1
+ 2β1CM CG

CW δ1

}
,

we get (6.225). We can see that Cc = C̃ckc/β0, where C̃c depends on CM , CI , CG ,
CW , β0 and β1. �

Remark 6.41 In view of (6.226), estimate (6.207) can be written as

|bh,m(U, ϕ) − bh,m(u, ϕ)| ≤ β0

kb
|||ϕ|||2m + Cb

(
‖ξ‖2

L2(Ω)
+ Rm(η)

)
. (6.231)

6.2.3 Abstract Error Estimate

6.2.3.1 Estimate of ξ

In what follows, we use the conditions (6.25) of the shape-regularity, (6.26) of the
equivalence, and assumptions from Lemma 6.37.

Let us substitute ϕ := ξ in (6.206). From the definition (6.199) of the form Ah,m

it follows that
∫

Im

(
(ξ ′, ξ) + ah,m(U, U, ξ) − ah,m(U, πu, ξ) + β0 Jσ

h,m(ξ, ξ)
)

dt (6.232)

+ ({ξ}m−1, ξ
+
m−1

)

=
∫

Im

(−ah,m(U, πu, ξ) + ah,m(u, πu, ξ) − ah,m(u, πu, ξ) + ah,m(u, u, ξ)
)

dt
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+
∫

Im

(
bh,m(u, ξ) − bh,m(U, ξ) − β0 Jσ

h,m(η, ξ) − (η′, ξ)
)

dt − ({η}m−1 , ξ+
m−1

)
.

By (6.86), we have

∫

Im

(ξ ′, ξ)dt + ({ξ}m−1 , ξ+
m−1

)
(6.233)

= 1

2

(∥∥ξ−
m

∥∥2
L2(Ω)

− ∥∥ξ−
m−1

∥∥2
L2(Ω)

+ ∥∥{ξ}m−1

∥∥2
L2(Ω)

)
.

Moreover, (6.87) with δ := 1 gives

∫

Im

(η′, ϕ)dt + ({η}m−1 , ϕ+
m−1

) ≤ ‖η−
m−1‖2

L2(Ω)
+ 1

4
‖{ϕ}m−1‖2

L2(Ω)
, ϕ ∈ S p,q

h,m .

(6.234)

The use of (6.32), (6.231)–(6.234), the Young inequality, and Lemmas 6.37 and
6.40 imply that for arbitrary δ, ka, kb, kc > 0 we have

∥∥ξ−
m

∥∥2
L2(Ω)

− ∥∥ξ−
m−1

∥∥2
L2(Ω)

+ 1

2
‖{ξ}m−1‖2

L2(Ω)

+ β0

(
1 − 2

ka
− 2

kb
− 2

kc
− 2δ

)∫

Im

|||ξ |||2mdt

≤ C

(∫

Im

‖ξ‖2
L2(Ω)

dt + ∥∥η−
m−1

∥∥2
L2(Ω)

+
∫

Im

Rm(η)dt

)
.

This and the choice ka = kb = kc = 16 and δ = 1
16 imply that

∥∥ξ−
m

∥∥2
L2(Ω)

− ∥∥ξ−
m−1

∥∥2
L2(Ω)

+ 1

2
‖{ξ}m−1‖2

L2(Ω)
+ β0

2

∫

Im

|||ξ |||2m dt (6.235)

≤ C

(∫

Im

‖ξ‖2
L2(Ω)

dt + ∥∥η−
m−1

∥∥2
L2(Ω)

+
∫

Im

Rm(η) dt

)
, m = 1, . . . , r.

6.2.3.2 Estimate of
∫

Im
‖ξ‖2

L2(Ω)
dt

An important task is estimating the term
∫

Im
‖ξ‖2

L2(Ω)
dt . The case, when β(u) =

const > 0, was analyzed in [134] using the approach from [4] based on the applica-
tion of the so-called Gauss–Radau quadrature and interpolation. However, in the case
of nonlinear diffusion, this technique is not applicable. It appears suitable to apply
here the approach in [51] based on the concept of discrete characteristic functions
constructed to ξ in Sect. 6.1.8.
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We proceed in several steps. Let us set

tm−1+l/q = tm−1 + l

q
(tm − tm−1) for l = 0, ..., q,

and use the notation ξm−1+l/q = ξ(tm−1+l/q), ξm−1 = ξ+
m−1, ξm = ξ−

m .

Lemma 6.42 There exist constants Lq , Mq > 0 dependent only on q such that

q∑
l=0

∥∥ξm−1+l/q
∥∥2

L2(Ω)
≥ Lq

τm

∫

Im

‖ξ‖2
L2(Ω)

dt, (6.236)

∥∥ξ+
m−1

∥∥2
L2(Ω)

≤ Mq

τm

∫

Im

‖ξ‖2
L2(Ω)

dt. (6.237)

Proof Let φ̂ ∈ Pq(0, 1) be a polynomial depending on ϑ ∈ (0, 1) of degree ≤ q.
Since the expressions

( q∑
l=0

(
φ̂(l/q)

)2
) 1

2

,

(∫ 1

0
φ̂2 dϑ

) 1
2

are equivalent norms in the finite-dimensional space Pq(0, 1), there exist constants
Lq , Mq > 0 dependent only on q such that

Lq

∫ 1

0
φ̂2 dϑ ≤

q∑
l=0

(
φ̂(l/q)

)2 ≤ Mq

∫ 1

0
φ̂2 dϑ.

Putting ϑ = t−tm−1
τm

for t ∈ Im and using the substitution theorem, we find that

q∑
l=0

p2(tm−1+l/q) ≥ Lq

τm

∫

Im

p2dt (6.238)

p2(tm−1) ≤ Mq

τm

∫

Im

p2dt. (6.239)

for all p ∈ Pq(Im). The application of these inequalities to the function p(t) =
ξ(x, t), t ∈ [tm−1, tm] considered for each x ∈ Ω yields the inequalities

q∑
�=0

ξ2(x, tm−1+�/q) ≥ Lq

τm

∫

Im

ξ2(x, t) dt,

ξ2(x, tm−1) ≤ Mq

τm

∫

Im

ξ2(x, t) dt, x ∈ Ω.
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Now the integration over Ω with respect to x and Fubini’s theorem immediately lead
to (6.236) and (6.237). �

Further, we return to identity (6.206), where we set ϕ := ξ . It can be written in
the form
∫

Im

(
(ξ ′, ξ) + ah,m(U, U, ξ) − ah,m(U, πu, ξ) + β0 Jσ

h,m(ξ, ξ)
)

dt +
(
ξ+

m−1, ξ+
m−1

)

=
∫

Im

(−ah,m(U, πu, ξ) + ah,m(u, πu, ξ) − ah,m(u, πu, ξ) + ah,m(u, u, ξ)
)

dt

+
∫

Im

(
−β0 Jσ

h,m(η, ξ) + bh,m(u, ξ) − bh,m(U, ξ) − (η′, ξ)
)

dt

−
(
{η}m−1 , ξ+

m−1

)
+
(
ξ−

m−1, ξ+
m−1

)
∀ϕ ∈ S p,q

h,τ
.

Using the relations (6.91) with ϕ := ξ and

∫

Im

(ξ, ξ ′)dt + (ξ+
m−1, ξ

+
m−1

) = 1

2

(∥∥ξ−
m

∥∥2
L2(Ω)

+ ∥∥ξ+
m−1

∥∥2
L2(Ω)

)
, (6.240)

we get

1

2

(∥∥ξ−
m

∥∥2
L2(Ω)

+ ∥∥ξ+
m−1

∥∥2
L2(Ω)

)

+
∫

Im

(
ah,m(U, U, ξ) − ah,m(U, πu, ξ) + β0 Jσ

h,m(ξ, ξ)
)

dt

≤
∫

Im

(∣∣ah,m(U, πu, ξ) − ah,m(u, πu, ξ)
∣∣ + ∣∣ah,m(u, πu, ξ) − ah,m(u, u, ξ)

∣∣) dt

+
∫

Im

(
β0
∣∣Jσ

h,m(η, ξ)
∣∣ + ∣∣bh,m(U, ξ) − bh,m(u, ξ)

∣∣) dt

+ ∣∣(η−
m−1, ξ

+
m−1

)∣∣ + ∣∣(ξ−
m−1, ξ

+
m−1

)∣∣.

Now, Lemmas 6.37, 6.40, inequalities (6.32), (6.231) and the Young inequality imply
that

1

2

(∥∥ξ−
m
∥∥2

L2(Ω)
+
∥∥∥ξ+

m−1

∥∥∥2

L2(Ω)

)
+ β0

2

∫

Im

|||ξ |||2mdt

≤
∫

Im

(
β0

ka
|||ξ |||2m + Ca‖ξ‖2

L2(Ω)
+ Ca Rm(η) + β0

kc
|||ξ |||2m + Cc R̃m(η)

)
dt

+
∫

Im

(
β0

δ
Jσ

h,m(η, η) + δβ0 Jσ
h,m(ξ, ξ) + β0

kb
|||ξ |||2m + Cb‖ξ‖2

L2(Ω)
+Cb Rm(η)

)
dt

+

∥∥∥η−
m−1

∥∥∥2

L2(Ω)

δ1
+ δ1

∥∥∥ξ+
m−1

∥∥∥2

L2(Ω)
+

∥∥∥ξ−
m−1

∥∥∥2

L2(Ω)

δ1
+ δ1

∥∥∥ξ+
m−1

∥∥∥2

L2(Ω)
.
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After some manipulation, taking into account that R̃m(η) ≤ Rm(η), we get

∥∥ξ−
m

∥∥2
L2(Ω)

+ ∥∥ξ+
m−1

∥∥2
L2(Ω)

+ β0

(
1 − 2

ka
− 2

kb
− 2

kc
− 2δ

)∫

Im

|||ξ |||2mdt

≤ 2(Ca + Cb)

∫

Im

‖ξ‖2
L2(Ω)

dt +
(

2(Ca + Cb + Cc) + β0

δ

)∫

Im

Rm(η) dt

+ 2

∥∥η−
m−1

∥∥2
L2(Ω)

δ1
+ 2

∥∥ξ−
m−1

∥∥2
L2(Ω)

δ1
+ 4δ1

∥∥ξ+
m−1

∥∥2
L2(Ω)

.

Finally, the choice ka = kb = kc = 16 and δ = 1/16 yields

∥∥ξ−
m

∥∥2
L2(Ω)

+ ∥∥ξ+
m−1

∥∥2
L2(Ω)

+ β0

2

∫

Im

|||ξ |||2mdt (6.241)

≤ C1

∫

Im

‖ξ‖2
L2(Ω)

dt + C2

∫

Im

Rm(η)dt

+ 2

∥∥η−
m−1

∥∥2
L2(Ω)

δ1
+ 2

∥∥ξ−
m−1

∥∥2
L2(Ω)

δ1
+ 4δ1

∥∥ξ+
m−1

∥∥2
L2(Ω)

,

with constants C1 = 2(Ca + Cb), C2 = 2(Ca + Cb + Cc) + 16β0.
Now we prove the following important result.

Lemma 6.43 There exist constants C, C∗ > 0 such that

∫

Im

‖ξ‖2
L2(Ω)

dt ≤ C τm

(∥∥ξ−
m−1

∥∥2
L2(Ω)

+ ∥∥η−
m−1

∥∥2
L2(Ω)

+
∫

Im

Rm(η) dt

)
,

(6.242)

m = 1, . . . , r,

where Rm(η) is defined in (6.226), provided

0 < τm ≤ C∗. (6.243)

Proof First, let us consider q = 1. Then, from (6.241), (6.236) and (6.237) it follows
that

Lq

τm

∫

Im

‖ξ‖2
L2(Ω)

dt + β0

2

∫

Im

|||ξ |||2mdt

≤
(

C1 + 4Mqδ1

τm

)∫

Im

‖ξ‖2
L2(Ω)

dt

+ C2

∫

Im

Rm(η)dt + 2

∥∥η−
m−1

∥∥2
L2(Ω)

δ1
+ 2

∥∥ξ−
m−1

∥∥2
L2(Ω)

δ1
.
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If we set

δ1 = Lq

8Mq
, C3 = 2

δ1
,

then, under the condition

0 < τm ≤ C∗ := Lq

4C1
, (6.244)

we get

Lq

4τm

∫

Im

‖ξ‖2
L2(Ω)

dt + β0

2

∫

Im

|||ξ |||2mdt

≤ C2

∫

Im

Rm(η)dt + C3
∥∥η−

m−1

∥∥2
L2(Ω)

+ C3
∥∥ξ−

m−1

∥∥2
L2(Ω)

, (6.245)

which already implies (6.242).
Further, let q ≥ 2, l ∈ {1, ..., q − 1} and ξ̃l = ζtm−1+l/q , where ζtm−1+l/q is the

discrete characteristic function of the function ξ at the point tm−1+l/q defined by
conditions (6.146)–(6.147). Then, these conditions and (6.164) imply that

∫

Im

(ξ̃l , ξ
′)dt =

∫ tm−1+l/q

tm−1

(ξ, ξ ′)dt, ξ(t+m−1) = ξ̃l(t
+
m−1), (6.246)

∫

Im

|||ξ̃l |||2mdt ≤ CC H

∫

Im

|||ξ |||2mdt. (6.247)

We proceed again from identity (6.206), where we set ϕ := ξ̃l . Then we get

∫

Im

(ξ ′, ξ̃l)dt +
(
ξ+

m−1, (ξ̃l)
+
m−1

)
(6.248)

=
∫

Im

(
−ah,m(U, U, ξ̃l) + ah,m(U, πu, ξ̃l) − β0 Jσ

h,m(ξ, ξ̃l)
)

dt

+
∫

Im

(
−ah,m(U, πu, ξ̃l) + ah,m(u, πu, ξ̃l)

)
dt

+
∫

Im

(
−ah,m(u, πu, ξ̃l) + ah,m(u, u, ξ̃l) − β0 Jσ

h,m(η, ξ̃l)
)

dt

+
∫

Im

(
bh,m(u, ξ̃l) − bh,m(U, ξ̃l)

)
dt

+
(
ξ−

m−1, (ξ̃l)
+
m−1

)
−
∫

Im

(η′, ξ̃l)dt −
(
{η}m−1 , (ξ̃l)

+
m−1

)
.
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By (6.246),

∫

Im

(ξ ′, ξ̃l)dt +
(
ξ+

m−1, (ξ̃l)
+
m−1

)
=
∫ tm−1+l/q

tm−1

(ξ, ξ ′) + (ξ+
m−1, ξ

+
m−1

)

= 1

2

∫ tm−1+l/q

tm−1

d

dt
‖ξ‖2

L2(Ω)
dt + ∥∥ξ+

m−1

∥∥2
L2(Ω)

(6.249)

= 1

2

(∥∥ξm−1+l/q
∥∥2

L2(Ω)
+ ∥∥ξ+

m−1

∥∥2
L2(Ω)

)
.

Then (6.91), (6.249) and (6.248) imply that

1

2

(∥∥ξm−1+l/q
∥∥2

L2(Ω)
+ ∥∥ξ+

m−1

∥∥2
L2(Ω)

)
(6.250)

≤
∫

Im

(∣∣∣ah,m(U, U, ξ̃l) − ah,m(U, πu, ξ̃l) + β0 Jσ
h,m(ξ, ξ̃l)

∣∣∣
)

dt

+
∫

Im

(∣∣∣ah,m(U, πu, ξ̃l) − ah,m(u, πu, ξ̃l)

∣∣∣
)

dt

+
∫

Im

(∣∣∣ah,m(u, πu, ξ̃l) − ah,m(u, u, ξ̃l)

∣∣∣ +
∣∣∣β0 Jσ

h,m(η, ξ̃l)

∣∣∣
)

dt

+
∫

Im

(∣∣∣bh,m(U, ξ̃l) − bh,m(u, ξ̃l)

∣∣∣
)

dt

+ ∣∣(ξ−
m−1, ξ

+
m−1

)∣∣ + ∣∣(η−
m−1, ξ

+
m−1

)∣∣.

Using Lemmas 6.39, 6.40, where we set ϕ = ξ̃l , ka = kc = 1, inequalities (6.32),
(6.231) (with kb = 1) and the Young inequality, for an arbitrary δ2 > 0 we get

1

2

(∥∥ξm−1+l/q
∥∥2

L2(Ω)
+ ∥∥ξ+

m−1

∥∥2
L2(Ω)

)

≤
∫

Im

(
C
(
|||ξ |||2m + |||ξ̃l |||2m

)
+ β0|||ξ̃l |||2m + Ca‖ξ‖2

L2(Ω)
+ Ca Rm(η)

)
dt

+
∫

Im

(
β0|||ξ̃l |||2m + Cc R̃m(η) + β0 Jσ

h,m(η, η) + β0 Jσ
h,m(ξ̃l , ξ̃l)

)
dt

+
∫

Im

(
β0|||ξ̃l |||2m + Cb‖ξ‖2

L2(Ω)
+ Cb Rm(η)

)
dt

+
∥∥ξ−

m−1

∥∥2
L2(Ω)

δ2
+ δ2

∥∥ξ+
m−1

∥∥2
L2(Ω)

+
∥∥η−

m−1

∥∥2
L2(Ω)

δ2
+ δ2

∥∥ξ+
m−1

∥∥2
L2(Ω)

.

This implies that

∥∥ξm−1+l/q
∥∥2

L2(Ω)
+ ∥∥ξ+

m−1

∥∥2
L2(Ω)

(6.251)
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≤ C̃
∫

Im

(
|||ξ |||2m + ‖ξ‖2

L2(Ω)
+ Rm(η)

)
dt

+ 2

∥∥ξ−
m−1

∥∥2
L2(Ω)

δ2
+ 2

∥∥η−
m−1

∥∥2
L2(Ω)

δ2
+ 4δ2

∥∥ξ+
m−1

∥∥2
L2(Ω)

with a constant C̃ > 0 independent of ξ, η, h and τ .
Further, let us multiply (6.251) by β0

4C̃(q−1)
, sum over all l ∈ {1, ..., q − 1} and

add inequality (6.241) to the result. Then we obtain the inequality

C̃1

⎛
⎝∥∥ξ−

m

∥∥2
L2(Ω)

+
q−1∑
l=1

∥∥ξm−1+l/q
∥∥2

L2(Ω)
+ ∥∥ξ+

m−1

∥∥2
L2(Ω)

⎞
⎠+ β0

2

∫

Im

|||ξ |||2mdt

≤
∫

Im

(
β0

4
|||ξ |||2m + C̃2‖ξ‖2

L2(Ω)
+ C̃3 Rm(η)

)
dt

+
(

2

δ1
+ β0

2C̃δ2

)(∥∥ξ−
m−1

∥∥2
L2(Ω)

+ ∥∥η−
m−1

∥∥2
L2(Ω)

)

+
(

β0δ2

C̃
+ 4δ1

)∥∥ξ+
m−1

∥∥2
L2(Ω)

,

where

C̃1 = min

{
β0

4C̃(q − 1)
, 1

}
, C̃2 = β0

4
+ C1, C̃3 = β0

4
+ C2.

Hence, by Lemma 6.42,

C̃1Lq

τm

∫

Im

‖ξ‖2
L2(Ω)

dt + β0

4

∫

Im

|||ξ |||2mdt

≤
(

β0 Mqδ2

C̃τm
+ 4Mqδ1

τm
+ C̃2

)∫

Im

‖ξ‖2
L2(Ω)

dt + C̃3

∫

Im

Rm(η)dt

+
(

2

δ1
+ β0

2C̃δ2

)(∥∥ξ−
m−1

∥∥2
L2(Ω)

+ ∥∥η−
m−1

∥∥2
L2(Ω)

)
.

This, and the choice

δ1 = C̃1Lq

16Mq
, δ2 = C̃C̃1Lq

4β0 Mq
, C̃4 = 2

δ1
+ β0

2C̃δ2
,

lead to the inequality

(
C̃1Lq

2τm
− C̃2

)∫

Im

‖ξ‖2
L2(Ω)

dt + β0

4

∫

Im

|||ξ |||2mdt
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≤ C̃3

∫

Im

Rm(η)dt + C̃4

(∥∥ξ−
m−1

∥∥2
L2(Ω)

+ ∥∥η−
m−1

∥∥2
L2(Ω)

)
.

If the condition

0 < τm ≤ C∗ := C̃1Lq

4C̃2
(6.252)

is satisfied, then
C̃1Lq

2τm
− C̃2 ≥ C̃1Lq

4τm
,

and hence,

C̃1Lq

4τm

∫

Im

‖ξ‖2
L2(Ω)

dt + β0

4

∫

Im

|||ξ |||2mdt

≤ C̃3

∫

Im

Rm(η)dt + C̃4

(∥∥ξ−
m−1

∥∥2
L2(Ω)

+ ∥∥η−
m−1

∥∥2
L2(Ω)

)
. (6.253)

This already implies that (6.242) holds under condition (6.243) with C∗ defined by
(6.252). �

Now we finish the derivation of the abstract error estimate of the ST-DGM.

Theorem 6.44 Let (6.193), (6.194) and (6.243) hold. Then there exists a constant
CAE > 0 such that the error e = U − u satisfies the following estimates:

‖e−
m‖2

L2(Ω)
+ β0

2

m∑
j=1

∫

I j

|||e|||2j dt (6.254)

≤ CAE

( m∑
j=1

‖η−
j−1‖2

L2(Ω)
+

m∑
j=1

∫

I j

R j (η) dt
)

+ 2‖η−
m‖2

L2(Ω)
+ β0

m∑
j=1

∫

I j

|||η|||2j dt,

m = 1, . . . , r, h ∈ (0, h̄),

and

‖e‖2
L2(QT )

≤ CAE

r∑
m=1

τm

(
‖η−

m−1‖2
L2(Ω)

+
∫

Im

Rm(η) dt (6.255)

+
r∑

j=1

‖η−
j−1‖2

L2(Ω)
+

r∑
j=1

∫

I j

R j (η) dt

)
+ 2‖η‖2

L2(QT )
, h ∈ (0, h̄),

where Rm(η) is defined by (6.226).
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Proof (i) Substituting (6.242) in (6.235), we get

∥∥∥ξ−
j

∥∥∥
2

L2(Ω)
+ β0

2

∫

I j

|||ξ |||2j dt (6.256)

≤ (1 + Cτ j )

∥∥∥ξ−
j−1

∥∥∥
2

L2(Ω)
+ C

(∥∥∥η−
j−1

∥∥∥
2

L2(Ω)
+
∫

I j

R j (η)dt
)
, j = 1, . . . , r.

(As usual, by C we denote a positive constant independent of h, τ, m, attaining
different values at different places.) Let m ≥ 1. If we sum (6.256) over j = 1, . . . , m,
and take into account that ξ−

0 = 0, as follows from (6.81), we get

‖ξ−
m ‖2

L2(Ω)
+ β0

2

m∑
j=1

∫

I j

|||ξ |||2j dt

≤ C
m∑

j=1

τ j‖ξ−
j−1‖2

L2(Ω)
+ C

m∑
j=1

(
‖η−

j−1‖2
L2(Ω)

+
∫

I j

R j (η) dt

)
.

Now the discrete Gronwall Lemma 1.11, with

x0 = a0 = c0 = 0,

xm = ‖ξ−
m ‖2

L2(Ω)
,

cm = β0

2

m∑
j=1

∫

I j

|||ξ |||2j dt,

am = C
m∑

j=1

(
‖η−

j−1‖2
L2(Ω)

+
∫

I j

R j (η) dt

)
,

b j = C τ j+1, j = 0, 1, . . . , m − 1,

implies that

‖ξ−
m ‖2

L2(Ω)
+ β0

2

m∑
j=1

∫

I j

|||ξ |||2j dt

≤ C
m∑

j=1

(
‖η−

j−1‖2
L2(Ω)

+
∫

I j

R j (η) dt

)
m−1∏
j=0

(1 + C τ j+1).

Taking into account that 1 + C τ j+1 ≤ exp(C τ j+1), and hence,

m−1∏
j=0

(1+C τ j+1) =
m∏

j=1

(1+C τ j ) ≤ exp
(
C

m∑
j=1

τ j
) = exp(C tm) ≤ C̃ := exp(C T ),

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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we get

∥∥ξ−
m

∥∥2
L2(Ω)

+ β0

2

m∑
j=1

∫

I j

|||ξ |||2j dt (6.257)

≤ C̃
( m∑

j=1

∥∥η−
j−1

∥∥2
L2(Ω)

+
m∑

j=1

∫

I j

R j (η) dt
)
, m = 1, . . . , r.

If we use the relation e = ξ + η and the inequalities

‖e−
m‖2

L2(Ω)
≤ 2(‖ξ−

m ‖L2(Ω) + ‖η−
m‖2

L2(Ω)
), (6.258)

‖e‖2
L2(Ω)

≤ 2(‖ξ‖2
L2(Ω)

+ ‖η‖2
L2(Ω)

),

|||e|||2j ≤ 2(|||ξ |||2j + |||η|||2j ),

from (6.257) we immediately get (6.254).
(ii) It follows from (6.242) and (6.258) that

‖e‖2
L2(QT )

=
r∑

m=1

∫

Im

‖e‖2
L2(Ω)

dt (6.259)

≤ C
r∑

m=1

τm

(
‖ξ−

m−1‖2
L2(Ω)

+ ‖η−
m−1‖2

L2(Ω)
+
∫

Im

Rm(η) dt
)

+ 2
∫ T

0
‖η‖2

L2(Ω)
dt .

Now we use (6.257) with m := m − 1 < r for the estimate of ‖ξ−
m−1‖2

L2(Ω)
, take

into account that ξ−
0 = 0, η−

0 = Πh,0u0 − u0, and get inequality (6.255). �

Remark 6.45 A detailed analysis shows that the constant CAE from the abstract error
estimate (6.254) behaves in dependence on β0 as exp(C/β0), which means that this
constant blows up for β0 → 0+, and the obtained error estimates cannot be applied
to the case of nonlinear singularly perturbed convection-diffusion problems with
degenerated diffusion. Uniform error estimates with respect to diffusion tending to
zero were obtained, e.g., in [129] for the space-time DG approximations of linear
convection-diffusion-reaction problems. This will be treated in Sect. 6.4.

6.2.4 Main Result

Here we present the final error estimate of the ST-DGM applied to the nonlinear
convection-diffusion equation. We assume that the exact solution satisfies the regu-
larity conditions (6.194) and
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u ∈ Hq+1(0, T ; H1(Ω)
) ∩ C([0, T ]; Hs(Ω)) (6.260)

with integers s ≥ 2 and q ≥ 1. We set μ = min(p + 1, s). Obviously,
C([0, T ]; Hs(Ω)) ⊂ L2(0, T ; Hs(Ω)) and condition (6.193) is also satisfied.

Moreover, we assume that

τm ≥ CSh2
m, m = 1, . . . , r. (6.261)

Let us note that it will be shown in Remark 6.48 that this assumption is not necessary,
if the meshes are not time-dependent, i.e., if all meshes Th,m, m = 1, . . . , r , are
identical.

We recall that the meshes are assumed to satisfy the shape-regularity assumption
(6.25) and the equivalence condition (6.26).

Now we can formulate the main results in our analysis of error estimates for the
ST-DGM.

Theorem 6.46 Let u be the exact solution of problem (6.191) satisfying the regularity
conditions (6.194) and (6.260). Let the system of triangulation satisfy the shape-
regularity assumption (6.25) and the equivalence condition (6.26) and the time steps
τm, m = 1, . . . , r , satisfy conditions (6.243) and (6.261). Let U be the approximate
solution to problem (6.191) obtained by scheme (6.203). Then there exists a constant
C > 0 independent of h, τ, m, r, u, U such that

‖e−
m‖2

L2(Ω)
+ β0

2

m∑
j=1

∫

I j

|||e|||2j dt (6.262)

≤ C
(

h2(μ−1)|u|2C([0,T ];Hμ(Ω)) + τ 2(q+γ )|u‖Hq+1(0,T ;H1(Ω))

)
, m = 1, . . . , r, h ∈ (0, h̄),

and

‖e‖2
L2(QT )

≤ C
(

h2(μ−1)|u|2L2(0,T ;Hμ(Ω))
+ τ2(q+γ )|u‖2

Hq+1(0,T ;H1(Ω))

)
, h ∈ (0, h̄).

(6.263)

Here γ = 0, if (6.118) holds and the function u D from the boundary condition
(6.191b) has a general behaviour with respect to t . If uD is defined by (6.116), then
γ = 1 and condition (6.118) is not required. (The symbol | · ‖ is defined by (6.105).)

Proof Let j ∈ {1, . . . , r}. By virtue of (6.27), (6.106), (6.109), (6.112), (6.114),
(6.115) and Lemma 6.19, we have

∫

I j

|||η|||2j dt ≤ C
∑

K∈Th, j

(
h2(μ−1)

K |u|2L2(I j ;Hμ(K ))
+ τ

2(q+γ )

j |u‖2
Hq+1(I j ;H1(K ))

)
,

(6.264)
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with γ defined in the theorem. This, and the inequality hK ≤ h j , valid for K ∈ Th, j

imply that

∫

I j

|||η|||2j dt ≤ C
(

h2(μ−1)
j |u|2L2(I j ;Hμ(Ω))

+ τ
2(q+γ )

j |u‖2
Hq+1(I j ;H1(Ω))

)
. (6.265)

Similarly, in view of (6.265), (6.226) and (6.106)–(6.113), we get

∫

I j

R j (η) dt ≤ C
(

h2(μ−1)
j |u|2L2(I j ;Hμ(Ω))

+ τ
2(q+γ )

j |u‖2
Hq+1(I j ;H1(Ω))

)
. (6.266)

Further, by (6.142),

m∑
j=0

‖η−
j ‖2

L2(Ω)
≤ C (T + h̄2)h2(μ−1)|u|2C([0,T ];Hμ(Ω)). (6.267)

Taking into account that | · |2
L2(0,T ;Hμ(Ω))

≤ T | · |2C([0,T ];Hμ(Ω))
and using (6.254)

and (6.265)–(6.267), we arrive at estimate (6.262).
Similarly as above, estimating the individual terms in (6.255) depending on η, with

the aid of (6.107), (6.108), (6.111), (6.265)–(6.267) and the relation
∑r

m=1 τm = T ,
we obtain (6.263). �

Exercise 6.47 Prove estimate (6.263) in detail.

Remark 6.48 The case of identical meshes on all time levels. Similarly as in
Sect. 6.1.10, assumption (6.140) can be avoided, if all meshes Th,m, m = 1 . . . , r ,
are identical. Then relations (6.179) and (6.180) are valid, and it is possible to show
that the expression

∑m
j=1 ‖η−

j−1‖2
L2(Ω)

does not appear in estimate (6.257). We find
that instead of (6.254) we get the abstract error estimate in the form

‖e−
m‖2

L2(Ω)
+ β0

2

m∑
j=1

∫

I j

|||e|||2j dt (6.268)

≤ C
m∑

j=1

∫

I j

R j (η) dt + 2‖η−
m‖2

L2(Ω)
+ β0

m∑
j=1

∫

I j

|||η|||2j dt,

m = 1, . . . , r, h ∈ (0, h̄).

Then Theorem 6.44 holds without assumption (6.261).

Remark 6.49 The error estimate (6.263) in the L2-norm is of order O(hμ−1) with
respect to h, which is suboptimal by comparison with the interpolation error estimate
(6.108), and one would expect the error estimate in the L2-norm of order O(hμ). This
is a well-known phenomenon in the finite element method as well as in the DGM. In
several discontinuous Galerkin techniques, similarly as in conforming finite elements
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(cf. [52]), it is possible to prove the optimal error estimate in the L2-norm in the case
of the SIPG version with the aid of the Nitsche method, as for example in [7, 96, 125,
206]. See also Sects. 2.7.2 and 4.5. The case, when the space-time DGM is applied
to the nonlinear convection-diffusion problem, remains to be solved.

Remark 6.50 Similarly, as in Remark 6.45, it is possible to show that in the above
error estimates, the constants C depend on β0 as exp(c/β0), which means that these
constants blow up for β0 → 0+. Error estimates that are uniform with respect to the
diffusion coefficient, will be proven in Sect. 6.4 in the case of a linear convection-
diffusion problem. The case with a nonlinear convection and linear diffusion was
analyzed recently in [207] in the case, when backward Euler time discretization was
used.

6.2.5 Numerical Examples

In the following, we present numerical experiments demonstrating accuracy of the
space-time discontinuous Galerkin method. Namely, we investigate the experimental
order of convergence in the L∞((0, T ); L2(Ω))-norm, the L2((0, T ); L2(Ω))-norm
and the L2((0, T ); H1(Ω,Th))-seminorm.

Let Ω = (0, 1)2 and T = 1/2. We consider the scalar nonlinear convection-
diffusion equation

∂u

∂t
− ∇ · (β(u)∇u) − ∂u2

∂x1
− ∂u2

∂x2
= g in Ω × (0, T ), (6.269)

where β(u) = 0.1(2 + arctan(u)). We prescribe a Dirichlet boundary condition on
∂Ω and set the source term g such that the exact solution has the form

u(x1, x2, t) = (δ + eαt )x1x2(1 − x1)(1 − x2), (6.270)

where δ = 0.1 and α = 10.
We discretized (6.269) by the ST-DG method, cf. (6.203). The resulting nonlinear

algebraic system was solved by a Newton-like method, where the Jacobian matrix
is replaced by the flux matrix arising from a linearization of nonlinear terms. See
Sect. 8.4.2, where more general problem is treated.

Since the exact solution is a quartic function with respect to space, we use a
coarse triangular grid (having 512 elements) and P4 polynomial approximation in
space. We carried out computations with linear, quadratic and cubic polynomial
approximation in time and with the fixed time steps τ = 1/10, 1/20, 1/40 and 1/80.
Table 6.1 shows computational errors and the corresponding experimental orders of
convergence (EOC).

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Table 6.1 ST-DGM: computational errors in the L∞(0, T ; L2(Ω))-norm, the L2(0, T ; L2(Ω))-
norm and the L2(0, T ; H1(Ω,Th))-norm and experimental orders of convergence for q = 1, 2, 3

τ q ‖eh‖L∞(L2) EOC ‖eh‖L2(L2) EOC ‖ehτ ‖L2(H1) EOC

1.00E–01 1 1.63E–01 – 5.057E–02 – 2.567E–01 –

5.00E–02 1 5.05E–02 1.7 1.337E–02 1.9 6.395E–02 2.0

2.50E–02 1 1.38E–02 1.9 3.360E–03 2.0 1.555E–02 2.0

1.25E–02 1 3.59E–03 1.9 8.369E–04 2.0 3.835E–03 2.0

1.00E–01 2 1.32E–02 – 4.130E–03 – 2.019E–02 –

5.00E–02 2 2.08E–03 2.7 5.292E–04 3.0 2.490E–03 3.0

2.50E–02 2 2.90E–04 2.8 6.544E–05 3.0 3.018E–04 3.0

1.25E–02 2 3.81E–05 2.9 8.116E–06 3.0 3.793E–05 3.0

1.00E–01 3 8.23E–04 – 2.483E–04 – 1.187E–03 –

5.00E–02 3 6.26E–05 3.7 1.582E–05 4.0 7.382E–05 4.0

2.50E–02 3 4.31E–06 3.9 9.865E–07 4.0 8.829E–06 3.1

1.25E–02 3 9.02E–07 2.3 1.022E–07 3.3 7.595E–06 0.2

Except the last calculation, where we observe a decrease of the EOC, we get the
order of convergence O(τ q+1) in all investigated norms. This phenomenon of the
accuracy can be caused by the limits of the nonlinear iterative solvers in the finite
precision arithmetic.

6.3 Extrapolated Space-Time Discontinuous Galerkin
Method for Nonlinear Convection-Diffusion Problems

The realization of space-time discontinuous Galerkin discretization of a convection-
diffusion problem with nonlinear convection and nonlinear diffusion, introduced
and analyzed in Sect. 6.2, requires solving a nonlinear algebraic system at each time
step. In the case when the diffusion terms are linear, there is a natural question,
as to whether it is possible to construct a similar technique for the solution of the
discrete problem as in Sect. 5.2, using the implicit discretization of linear diffusion
terms and applying a suitable extrapolation from the previous time interval in the
nonlinear convective terms. Then the discrete problem will be equivalent to a linear
algebraic system on each time level. We call such method extrapolated space-time
discontinuous Galerkin method (EST-DGM). The subject of this section will be the
construction and analysis of this method.

Let Ω ⊂ R
d(d = 2, 3) be a bounded polygonal domain. We consider the initial-

boundary value problem to find u : QT → R such that

∂u

∂t
+

d∑
s=1

∂ fs(u)

∂xs
= ε Δu + g in QT , (6.271a)

http://dx.doi.org/10.1007/978-3-319-19267-3_5
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u
∣∣
∂Ω×(0,T ) = u D, (6.271b)

u(x, 0) = u0(x), x ∈ Ω. (6.271c)

We assume that the data satisfy conditions (4.2), i.e.,

f = ( f1, . . . , fd), fs ∈ C1(R), f ′
s are bounded, fs(0) = 0, s = 1, . . . , d,

u D = trace of some u∗ ∈ C([0, T ]; H1(Ω)) ∩ L∞(QT ) on ∂ΩD × (0, T ),

ε > 0, g ∈ C([0, T ]; L2(Ω)), u0 ∈ L2(Ω).

For the same reasons mentioned in the previous section in Remark 6.33, we con-
sider here only the Dirichlet boundary condition.

We assume that there exists a weak solution u of (6.271) that is sufficiently regular,
namely,

u ∈ C([0, T ]; Hs(Ω)) ∩ W q+1,∞(0, T ; H1(Ω)), (6.272)

where s ≥ 2 is an integer. By integers p ≥ 1 and q ≥ 1 we denote given degrees
of polynomial approximations in space and time, respectively. As usual, we set
μ = min(p + 1, s). The solution satisfying the regularity condition (6.272) fulfills
problem (6.271) pointwise. We use here a stronger regularity assumption than in
Sect. 6.2 because of a further theoretical analysis.

6.3.1 Discretization of the Problem

We use the same notation as in Sect. 6.1.1.1 and, therefore we do not recall it. In the
case of problem (6.271) with linear diffusion, the diffusion, penalty, convection and
right-hand side forms (6.197)–(6.201) reduce to

ah,m(w, ϕ) =
∑

K∈Th,m

∫

K
∇ w · ∇ ϕ dx −

∑

Γ ∈F I
h,m

∫

Γ
(〈∇w〉 · n[ϕ] + Θ〈∇ϕ〉 · n [w])dS

−
∑

Γ ∈F B
h,m

∫

Γ
(∇w · n ϕ + Θ ∇ ϕ · n w) dS, (6.273)

Jσ
h,m(w, ϕ) = CW

∑

Γ ∈F I
h,m

h−1
Γ

∫

Γ
[w] [ϕ] dS + CW

∑

Γ ∈F B
h,m

h−1
Γ

∫

Γ
w ϕ dS, (6.274)

Ah,m(w, ϕ) = εah,m(w, ϕ) + εJσ
h,m(w, ϕ), (6.275)

bh,m(w, ϕ) = −
∑

K∈Th,m

∫

K

d∑
s=1

fs(w)
∂ϕ

∂xs
dx +

∑

Γ ∈F I
h,m

∫

Γ
H
(

w(L)
Γ , w(R)

Γ , n
)

[ϕ] dS

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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+
∑

Γ ∈F B
h,m

∫

Γ
H
(

w(L)
Γ , w(L)

Γ , n
)

ϕ dS, (6.276)

�h,m(ϕ) = (g, ϕ) − εΘ
∑

Γ ∈F B
h,m

∫

Γ
∇ϕ · nu D dS + εCW

∑

Γ ∈F B
h,m

h−1
Γ

∫

Γ
u D ϕ dS,

(6.277)

making sense for v, w, ϕ ∈ H2(Ω,Th,m). Here CW > 0 is a fixed constant, Θ =
−1, 0, 1 and H is a numerical flux with the properties (4.18)–(4.20) introduced in
Sect. 4.2.

In what follows, we use the notation u′ = ∂u/∂t . Obviously, the exact solution u
with property (6.272) satisfies the identity

(
u′(t), ϕ(t)

)+ Ah,m(u(t), ϕ(t)) + bh,m(u(t), ϕ(t)) = �h,m(ϕ) (t) (6.278)

for all ϕ ∈ S p,q
h,τ , t ∈ Im and m = 1, . . . , r . This leads us, in agreement with

Definition 6.34, to the possible definition of an approximate solution as a function
U ∈ S p,q

h,τ such that

∫

Im

(
(U ′, ϕ) + Ah,m(U, ϕ) + bh,m(U, ϕ)

)
dt + ({U }m−1, ϕ

+
m−1) =

∫

Im

�h,m(ϕ) dt

∀ϕ ∈ S p,q
h,τ , m = 1, . . . , r, (6.279a)

(U−
0 , ϕ) = (u0, ϕ) ∀ϕ ∈ Sh,0. (6.279b)

The presence of the nonlinear convection form bh,m causes that (6.279) represents
systems of nonlinear algebraic equations, which have to be solved at each time level.
In order to avoid difficulties with solving the nonlinear discrete problem, we employ
an explicit extrapolation in the first argument of the form bh,m .

In what follows, we use the following Lagrange extrapolation. By L m
i (t) ∈

Pq(Im), i = 0, . . . , q, m = 1, . . . , r , we denote the Lagrange interpolation basis
functions associated with the Lagrangian nodes tm, j = tm−1 + j

q τm , j = 0, . . . , q:

L m
i (t) :=

q∏
j=0, j �=i

t − (tm−1 + j
q τm)

i− j
q τm

, i = 0, . . . , q, t ∈ Im, m = 1, . . . , r.

(6.280)

Under the assumption that τm
τm−1

≤ Cθ with a constant Cθ independent of m, using
the notation s = t − tm−1 ∈ (0, τm), we obtain the estimate

|L m−1
i (t)| =

q∏
j=0, j �=i

∣∣∣∣∣
t − (tm−2 + j

q τm−1)

i− j
q τm−1

∣∣∣∣∣ =
q∏

j=0, j �=i

∣∣∣∣∣
s + q− j

q τm−1

i− j
q τm−1

∣∣∣∣∣ (6.281)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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≤
q∏

j=0, j �=i

q
s + τm−1

τm−1
≤

q∏
j=0, j �=i

q
τm + τm−1

τm−1

≤
q∏

j=0, j �=i

(qCθ + q) = (qCθ + q)q , ∀t ∈ Im .

Now if w ∈ C(∪r
m=1 Im; X), where X is a Banach space, and w|Im is continuously

extendable on I m for each m = 1, . . . , r , we define the extrapolation ŵ : ∪r
m=1 Im →

R of w in the following way:

ŵ(t) = Ew(t) := w(t), ∀t ∈ I1, (6.282)

ŵ(tm−1) = Ew(tm−1) := w(tm−1), m = 2, . . . , r,

ŵ(t) = Ew(t) :=
q∑

i=0

L m−1
i (t)w(tm−2 + i

q
τm−1), t ∈ Im, m = 2, . . . , r.

See Fig. 6.2. This defines the extrapolation operator E .
We can see that the operator E reproduces polynomials of degree ≤ q:

Eϕ = ϕ ∀ϕ ∈ Pq(0, T ), (6.283)

where Pq(0, T ) denotes the space of all polynomials on (0, T ) of degree ≤ q.
Moreover, if w = w(x, t) ∈ C([0, T ]; H1(Ω)), then

∂

∂x j
(Ew(·, t)) = E

(
∂

∂x j
w(·, t)

)
∈ L2(Ω), t ∈ Im, m = 2, . . . , r. (6.284)

Im−1 Im tmtm−1tm−2

w

ŵ

Fig. 6.2 Extrapolation of a piecewise polynomial function
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If w ∈ S p,q
h,τ , then it may happen that in general for non-identical meshes ŵ �∈ S p,q

h,τ .

Therefore, we apply the extrapolation operator in combination with the L2(Ω)-
projection Πh,m on S p

h,m . This means that instead of ŵ, we use Πh,mŵ ∈ S p,q
h,τ . It

holds that

(Πh,mŵ(t), ϕh) = (ŵ(t), ϕh) ∀ϕh ∈ S p
h,m, t ∈ Im . (6.285)

Now we are ready to introduce the extrapolated space-time discontinuous Galer-
kin method (EST-DGM).

Definition 6.51 We say that the function U ∈ S p,q
h,τ is an EST-DG approximate

solution of problem (6.271), if

∫

Im

(U ′, ϕ) + Ah,m(U, ϕ) + bh,m(Πh,mÛ , ϕ) dt + ({U }m−1, ϕ
+
m−1) (6.286a)

=
∫

Im

�h,m(ϕ) dt ∀ϕ ∈ S p,q
h,τ , m = 2, . . . , r,

(U−
0 , ϕ) = (u0, ϕ) ∀ϕ ∈ Sh,0. (6.286b)

Remark 6.52 The existence and uniqueness of the approximate solution follows
from an analogue of Theorem 6.5 since the term bh,m(Πh,mÛ , ϕ) does not depend
on the approximate solution on Im .

Scheme (6.286) is not self-started; we need the information from the previous
time interval for constructing Û . Therefore, it is necessary to define the approximate
solution on the time interval I1 by a suitable self-started method. One possibility
is to apply an explicit Runge–Kutta method with time step τ1/q on the interval I1
and an interpolation of the obtained approximate values at time instants jτ1/q, j =
0, . . . , q. For Runge–Kutta schemes, see Sect. 5.2.1.1.

For piecewise constant approximation in time (q = 0), we obtain the backward
Euler method linearized in the convective term by extrapolating from the previous
time level, treated in Sect. 5.1.

6.3.2 Auxiliary Results

In what follows, we will be concerned with the analysis of error estimates of the
EST-DGM (6.286). We assume that the regularity assumption (6.272) is valid. We
consider a system of triangulations {Thτ }h∈(0,h̄),τ∈(0,τ̄ ), h̄ > 0, τ̄ > 0 satisfying
the shape-regularity assumption (6.25) and the equivalence condition (6.26). We
also assume that the constant CW from the definition (6.274) of the penalty form
Jσ

h,m satisfies the conditions in Corollary 2.42. We recall several auxiliary results
presented in previous sections. By (6.28) and (6.29),

http://dx.doi.org/10.1007/978-3-319-19267-3_5
http://dx.doi.org/10.1007/978-3-319-19267-3_5
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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‖Πh,mv − v‖L2(K ) ≤ CAhμ
K |v|Hμ(K ), (6.287)

|Πh,mv − v|H1(K ) ≤ CAhμ−1
K |v|Hμ(K ),

‖Πh,mv‖L2(K ) ≤ ‖v‖L2(K ),

for all v ∈ Hμ(K ), K ∈ Th,m, m = 0, . . . , r, h ∈ (0, h̄), where CA > 0 is a
constant independent of v, m and h. Moreover, the definition of the norm ||| · |||m and
estimates (2.119) and (6.287) give

|||Πh,mv − v|||m ≤ cM CAhμ−1|v|Hμ(Ω,Th,m ), (6.288)

for all v ∈ Hμ(Ω,Th,m), m = 0, . . . , r, h ∈ (0, h̄), where CA > 0 is the constant
in (6.287) and cM = (1 + 4CW CM C−1

T )1/2.
Further, by Lemma 4.6 and the multiplicative inequality, there exist constants

Cb, Cb∗ , Cb∗∗ > 0 such that

|bh,m(v, ϕ) − bh,m(v̄, ϕ)| ≤ Cb

(
‖v − v̄‖L2(Ω) + |v − v̄|H1(Ω,Th,m )

)
|||ϕ|||m,

v, v̄, ϕ ∈ H1(Ω,Th,m), (6.289)

|bh,m(vh, ϕh) − bh,m(v̄h, ϕh)| ≤ C∗
b ‖vh − v̄h‖L2(Ω)|||ϕh |||m, (6.290)

vh, v̄h, ϕh ∈ S p
h,m,

|bh,m(u, ϕh) − bh,m(Πh,mu, ϕh)| ≤ C∗∗
b hμ|u|Hμ(Ω) |||ϕh |||m, (6.291)

u ∈ Hμ(Ω), ϕh ∈ S p
h,m .

Now, (2.128), (2.129) and (6.287) imply that

∣∣Ah,m(u(t) − Πh,mu(t), ϕh)
∣∣ ≤ caεhμ−1|u(t)|Hμ(Ω)|||ϕh |||m, (6.292)

a.e. t ∈ (0, T ), u ∈ L2(0, T ; Hμ(Ω)), ϕh ∈ S p
h,m,

|Ah,m(vh, ϕh)| ≤ caε|||vh |||m |||ϕh |||m, vh, ϕh ∈ S p
h,m, (6.293)

where ca = max(CB,
√

3CAC̃B) is a constant independent of h, m, r , ε, u, vh and
ϕh .

In the error analysis we will use the concept of the discrete characteristic functions
ζy introduced in Definition 6.25 to the function ξ and every y ∈ Im . It satisfies
inequality (6.164), i.e.,

∫

Im

|||ζy |||2m dt ≤ CC H

∫

Im

|||ξ |||2m dt, (6.294)

where the constant CC H depends only on q.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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As before, for ϕ = ϕ(x, ϑ) and ψ = ψ(x, t) we use the notation ∂ϑϕ = ∂ϕ/∂ϑ

and ∂tψ = ∂ψ/∂t , respectively.
In the sequel, we will assume that the time partition formed by time instants

tm, m = 0, . . . , r , is locally quasiuniform. This means that there exist positive
constants Cθ and Cθ , independent of h, τ, τm, r , such that

Cθ τm−1 ≤ τm ≤ Cθ τm−1, m = 2, . . . , r. (6.295)

The following Lemma characterizes approximation properties of the extrapolation
operator E defined in (6.282).

Lemma 6.53 Let u be the solution of (6.271) satisfying (6.272) and let condition
(6.295) be valid for m = 2, . . . , r . Then

‖u(t) − û(t)‖L2(Ω) ≤ CE τq+1|u|W q+1,∞(0,T ;L2(Ω)), t ∈ Im , m = 2, . . . , r, (6.296)
∫

Im

|u − û|2H1(K )
dt ≤ C∗

E τ2(q+1)|u|2Hq+1(Jm ;H1(K ))
, K ∈ Th,m , m = 2, . . . , r,

(6.297)∫

Im

‖u − û‖2
L2(Ω)

dt ≤ CE τmτ2(q+1)|u|2W q+1,∞(0,T ;L2(Ω))
, m = 2, . . . , r, (6.298)

∫

Im

|u − û|2H1(Ω)
dt ≤ C∗

E (1 + C−1
θ )τmτ2(q+1)|u|2W q+1,∞(0,T ;H1(Ω))

, m = 2, . . . , r,

(6.299)

where Jm = (tm−2, tm) and the constants CE , C∗
E > 0 are independent of

t, m, τ, h, K and u.

Proof (a) In order to establish (6.296), we can proceed in a similar way as in the
proof of Lemma 6.14. We introduce the transformation

F(ϑ) = ϑ(τm + τm−1) + tm−2, ϑ ∈ (0, 1), (6.300)

of the interval (0, 1) onto Jm := Im−1 ∪ Im ∪ {tm−1} = (tm−2, tm). Further, we set

Zm(x, t) = u(x, t) − Eu(x, t) = u(x, t) − û(x, t), (6.301)

x ∈ Ω, t ∈ Jm,

and

z(x, ϑ) = Zm(x, F(ϑ)), x ∈ Ω, ϑ ∈ (0, 1). (6.302)

(The variable x stands here as a parameter only.)
Now we introduce the operator Ẽ obtained by the transformation of the operator

E . If ũ ∈ Hq+1(0, 1), then we set

Ẽ(ũ) = (Eu) ◦ F, (6.303)
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where u(t) = ũ(F−1(t)), t ∈ Jm .
The application of the same process as in the proof of Lemma 6.14 requires

establishing the continuity of the operator Ẽ , considered as a mapping of the space
Hq+1(0, 1) into the spaces L2(0, 1) and H1(0, 1).

(i) Continuity of the operator Ẽ : Hq+1(0, 1) → L2(0, 1):
We have the continuous embedding Hq+1(0, 1) ↪→ L∞(0, 1). Hence, there exists

a constant c1 > 0 such that

‖ϕ‖L∞(0,1) ≤ c1‖ϕ‖Hq+1(0,1) ∀ϕ ∈ Hq+1(0, 1). (6.304)

Now let ũ ∈ Hq+1(0, 1) and u ∈ Hq+1(Jm) satisfy the relation ũ = u ◦ F . Then,
by (6.282), (6.281), (6.303) and (6.304),

‖Ẽ ũ‖L∞(0,1) = ess sup(0,1) |Ẽ ũ| = ess supJm
|Eu|

≤ ‖u‖L∞(Jm ) sup
t∈Jm

q∑
i=0

|L m−1
i (t)|

≤ (q + 1) (Cθq + q)q‖ũ‖L∞(0,1) ≤ c2‖ũ‖Hq+1(0,1),

where c2 = c1(q +1) (Cθq +q)q . This and the continuous embedding L∞(0, 1) ↪→
L2(0, 1) imply the continuity of the operator Ẽ as a mapping of Hq+1(0, 1) into
L2(0, 1). Hence, there exists a constant c3 > 0 such that

‖Ẽ ũ‖L2(0,1) ≤ c3‖ũ‖Hq+1(0,1) ∀ũ ∈ Hq+1(0, 1). (6.305)

(ii) Continuity of the operator Ẽ : Hq+1(0, 1) → H1(0, 1):
In view of (6.305), it is sufficient to establish the existence of a constant c4 > 0

such that
∥∥∥∥∥

d(Ẽ ũ)

dϑ

∥∥∥∥∥
L2(0,1)

≤ c4‖ũ‖Hq+1(0,1) ∀ ũ ∈ Hq+1(0, 1). (6.306)

By a simple calculation we find that

d

dt
L m−1

i (t) =
q∑

n=0
n �=i

1
i−n

q τm−1

q∏

j=0

j �=i

j �=n

t − (tm−2 + j
q τm−1)

i− j
q τm−1

.
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This relation and similar estimates as in (6.281) imply that

∣∣∣∣
d

dt
L m−1

i (t)

∣∣∣∣ ≤
q2

τm−1
(Cθq + q)q . (6.307)

Further, by virtue of (6.303) and (6.300),

d(Ẽ ũ)(ϑ)

dθ
= (τm + τm−1)

d(Eu)

dt

(
ϑ(τm + τm−1) + tm−2

)
.

This relation, (6.282), (6.307) and the assumption τm/τm−1 ≤ Cθ imply that

∥∥∥∥
d

dϑ
(Ẽ ũ)

∥∥∥∥
L∞(0,1)

≤ sup
t∈Jm

∣∣∣∣
d(Eu)(t)

dt

∣∣∣∣ (τm + τm−1)

≤ ‖u‖L∞(Jm ) sup
t∈Jm

q∑
i=0

∣∣∣∣
d

dt
L m−1

i (t)

∣∣∣∣ (τm + τm−1)

≤ ‖u‖L∞(Jm )(τm + τm−1)
q2(q + 1)

τm−1
(Cθq + q)q

≤ q2(q + 1) (Cθq + q)q+1 ‖ũ‖L∞(0,1).

Finally, using this result and the inequalities

∥∥∥ d

dϑ
(Ẽ ũ)

∥∥∥
L2(0,1)

≤
∥∥∥ d

dϑ
(Ẽ ũ)

∥∥∥
L∞(0,1)

and (6.304), we obtain (6.306).
Now it is already possible to proceed quite analogously as in the proof of

Lemma 6.14. Actually, we have

∂ϑ z(x, ϑ) = (τm + τm−1)∂t Zm(x, (τm + τm−1)ϑ + tm−2), (6.308)

∂
q+1
ϑ z(x, ϑ) = (τm + τm−1)

q+1 ∂
q+1
t Zm(x, (τm + τm−1)ϑ + tm−2), ϑ ∈ (0, 1).

This fact and (6.301) imply that

‖z(x, ·)‖2
L2(0,1)

= 1

(τm + τm−1)
‖Zm(x, ·)‖2

L2(Jm )
, (6.309a)

‖∂ϑ z(x, ·)‖2
L2(0,1)

= (τm + τm−1)‖∂t Zm(x, ·)‖2
L2(Jm )

, (6.309b)

‖∂q+1
ϑ z(x, ·)‖2

L2(0,1)
= (τm + τm−1)

2q+1‖∂q+1
t Zm(x, ·)‖2

L2(Jm )
. (6.309c)
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Taking into account the continuity of the operator Ẽ , it follows from Theorem 2.16
that there exists a constant C > 0 independent of z such that

‖z(x, ·)‖2
L2(0,1)

≤ C‖∂q+1
ϑ z(x, ·)‖2

L2(0,1)
(6.310)

‖∂ϑ z(x, ·)‖2
L2(0,1)

≤ C‖∂q+1
ϑ z(x, ·)‖2

L2(0,1)
.

Now, by (6.302) and (6.300),

‖z‖L∞(0,1;L2(Ω)) = ess supϑ∈(0,1)

(∫

Ω

|z(x, ϑ)|2 dx

)1/2

(6.311)

= ess supt∈Jm

(∫

Ω

|Zm(x, t)|2dx

)1/2

= ‖Zm‖L∞(Jm ;L2(Ω)).

Further, by (6.309c) and Fubini’s theorem we have

‖∂q+1
ϑ z‖2

L2(0,1;L2(Ω))
=
∫ 1

0

(∫

Ω

|∂q+1
ϑ z|2 dx

)
dϑ =

∫

Ω

(∫ 1

0
|∂q+1

ϑ z|2 dϑ

)
dx

=
∫

Ω

‖∂q+1
ϑ z(x, ·)‖2

L2(0,1)
dx = (τm + τm−1)

2q+1
∫

Ω

‖∂q+1
t Zm(x, ·)‖2

L2(Jm)
dx

= (τm + τm−1)
2q+1‖∂q+1

t Zm‖2
L2(Jm ;L2(Ω))

. (6.312)

We will also use relations (6.67) and (6.68), i.e.,

‖v‖L∞(0,1;L2(Ω)) ≤ C‖v‖H1(0,1;L2(Ω)) ∀ v ∈ H1(0, 1; L2(Ω)), (6.313)

where

‖v‖2
H1(0,1;L2(Ω))

= ‖v‖2
L2(0,1;L2(Ω))

+ ‖∂ϑv‖2
L2(0,1;L2(Ω))

. (6.314)

Now, taking into account (6.313), (6.314), (6.310)–(6.312), we obtain

‖Zm‖2
L∞(Jm ;L2(Ω))

= ‖z‖2
L∞(0,1;L2(Ω))

≤ C
(
‖z‖2

L2(0,1;L2(Ω))
+ ‖∂ϑ z‖2

L2(0,1;L2(Ω))

)

≤ C‖∂q+1
ϑ z‖2

L2(0,1;L2(Ω))
= C (τm + τm−1)2q+1‖∂q+1

t Zm‖2
L2(Jm ;L2(Ω))

.

Finally, this estimate, (6.312) and (6.301) yield (6.296).
(b) In what follows, we prove estimate (6.297). Let m ∈ {2, . . . , r}, K ∈ Th,m , x ∈

K . Taking into account the continuity of the operator Ẽ : Hq+1(0, 1) → L2(0, 1)

and relation (6.284), we can apply Theorem 2.16, where we set p := q, α = β := 2,
m := 0, ω := Jm , hω = ρω := τm + τm−1, Π := E , Π̂ := Ẽ . Taking into
account that in the part (a) we proved that the operator Ẽ : Hq+1(0, 1) → L2(0, 1)

is continuous, by (2.75) we find that for i = 1, . . . , d we have

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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∥∥∥ ∂

∂xi
(u(x, ·) − û(x, ·))

∥∥∥
2

L2(Jm)
=
∥∥∥ ∂

∂xi
(u(x, ·) − Eu(x, ·))

∥∥∥
2

L2(Jm )
(6.315)

=
∥∥∥ ∂u

∂xi
(x, ·) − E

( ∂u

∂x j
(x, ·)

)∥∥∥
2

L2(Jm )
≤ C̃E (τm + τm−1)

2(q+1)
∣∣∣∂u(x, ·)

∂xi

∣∣∣
2

Hq+1(Jm )
.

Further, (6.315) and Fubini’s theorem imply that

∫

Im

|u − û|2H1(K )
dt ≤

∫

Jm

|u − û|2H1(K )
dt (6.316)

=
∫

Jm

(∫

K

d∑
i=1

∣∣∣ ∂

∂xi
(u(x, t) − û(x, t))

∣∣∣
2

dx

)
dt

=
∫

K

(∫

Jm

d∑
i=1

∣∣∣ ∂

∂xi
(u(x, t) − û(x, t))

∣∣∣
2

dt

)
dx

=
∫

K

d∑
i=1

∥∥∥ ∂

∂xi
(u(x, ·) − û(x, ·))

∥∥∥
2

L2(Jm )
dx

≤ C̃E (τm + τm−1)
2(q+1)

∫

K

d∑
i=1

∣∣∣∂u(x, ·)
∂xi

∣∣∣
2

Hq+1(Jm )
dx

≤ C∗
Eτ 2(q+1)

∫

K

d∑
i=1

∣∣∣∂u(x, ·)
∂xi

∣∣∣
2

Hq+1(Jm)
dx,

which follows from the inequality τm−1, τm ≤ τ and, thus, C∗
E = 22(q+1)C̃E .

Now we show that

∫

K

d∑
i=1

∣∣∣∂u(x, ·)
∂xi

∣∣∣
2

Hq+1(Jm)
dt = |u|2Hq+1(Jm ;H1(K ))

. (6.317)

Actually, Fubini’s theorem, the relation ∂
q+1
t
(

∂u
∂xi

) = ∂
∂xi

(∂
q+1
t u) in the sense of

distributions and (1.40) imply that

∫

K

d∑
i=1

∣∣∣∂u(x, ·)
∂xi

∣∣∣
2

Hq+1(Jm )
=
∫

K

(∫

Jm

d∑
i=1

∣∣∣∂q+1
t

(∂u(x, ·)
∂xi

)∣∣∣
2

dt

)
dx (6.318)

=
∫

Jm

(∫

K

d∑
i=1

∣∣∣∂q+1
t

( ∂u

∂xi

)∣∣∣
2

dx

)
dt =

∫

Jm

(∫

K

d∑
i=1

∣∣∣ ∂

∂xi
(∂

q+1
t u)

∣∣∣
2

dx

)
dt

=
∫

Jm

|∂q+1
t u|2H1(K )

dt = |u|2Hq+1(Jm ;H1(K ))
.

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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Now (6.316) and (6.317) immediately imply estimate (6.297).
(c) The proof of (6.298) is a consequence of (6.296).
(d) The proof of (6.299) is a consequence of the inequalities (6.295), (6.297) and

|u|Hq+1(Jm ;H1(Ω)) ≤ (τm + τm−1)|u|W q+1,∞(0,T ;H1(Ω))

≤ τm(1 + C−1
θ )|u|W q+1,∞(0,T ;H1(Ω)).

�

Remark 6.54 The above results can also be proven with the use of a general approx-
imation theory in Bochner spaces derived in [279]. The technique used in the proofs
of Lemmas 6.14 and 6.53, based on the continuous embedding (6.67), was proposed
by K. Najzar.

Exercise 6.55 (a) Prove that ∂
q+1
t
(

∂u
∂xi

) = ∂
∂xi

(∂
q+1
t u) in the sense of distributions.

(b) Using the properties of operator Ẽ , apply the technique from the proof of
Lemma 6.14 and prove estimates (6.296)–(6.299) in detail.

6.3.3 Error Estimates

As usual, we express the error e = U − u of the EST-DGM in the form e = ξ + η,
where ξ = U − πu and η = πu − u. For further considerations we put

Cu = max(|u|W q+1,∞(0,T ;L2(Ω)), |u|C([0,T ];Hμ(Ω)), |u|W q+1,∞(0,T ;H1(Ω))),

(6.319)

which makes sense by virtue of assumption (6.272) and the inequality μ ≤ s.

Lemma 6.56 Let u be the solution of (6.271) satisfying (6.272) and let U be its
approximation given by (6.286). Let (6.140), i.e., τm ≥ CSh2

m hold for m = 1, . . . , r
with CS independent of h and τ and let (6.295) be satisfied. Then there exists a
constant C1 > 0 such that

∫

Im

(
(ξ ′, ϕ) + Ah,m(ξ, ϕ)

)
dt + ({ξ}m−1, ϕ

+
m−1) (6.320)

≤ τm Q(h, τ ) + ε

8

∫

Im

|||ϕ|||2m dt + 1

8
‖{ϕ}m−1‖2

L2(Ω)
+ τm

C1

ε
sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

,

∀ϕ ∈ S p,q
h,τ , ∀m = 2, . . . , r,

where Q(h, τ ) = O(h2(μ−1) + τ 2(q+γ )) and γ is specified in Corollary6.21.
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Proof Integrating (6.278) over Im and subtracting it from (6.286), we obtain

∫

Im

(
(ξ ′, ϕ) + Ah,m(ξ, ϕ)

)
dt + ({ξ}m−1, ϕ

+
m−1) (6.321)

= −
(∫

Im

(η′, ϕ) dt + ({η}m−1, ϕ
+
m−1)

)
−
∫

Im

Ah,m(η, ϕ) dt

+
∫

Im

(
bh,m(u, ϕ) − bh,m(Πh,mÛ , ϕ)

)
dt, ϕ ∈ S p,q

h,τ .

We estimate the terms on the right-hand side of (6.321). Using relation (6.87) with δ =
2, approximation property (6.287), the Young inequality, and assumption (6.140),
we find that

∫

Im

(η′, ϕ) dt + ({η}m−1, ϕ
+
m−1) (6.322)

≤ 2‖η−
m−1‖2

L2(Ω)
+ 1

8
‖{ϕ}m−1‖2

L2(Ω)
≤ C2τmh2(μ−1) + 1

8
‖{ϕ}m−1‖2

L2(Ω)
,

where C2 = 2C2
ACuC−1

S . Further, the second term on the right-hand side of (6.321)
can be estimated with the aid of (6.292) and (6.293) by

−
∫

Im

Ah,m(η, ϕ) dt =
∫

Im

(
Ah,m(u − Πh,mu, ϕ) + Ah,m(Πh,mu − πu, ϕ)

)
dt

≤ ε

∫

Im

(
caCuhμ−1|||ϕ|||m + ca |||Πh,mu − πu|||m |||ϕ|||m

)
dt .

Now we use the Young inequality and the relation

∫

Im

|||Πh,mu − πu|||2m dt ≤ 2
∫

Im

|||Πh,mu − u|||2m dt + 2
∫

Im

|||u − πu|||2m dt .

Then, by (6.288), in a similar way as in (6.264), we get

−
∫

Im

Ah,m(η, ϕ) dt ≤ ε

16

∫

Im

|||ϕ|||2m dt + C3τm(h2(μ−1) + τ 2(q+γ )), (6.323)

where C3 = C3(ca, CA, Cu, ε).
Finally, we estimate the third term on the right-hand side of (6.321) containing

the nonlinear form bh,m . By the triangle inequality,

|bh,m(u, ϕ) − bh,m(Πh,mÛ , ϕ)| ≤ |bh,m(u, ϕ) − bh,m (̂u, ϕ)| (6.324)

+ |bh,m (̂u, ϕ) − bh,m(Πh,mû, ϕ)| + |bh,m(Πh,mû, ϕ) − bh,m(Πh,mÛ , ϕ)|.
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In what follows, we apply several times the Cauchy and Young inequalities, which
will not be mentioned any more. By (6.289),

∫

Im

∣∣bh,m(u, ϕ) − bh,m(û, ϕ)
∣∣ dt

≤ Cb

∫

Im

(
‖u − û‖L2(Ω) + |u − û|H1(Ω,Th,m )

)
|||ϕ|||m dt

≤ Cb1

ε

∫

Im

(
‖u − û‖2

L2(Ω)
+ |u − û|2H1(Ω,Th,m )

)
dt + ε

48

∫

Im

|||ϕ|||2m dt,

where Cb1 = Cb1(Cb). Now, this inequality, (6.298) and (6.299) imply that

∫

Im

∣∣bh,m(u, ϕ) − bh,m(û, ϕ)
∣∣ dt ≤ Cb2

ε
τmτ 2(q+1) + ε

48

∫

Im

|||ϕ|||2m dt, (6.325)

where Cb2 = Cb2(Cb1, Cu, CE , C∗
E ).

From the definition (6.282) of û and the assumption that u ∈ C([0, T ]; Hs(Ω)) ⊂
C([0, T ]; Hμ(Ω)) it follows that û(t) ∈ Hμ(Ω) for every t ∈ Im . Moreover, by
virtue of (6.281) and (6.282),

∫

Im

|û|2Hμ(Ω) dt ≤ (qCθ + q)qτm |u|2C([0,T ];Hμ(Ω)). (6.326)

Taking into account (6.291) and using (6.326), we find that

∫

Im

∣∣bh,m(û, ϕ) − bh,m(Πh,mû, ϕ)
∣∣ dt ≤ C∗∗

b hμ

∫

Im

|û|Hμ(Ω)|||ϕ|||m dt (6.327)

≤ Cb3

ε
τmh2μ + ε

48

∫

Im

|||ϕ|||2m dt

with Cb3 = Cb3(C∗∗
b , Cu).

From (6.290) and (6.287) we get

∫

Im

∣∣∣bh,m(Πh,mû, ϕ) − bh,m(Πh,mÛ , ϕ)

∣∣∣ dt (6.328)

≤ C∗
b

∫

Im

‖Πh,m(û − Û )‖L2(Ω)|||ϕ|||m dt ≤ C∗
b

∫

Im

‖û − Û‖L2(Ω)|||ϕ|||m dt.

In order to estimate ‖û − Û‖L2(Ω), we use definition (6.282), inequality (6.281)
and (6.136). Then

‖û − Û‖L2(Ω) ≤
q∑

j=0

(
|L m−1

j (t)| ‖u(tm−2 + j

q
τm−1) − U (tm−2 + j

q
τm−1)‖L2(Ω)

)
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≤ (qCθ + q)q
q∑

j=0

‖u(tm−2 + j

q
τm−1) − πu(tm−2 + j

q
τm−1)‖L2(Ω)

+ (qCθ + q)q
q∑

j=0

‖πu(tm−2 + j

q
τm−1) − U (tm−2 + j

q
τm−1)‖L2(Ω)

≤ C4(τq+1 + hμ) + C5 sup
t∈Im−1

‖ξ(t)‖L2(Ω), (6.329)

where C4 = C4(q, Cθ , Cπ , Cu) and C5 = C5(q, Cθ ). By virtue of (6.328), (6.329) and the
relation

(
sup

t∈Im−1

‖ξ(t)‖L2(Ω)

)2

= sup
t∈Im−1

‖ξ(t)‖2
L2(Ω)

, (6.330)

we have
∫

Im

∣∣∣bh,m(Πh,mû, ϕ) − bh,m(Πh,mÛ , ϕ)

∣∣∣ dt (6.331)

≤ Cb4

ε
τm

(
τ 2(q+1) + h2μ + sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

)
+ ε

48

∫

Im

|||ϕ|||2m dt.

Due to (6.324), (6.325), (6.327) and (6.331), there exists a constant C1 depending
on Cb1, . . . , Cb4, Cu, CE , C4, C5 such that

∫

Im

|bh,m(u, ϕ) − bh,m(Πh,mÛ , ϕ)| dt (6.332)

≤ C1

ε
τm

(
h2μ + τ 2q+2 + sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

)
+ ε

16

∫

Im

|||ϕ|||2m dt .

Finally, summing (6.332) with (6.322) and (6.323), and using (6.321), we get
(6.320) with

Q(h, τ ) := C6(h2(μ−1) + h2(μ−1) + τ2(q+γ )) + C1

ε
(h2μ + τ2q+2), C6 > 0. (6.333)

�

Now we are ready to formulate the main result on the error estimates of the
EST-DGM.

Theorem 6.57 Let u be the solution of problem (6.271) satisfying (6.272) and let
U ∈ S p,q

h,τ be its approximation obtained by scheme (6.286). Let (6.140) hold for all
m = 1, . . . , r and let (6.295) hold. Let the shape-regularity assumption (6.25) and
the equivalence condition (6.26) be satisfied. Then there exists a constant C > 0
independent of h and τ such that
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sup
t∈Im

‖u(t) − U (t)‖2
L2(Ω)

(6.334)

≤ C

(
h2(μ−1) + τ2(q+γ ) + sup

t∈I1

‖u(t) − U (t)‖2
L2(Ω)

)
eCtm/ε, m = 1, . . . , r,

ε

r∑
m=1

∫ T

0
|||u(t) − U (t)|||2m dt (6.335)

≤ C

(
h2(μ−1) + τ2(q+γ ) + sup

t∈I1

‖u(t) − U (t)‖2
L2(Ω)

+
∫

I1

|||u(t) − U (t)|||21 dt

)
eCT/ε.

Here γ = 0, if (6.118) holds and the function u D from the boundary condition
(6.271b) has a general behaviour. If uD is defined by (6.116), then γ = 1.

Proof By (6.233),

∫

Im

2(ξ ′, ξ) dt + 2({ξ}m−1, ξ+
m−1) = ‖ξ−

m ‖2
L2(Ω)

− ‖ξ−
m−1‖2

L2(Ω)
+ ‖{ξ}m−1‖2

L2(Ω)
.

(6.336)

Putting ϕ := 2ξ in (6.320) and using (6.336) together with coercivity of the form
Ah,m , i.e., Ah,m(ξ, ξ) ≥ ε|||ξ |||2m/2 (cf. (6.95)), we obtain

‖ξ−
m ‖2

L2(Ω)
− ‖ξ−

m−1‖2
L2(Ω)

+ ε

2

∫

Im

|||ξ |||2m dt ≤ τm Q(h, τ ) + τm
C1

ε
sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

.

(6.337)

Now we proceed in a similar way as in the proof of Theorem 6.30. Let y =
arg supt∈ Īm

‖ξ(t)‖L2(Ω), where as the values ξ(tm−1) and ξ(tm) we take the limits

ξ+
m−1 and ξ−

m , respectively. By ξ̃ we denote the discrete characteristic function ζy to
ξ at the point y, introduced in Definition 6.25. Then, by (6.146) and (6.147),

∫

Im

(ξ ′, ξ̃ ) dt =
∫ y

tm−1

(ξ ′, ξ) dt, ξ̃+
m−1 = ξ+

m−1, {ξ̃}m−1 = {ξ}m−1, (6.338)

since ξ ′ is a polynomial of degree q − 1 with respect to time. Then, similarly as in
(6.336), from (6.338) we have

∫

Im

2(ξ ′, ξ̃ ) dt + 2({ξ}m−1, ξ̃+
m−1) = ‖ξ(y)‖2

L2(Ω)
− ‖ξ−

m−1‖2
L2(Ω)

+ ‖{ξ}m−1‖2
L2(Ω)

.

(6.339)

If we set ϕ := 2ξ̃ in (6.320), use (6.339) and the last equality in (6.338) and take
into account that ‖ξ(y)‖2

L2(Ω)
= supt∈Im

‖ξ(t)‖2
L2(Ω)

, we obtain the estimate
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sup
t∈Im

‖ξ(t)‖2
L2(Ω)

− ‖ξ−
m−1‖2

L2(Ω)
+ 2

∫

Im

Ah,m(ξ, ξ̃ ) dt (6.340)

≤ τm Q(h, τ ) + ε

∫

Im

|||ξ̃ |||2m dt + τm
C1

ε
sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

.

Since − supt∈Im−1
‖ξ(t)‖L2(Ω) ≤ −‖ξ−

m−1‖L2(Ω), by (6.294), (6.293) and the Young
inequality, from (6.340) we get

sup
t∈Im

‖ξ(t)‖2
L2(Ω)

− sup
t∈Im−1

‖ξ(t)‖2
L2(Ω)

(6.341)

≤ 2
∫

Im

|Ah,m(ξ, ξ̃ )| dt + τm Q(h, τ ) + ε

∫

Im

|||ξ̃ |||2m dt + τm
C1

ε
sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

≤ caε

∫

Im

|||ξ |||2m dt + (1 + ca)ε

∫

Im

|||ξ̃ |||2m dt + τm Q(h, τ ) + τm
C1

ε
sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

≤ K ε

∫

Im

|||ξ |||2m dt + τm Q(h, τ ) + τm
C1

ε
sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

,

where K = ca + (1 + ca)CC H . Multiplying inequality (6.337) by 2K and summing
with (6.341), we get

2K‖ξ−
m ‖2

L2(Ω)
+ sup

t∈Im

‖ξ(t)‖2
L2(Ω)

− 2K‖ξ−
m−1‖2

L2(Ω)
− sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

(6.342)

≤ τm(2K + 1)Q(h, τ ) + τm
C1(2K + 1)

ε
sup

t∈Im−1

‖ξ(t)‖2
L2(Ω)

.

Then, under the notation Xm := 2K‖ξ−
m ‖2

L2(Ω)
+ sup

t∈Im

‖ξ(t)‖2
L2(Ω)

, Y := C1(2K+1)
ε

and Z := (2K + 1)Q(h, τ ), the inequality (6.342) implies that

Xm − Xm−1 ≤ τm Z + τmY Xm−1 m = 2, . . . , r. (6.343)

Summing (6.343) over m = 2, . . . , n ≤ r yields

Xn ≤ X1 + T Z + Y
n∑

s=2

τs Xs−1 n = 2, . . . , r. (6.344)

Then the discrete Gronwall Lemma 1.11 implies that

2K‖ξ−
n ‖2

L2(Ω)
+ sup

t∈In

‖ξ(t)‖2
L2(Ω)

= Xn (6.345)

≤
(

T (2K + 1)Q(h, τ ) + 2K‖ξ−
1 ‖2

L2(Ω)
+ sup

t∈I1

‖ξ(t)‖2
L2(Ω)

)
exp(C1(2K + 1)tn/ε).

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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The estimate supt∈In
‖η(t)‖L2(Ω) ≤ CuCπ (hμ+τ q+1), which follows from (6.136),

together with inequalities (6.177) and

sup
t∈I1

‖ξ(t)‖2
L2(Ω)

≤ 2

(
sup
t∈I1

‖u(t) − U (t)‖2
L2(Ω)

+ C2
u C2

π (h2μ + τ 2(q+1))

)
,

(6.346)

yield (6.334).
In order to prove (6.335), we sum (6.337) over m = 2, . . . , r and get

ε

r∑
m=1

∫

Im

|||ξ |||2m dt (6.347)

≤ 2

(
ε

2

∫

I1

|||ξ |||21 dt + T Q(h, τ ) + ‖ξ−
1 ‖2

L2(Ω)
+ C1

ε

r∑
m=2

τm sup
t∈Im−1

‖ξ(t)‖2
L2(Ω)

)
.

Now we take into account that

|||u − U |||2m ≤ 2(|||ξ |||2m + |||η|||2m), (6.348)

and

‖ξ−
1 ‖2

L2(Ω)
≤ supt∈I1

‖ξ(t)‖2
L2(Ω)

. (6.349)

Moreover, by (6.265),

r∑
m=1

∫

Im

|||η|||2m dt ≤ C(h2(μ−1) + τ 2(q+γ )). (6.350)

It follows from (6.346)–(6.349) that

ε

r∑
m=1

∫

Im

|||u − U |||2m dt ≤ 2

(
ε

r∑
m=1

∫

Im

|||ξ |||2m dt + ε

r∑
m=1

∫

Im

|||η|||2m dt

)
(6.351)

≤ C

(
ε

∫

I1

|||u − U |||21 dt + ε

r∑
m=1

∫

Im

|||η|||2m dt

+ sup
t∈I1

‖u(t) − U (t)‖2
L2(Ω)

+ h2μ + τ 2(q+γ )

)
.

This and (6.350) already imply (6.335), which we wanted to prove. �
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Remark 6.58 (The case of identical meshes on all time levels) Similarly as in
Sect. 6.1.10, assumption (6.140) can be avoided, if all meshes Th,m, m = 1 . . . , r ,
are identical. In this case the term ‖η−

m−1‖2
L2(Ω)

does not appear in estimate (6.322)
and then relation (6.320) is valid without assumption (6.140).

Exercise 6.59 Prove (6.335) in detail.

6.3.4 Numerical Examples

6.3.4.1 Solution Procedure

In what follows, we are concerned with the numerical realization of the EST-DGM
discrete problem (6.286). It is obvious that there is no need to solve the problem
simultaneously on all time intervals, because the problem on the interval Im depends
only on information from Im−1. Hence, we proceed by solving problem (6.286)
step-by-step for m = 2, . . . , r . From (6.286a) we see that the restriction U |Im of the
approximate solution and test functions ϕ can be considered as elements of the space
S p,q

h,τ,m = {v; v = w|Im , w ∈ S p,q
h,τ }, see (6.22). Since the discrete problem is linear

on each time interval Im , it can be solved by a method for the solution of large sparse
linear systems, such as GMRES (see, e.g., [249]). The order of the linear algebraic
system, equivalent to the discrete problem on an individual time level, is equal to the
dimension of the space S p,q

h,τ,m , i.e., (q + 1)N , where N = Nm is the dimension of

the space S p
h,m . This means that the application of the EST-DGM requires solving a

system of (q + 1)N linear equations on each time level.
This can be considered as a drawback by comparison with other higher-order

time discretizations, as the BDF schemes from Sect. 5.2, since the BDF methods do
not require solving sparse systems with increasing size depending on the increasing
order of time accuracy. Fortunately, in the special case when the diffusion is linear
and independent of time, it is possible to split the solution of the system of order
(q + 1)N into smaller systems of order either N or 2N . This procedure is described
in the sequel.

In the following let m ∈ {2, . . . , r} be arbitrary but fixed. Let us introduce a
suitable basis of S p

h,m consisting of φ1, . . . , φN , where φi : Ω → R, i = 1, . . . , N .
In the space Pq(Im) formed by all polynomials of degree ≤ q over Im , we consider
a basis consisting of polynomials ϕ1, . . . , ϕq+1 : Im → R. We assume that ϕi are
L2(Im)-orthonormal on Im . This means that

∫

Im

ϕi ϕ j dt = δi j ,

∫

Im

|ϕi |2 dt = 1, (6.352)

where δi j is the Kronecker symbol. The tensor products

ψi j (x, t) = ϕ j (t)φi (x), i = 1, . . . , N , j = 1, . . . , q + 1, (6.353)

http://dx.doi.org/10.1007/978-3-319-19267-3_5
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form the basis of the space S p,q
h,τ,m .

If we express the approximate solution U as a linear combination of the basis
functions and use test functions in (6.286a) equal to the basis functions, i.e.,

U =
N∑

j=1

q+1∑
l=1

x jlψ jl , ϕ = ψik, (6.354)

from (6.286a) we get

N∑
j=1

q+1∑
l=1

x jl fi jkl = bik yik, i = 1, . . . , N , k = 1, . . . , q + 1, (6.355)

where

fi jkl =
∫

Im

((ψ ′
jl , ψik) + Ah,m(ψ jl , ψik)) dt + (ψ jl(tm−1), ψik(tm−1)),

bik =
∫

Im

(�h,m(ψik) − bh,m(Πh,mÛ , ψik)) dt + (U−
m−1, ψik) (6.356)

for i, j = 1, . . . , N and k, l = 1, . . . , q + 1. Now, substituting (6.353) into (6.356),
using the time invariance of Ah,m and carrying out a simple manipulation, we obtain
the formula

fi jkl = ai jδlk + mi j slk, i, j = 1, . . . , N , k, l = 1, . . . , q + 1, (6.357)

where

mi j = (φ j , φi ), i, j = 1, . . . , N ,

ai j = Ah,m(φ j , φi ), i, j = 1, . . . , N ,

slk =
∫

Im

ϕ ′
l (t)ϕk(t) dt + ϕl(tm−1)ϕk(tm−1), k, l = 1, . . . , q + 1.

Hence, we get the system

N∑
j=1

q+1∑
l=1

ai j x jlδlk + mi j x jl slk = bik, i = 1, . . . , N , k = 1, . . . , q + 1, (6.358)
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which can be written in the simplified form

N∑
j=1

ai j x jk +
N∑

j=1

q+1∑
l=1

mi j x jl slk = bik, i = 1, . . . , N , k = 1, . . . , q + 1.

(6.359)

Let us introduce the matricesA = (ai j )
N
i, j=1,M = (mi j )

N
i, j=1,X = (x jl) j=1,...,N

l=1,...,q+1
,

B = (bik) i=1,...,N
k=1,...,q+1

and S = (slk)
q+1
i, j=1. Hence, A, M ∈ R

N×N , X, B ∈ R
N×(q+1)

and S ∈ R
(q+1)×(q+1) (the first subscript denotes the row and the second denotes the

column). Then (6.359) can be written as the matrix equation

AX + MXS = B, (6.360)

where X is an unknown N × (q + 1) matrix. We call this the mixed sparse-full
Sylvester equation or just mixed Sylvester equation. This is a form of the original
equation that alone would make solution by iterative methods more efficient—we
now have the system matrix in implicit form, expressed using the actions of matrices
A, M and S. Nevertheless, it is still a linear system of order (q + 1)N that is not
separable, because the matrix S is, in general, full. To overcome this, let us introduce
the Schur factorization of S:

S = ZEZ
T

(6.361)

with Z orthogonal and E upper quasi-triangular (see, e.g., [281, Theorem 5.4.22]).
Substituting this into (6.360) and multiplying by Z from the right, we get

AXZ + MXZE = BZ (6.362)

and, writing Y = XZ and C = BZ we arrive at

AY + MYE = C. (6.363)

This is again the mixed Sylvester equation, but this time with a block upper triangular
matrix E = {ekl}q+1

k,l=1. The structure of E allows a more efficient solution procedure:
denoting y1, . . . , yq+1 the columns of Y and c1, . . . , cq+1 the columns of C, we
evaluate vectors yk, k = 1, . . . , q + 1 sequentially solving either the system

(A + ekkM)yk = ck −
k−1∑
i=1

eikMyi , (6.364)
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if ekk is a 1 × 1 block corresponding to a real eigenvalue of S, or the system

{
(A + ekkM)yk + ek k+1Myk+1 = ck −∑k−1

i=1 eikMyi

ek+1 kMyk + (A + ekkM)yk+1 = ck+1 −∑k−1
i=1 eik+1Myi

}
, (6.365)

if (ei j )
k+1
i, j=k forms a diagonal 2×2 block ofE corresponding to a complex eigenvalue

pair of S. It should be noted that by the properties of the Schur decomposition,
ek+1 k+1 = ekk . The expressions (6.364)–(6.365) allow us to solve problem (6.363)
in a recurrent manner, splitting it into subproblems of order either N or 2N . The
matrix X can be recovered from Y as X = YZ

T
.

In the following, we present several numerical experiments demonstrating accu-
racy and efficiency of the proposed extrapolated space-time discontinuous Galerkin
finite element method. Namely, we investigate the experimental order of convergence
and compare EST-DGM with the BDF-DGM from Sect. 5.2.

6.3.4.2 Experimental Order of Convergence

The first example is a simple test case for investigating the experimental order of
convergence (EOC) with respect to time. Similarly as in Sect. 5.2, we solve the
nonlinear convection-diffusion problem (6.271) with Ω = (0, 1) × (0, 1), T = 1,
ε = 0.02, fs(u) = u2/2, s = 1, 2, and functions g, u D and u0 chosen in such a way
that the exact solution has the form

u(x1, x2, t) = 16
exp(10t) − 1

exp(10) − 1
x1x2(1 − x1)(1 − x2). (6.366)

The order of accuracy of the time discretization is investigated by using an overkill
in the spatial resolution. We use the uniform triangular grid of the form shown in
Fig. 2.4 from Sect. 2.9, with h = 1/48 (4608 elements), and the polynomial approxi-
mation degree p = 4 in space. The time step τ is successively diminished and for each
pair of successive steps τ1, τ2 and the corresponding errors, e1, e2, the experimental
order of convergence is calculated according to the formula

EOC = log e2 − log e1

log τ2 − log τ1
. (6.367)

The EOC is calculated for both the L∞(0, T ; L2(Ω))-norm of the error, defined by
(6.334), and the L2(0, T ; H1(Ω,Th))-norm defined by (6.335).

Table 6.2 shows computational errors, EOC and computational (CPU) time for
the EST-DGM with q = 0, 1, 2, 3. We see that the EOC in time is approximately
q + 1 in both norms.

Table 6.3 shows computational errors, EOC and CPU time for the n-step BDF-
DGM from Sect. 5.2 with n = 1, 2, 3. We observe that the EST-DGM needs a several

http://dx.doi.org/10.1007/978-3-319-19267-3_5
http://dx.doi.org/10.1007/978-3-319-19267-3_5
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_5
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Table 6.2 EST-DGM: computational errors in the L∞(0, T ; L2(Ω))-norm and the
L2(0, T ; H1(Ω,Th))-norm, experimental order of convergence and computational time for
q = 0, 1, 2, 3

τ ‖eh‖L∞(0,T ;L2(Ω)) EOC ‖eh‖L2(0,T ;H1(Ω,Th )) EOC CPU(s)

q = 0 2.000E–01 1.034E–01 – 4.824E–01 – 18.3

1.000E–01 4.143E–02 1.319 2.387E–01 1.015 31.6

5.000E–02 2.122E–02 0.965 1.438E–01 0.732 57.6

2.500E–02 1.137E–02 0.901 8.086E–02 0.830 106.6

1.250E–02 5.843E–03 0.960 4.262E–02 0.924 208.8

6.250E–03 2.990E–03 0.966 2.206E–02 0.950 409.9

q = 1 2.000E–01 3.650E–02 – 2.649E–01 – 131.4

1.000E–01 1.899E–02 0.943 1.385E–01 0.936 179.5

5.000E–02 6.421E–03 1.564 4.718E–02 1.554 266.5

2.500E–02 1.802E–03 1.833 1.331E–02 1.826 395.1

1.250E–02 4.717E–04 1.934 3.487E–03 1.932 603.6

6.250E–03 1.203E–04 1.971 8.891E–04 1.972 1030.2

q = 2 2.000E–01 2.805E–02 – 2.043E–01 – 189.8

1.000E–01 7.672E–03 1.870 5.650E–02 1.855 276.4

5.000E–02 1.296E–03 2.565 9.732E–03 2.537 345.7

2.500E–02 1.822E–04 2.831 1.375E–03 2.823 551.7

1.250E–02 2.423E–05 2.911 1.844E–04 2.899 892.4

6.250E–03 3.174E–06 2.932 2.451E–05 2.911 1564.2

q = 3 2.000E–01 1.667E–02 – 1.217E–01 – 185.0

1.000E–01 2.350E–03 2.826 1.782E–02 2.772 246.0

5.000E–02 1.980E–04 3.569 1.559E–03 3.515 396.2

2.500E–02 1.368E–05 3.855 1.064E–04 3.873 567.7

1.250E–02 8.929E–07 3.938 6.785E–06 3.971 999.4

6.250E–03 5.696E–08 3.970 4.267E–07 3.991 1779.5

times higher computational time than the BDF-DG method having the same order
of accuracy. On the other hand, for a given magnitude of τ , the EST-DGM gives
approximately a ten times smaller error than the BDF-DGM.

6.3.4.3 Moving Interior Layer

The second example is more challenging. We consider the nonlinear convection-
diffusion problem (6.271) with Ω = (−1, 1) × (−1, 1), T = 2, ε = 0.02, fs(u) =
u2/2, s = 1, 2, g = 0. The functions u D and u0 are chosen in such a way that the
exact solution has the form

u(x1, x2, t) =
(

1 + exp

(
x1 + x2 + 1 − t

2ε

))−1

. (6.368)

This function contains an interior layer propagating in the direction (1, 1).
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Table 6.3 n-step BDF-DGM: computational errors in the L∞(0, T ; L2(Ω))-norm and the
L2(0, T ; H1(Ω,Th))-norm, experimental order of convergence and the computational time for
n = 1, 2, 3

τ ‖eh‖L∞(0,T ;L2(Ω)) EOC ‖eh‖L2(0,T ;H1(Ω,Th )) EOC CPU(s)

n = 1 2.000E–01 6.594E–01 – 3.062E+00 – 15.1

1.000E–01 3.011E–01 1.131 1.398E+00 1.131 23.3

5.000E–02 1.417E–01 1.087 6.545E–01 1.095 40.0

2.500E–02 6.842E–02 1.051 3.148E–01 1.056 69.3

1.250E–02 3.372E–02 1.021 1.546E–01 1.026 133.6

6.250E–03 1.669E–02 1.015 7.641E–02 1.017 265.4

n = 2 2.000E–01 3.251E–01 – 1.556E+00 – 13.3

1.000E–01 1.098E–01 1.566 5.307E–01 1.552 21.6

5.000E–02 3.398E–02 1.693 1.643E–01 1.692 38.2

2.500E–02 9.810E–03 1.792 4.735E–02 1.794 65.8

1.250E–02 2.658E–03 1.884 1.285E–02 1.881 130.7

6.250E–03 6.943E–04 1.937 3.365E–03 1.933 260.1

n = 3 2.000E–01 2.088E–01 – 1.027E+00 – 13.1

1.000E–01 5.228E–02 1.998 2.636E–01 1.962 20.9

5.000E–02 1.044E–02 2.324 5.313E–02 2.311 37.0

2.500E–02 1.732E–03 2.592 8.865E–03 2.583 66.4

1.250E–02 2.517E–04 2.782 1.299E–03 2.771 130.6

6.250E–03 3.402E–05 2.887 1.764E–04 2.880 268.8

Table 6.4 Moving interior layer: computational errors in the L2(Ω)-norm and the H1(Ω,Th)-
norm at time t = 2 and computational time; results on the mesh with h = 1/48 for p = 1, 2, 3 and
q = 1, 2 in comparison with mesh adaptation

Method Mesh ‖eh‖L2(Ω) ‖eh‖H1(Ω,Th ) CPU(s)

p = 1, q = 1 h = 1/48 1.188E–03 3.990E–02 584.7

p = 2, q = 1 h = 1/48 5.668E–04 2.954E–02 1201.4

p = 3, q = 1 h = 1/48 6.663E–05 3.453E–03 2316.0

p = 1, q = 2 h = 1/48 1.125E–03 3.887E–02 970.1

p = 2, q = 2 h = 1/48 5.594E–04 2.963E–02 1876.7

p = 3, q = 2 h = 1/48 2.243E–05 2.978E–03 3486.9

p = 3, q = 2 Adapt 4.690E–05 2.099E–03 1256.7

We carried out computations on a uniform triangular grid with h = 1/24 (4608
elements), the equidistant time step τ = 0.005 and used the polynomial approxi-
mation in space with p = 1, 2, 3 and in time with q = 1, 2. Table 6.4 shows the
computational errors in the L2(Ω)-norm and the H1(Ω,Th)-seminorm at t = 2.
We simply observe a significant reduction of the error for increasing p but an almost
negligible decrease of the error for increasing q. (It is probably caused by the fact
that the error in space is dominant.)
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The space-time discontinuous Galerkin methods can simply treat with different
grids at different time levels. Therefore, we employ an automatic mesh adaptation
strategy, which detects elements with a high error and each of these detected elements
is split into four daughter elements. Then hanging nodes arise. On the other hand, four
daughter elements can be derefined back to a mother element if the error indication
is small.

The following adaptive strategy is applied. We start from the uniform initial grid
with h = 1/3 and the mesh refinement/derefinement is applied after each 5 time
steps. We allow 4 levels of mesh refinement. Moreover, in the beginning of the
computation, we carry out 4 mesh refinements with a very small time step and then
the solution is restarted. This strategy produces a reasonable mesh for the first time
step.

Similarly as in the previous case, we employ the equidistant time step τ = 0.005,
piecewise cubic approximation with respect to space (p = 3) and piecewise quadratic
approximation with respect to time (q = 2).

Figure 6.3 shows the adaptively refined grids at time instants t = 0, 0.5, 1, 1.5 and
2. The last frame of Fig. 6.3 shows graphs of the solution along the line (s, s), s ∈
(−1, 1), at the time levels mentioned above. We can observe the propagation of a
moving front, which is in good agreement with the exact solution.

The last line of Table 6.4 shows the errors in the L2-norm and the H1-seminorm
at t = 2 achieved by computation on adaptively refined grids. We see that the
error is comparable with results obtained on the fine uniform grid, using the best
approximation with p = 3 and q = 2. However, the computational time is almost
three times smaller for the computation realized with mesh adaptation.

Exercise 6.60 Show that function (6.368) is a solution of the equation

∂u

∂t
+ 1

2

2∑
s=1

∂u2

∂xs
= εΔu

for any ε > 0.

6.4 Uniform Error Estimates with Respect to the Diffusion
Coefficient for the ST-DGM

Section 4.6 was devoted to the derivation of error estimates, uniform with respect
to the diffusion coefficient for a linear nonstationary convection-diffusion-reaction
initial-boundary value problem solved by the method of lines. Now we extend
these results to the full space-time discontinuous Galerkin method (ST-DGM).
Under some assumptions on shape regularity of the meshes and a certain reg-
ularity of the exact solution, we prove error estimates in L2(0, T ; L2(Ω))-and√

εL2(0, T ; H1(Ω,Th,m))-norms, uniform with respect to the diffusion coefficient
ε ≥ 0. The estimates hold true even in the hyperbolic case when ε = 0.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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Fig. 6.3 Adaptively refined grids and the propagation of the solution along the diagonal cut
(s, s), s ∈ (−1, 1) (right bottom) at times t = 0, 0.5, 1, 1.5, 2
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6.4.1 Formulation of the Problem and Some Assumptions

Similarly as in Sect. 4.6, we consider the following initial-boundary value problem:
Find u : QT = Ω × (0, T ) → R such that

∂u

∂t
+ v · ∇u − εΔu + cu = g in QT , (6.369a)

u = u D on ∂Ω− × (0, T ), (6.369b)

εn · ∇u = gN on ∂Ω+ × (0, T ), (6.369c)

u(x, 0) = u0(x), x ∈ Ω. (6.369d)

We assume that ∂Ω = ∂Ω− ∪ ∂Ω+, and

v(x, t) · n(x) < 0 on ∂Ω−, ∀t ∈ [0, T ],
v(x, t) · n(x) ≥ 0 on ∂Ω+ ∀t ∈ [0, T ].

Here n is the outer unit normal to the boundary ∂Ω of Ω , ∂Ω− is the inflow boundary
and ∂Ω+ is the outflow boundary. In the case ε = 0 we put gN = 0 and ignore the
Neumann condition (6.369c).

We assume that the data satisfy conditions (4.159), i.e.,

ε ≥ 0, g ∈ C([0, T ); L2(Ω)), gN ∈ C([0, T ); L2(∂Ω+)), u0 ∈ L2(Ω),

u D is the trace of some u∗ ∈ C([0, T ); H1(Ω)) ∩ L∞(QT ) on ∂Ω− × (0, T ),

v ∈ C([0, T ); W 1,∞(Ω)), |∇v| ≤ Cv a.e. in QT , |v| ≤ Cv in Ω × [0, T ].
c ∈ C([0, T ); L∞(Ω)), |c(x, t)| ≤ Cc a.e. in QT , c − 1

2
∇ · v ≥ γ0 > 0 in QT .

We assume that the exact solution u of problem (6.369) satisfies the regularity
condition

u ∈ Hq+1(0, T ; H1(Ω)) ∩ C([0, T ]; Hs(Ω)) (6.370)

with integers q ≥ 1 and s ≥ 2.

6.4.2 Discretization of the Problem

We use the notation from Sect. 6.1.1.1. We consider a system (6.24) of conforming
triangulations Th,m (cf. condition (MA4) from Sect. 2.3.2), satisfying the conditions

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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of the shape regularity (6.25) and of equivalence (6.26). Let us recall that similarly
as in Sect. 4.6.2 for K ∈ Th,m and t ∈ Im we set

∂K −(t) ={x ∈ ∂K ; v(x, t) · n(x) < 0}, (6.371)

∂K +(t) ={x ∈ ∂K ; v(x, t) · n(x) ≥ 0}, (6.372)

where n denotes the outer unit normal to ∂K .
The space-time discretization can be carried out in a similar way as in Sects. 6.2

and 4.6.2. Hence, we introduce the diffusion, convection, reaction, penalty and right-
hand side forms, defined for u, ϕ ∈ H2(Ω,Th,m) in a similar way as in Sect. 4.6.2:

ah,m(u, ϕ) =
∑

K∈Th,m

∫

K
∇u · ∇ϕ dx (6.373)

−
∑

Γ ∈F I
h,m

∫

Γ

(〈∇u〉 · nΓ [ϕ] + Θ〈∇ϕ〉 · nΓ [u]) dS

−
∑

K∈Th,m

∫

∂K −∩∂Ω

((∇u · n)ϕ + Θ(∇ϕ · n)u) dS,

bh,m(u, ϕ) =
∑

K∈Th,m

∫

K
(v · ∇u)ϕ dx (6.374)

−
∑

K∈Th,m

∫

∂K −∩∂Ω

(v · n)uϕ dS −
∑

K∈Th,m

∫

∂K −\∂Ω

(v · n)[u]ϕ dS,

ch,m(u, ϕ) =
∫

Ω

cuϕ dx, (6.375)

Jσ
h,m(u, ϕ) =

∑

Γ ∈F I
h,m

∫

Γ

σ [u] [ϕ] dS +
∑

K∈Th,m

∫

∂K −∩∂Ω

σuϕ dS, (6.376)

�h,m(ϕ)(t) =
∫

Ω

g(t)ϕ dx +
∑

K∈Th,m

∫

∂K +∩∂Ω

gN (t)ϕ dS (6.377)

+ ε
∑

K∈Th,m

∫

∂K −∩∂Ω

σu D(t)ϕ dS

− εΘ
∑

K∈Th,m

∫

∂K −∩∂Ω

u D(t)(∇ϕ · n) dS

−
∑

K∈Th,m

∫

∂K −∩∂Ω

(v · n)u D(t)ϕ d S,

Ah,m(u, ϕ) = εah,m(u, ϕ) + εJh,m(u, ϕ) + bh,m(u, ϕ) + ch,m(u, ϕ). (6.378)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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In the diffusion form ah,m(u, ϕ) we use the nonsymmetric (NIPG) formulation for
Θ = −1, incomplete (IIPG) formulation forΘ = 0 or symmetric formulation (SIPG)
for Θ = 1, and the weight σ is defined by (2.104), where the constant CW > 0 is
arbitrary for NIPG version, and satisfies condition (2.132) or (2.139) for SIPG or
IIPG version, respectively.

In what follows, the symbols U ′ and u′ will denote the time derivative of U and
u, respectively.

Definition 6.61 We say that the function U ∈ S p,q
h,τ is the approximate solution of

problem (6.369), if it satisfies the identity

r∑
m=1

∫

Im

(
(U ′, ϕ) + Ah,m(U, ϕ)

)
dt +

r∑
m=2

({U }m−1, ϕ
+
m−1) + (U+

0 , ϕ+
0 ) (6.379)

=
r∑

m=1

∫

Im

�h,m(ϕ) dt + (u0, ϕ
+
0 ) ∀ϕ ∈ S p,q

h,τ .

It is easy to see that this scheme can be written in a similar way as (6.203), namely,

∫

Im

(
(U ′, ϕ) + Ah,m(U, ϕ)

)
dt + ({U }m−1, ϕ

+
m−1) =

∫

Im

�h,m(ϕ) dt (6.380)

∀ϕ ∈ S p,q
h,m, m = 1, . . . , M, U−

0 = Πh,0u0.

If we denote

B(U, ϕ) =
r∑

m=1

∫

Im

(
(U ′, ϕ) + Ah,m(U, ϕ)

)
dt +

r∑
m=2

({U }m−1, ϕ+
m−1) + (U+

0 , ϕ+
0 ),

L(ϕ) =
r∑

m=1

∫

Im

�h,m(v) dt + (u0, ϕ+
0 ), (6.381)

we can write (6.379) as

B(U, ϕ) = L(ϕ) ∀ϕ ∈ S p,q
h,τ . (6.382)

It is possible to show that the regular exact solution u satisfies the identityB(u, ϕ) =
L(ϕ) for all ϕ ∈ S p,q

h,τ , and, thus we have

B(U, ϕ) = B(u, ϕ) ∀ϕ ∈ S p,q
h,τ . (6.383)

Our goal is the analysis of the estimate of the error e = U − u. To this end, as we
have already mentioned, in the sequel we consider conforming triangulations satis-
fying the shape-regularity assumption (6.25) and assume the equivalence condition
(6.26) holds.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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6.4.3 Properties of the Discrete Problem

In this section we prove some basic properties of Ah,m and B.
Let u ∈ C1([tm−1, tm]; H2(Ω,Th,m)) for all m = 1, . . . , r and v ∈ S p,q

h,τ .

Lemma 6.62 We can express B as

B(u, v) =
r∑

m=1

∫

Im

(
(−u, v′) + Ah,m(u, v)

)
dt −

r−1∑
m=1

(u−
m, {v}m) + (u−

r , v−
r ).

(6.384)

Proof The integration by parts yields

r∑
m=1

∫

Im

(u′, v) dt +
r∑

m=2

({u}m−1, v+
m−1) + (u+

0 , v+
0 )

=
r∑

m=1

∫

Im

(−u, v′) dt +
r∑

m=1

((u−
m, v−

m) − (u+
m−1, v+

m−1))

+
r∑

m=2

(u+
m−1 − u−

m−1, v+
m−1) + (u+

0 , v+
0 )

=
r∑

m=1

∫

Im

(−u, v′) dt +
r−1∑
m=1

(u−
m, v−

m − v+
m) + (u−

r , v−
r ).

�

Lemma 6.63 We have

B(v, v) =
r∑

m=1

∫

Im

Ah,m(v, v) dt + ‖v‖2
T , (6.385)

where

‖v‖2
T = 1

2
‖v+

0 ‖2
L2(Ω)

+ 1

2

r−1∑
m=1

‖{v}m‖2
L2(Ω)

+ 1

2
‖v−

r ‖2
L2(Ω)

. (6.386)

Proof By (6.381) and (6.384), we have

B(v, v) =
r∑

m=1

∫

Im

(
(v′, v) + Ah,m(v, v)

)
dt +

r−1∑
m=1

({v}m, v+
m) + (v+

0 , v+
0 ),
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B(v, v) =
r∑

m=1

∫

Im

(
(−v, v′) + Ah,m(v, v)

)
dt +

r−1∑
m=1

(−v−
m , {v}m) + (v−

r , v−
r ).

We arrive at (6.385) by adding these identities and dividing by two. �

In the sequel we use the notation

‖v‖2
v,Γ =

∫

Γ

|v · n|v2 dS for Γ ⊂ ∂K , K ∈ Th,m .

First, we will be concerned with the coercivity property.

Lemma 6.64 The forms Ah,m are coercive:

Ah,m(v, v) ≥ ‖v‖2
E,m, v ∈ H2(Ω,Th,m), (6.387)

where

‖v‖2
E,m = ε

2
|||v|||2m + γ0‖v‖2

L2(Ω)
+ 1

2

∑
K∈Th,m

(‖v‖2
v,∂K∩∂Ω + ‖[v]‖2

v,∂K −\∂Ω
).

(6.388)

Proof Using a similar process as in (4.202)–(4.204), we find that

Ah,m(v, v) ≥ε

2
|||v|||2m +

∫

Ω

(c − 1

2
∇ · v)v2 dx (6.389)

+ 1

2

∑
K∈Th,m

(‖v‖2
v,∂K∩∂Ω + ‖[v]‖2

v,∂K −\∂Ω
), v ∈ H2(Ω,Th,m),

which together with assumption (4.159f) yields (6.387). �

6.4.4 Abstract Error Estimate

In deriving error estimates we make use of the space-time interpolation of the exact
solution, introduced in Sect. 6.2.2:

πu ∈ S p,q
h,τ , (6.390a)∫

Im

(πu − u, ϕ) dt = 0 ∀ϕ ∈ S p,q−1
h,τ , (6.390b)

πu(t−m , x) = Πh,mu(t−m , x), x ∈ Ω, (6.390c)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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for m = 1, ..., r , where Πh,m is L2(Ω)-projection on S p
h,m . This means that taking

v ∈ L2(Ω), we have Πh,mv ∈ S p
h,m and (Πh,mv − v, ϕ) = 0 for all ϕ ∈ S p

h,m .
At this point, we derive error estimates in terms of the π -interpolation error.

Lemma 6.65 We have

B(U − πu, U − πu) (6.391)

=
r∑

m=1

∫

Im

Ah,m(u − πu, U − πu) dt −
r−1∑
m=1

((u − πu)−m, {U − πu}m).

Proof From (6.383) and (6.384) we get

B(U − πu, U − πu) = B(u − πu, U − πu)

= −
r∑

m=1

∫

Im

(u − πu, (U − πu)′) dt +
r∑

m=1

∫

Im

Ah,m(u − πu, U − πu) dt

−
r−1∑
m=1

((u − πu)−m, {U − πu}m) + ((u − πu)−r , (U − πu)−r ).

The first term on the second line vanishes due to (6.390b). The second term on the
last line is also zero, because we have

((u − πu)−m, ϕ) = ((u − Πh,mu)−m, ϕ) + ((Πh,mu − πu)−m, ϕ) (6.392)

for ϕ ∈ S p
h,m , and both terms on the right-hand side of (6.392) vanish (the first term

equals zero because of the properties of the L2(Ω)-projection and the second one
due to (6.390c)). �

The sum on the last line in relation (6.391) does not vanish because, in general,
{U − πu}m /∈ S p

h,m , as we use different triangulations of Ω on different time levels.
Under the notation

ξ = U − πu ∈ S p,q
h,τ , η = πu − u, (6.393)

we have e = ξ + η and (6.391) can be rewritten as

B(ξ, ξ) = −
r∑

m=1

∫

Im

Ah,m(η, ξ) dt +
r−1∑
m=1

(η−
m , {ξ}m). (6.394)
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Lemma 6.66 Let us denote

Rm(η) = ‖η‖E,m + √
ε

⎛
⎝ ∑

K∈Th,m

h2
K |η|2H2(K )

⎞
⎠

1/2

(6.395)

+
⎛
⎝ ∑

K∈Th,m

h−2
K ‖η‖2

L2(K )

⎞
⎠

1/2

+
⎛
⎝ ∑

K∈Th,m

‖η−‖2
v,∂K −\∂Ω

⎞
⎠

1/2

.

Then there exists a constant Ca independent of u, U, h, m and ε such that

|Ah,m(η, ξ)| ≤ Ca‖ξ‖E,m Rm(η). (6.396)

Proof We proceed similarly as in Sect. 2.5, where instead of Th we write Th,m ,
instead of ah we consider εah,m , and set vh := ξ . We begin with the form ah,m .
Using the first inequality from (2.117), (2.123) and (6.376), we have

∣∣ah,m(η, ξ)
∣∣ ≤ |η|H1(Ω,Th,m )|ξ |H1(Ω,Th,m ) (6.397)

+
⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇η〉)2 dS

⎞
⎟⎠

1/2⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ [ξ ]2 dS

⎞
⎟⎠

1/2

+
⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇ξ 〉)2 dS

⎞
⎟⎠

1/2⎛
⎜⎝
∑

Γ ∈F ID
h

∫

Γ

σ [η]2 dS

⎞
⎟⎠

1/2

≤ |η|H1(Ω,Th,m )|ξ |H1(Ω,Th,m )

+ C

⎛
⎝ ∑

K∈Th,m

(
hK |η|H1(K ) |η|H2(K ) + |η|2H1(K )

)⎞⎠
1/2

Jσ
h,m(ξ, ξ)1/2

+ C

⎛
⎝ ∑

K∈Th,m

(
hK |ξ |H1(K ) |ξ |H2(K ) + |ξ |2H1(K )

)⎞
⎠

1/2

Jσ
h,m(η, η)1/2.

Moreover, Youngs’s inequality gives

∑
K∈Th,m

(
hK |η|H1(K ) |η|H2(K ) + |η|2H1(K )

)
(6.398)

≤
∑

K∈Th,m

1

2

(
3|η|2H1(K )

+ h2
K |η|2H2(K )

)
= 3

2
|η|2H1(Ω,Th)

+
∑

K∈Th,m

1

2
h2

K |η|2H2(K )

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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and the inverse inequality implies that

∑
K∈Th,m

(
hK |ξ |H1(K ) |ξ |H2(K ) + |ξ |2H1(K )

)
≤ (1 + CI )|ξ |2H1(Ω,Th)

. (6.399)

Hence, inserting (6.398) and (6.399) into (6.397), using the discrete Cauchy
inequality and the inequality (c2

1 + · · · + c2
n)1/2 ≤ |c1| + · · · + |cn|, we obtain

ε|ah,m(η, ξ)| (6.400)

≤ C

⎛
⎜⎝√

ε |η|H1(Ω,Th,m ) + √
ε Jh,m(η, η)1/2 + √

ε

⎛
⎝ ∑

K∈Th

h2
K |η|2H2(K )

⎞
⎠

1/2
⎞
⎟⎠

×
(√

ε |ξ |H1(Ω,Th,m ) + √
ε Jh,m(ξ, ξ)1/2

)

≤ C‖ξ‖E,m

⎛
⎜⎝‖η‖E,m + √

ε

⎛
⎝ ∑

K∈Th,m

h2
K |η|2H2(K )

⎞
⎠

1/2
⎞
⎟⎠ .

Due to (4.188), where we write bh,m instead of bh , we have

|bh,m(η, ξ)| ≤
∣∣∣∣∣∣
∑

K∈Th

∫

K
η(v · ∇ξ) dx

∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑

K∈Th

∫

K
ηξ ∇ · v dx

∣∣∣∣∣∣
(6.401)

+
∣∣∣∣∣∣
∑

K∈Th

(∫

∂K
(v · n)ξη dS −

∫

∂K −∩∂Ω

(v · n)ξη dS −
∫

∂K −\∂Ω

(v · n)ξ [η] dS

)∣∣∣∣∣∣
.

The first term in (6.401) is estimated with the aid of assumption (4.159d), the Cauchy
inequality and the inverse inequality (2.86):

∣∣∣∣∣∣
∑

K∈Th

∫

K
η(v · ∇ξ) dx

∣∣∣∣∣∣
≤ Cv

∑
K∈Th,m

‖η‖L2(K )|ξ |H1(K ) (6.402)

≤ CvCI

∑
K∈Th,m

h−1
K ‖η‖L2(K ) ‖ξ‖L2(K ) ≤ C

⎛
⎝ ∑

K∈Th,m

h−2
K ‖η‖2

L2(K )

⎞
⎠

1/2

‖ξ‖L2(Ω).

The second term is estimated by

∣∣∣∣∣∣
∑

K∈Th

∫

K
ηξ ∇ · v dx

∣∣∣∣∣∣
≤ Cv‖η‖L2(Ω)‖ξ‖L2(Ω). (6.403)

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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The third term is estimated as in (4.191):

∣∣∣∣∣∣
∑

K∈Th

(∫

∂K +
(v · n)ξη dS +

∫

∂K −\∂Ω

((v · n)ξη − (v · n)ξ [η]) dS

)∣∣∣∣∣∣
(6.404)

=
∣∣∣∣∣∣
∑

K∈Th

(∫

∂K +∩∂Ω

(v · n)ξη dS +
∫

∂K −\∂Ω

(v · n)η−[ξ ] dS

)∣∣∣∣∣∣
≤
∑

K∈Th

‖ξ‖v,∂K +∩∂Ω‖η‖v,∂K +∩∂Ω +
∑

K∈Th

‖[ξ ]‖v,∂K −\∂Ω‖η−‖v,∂K −\∂Ω.

Summarizing (6.401)–(6.404), we obtain

|bh,m(η, ξ)| ≤ C

⎛
⎜⎝‖η‖L2(Ω) +

⎛
⎝ ∑

K∈Th,m

h−2
K ‖η‖2

L2(K )

⎞
⎠

1/2
⎞
⎟⎠ ‖ξ‖L2(Ω) (6.405)

+
∑

K∈Th

‖ξ‖v,∂K +∩∂Ω‖η‖v,∂K +∩∂Ω +
∑

K∈Th

‖[ξ ]‖v,∂K −\∂Ω‖η−‖v,∂K −\∂Ω

≤ C

⎛
⎜⎝‖η‖L2(Ω) +

⎛
⎝ ∑

K∈Th,m

h−2
K ‖η‖2

L2(K )

⎞
⎠

1/2

+
⎛
⎝ ∑

K∈Th,m

‖η‖2
v,∂K +∩∂Ω

⎞
⎠

1/2

+
⎛
⎝ ∑

K∈Th

‖η−‖2
v,∂K −\∂Ω

⎞
⎠

1/2
⎞
⎟⎠

×
⎛
⎜⎝‖ξ‖L2(Ω) +

⎛
⎝ ∑

K∈Th

‖ξ‖2
v,∂K +∩∂Ω

⎞
⎠

1/2

+
⎛
⎝ ∑

K∈Th

‖[ξ ]‖2
v,∂K −\∂Ω

⎞
⎠

1/2
⎞
⎟⎠

≤ C‖ξ‖E,m

⎛
⎜⎝‖η‖E,m +

⎛
⎝ ∑

K∈Th

‖η−‖2
v,∂K −\∂Ω

⎞
⎠

1
2

+
⎛
⎝ ∑

K∈Th,m

h−2
K ‖η‖2

L2(Ω)

⎞
⎠

1
2
⎞
⎟⎠ .

Further, we have

|ch,m(η, ξ)| ≤ Cc‖η‖L2(Ω)‖ξ‖L2(Ω), (6.406)

ε|Jh,m(η, ξ)| ≤ ε
√

Jh,m(η, η)
√

Jh,m(ξ, ξ) ≤ ε|||η||| |||ξ |||. (6.407)

Now, the above estimates for ah,m, bh,m, ch,m and Jh,m imply (6.396). �

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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From the estimates for bh,m and ch,m we see that it is necessary to have γ0 > 0
as assumed in (4.159f). However, this assumption is not restrictive, as shown in
Sect. 4.6.1.

Lemma 6.67 The following estimate holds:

r∑
m=1

∫

Im

‖ξ‖2
E,m dt + ‖ξ‖2

T ≤ 4C2
a

r∑
m=1

∫

Im

R2
m(η) dt + 8

r−1∑
m=1

‖η−
m‖2

L2(Ω)
,

(6.408)

where Ca is the constant from Lemma6.66.

Proof From Lemma 6.63 and relation (6.394) we get

r∑
m=1

∫

Im

Ah,m(ξ, ξ) dt + ‖ξ‖2
T (6.409)

= B(ξ, ξ) =
r∑

m=1

∫

Im

Ah,m(η, ξ) dt −
r−1∑
m=1

(η−
m , {ξ}m).

By Lemma 6.64,

Ah,m(ξ, ξ) ≥ ‖ξ‖2
E,m, (6.410)

and by Lemma 6.66,

|Ah,m(η, ξ)| ≤ Ca‖ξ‖E,m Rm(η). (6.411)

The Cauchy inequality implies that

∣∣∣∣∣
r−1∑
m=1

(η−
m , {ξ}m)

∣∣∣∣∣ ≤
r−1∑
m=1

‖η−
m‖L2(Ω)‖{ξ}m‖L2(Ω)

≤
(

2
r−1∑
m=1

‖η−
m‖2

L2(Ω)

)1/2 (
1

2

r−1∑
m=1

‖{ξ}m‖2
L2(Ω)

)1/2

,

r∑
m=1

∫

Im

‖ξ‖E,m Rm(η) dt ≤
(

r∑
m=1

∫

Im

R2
m(η) dt

)1/2 ( r∑
m=1

∫

Im

‖ξ‖2
E,m dt

)1/2

.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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From the above estimates, the definition (6.386) of the norm ‖ · ‖T and (6.409) we
get

r∑
m=1

∫

Im

‖ξ‖2
E,m dt + ‖ξ‖2

T ≤ √
2

(
r∑

m=1

∫

Im

‖ξ‖2
E,m dt + ‖ξ‖2

T

)1/2

×
⎛
⎝Ca

(
r∑

m=1

∫

Im

R2
m(η) dt

)1/2

+
(

2
r−1∑
m=1

‖η−
m‖2

L2(Ω)

)1/2⎞
⎠ .

This fact and the inequality (a + b)2 ≤ 2(a2 + b2) already imply (6.408). �

From the above inequality with a = ‖ξ‖E,m, b = ‖η‖E,m and a = ‖ξ‖T , b =
‖η‖T , Lemma 6.67 and definitions (6.388), (6.395) of ‖ · ‖E,m and Rm(η) we deduce
the following abstract error estimate.

Theorem 6.68 There exists a constant CAE > 0 independent of u, U, h, τ, r, m, ε

such that

r∑
m=1

∫

Im

‖e‖2
E,m dt + ‖e‖2

T (6.412)

≤ CAE

r∑
m=1

∫

Im

R2
m(η) dt + CAE

r−1∑
m=1

‖η−
m‖2

L2(Ω)
+ 2‖η‖2

T ,

r∑
m=1

∫

Im

‖e‖2
E,m dt ≤ CAE

r∑
m=1

∫

Im

R2
m(η) dt + CAE

r−1∑
m=1

‖η−
m‖2

L2(Ω)
. (6.413)

6.4.4.1 Error Estimate in Terms of h and τ

The estimation of error e = U − u of the ST-DGM (6.379) in terms of h and τ is
based on the abstract error estimate (6.413) and the approximation properties of the
interpolation operator π derived in Sect. 6.1.6. We again write

η|Im = (πu − u)|Im = η(1) + η(2), (6.414)

η(1) = (Πh,mu − u)|Im , η(2) = (πu − Πh,mu)|Im = (π(Πh,mu) − Πh,mu)|Im ,

because, by (6.39), πu|Im = π(Πh,mu)|Im . We assume that the exact solution u
satisfies the regularity condition (6.370). Then, in a similar way as in Sect. 6.2.4, we
can prove the error estimate. It will be derived under several assumptions. We consider
assumptions on the shape-regularity (2.19) and local quasi-uniformity (2.21) of the
space grids Th,m and, moreover, some relations between the time steps and space

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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sizes. Namely, we have in mind the condition (6.261), i.e., τm ≥ C h2
m , m = 1, . . . , r .

Instead of condition (6.118), i.e., τm ≤ C h
K (L)

Γ

, Γ ∈ F B
h,m , m = 1, . . . , r , h ∈

(0, h̄), we consider the stronger condition

τm ≤ C
∗

hK , K ∈ Th,m, m = 1, . . . , r, h ∈ (0, h̄). (6.415)

Theorem 6.69 Let u be the exact solution of problem (6.369) and let assumptions
(4.159) and (6.370) be satisfied. Let U be the approximate solution of this problem
obtained by method (6.379) under assumptions (2.19), (2.21), (6.261) and (6.415).
Then there exists a contact C > 0 independent of h, τ, m, r, u, U and ε such that

r∑
m=1

∫

Im

‖e‖2
E,m dt ≤ C

(
h2(μ−1) |u|2C([0,T ];Hμ(Ω)) + τ 2q |u‖2

Hq+1(0,T ;H1(Ω))

)
.

(6.416)

Estimate (6.416) holds for every ε ≥ 0. (The symbol | · ‖ is defined by (6.105).)

Proof By the abstract error estimate (6.413), the definition (6.395) of the expression
Rm(η) and the definition (6.388) of the norm ‖ · ‖E,m , we have

r∑
m=1

∫

Im

‖e‖2
E,m dt (6.417)

≤ C
r∑

m=1

∫

Im

(ε

2

(|η|2H1(Ω,Th,m )
+ Jh,m(η, η)

)+ γ0 ‖η‖2
L2(Ω)

+ ε
∑

K∈Th,m

h2
K |η|2H2(K )

+
∑

K∈Th,m

h−2
K ‖η‖2

L2(K )

+ 1

2

∑
K∈Th,m

(‖η‖2
v,∂K∩∂Ω + ‖[η]‖2

v,∂K\∂Ω + ‖η−‖2
v,∂K −\∂Ω

))
dt

+ C
r−1∑
m=1

‖η−
m‖2

L2(Ω)
.

Let us estimate the individual terms depending on η. By (6.109), (6.112), (6.115)
and Lemma 6.19,

r∑
m=1

∫

Im

ε

2

(
|η|2H1(Ω,Th,m )

+ Jh,m(η, η)
)

dt (6.418)

≤ C ε
(

h2(μ−1) |u|2L2(0,T ;Hμ(Ω))
+ τ 2q |u|2Hq+1(0,T ;H1(Ω))

)
.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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By virtue of (6.108) and (6.111),

r∑
m=1

∫

Im

‖η‖2
L2(Ω)

dt ≤ C
(

h2μ |u2|2L2(0,T ;Hμ(Ω))
+ τ 2(q+1) |u|Hq+1(0,T ;L2(Ω))

)
.

(6.419)

Moreover, taking into account assumption (6.415), we find that

r∑
m=1

∫

Im

∑
K∈Th,m

h−2
K ‖η‖2

L2(K )
dt ≤ C

(
h2(μ−1)|u|2L2(0,T ;Hμ(Ω))

+ τ 2q |u|2Hq+1(0,T ;L2(Ω))

)
.

In view of (6.110) and (6.113),

r∑
m=1

∫

Im

∑
K∈Th,m

h2
K |η|2H2(K )

(6.420)

≤ C
(

h2(μ−1) |u|2L2(0,T ;Hμ(Ω))
+ τ 2(q+1) |u|Hq+1(0,T ;H1(Ω))

)
.

Further, under condition (6.261), estimate (6.107) and the relation
∑r

m=1 τm = T
imply that

r−1∑
m=1

‖η−
m‖2

L2(Ω)
≤ C

r−1∑
m=1

τm h2μ−1
m |u(tm)|2Hμ(Ω) (6.421)

≤ C T h2μ−1|u|2C([0,T ];Hμ(Ω)).

Finally, we estimate the expression

Rb(η) :=
r∑

m=1

∫

Im

∑
K∈Th,m

(
‖η‖2

v,∂K∩∂Ω + ‖[η]‖2
v,∂K\∂Ω + ‖η−‖2

v,∂K −\∂Ω

)
dt .

(6.422)

From the multiplicative trace inequality (2.78) and the Young inequality we get

|η‖2
v,∂K∩∂Ω + ‖[η]‖2

v,∂K\∂Ω + ‖η−‖2
v,∂K −\∂Ω

(6.423)

≤ C‖η‖2
L2(∂K )

≤ C
(

h−1
K ‖η‖2

L2(K )
+ hK ‖η‖2

H1(K )

)
.

By virtue of condition (6.415), h−1
K τ

2(q+1)
m ≤ C τ

2q+1
m and, thus by (6.111), (6.112),

(6.108) and (6.109),

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Rb(η) ≤ C h2μ−1 |u|2L2(0,T ;Hμ(Ω))
+ C

r∑
m=1

(
τ

2q+1
m

∑
K∈Th,m

|u|2Hq+1(Im ;H1(K ))

)

(6.424)

≤ C
(

h2μ−1 |u|2L2(0,T ;Hμ(Ω))
+ τ 2q+1 |u|2Hq+1(0,T ;H1(Ω))

)
.

Taking into account estimates (6.417)–(6.424) and the relation

|u|L2(0,T ;Hμ(Ω)) ≤ T |u|C([0,T ];Hμ(Ω)),

we find that (6.416) holds. �

Remark 6.70 (a) In our theoretical error analysis, it was necessary to use assumption
(6.415), which reminds us of the CFL-like stability condition.1 It is an interesting
subject to investigate the stability of the ST-DGM (6.379) in order to find out, if the
method is unconditionally stable.

(b) If we compare Theorems 6.69, 4.28 and 6.46, we see that the uniform error
estimates with respect to ε derived for the ST-DGM are of a lower-order both in
space and in time. A detailed analysis shows that better estimates can be obtained
in this case under the assumption that the transport velocity v behaves in time as a
polynomial of degree ≤ q − 1 and the function u D behaves in time as a polynomial
of degree ≤ q. Then it is possible to avoid the expression

∑
K∈Th,m

h−2
K ‖η‖L2(K ) in

the estimate of the term bh,m(η, ξ) and thereby to improve the error estimate. We
leave the detailed analysis to the reader.

6.4.5 Numerical Examples

The error estimates derived above will be demonstrated by numerical experiments.
We solve equation (6.369a) in QT = (0, 1)2 × (0, 1) with v1 = v2 = 1, c = 0.5
and two choices of the diffusion coefficient: ε = 0.005 (parabolic case) and ε = 0
(hyperbolic case). The right-hand side g and the boundary and initial conditions are
chosen in such way that they conform to the exact solution

uex (x1, x2, t) =(1 − e−t )
(

2x1 + 2x2 − x1x2 + 2(1 − ev1(x1−1)/ν)(1 − ev2(x2−1)/ν)
)

,

(6.425)

where ν = 0.05 is a constant determining the steepness of the boundary layer in the
exact solution.

1CFL condition means the Courant–Friedrichs–Lewy condition, which guarantees the stability of
explicit numerical schemes for the solution of first-order hyperbolic equations. See, e.g., [127,
Sect. 3.2.8] or [245, Sect. 3.1.3].

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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Fig. 6.4 Coarsest mesh Th1 (left) and the fine mesh Th4 (right)

The problem is solved on a sequence of non-nested nonuniform space meshes
Th1, Th2 , . . ., which is kept unchanged on all time levels. Figure 6.4 shows the
coarsest mesh Th1 and the mesh Th4 . We inspect the experimental order of conver-
gence (EOC) with respect to τ and h, which are simultaneously varied. For successive
pairs (τ, h) and (τ ′, h′) we evaluate the experimental order of convergence (EOC)
in space and time defined as

EOCsp = log
(‖eτ ′h′ ‖L2(QT )

)− log
(‖eτh‖L2(QT )

)

log h′ − log h
,

EOCti = log
(‖eτ ′h′ ‖L2(QT )

)− log
(‖eτh‖L2(QT )

)

log τ ′ − log τ
,

where eτh = U − u is the error of the method, when the exact solution uex is
approximated by the DG approximate solution U that is computed with the aid of
a space triangulation of size h and a time interval partition of size τ . Moreover,
we compute the global experimental order of convergence (GEOC) with the aid of
additional data sets with halved time step and fitting a general nonlinear model of
the form

‖eτh‖L2(QT ) ≈ C1 hr + C2 τ s

through the data via the method of nonlinear least squares, using the MINPACK
package [225]. The results are shown in Tables 6.5 and 6.6.
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Table 6.5 Computational errors and the corresponding EOC: ε = 0.005 (parabolic case): p = 1,
q = 1 (top) and p = 2, q = 2 (bottom)

h τ ‖eτh‖L2(QT ) EOCsp EOCti

0.2838 0.2500 4.5853E–02 – –

0.2172 0.2000 3.5474E–02 0.96 1.15

0.1540 0.1667 2.2387E–02 1.34 2.52

0.1035 0.1000 1.2945E–02 1.38 1.07

0.0768 0.0769 5.3557E–03 2.95 3.36

0.0532 0.0526 2.3742E–03 2.22 2.14

0.0398 0.0400 1.3345E–03 1.98 2.10

0.0270 0.0270 5.2577E–04 2.40 2.38

0.0223 0.0222 2.7946E–04 3.30 3.23

0.0144 0.0145 1.1835E–04 1.98 2.01

GEOC 2.07 2.11

h τ ‖eτh‖L2(QT ) EOCsp EOCti

0.2838 0.2500 2.0470E–02 – –

0.2172 0.2000 1.0103E–02 2.64 3.16

0.1540 0.1667 4.3992E–03 2.42 4.56

0.1035 0.1000 1.6821E–03 2.42 1.88

0.0768 0.0769 4.9668E–04 4.08 4.65

0.0532 0.0526 1.6550E–04 3.00 2.90

0.0398 0.0400 7.7630E–05 2.61 2.76

0.0270 0.0270 2.7654E–05 2.66 2.63

GEOC 2.89 2.78

The numerical experiments were carried out with the aid of the FreeFEM++
modelling environment from [169], which was adapted to the space-time DGM
discretization. The time integrals were evaluated by exact quadrature formulae for
polynomials of degree 5 and 9 in the case of elements linear in time and quadratic
in time, respectively. The quadrature formulae used for the integration over triangles
and their sides were exact for polynomials of degree 5 both for linear and quadratic
elements. The nonsymmetric linear problem was solved in each time step by the
multifrontal direct solver UMFPACK [72].

It follows from these examples that the error estimate (6.416) is suboptimal both
in space and time (cf. Remark 6.70b). On the other hand, a positive property of this
estimate is the uniformity with respect to the diffusion coefficient ε → 0+. The
derivation of optimal error estimates remains open.
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Table 6.6 Computational errors and the corresponding EOC: ε = 0 (hyperbolic case): p = 1,
q = 1 (top) and p = 2, q = 2 (bottom)

h τ ‖eτh‖L2(QT ) EOCsp EOCti

0.2838 0.2500 4.9212E–02 – –

0.2172 0.2000 3.8843E–02 0.89 1.06

0.1540 0.1667 2.5997E–02 1.17 2.20

0.1035 0.1000 1.5581E–02 1.29 1.00

0.0768 0.0769 6.9089E–03 2.72 3.10

0.0532 0.0526 3.2904E–03 2.02 1.95

0.0398 0.0400 1.8620E–03 1.96 2.07

0.0270 0.0270 7.5458E–04 2.32 2.30

0.0223 0.0222 4.1924E–04 3.07 3.00

0.0144 0.0145 1.7556E–04 2.01 2.04

GEOC 1.95 1.99

h τ ‖eτh‖L2(QT ) EOCsp EOCti

0.2838 0.2500 2.3451E–02 – –

0.2172 0.2000 1.2484E–02 2.36 2.83

0.1540 0.1667 6.1746E–03 2.05 3.86

0.1035 0.1000 2.6342E–03 2.14 1.67

0.0768 0.0769 8.0848E–04 3.95 4.50

0.0532 0.0526 2.6400E–04 3.05 2.95

0.0398 0.0400 1.0761E–04 3.09 3.27

0.0270 0.0270 2.7962E–05 3.47 3.44

GEOC 2.87 2.98



Chapter 7
Generalization of the DGM

The aim of this chapter is to present some advanced aspects and special techniques of
the discontinuous Galerkin method. First, we present the hp-discontinuous Galerkin
method. Then the DGM over nonstandard nonsimplicial meshes will be treated.
Finally, the effect of numerical integration in the DGM will be analyzed in the case
of a nonstationary convection-diffusion problem with nonlinear convection.

7.1 hp-Discontinuous Galerkin Method

Since the DGM is based on discontinuous piecewise polynomial approximations,
it is possible to use different polynomial degrees on different elements in a simple
way. Then we speak of the hp-discontinuous Galerkin method (hp-DGM). A suitable
adaptive mesh refinement combined with the choice of the polynomial approximation
degrees, representing the hp-adaptation, can significantly increase the efficiency of
the computational process. It allows us to achieve the given error tolerance with
the aid of the low number of degrees of freedom. The origins of hp finite element
methods date back to the pioneering work of Ivo Babuška et al., see the survey paper
[16]. Based on several theoretical works as, e.g., monographs [253, 258] or papers
[16, 78, 259], it is possible to expect that the error decreases to zero at an exponential
rate with respect to the number of degrees of freedom.

We present here the analysis of error estimates for the hp-DGM in the case of
a model of the Poisson boundary value problem. We underline the similarity and
differences with analysis of the h-version of the DGM presented in Chap. 2. Mostly
the same notation is used for several constants appearing also in Chap. 2, but some
constants may have slightly different meaning. However, we suppose that there is
no danger of misunderstanding. On the contrary, it helps us to adapt the techniques
from Chap. 2 to this section.

The analysis of the hp-DGM can be directly extended to nonstationary convec-
tion-diffusion equations from Chaps. 4 and 5. See, e.g., [87, 178, 186].
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7.1.1 Formulation of a Model Problem

Similarly, as in Sect. 2.1, let Ω be a bounded polygonal or polyhedral domain
in R

d , d = 2, 3, with Lipschitz boundary ∂Ω . We denote by ∂ΩD and ∂ΩN

parts of the boundary ∂Ω such that ∂Ω = ∂ΩD ∪ ∂ΩN , ∂ΩD ∩ ∂ΩN = ∅ and
measd−1(∂ΩD) > 0.

We consider the Poisson problem (2.1) to find a function u : Ω → R such that

−Δu = f in Ω, (7.1a)

u = u D on ∂ΩD, (7.1b)

n · ∇u = gN on ∂ΩN , (7.1c)

where f, u D and gN are given functions. The weak solution of problem (7.1) is
given by Definition 2.1.

7.1.2 Discretization

In this section we introduce the hp-DGM numerical solution of problem (7.1). We
start from the generalization of the function spaces defined in Chap. 2.

7.1.2.1 Function Spaces

LetTh (h > 0) be a triangulation of Ω . In the same way as in Chap. 2, by the symbols
Fh,F I

h ,F B
h ,F D

h and F ID
h we denote sets of faces of elements K ∈ Th . To each

K ∈ Th , we assign a positive integer sK —local Sobolev index and a positive integer
pK –local polynomial degree. Then we define the sets

s = {sK , K ∈ Th}, p = {pK , K ∈ Th}. (7.2)

Over the triangulation Th , we define (instead of (2.29)) the broken Sobolev space
corresponding to the vector s

H s(Ω,Th) = {v; v|K ∈ HsK (K ) ∀ K ∈ Th} (7.3)

with the norm

‖v‖H s(Ω,Th) =
⎛
⎝ ∑

K∈Th

‖v‖2
HsK (K )

⎞
⎠

1/2

(7.4)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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and the seminorm

|v|H s(Ω,Th) =
⎛
⎝ ∑

K∈Th

|v|2HsK (K )

⎞
⎠

1/2

, (7.5)

where ‖ · ‖HsK (K ) and | · |HsK (K ) denotes the norm and seminorm in the Sobolev
space HsK (K ) = W sK ,2(K ), respectively. If sK = q ≥ 1 for all K ∈ Th, then we
use the notation Hq(Ω,Th) = H s(Ω,Th). Obviously,

Hs̄(Ω,Th) ⊂ H s(Ω,Th) ⊂ Hs(Ω,Th), (7.6)

where s̄ = max{sK , sK ∈ s} and s = min{sK , sK ∈ s}.
Furthermore, we define (instead of (2.34)) the space of discontinuous piecewise

polynomial functions associated with the vector p by

Sh p = {v ∈ L2(Ω); v|K ∈ PpK (K ) ∀ K ∈ Th}, (7.7)

where PpK (K ) denotes the space of all polynomials on K of degree ≤ pK . In the
hp-error analysis we assume that there exists a constant CP ≥ 1 such that

pK

pK ′
≤ CP ∀ K , K ′ ∈ Th such that K and K ′ are neighbours. (7.8)

Assumption (7.8) may seem rather restrictive. However, it appears that the application
of the hp-methods to practical problems is efficient and accurate, if the polynomial
degrees of approximation on neighbouring elements do not differ too much.

7.1.2.2 hp-Variant of the Penalty Parameter

In Sect. 2.6.1 we introduced the penalty parameter σ : ∪Γ ∈F ID
h

→ R, which was

proportional to diam(Γ )−1 ∼ h−1
K where Γ ⊂ ∂K , Γ ∈ F ID

h . However, the
following numerical analysis shows that for the hp-DGM, the penalty parameter σ

has to depend also on the degree of the polynomial approximation (see also [180]).
To this end, for each K ∈ Th we define the parameter

d(K ) = hK

p2
K

, K ∈ Th . (7.9)

Now for each Γ ∈ F ID
h we introduce the hp-analogue to the quantity hΓ from

Sect. 2.6.1, which is now denoted by d(Γ ). In the theoretical analysis, we require
that the quantity d(Γ ), Γ ∈ Fh, h ∈ (0, h̄), satisfies the equivalence condition
with d(K ), i.e., there exist constants CT , CG > 0 independent of h, K and Γ such
that

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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CT d(K ) ≤ d(Γ ) ≤ CG d(K ), K ∈ Th, Γ ∈ Fh, Γ ⊂ ∂K . (7.10)

Let K (L)
Γ and K (R)

Γ be the neighbouring elements sharing the face Γ ∈ F I
h .

There are several possibilities how to define the parameter d(Γ ) for all interior faces
Γ ∈ F I

h :

(i)

d(Γ ) = 2 diam(Γ )

(p
K (L)

Γ

)2 + (p
K (R)

Γ

)2 , Γ ∈ F I
h , (7.11)

(ii)

d(Γ ) = max(d(K (L)
Γ ), d(K (R)

Γ )), Γ ∈ F I
h , (7.12)

(iii)

d(Γ ) = min(d(K (L)
Γ ), d(K (R)

Γ )), Γ ∈ F I
h . (7.13)

Moreover, for the boundary faces Γ ∈ F D
h , we put

d(Γ ) = d(K (L)
Γ ), (7.14)

where K (L)
Γ is the element adjacent to Γ .

In the sequel we consider a system {Th}h∈(0,h̄) of triangulations of the domain Ω

satisfying the shape-regularity assumption (2.19), i.e.,

hK

ρK
≤ CR, K ∈ Th, h ∈ (0, h̄). (7.15)

The following lemma characterizes the mesh assumptions and the choices of
d(Γ ), which guarantees the equivalence condition (7.10).

Lemma 7.1 Let {Th}h∈(0,h̄) be a system of triangulations of the domain Ω satisfying
assumption (7.15). Moreover, let p be the polynomial degree vector given by (7.2),
satisfying assumption (7.8). Then condition (7.10) is satisfied in the following cases:

(a) The triangulations Th, h ∈ (0, h̄), are conforming (i.e., assumption (MA4) from
Sect.2.3.2 is satisfied) and d(Γ ) is defined by (7.11) or (7.12) or (7.13).

(b) The triangulations Th, h ∈ (0, h̄), are, in general, nonconforming, assumption
(A2) (i.e., (2.22) is satisfied and d(Γ ) is defined by (7.11).

(c) The triangulations Th, h ∈ (0, h̄), are, in general, nonconforming, assumption
(A1) is satisfied (i.e., the system {Th}h∈(0,h̄) is locally quasi-uniform) and d(Γ )

is defined by (7.12) or (7.13).

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Exercise 7.2 Prove the above lemma and determine the constants CT and CG .

Remark 7.3 If pK = p ∈ N for all K ∈ Th , then the constants CT and CG from
(7.10) are identical with the constants from (2.20).

7.1.2.3 Approximate Solution

Now we are ready to introduce the hp-DGM approximate solution. Using the same
process as in Chap. 2, we arrive at the definition of the following forms. For u, v ∈
H s(Ω,Th), where sK ≥ 2 for all K ∈ Th , we put

ah(u, v) =
∑

K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

(〈∇u〉 · n[v] + Θ〈∇v〉 · n[u]) dS,

(7.16)

Jσ
h (u, v) =

∑

Γ ∈F ID
h

∫

Γ

σ [u] [v] dS, (7.17)

	h(v) =
∫

Ω

gv dx − Θ
∑

Γ ∈F D
h

∫

Γ

u D (∇v · n) dS +
∑

Γ ∈F D
h

∫

Γ

σu D v dS

+
∫

∂ΩN

gN v dS, (7.18)

where the penalty parameter σ is given by

σ |Γ = σΓ = CW

d(Γ )
, Γ ∈ F ID

h , (7.19)

with d(Γ ) introduced in (7.11)–(7.14), and a suitable constant CW > 0. In contrast
to the penalty parameter σ defined in Sect. 2.6.1, we have σ |Γ ∼ p2h−1, where h and
p correspond to the diameter of Γ and the degree of the polynomial approximation,
respectively, in the vicinity of Γ .

Similarly as in Sect. 2.4, forΘ = −1,Θ = 0 andΘ = 1 the form ah (together with
the form Jσ

h ) represents the nonsymmetric variant (NIPG), incomplete variant (IIPG)
and symmetric variant (SIPG), respectively, of the approximation of the diffusion
term. Moreover, we put

Ah(u, v) = ah(u, v) + Jσ
h (u, v), u, v ∈ H s(Ω,Th). (7.20)

Now we define an approximate solution of problem (7.1).

Definition 7.4 A function uh ∈ Sh p is called an hp-DG approximate solution of
problem (7.1), if it satisfies the identity

Ah(uh, vh) = 	h(vh) ∀ vh ∈ Sh p. (7.21)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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From the construction of the forms Ah and 	h one can see that the exact solution
u ∈ H2(Ω) of problem (7.1) satisfies the identity

Ah(u, v) = 	h(v) ∀ v ∈ H2(Ω,Th), (7.22)

which represents the consistency of the method. Identities (7.21) and (7.22) imply
the Galerkin orthogonality of the error eh = uh − u of the method:

Ah(eh, vh) = 0 ∀ vh ∈ Sh p, (7.23)

which will be used in the analysis of error estimates. (Compare with (2.57).)

7.1.3 Theoretical Analysis

This section is devoted to the error analysis of the hp-DGM introduced above.
Namely, an error estimate in the analogue to the DG-norm introduced by (2.103)
will be derived. We follow the analysis of the abstract method from Sect. 2.2 and
present several “hp-variants” of results from Chap. 2. We use the same notation for
constants, although they attain different values in Chap. 2 and Sect. 7.1.3.

7.1.3.1 Auxiliary Results

Similarly as in Sect. 2.5, the numerical analysis is based on three fundamental re-
sults: the multiplicative trace inequality, the inverse inequality and the approximation
properties.

The multiplicative trace inequality presented in Lemma 2.19 remains the same.
This means that under the shape-regularity assumption (7.15), there exists a constant
CM > 0 independent of v, h and K such that

‖v‖2
L2(∂K )

≤ CM

(
‖v‖L2(K ) |v|H1(K ) + h−1

K ‖v‖2
L2(K )

)
, (7.24)

K ∈ Th, v ∈ H1(K ), h ∈ (0, h̄).

The proof of Lemma 2.21 gives us the hp-version of the inverse inequality: Let the
shape-regularity assumption (7.15) be satisfied. Then there exists a constant CI > 0
independent of v, h, pK , and K such that

|v|H1(K ) ≤ CI p2
K h−1

K ‖v‖L2(K ), v ∈ PpK (K ), K ∈ Th, h ∈ (0, h̄). (7.25)

Finally, we introduce the hp-version of approximation properties of spaces Sh p.
We present the results from [14]. Since the proof is very technical, we skip it and
refer to the original work.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Lemma 7.5 (Approximation properties) There exists a constant CA > 0 indepen-
dent of v, h, K and pK and a mapping π K

pK
: HsK (K ) → PpK (K ), sK ≥ 1, such

that the inequality

‖π K
pK

v − v‖Hq (K ) ≤ CA
hμK −q

K

psK −q
K

‖v‖HsK (K ) (7.26)

holds for all v ∈ HsK (K ), K ∈ Th and h ∈ (0, h̄) with μK = min(pK +1, sK ), 0 ≤
q ≤ sK ,

Proof See Lemma 4.5 in [14] for the case d = 2. If d = 3, the arguments are
analogous. �

Definition 7.6 Let s and p be the vectors introduced in (7.2). We define the mapping
Πh p : H s(Ω,Th) → Sh p by

(
Πh pu

) |K = π K
pK

(u|K ) ∀ K ∈ Th, (7.27)

where π K
pK

: HsK (K ) → PpK (K ) is the mapping introduced in Lemma 7.5.

Lemma 7.7 Let s and p be the vectors introduced in (7.2) and Πh p : H s(Ω,Th) →
Sh p the corresponding mapping defined by (7.27). If v ∈ H s(Ω,Th), then

∥∥Πh pv − v
∥∥2

Hq (Ω,Th)
≤ C2

A

∑
K∈Th

h2(μK −q)
K

p2sK −2q
K

‖v‖2
HsK (K ), (7.28)

where μK = min(pK + 1, sK ), K ∈ Th and 0 ≤ q ≤ minsK ∈s sK and CA is the
constant from Lemma7.5.

Proof Using definition (7.27) and the approximation properties (7.26), we obtain
(7.28). �

Moreover, using the previous results, we prove some technical inequalities anal-
ogous to Lemma 2.27.

Lemma 7.8 Let (7.10) be valid and let σ be defined by (7.19). Then for each v ∈
H1(Ω,Th) we have

∑

Γ ∈F ID
h

d(Γ )−1
∫

Γ

[v]2 dS ≤ 2

CT

∑
K∈Th

d(K )−1
∫

∂K
|v|2 dS, (7.29)

∑

Γ ∈F ID
h

d(Γ )

∫

Γ

〈v〉2 dS ≤ CG

∑
K∈Th

d(K )

∫

∂K
|v|2 dS. (7.30)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Hence,

∑

Γ ∈F ID
h

σΓ ‖[v]‖2
L2(Γ )

≤ 2CW

CT

∑
K∈Th

d(K )−1‖v‖2
L2(∂K )

, (7.31)

∑

Γ ∈F ID
h

1

σΓ

‖〈v〉‖2
L2(Γ )

≤ CG

CW

∑
K∈Th

d(K )‖v‖2
L2(∂K )

, (7.32)

where the penalty parameter σ is given by (7.19).

Proof (a) By definition (2.32), (2.33), inequality (2.110) and assumption (7.10), we
have

∑

Γ ∈F ID
h

d(Γ )−1
∫

Γ

[v]2 dS

=
∑

Γ ∈F I
h

d(Γ )−1
∫

Γ

∣∣∣v(L)
Γ − v(R)

Γ

∣∣∣
2

dS +
∑

Γ ∈F D
h

d(Γ )−1
∫

Γ

∣∣∣v(L)
Γ

∣∣∣
2

dS

≤ 2
∑

Γ ∈F I
h

d(Γ )−1
∫

Γ

(∣∣∣v(L)
Γ

∣∣∣
2 +

∣∣∣v(R)
Γ

∣∣∣
2
)

dS +
∑

Γ ∈F D
h

d(Γ )−1
∫

Γ

∣∣∣v(L)
Γ

∣∣∣
2

dS

≤ 2C−1
T

∑

Γ ∈F ID
h

d(K (L)
Γ )−1

∫

Γ

∣∣∣v(L)
Γ

∣∣∣
2

dS + 2C−1
T

∑

Γ ∈F I
h

d(K (R)
Γ )−1

∫

Γ

∣∣∣v(R)
Γ

∣∣∣
2

dS

≤ 2C−1
T

∑
K∈Th

d(K )−1
∫

∂K
|v|2 dS,

which proves (7.29). Moreover, using (7.19) we immediately obtain (7.31).

(b) In the proof of (7.30), we proceed in a similar way, using (2.32), (7.10) and
(2.110). Inequality (7.32) is a direct consequence of (7.30) and (7.19). �

Analogously to Lemma 2.32, we present its hp-variant.

Lemma 7.9 Let v ∈ H1(Ω,Th). Then

Jσ
h (v, v) ≤ 2CW CM

CT

∑
K∈Th

(
p2

K

h2
K

‖v‖2
L2(K )

+ p2
K

hK
‖v‖L2(K )|v|H1(K )

)
(7.33)

≤ CW CM

CT

∑
K∈Th

(
2p2

K

h2
K

‖v‖2
L2(K )

+ p3
K

h2
K

‖v‖2
L2(K )

+ pK |v|2H1(K )

)
.

Proof If v ∈ H1(Ω,Th), then the definition (7.17) of the form Jσ
h , (7.31) and (7.9)

imply that

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Jσ
h (v, v) =

∑

Γ ∈F ID
h

∫

Γ

σ [v]2 dS =
∑

Γ ∈F ID
h

σΓ ‖[v]2‖L2(Γ )

≤ 2CW

CT

∑
K∈Th

d(K )−1‖v‖2
L2(∂K )

= 2CW

CT

∑
K∈Th

p2
K

hK
‖v‖2

L2(∂K )
.

Now, using the multiplicative trace inequality (7.24), we get

Jσ
h (v, v) ≤ 2CW CM

CT

∑
K∈Th

(
p2

K

h2
K

‖v‖2
L2(K )

+ p2
K

hK
‖v‖L2(K )|v|H1(K )

)
,

which gives the first inequality in (7.33). Moreover, the application of the Young
inequality yields the second one. �

Finally, we introduce the hp-variant of Lemma 2.34.

Lemma 7.10 Under assumptions (7.15) and (7.10), for any v ∈ H2(Ω,Th) the
following estimate holds:

∑

Γ ∈F ID
h

∫

Γ
σ−1(n · 〈∇v〉)2 dS ≤ CGCM

CW

∑

K∈Th

hK

p2
K

(
|v|H1(K ) |v|H2(K ) + h−1

K |v|2H1(K )

)

≤ CGCM

2CW

∑

K∈Th

(
3

p2
K

|v|2H1(K )
+ h2

K

p2
K

|v|2H2(K )

)
. (7.34)

Moreover, for vh ∈ Sh p we have

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇vh〉)2 dS ≤ CGCM

CW
(CI + 1)|vh |2H1(Ω,Th)

. (7.35)

Proof Using (7.32), the multiplicative trace inequality (7.24) and notation (7.9), we
find that

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2 dS ≤ CG

CW

∑
K∈Th

d(K )‖∇v‖2
L2(∂K )

≤ CGCM

CW

∑
K∈Th

hK

p2
K

(
‖∇v‖L2(K ) |∇v|H1(K ) + h−1

K ‖∇v‖2
L2(K )

)
,

= CGCM

CW

∑
K∈Th

hK

p2
K

(
|v|H1(K ) |v|H2(K ) + h−1

K |v|2H1(K )

)
,

which is the first inequality in (7.34). The second one is obtained by the application
of the Young inequality.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Further, for vh ∈ Sh p, estimate (7.34), the inverse inequality (7.25) and the in-
equality 1/p2

K ≤ 1 give

∑

Γ ∈F ID
h

∫

Γ
σ−1(n · 〈∇vh〉)2 dS

≤ CGCM

CW

∑

K∈Th

hK

p2
K

(
‖∇vh‖L2(K ) |∇vh |H1(K ) + h−1

K ‖∇vh‖2
L2(K )

)
,

≤ CGCM

CW

∑

K∈Th

hK

p2
K

(
CI p2

K h−1
K ‖∇vh‖L2(K ) ‖∇vh‖L2(K ) + h−1

K ‖∇vh‖2
L2(K )

)
,

≤ CGCM

CW
(CI + 1)

∑

K∈Th

‖∇vh‖2
L2(K )

= CGCM

CW
(CI + 1)|vh |2H1(Ω,Th)

,

which implies (7.35). �

7.1.3.2 Continuity of the Bilinear Forms

Now, we prove the continuity of the bilinear form Ah defined by (7.20). In the space
Shp we again employ the DG-norm

|||u||| =
(
|u|2H1(Ω,Th)

+ Jσ
h (u, u)

)1/2
. (7.36)

Comparing (7.36) with (2.103), both relations are formally identical. However,
the norm in (7.36) is p-dependent, because σ depends on the polynomial degrees
pK , K ∈ Th .

Exercise 7.11 Prove that ||| · ||| is a norm in the spaces H s(Ω,Th) and Sh p.

Furthermore, due to (2.122), we have

|Ah(u, v)| ≤ 2‖u‖1,σ ‖v‖1,σ ∀ u, v ∈ H2(Ω,Th), (7.37)

where

‖v‖2
1,σ = |||v|||2 +

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2 dS (7.38)

= |v|2H1(Ω,Th)
+ Jσ

h (v, v) +
∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇v〉)2dS.

Now, we derive the hp-estimate of the ‖ · ‖1,σ -norm, compare with Lemma 2.35.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Lemma 7.12 Let (7.10) be valid and let σ be defined by (7.19). Then, there exist
constants Cσ , C̃σ > 0 such that

Jσ
h (u, u)1/2 ≤ |||u||| ≤ ‖u‖1,σ ≤ Cσ Ra(u) ∀ u ∈ H2(Ω,Th), h ∈ (0, h̄),

(7.39)

Jσ
h (vh, vh)1/2 ≤ |||vh ||| ≤ ‖vh‖1,σ ≤ C̃σ |||vh ||| ∀ vh ∈ Sh p, h ∈ (0, h̄), (7.40)

where

Ra(u) =
⎛
⎝ ∑

K∈Th

(
p3

K

h2
K

‖u‖2
L2(K )

+ pK |u|2H1(K )
+ h2

K

p2
K

|u|2H2(K )

)⎞
⎠

1/2

, u ∈ H2(Ω,Th).

(7.41)

Proof The first two inequalities in (7.39) as well as in (7.40) follow immediately
from the definition of the DG-norm (7.36) and ‖·‖1,σ -norm (7.38). Moreover, in
view of (7.38), (7.4), (7.33) and (7.34), for u ∈ H2(Ω,Th), we have

‖u‖2
1,σ = |u|2H1(Ω,Th )

+ Jσ
h (u, u) +

∑

Γ ∈F ID
h

∫

Γ

σ−1(n · 〈∇u〉)2dS

≤
∑

K∈Th

|u|2H1(K )
+ CW CM

CT

∑
K∈Th

(
2p2

K

h2
K

‖u‖2
L2(K )

+ p3
K

h2
K

‖u‖2
L2(K )

+ pK |u|2H1(K )

)

+ CGCM

2CW

∑
K∈Th

(
3

p2
K

|u|2H1(K )
+ h2

K

p2
K

|u|2H2(K )

)
.

Now, using the inequalities pk ≥ 1 and 1/pK ≤ 1, we get

‖u‖2
1,σ ≤

∑
K∈Th

((
1 + 3CG CM

2CW
+ CW CM

CT

)
pK |u|2H1(K )

+ CG CM

2CW

h2
K

p2
K

|u|2H2(K )
+ 3CW CM

CT

p3
K

h2
k

‖u‖2
L2(K )

)
.

Hence, (7.39) holds with

Cσ =
(

max

(
1 + 3CG CM

2CW
+ CW CM

CT
,

CG CM

2CW
,

3CW CM

CT

))1/2

.

Further, if vh ∈ Sh p, then (7.38) and (7.35) immediately imply (7.40) with C̃σ =
(1 + CG CM (CI + 1)/CW )1/2. �

Lemma 7.12 directly implies the continuity of the form Ah .
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Corollary 7.13 Let (7.10) be valid and let σ be defined by (7.19). Then there exist
constants CB > 0 and C̃B > 0 such that the form Ah defined by (7.20) satisfies the
estimates

|Ah(uh, vh)| ≤ CB |||uh ||| |||vh ||| ∀ uh, vh ∈ Shp, (7.42)

|Ah(u, vh)| ≤ C̃B Ra(u) |||vh ||| ∀ u ∈ H2(Ω,Th) ∀ vh ∈ Shp ∀ h(0, h̄), (7.43)

where Ra is defined by (7.41).

Proof Estimates (7.37), (7.39) and (7.40) give (7.42) with CB = 2C̃2
σ . Moreover,

by (7.37) and (7.39),

|Ah(u, vh)| ≤ 2‖u‖1,σ ‖vh‖1,σ ≤ 2Cσ C̃σ Ra(u)|||vh |||,

which is (7.43) with C̃B = 2Cσ C̃σ . �

7.1.3.3 Coercivity of the Bilinear Forms

In order to derive error estimates of the approximate solution (7.21), we need the
coercivity of the form Ah . To this end, we present here the generalization of the
results from Sect. 2.6.3.

Lemma 7.14 (NIPG coercivity) For any CW > 0 the bilinear form Ah defined by
(7.20) with Θ = −1 in (7.16) satisfies the coercivity condition

Ah(v, v) ≥ |||v|||2 ∀ v ∈ H2(Ω,Th). (7.44)

Proof If Θ = −1, then from (7.16) and (7.20) it immediately follows that

Ah(v, v) = ah(v, v) + Jσ
h (v, v) = |v|2H1(Ω,Th)

+ Jσ
h (v, v) = |||v|||2, (7.45)

which we wanted to prove. �
The proof of coercivity of the symmetric bilinear form Ah defined by (7.16) with

Θ = 1 is more complicated.

Lemma 7.15 (SIPG coercivity) Let assumptions (7.15) and (7.10) be satisfied, let

CW ≥ 4CGCM (1 + CI ), (7.46)

where CM , CI and CG are the constants from (7.24), (7.25) and (7.10), respectively,
and let the penalty parameter σ be given by (7.19) for all Γ ∈ F ID

h . Then the bilinear
form Ah defined by (7.20) and (7.16) with Θ = 1 satisfies the coercivity condition

Ah(vh, vh) ≥ 1

2
|||vh |||2 ∀ vh ∈ Sh p, ∀ h ∈ (0, h̄).

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Proof Let δ > 0. Then (7.17), (7.19), (7.16) with Θ = 1 and the Cauchy and Young
inequalities imply that

ah(vh , vh) (7.47)

= |vh |2H1(Ω,Th)
− 2

∑

Γ ∈F ID
h

∫

Γ
n · 〈∇vh〉[vh]dS

≥ |vh |2H1(Ω,Th)
− 2

⎧
⎪⎨
⎪⎩

1

δ

∑

Γ ∈F ID
h

∫

Γ
d(Γ )(n · 〈∇vh〉)2dS

⎫
⎪⎬
⎪⎭

1
2
⎧
⎪⎨
⎪⎩

δ
∑

Γ ∈F ID
h

∫

Γ

[vh]2
d(Γ )

dS

⎫
⎪⎬
⎪⎭

1
2

≥ |vh |2H1(Ω,Th)
− ω − δ

CW
Jσ

h (vh , vh),

where

ω = 1

δ

∑

Γ ∈F ID
h

∫

Γ

d(Γ )|〈∇vh〉|2 dS. (7.48)

Further, from (7.9), assumption (7.10), inequality (7.30), the multiplicative trace
inequality (7.24), the inverse inequality (7.25) and the inequality p−2

K ≤ 1, we get

ω ≤ CG

δ

∑
K∈Th

hK

p2
K

‖∇vh‖2
L2(∂K )

(7.49)

≤ CGCM

δ

∑
K∈Th

hK

p2
K

(
|vh |H1(K )|∇vh |H1(K ) + h−1

K |vh |2H1(K )

)

≤ CGCM

δ

∑
K∈Th

hK

p2
K

(
CI p2

K h−1
K |vh |2H1(K )

+ h−1
K |vh |2H1(K )

)

≤ CGCM (1 + CI )

δ
|vh |2H1(Ω,Th)

.

Now let us choose

δ = 2CGCM (1 + CI ). (7.50)

Then it follows from (7.46) and (7.47)–(7.50) that

ah(vh, vh) ≥ 1

2

(
|vh |2H1(Ω,Th)

− 4CGCM (1 + CI )

CW
Jσ

h (vh, vh)

)
(7.51)

≥ 1

2

(
|vh |2H1(Ω,Th)

− Jσ
h (vh, vh)

)
.
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Finally, from the definition (7.20) of the form Ah and from (7.51) we have

Ah(vh, vh) = ah(vh, vh) + Jσ
h (vh, vh) (7.52)

≥ 1

2

(
|vh |2H1(Ω,Th)

+ Jσ
h (vh, vh)

)
= 1

2
|||vh |||2,

�

Lemma 7.16 (IIPG coercivity) Let assumptions (7.15) and (7.10) be satisfied, let

CW ≥ CGCM (1 + CI ), (7.53)

where CM , CI and CG are constants from (7.24), (7.25) and (7.10), respectively, and
let the penalty parameter σ be given by (7.19) for all Γ ∈ F ID

h . Then the bilinear
form Ah defined by (7.20) and (7.16) with Θ = 0 satisfies the coercivity condition

Ah(vh, vh) ≥ 1

2
|||vh |||2 ∀ vh ∈ Sh p.

Proof The proof is almost identical with the proof of the previous lemma. �

Corollary 7.17 We can summarize the above results in the following way. We have

Ah(vh, vh) ≥ CC |||vh |||2 ∀ vh ∈ Sh p, (7.54)

with

CC = 1 for Θ = −1, if CW > 0,

CC = 1/2 for Θ = 1, if CW ≥ 4CGCM (1 + CI ),

CC = 1/2 for Θ = 0, if CW ≥ CGCM (1 + CI ).

Corollary 7.18 By virtue of Corollary1.7, the coercivity of the form Ah implies the
existence and uniqueness of the solution of the discrete problem.

7.1.3.4 Error Estimates in the DG-Norm

In this section we will be concerned with the derivation of the error estimates of the
hp-discontinuous Galerkin method (7.21). Let u and uh denote the exact solution of
problem (7.1) and the approximate solution obtained by method (7.21), respectively.
The error eh = uh − u can be written in the form

eh = ξ + η, with ξ = uh − Πh pu ∈ Sh p, η = Πh pu − u, (7.55)

where Πh p is the Sh p-interpolation defined by (7.27). The estimation of the error eh

will be carried out in several steps.

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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We suppose that the system of triangulations {Th}h∈(0,h̄) satisfies the shape-
regularity assumption (7.15) and that the relations (7.10) between d(Γ ) and d(K )

are valid.
First, we prove the abstract error estimate, representing a bound of the error in

terms of the Shp-interpolation error η, cf. Theorem 2.43.

Theorem 7.19 Let (7.10) be valid, let σ be defined by (7.19) and let the exact
solution of problem (7.1) satisfy the condition u ∈ H2(Ω). Then there exists a
constant CAE > 0 such that

|||eh ||| ≤ CAE Ra(η) = CAE Ra(Πhpu − u) ∀ h ∈ (0, h̄), (7.56)

where Ra(u) is given by (7.41).

Proof The proof is completely identical with the proof of Theorem 2.43. We obtain
again CAE = Cσ + C̃B/CC , where Cσ and C̃B and CC are constants from (7.39)
and (7.43) and (7.54). �

The abstract error estimate is the basis for the estimation of the error eh in terms
of the mesh size h.

Theorem 7.20 (DG-norm error estimate) Let {Th}h∈(0,h̄) be a system of triangula-
tions of the domain Ω satisfying the shape-regularity assumption (7.15). Let s and p
be the vectors (7.2) such that sK ≥ 2, pK ≥ 1 and μK = min(pK + 1, sK ) for each
K ∈ Th. Let the condition of equivalence (7.10) between d(Γ ) and d(K ) be valid (cf.
Lemma7.1). Let u be the solution of problem (7.1) such that u ∈ H2(Ω)∩H s(Ω,Th)

for any h ∈ (0, h̄). Moreover, let the penalty constant CW satisfy the conditions from
Corollary7.17. Let uh ∈ Sh p be the approximate solution obtained by means of
method (7.21). Then the error eh = uh − u satisfies the estimate

|||eh ||| ≤ C̃

⎛
⎝ ∑

K∈Th

h2(μK −1)
K

p2sK −3
K

‖u‖2
HsK (K )

⎞
⎠

1
2

, h ∈ (0, h̄), (7.57)

where C̃ is a constant independent of h and p.

Proof It is enough to use the abstract error estimate (7.56), where the expressions
|η|H1(K ), |η|H2(K ) and ‖η‖L2(K ), K ∈ Th , are estimated on the basis of the approx-
imation properties (7.26), rewritten for η|K = (Πhpu − u)|K = πK ,p(u|K ) − u|K

and K ∈ Th :

‖η‖L2(K ) ≤ CA
hμK

K

psK
K

‖u‖Hμ(K ), (7.58)

|η|H1(K ) ≤ CA
hμK −1

K

psK −1
K

‖u‖Hμ(K ),

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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|η|H2(K ) ≤ CA
hμK −2

K

psK −2
K

‖u‖HμK (K ).

The above, the definition (7.41) of the expression Ra and the inequalities 1/p2s−2
K ≤

1/p2s−3
K , pK ≥ 1 imply

Ra(η)2 =
∑

K∈Th

(
p3

K

h2
K

‖η‖2
L2(K )

+ pK |η|2H1(K )
+ h2

K

p2
K

|η|2H2(K )

)

≤ C2
A

∑
K∈Th

(
p3

K

h2
K

h2μK
K

p2sK
K

+ pK
h2(μK −1)

K

p2sK −2
K

+ h2
K

p2
K

h2μK −4
K

p2sK −4
K

)
‖u‖2

HμK (K )

≤ C2
A

∑
K∈Th

(
h2(μK −1)

K

p2sK −3
K

+ h2(μK −1)
K

p2sK −3
K

+ h2(μK −1)
K

p2sK −3
K

)
‖u‖2

HμK (K )

= 3C2
A

∑
K∈Th

h2(μK −1)
K

p2sK −3
K

‖u‖2
HμK (K ).

Together with (7.56) this gives (7.57) with the constant C̃ = √
3CAE CA. �

Comparing error estimate (7.57) with the approximation property (7.28) with
q = 1, we see that (7.57) is suboptimal with respect to the polynomial degrees
pK , K ∈ Th . This is caused by the presence of the interior penalty form Jσ

h , see
the last two terms in the second inequality in (7.33), namely the terms

p3
K

h2
K

‖v‖2
L2(K )

+ pK |v|2H1(K )
= pK

(
p2

K

h2
K

‖v‖2
L2(K )

+ |v|2H1(K )

)
, K ∈ Th .

The error estimates optimal with respect to p were derived in [150] using an aug-
mented Sobolev space.

As for the analysis of further subjects concerned with the hp-DGM, we refer to
several works, namely [181, 185] dealing with the hp-DGM for quasilinear elliptic
problems, [148, 149] dealing with the hp-DGM on anisotropic meshes, [285] proving
the exponential rate of the convergence of the hp-DGM, [44, 183] dealing with the
hp-DGM for convection-diffusion problems and [252, 270] analyzing the hp-DGM
for the Stokes problem.

7.1.4 Computational Performance of the hp-DGM

In the previous sections we analyzed the hp-DGM, where the mesh Th and the ap-
proximation polynomial degrees pK , K ∈ Th , were given in advance. In practice,
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the hp-DGM can be applied in the combination with an adaptive algorithm, where the
size hK of the elements K ∈ Th as well as the polynomial degrees pK on elements
K ∈ Th are adaptively determined. The aim of this section is to demonstrate the abil-
ity of the hp-DGM to deal with refined grids and with different polynomial degrees
on different K ∈ Th . We present one numerical example showing the efficiency and
a possible potential of the hp-DGM.

7.1.4.1 Mesh Adaptation—An Overview

Numerical examples presented in Sect. 2.9.2 show that if the exact solution of the
given problem is not sufficiently regular, then the experimental order of convergence
of the DGM is low for any polynomial approximation degree. Therefore, a high
number of degrees of freedom (DOF) (=dim Shp) has to be used in order to achieve
a given accuracy. A significant reduction of the number of DOF can be achieved
by a local mesh refinement of the given grid Th , in which we look for elements
K ∈ Th , for which the computational error is too large. Then these marked elements
are refined. In practice, for each element K ∈ Th we define an error estimator ηK

such that

‖u − uh‖K ≈ ηK , (7.59)

where ‖·‖K denotes a suitable norm of functions defined on K ∈ Th . The ele-
ments, where ηK is larger than a prescribed tolerance, are split into several daughter
elements. E.g., for d = 2, by connecting the mid points of edges of the triangle
marked for refinement, new four daughter triangles arise in place of the original one.
This refinement strategy leads to hanging nodes, see Sect. 2.3.1. Figure 7.2 shows a
sequence of adaptively refined triangular grids.

There exist a number of works dealing with strategies for the error estimation
and the corresponding mesh adaptive techniques. Since a posteriori error analysis
and mesh adaption are out of the scope of this book, we refer only to [114], where
an introduction to adaptive methods for partial differential equations can be found.
Moreover, an overview of standard approaches was presented in [274, 276, 280].

Here we use the residual error estimator ηK , K ∈ Th , developed in [90], which is
based on the approximation of the computational error measured in the dual norm. We
suppose that similar results can be obtained by any other reasonable error estimator.
However, a single error estimator ηK cannot simultaneously decide whether it is
better to accomplish h or p refinement. Several strategies for making this decision
have been proposed. See, e.g., [184] or [113] for a survey.

In the following numerical examples, we employ the approach from [90], where
the regularity indicator is based on measuring the interelement jumps of the DG
solution.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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7.1.4.2 Numerical Example

We illustrate the efficiency of the hp-discontinuous Galerkin method by the following
example. Let Ω = (0, 1) × (0, 1), ∂ΩD := ∂Ω . We consider the Poisson problem
(7.1), where the right-hand side f and the Dirichlet boundary condition u D are chosen
so that the exact solution has the form

u(x1, x2) = 2(x2
1 + x2

2 )−3/4 x1x2(1 − x1)(1 − x2), (7.60)

cf. Sect. 2.9.2. The function u has a singularity at the origin and, hence, u ∈ H1(Ω)

but u �∈ H2(Ω). Numerical examples presented in Sect. 2.9.2 showed that the experi-
mental order of convergence of DGM in the H1(Ω,Th)-seminorm is approximately
O(h1/2) for any tested polynomial approximation degree.

In order to study the computational properties of the hp-DGM, we carried out
three types of calculations:

• fix-DGM: Pp, p = 1, 3, 5, approximations on uniformly refined grids, i.e., the
computation with fixed polynomial approximation degree (pK = p for all K ∈
Th) on uniform triangular grids with h	 = 1/22+	, 	 = 0, 1, . . . . Figure 7.1
shows the uniformly refined grids for 	 = 0, 2, 4.

• h-DGM: h-adaptive DGM for Pp, p = 1, 3, 5, polynomial approximations, i.e.,
the computation with fixed polynomial approximation degree (pK = p for all
K ∈ Th) on adaptively (locally) refined grids. Figure 7.2 shows the example
of the sequence of meshes generated by the h-refinement algorithm for p = 3
together with details at the singularity corner.

• hp-DGM: hp-adaptive DGM, i.e., the computation with adaptively chosen poly-
nomial approximation degree pK , K ∈ Th , on adaptively (locally) refined grids
using the algorithm from [90]. Figure 7.3 shows the hp-grids generated by this
algorithm for selected levels of adaptation. Each K ∈ Th is marked by the colour
corresponding to the used polynomial approximation degree.

Our aim is to identify the experimental order of convergence (EOC), similarly as
in Sect. 2.9. Since we employ locally adaptive grids and possible different polynomial
approximation degrees on K ∈ Th , it does not make sense to use formula (2.198)

Fig. 7.1 Computation fix-DGM: the uniformly refined computational grids for 	 = 0, 2, 4

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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� = 0, . . . ,3 (the whole mesh)

� = 4, . . . ,7 (the whole mesh)

� = 4, . . . ,7 (zoom 50× at the singularity)

Fig. 7.2 Computation h-DGM: example of the sequence of the meshes 	 = 0, . . . , 7, generated
by the h-refinement algorithm for p = 3; the last row shows the details at the singularity corner

and to define the EOC by (2.199). Therefore, we expect that the computational error
eh = uh − u behaves according to the formula

‖eh‖ ≈ CN
− EOC

d
h , (7.61)

where ‖eh‖ is the computational error in the (semi-)norm of interest, d = 2 is
the space dimension, C > 0 is a constant, EOC ∈ R is the experimental order of
convergence and Nh is the number of degrees of freedom given by (cf., e.g., [37,
Chap. 3] or [52])

Nh = dim Sh p =
∑

K∈Th

1

d!
d∏

j=1

(pK + j). (7.62)

Obviously, if the mesh Th is quasi-uniform (cf. Remark 2.3) and pK = p for all
K ∈ Th , then the experimental orders of convergence defined by (7.61) and by
(2.198) are identical.

Since the exact solution is known and, therefore, ‖eh‖ can be exactly evaluated,
it is possible to determine the EOC in the following way. Let ‖eh1‖ and ‖eh2‖ be the

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Fig. 7.3 Computation hp-DGM: the hp-meshes for the levels of adaptation 	 = 3, 5, 7, 9, 11; each
K ∈ Th is marked by the colour corresponding to the used polynomial approximation degree; the
whole domain (left), zooms 10× and 100× at the singularity corner (center and right), respectively

computational errors of numerical solutions obtained on two different meshes Th1

and Th2 having the numbers of degrees of freedom Nh1 and Nh2 , respectively. Then
eliminating the constant C from (7.61), we come to the definition of the EOC in the
form
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EOC = − log(‖eh1‖/‖eh2‖)
log((Nh1/Nh2)

1/d)
. (7.63)

Table 7.1 shows the results of all types of computations (fix-DGM, h-DGM, hp-
DGM), namely, the computational errors in the L∞(Ω)-norm, the L2(Ω)-norm and
the H1(Ω,Th)-seminorm and the corresponding EOC together with the compu-
tational time in seconds. The results with the error in the H1(Ω,Th)-seminorm
are visualized in Fig. 7.4. We observe that the fix-DGM computations give a low
experimental order of convergence in agreement with results in Tables 2.5 and 2.6.
Moreover, the h-mesh refinements h-DGM achieve the same error level with smaller
number of DOF. Namely, for P3 and P5 approximation the decrease of the number
of DOF is essential. Finally, the hp-adaptive strategy hp-DGM leads to the lower
number of DOF (and a shorter computational time) in comparison to h-DGM.

We observe that in some cases EOC is negative for the hp-DGM. The relation
(7.63) gives EOC < 0 in two situations:

• The adaptive algorithm increases the number of degrees of freedom Nh but the
computational error eh increases too. This is the usual property of hp-adaptive
methods, when at the beginning of the adaptation algorithm we use high polyno-
mial degrees on coarse grids. The polynomial approximation oscillates and thus
eh is large.

• The adaptive algorithm reduces the number of degrees of freedom Nh together with
a decrease of the computational error eh (see level 7 of hp-DGM in Table 7.1).
This is in fact a positive property of the used algorithm.

Furthermore, from Table 7.1, we find out that for the hp-DGM computations, the
error in the L2(Ω)-norm is almost constant for the levels 	 = 8, 9, 10 and 11, whereas
the errors in the L∞(Ω)-norm and in the H1(Ω,Th)-seminorm are decreasing. This
is caused be the fact that the piecewise constant function F0 : Ω → R given by

F0|K = ‖u − uh‖L2(K ), K ∈ Th

attains the maximal values for K far from the singularity (if the mesh is already
sufficiently refined), whereas the piecewise constant function F1 : Ω → R given by

F1|K = |u − uh |H1(K ), K ∈ Th

attains the maximal values for K near the singularity even for sufficiently refined
grids. Figure 7.3 shows that for 	 ≥ 5 only elements near the singularity are adapted,
and hence the error in the L2(Ω)-norm cannot be further decreased.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Fig. 7.4 Convergence of errors in the H1(Ω,Th)-seminorm with respect to the number of DOF
for fix-DGM, h-DGM, hp-DGM computations. Moreover the slope corresponding to EOC = 1/2
is plotted

The presented numerical experiments show that the hp-DGM can treat locally refined
grids with hanging nodes and different approximation polynomial degrees generated
by an hp-adaptive technique. This approach allows us to achieve the given error
tolerance with the aid of a low number of DOF.

7.2 DGM on General Elements

The versatility of the DGM can also be exhibited by the possible use of general
nonsimplicial partitions of the computational domain. Hence, for d = 2, not only
triangles and quadrilaterals, but also even nonconvex polygons can be treated. Let
us mention, e.g., the dual elements (dual finite volumes) considered in [126] or the
Voronoi cells from [108, 223] widely used in the finite volume methods. The use of
such nonstandard elements can reduce the number of degrees of freedom of the given
problem. On the other hand, the numerical implementation is more complicated, and
therefore this approach has not yet been used in practical applications.

In this section we present the analysis of the DGM applied to the Poisson prob-
lem (7.1) on star-shaped elements. In this way we demonstrate that the DGM can
really be considered as a generalization of both the finite element as well as finite
volume methods. Similarly as in Sect. 7.1, we derive the basic tools for the theoret-
ical analysis, namely the multiplicative trace inequality, the inverse inequality and
the approximation properties of a suitable interpolation operator. We see that then
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the error analysis will be straightforward. Of course, the DGM applied on general
elements can be used for the numerical approximations of more complex problems.
See, for example [99], where the DGM on star-shaped elements is analyzed in the
case of the nonstatinary convection-diffusion problem (4.1).

7.2.1 Assumptions on the Domain Partition

Let us consider a system {Th}h∈(0,h̄), h̄ > 0, of partitions of the domain Ω , formed
by general polygonal (for d = 2) or polyhedral (for d = 3) elements K. Naturally,
we require that ∪K∈Th K = Ω and that elements from Th have disjoint interiors.

We use the same notation as in Chap. 2 and introduce the concept of interfaces
between neighbouring elements and the symbols Fh, F I

h , F D
h for the sets of all

faces of all elements K ∈ Th , all inner faces and all Dirichlet boundary faces. Now
the faces between neighbouring elements may be formed by several straight lines (if
d = 2) or parts of planes (if d = 3). Each face Γ is associated with a normal nΓ ,
which may be piecewise constant in general.

We assume that the system {Th}h∈(0,h̄), h̄ > 0, of partitions of Ω has the following
properties:

Assumptions 7.21 (Star-shaped elements) Each element K ∈ Th, h ∈ (0, h̄), is
a star-shaped polygonal (or polyhedral) domain with respect to at least one point
xK = (xK 1, . . . , xK d) ∈ K ◦, where K ◦ is the interior of K . (This means that the
straight segment connecting xK with any x ∈ K is a part of K .) We assume that

(i) there exists a constant κ > 0 independent of K and h such that

maxx∈∂K |x − xK |
minx∈∂K |x − xK | ≤ κ ∀ K ∈ Th, h ∈ (0, h̄), (7.64)

(ii) element K can be divided into a finite number of closed simplexes:

K = ∪S∈SK S, (7.65)

there exists a positive constant CS independent of K , S and h such that

hS

ρS
≤ CS ∀ S ∈ SK (shape regularity), (7.66)

where hS is the diameter of S, ρS is the radius of the largest d-dimensional ball
inscribed into S and, moreover,

1 ≤ hK

hS
≤ κ̃ < ∞ ∀ S ∈ SK , (7.67)

where κ̃ is a constant independent of K , S and h.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Fig. 7.5 Admissible
elements K and K ′, the
common face Γ and the
corresponding normal nΓ

K

K ′

Γ
nΓ

Remark 7.22 Assumptions 7.21 represent a generalization of the shape-regularity
assumption (2.19).

Moreover, similarly as in (2.21), we assume that elements are locally quasi-
uniform, which means that there exists a constant CQ > 0 such that

hK ≤ CQhK ′ ∀ K , K ′ ∈ Th, K , K ′ are neighbours. (7.68)

Elements satisfying Assumptions 7.21 and condition (7.68) are called admissible.
Figure 7.5 shows a possible situation with a nonconvex element and a hanging node.

Moreover, let hΓ , Γ ∈ Fh , be given by (2.25) or (2.26). If Assumptions 7.21
and condition (7.68) are satisfied, then the equivalence condition

CT hK ≤ hΓ ≤ CGhK , K ∈ Th, Γ ∈ F ID
h , Γ ⊂ ∂K , (7.69)

is also valid in the case of star-shaped elements (cf. (2.20)).

Exercise 7.23 Verify relation (7.69) for meshes satisfying Assumptions 7.21 and
condition (7.68).

7.2.2 Function Spaces

Let Th be a triangulation consisting of star-shaped elements. In the same way as in
Sect. 2.3.3, for a positive integer k we define the broken Sobolev space

Hk(Ω,Th) = {v ∈ L2(Ω); v|K ∈ Hk(K ) ∀ K ∈ Th}, k ∈ N, (7.70)

with the norm ‖v‖Hk (Ω,Th) =
(∑

K∈Th
‖v‖2

Hk (K )

)1/2
and the seminorm

|v|Hk (Ω,Th) =
(∑

K∈Th
|v|2

Hk (K )

)1/2
.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Similarly, the symbols [v]Γ and 〈v〉Γ denote the jump and the mean value of a
function v ∈ Hk(Ω,Th) on Γ ∈ Fh .

Finally, for an integer p ≥ 1 we define the space of discontinuous piecewise
polynomial functions

Shp = {v ∈ L2(Ω); v|K ∈ Pp(K ) ∀ K ∈ Th}, (7.71)

where Pp(K ) denotes the space of all polynomials on element K of degree ≤ p. We
call the number p the degree of polynomial approximation.

7.2.3 Approximate Solution

In Sect. 2.4 we derived the DGM for the problem (2.1) on simplicial meshes. This
process can be applied in the same way also in the case of general meshes introduced
above. Hence, for u, v ∈ H2(Ω,Th), we define the diffusion, penalty and right-hand
side forms

ah(u, v) =
∑

K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ

(〈∇u〉 · n[v] + Θ〈∇v〉 · n[u]) dS,

(7.72)

Jσ
h (u, v) =

∑

Γ ∈F ID
h

∫

Γ

σ [u] [v] dS, (7.73)

	h(v) (t) =
∫

Ω

g(t)v dx − Θ
∑

Γ ∈F D
h

∫

Γ

u D(t) (∇v · n) dS (7.74)

+
∑

Γ ∈F D
h

∫

Γ

σu D(t) v dS +
∫

∂ΩN

gN (t)v dS,

Ah(u, v) = ah(u, v) + Jσ
h (u.v). (7.75)

In the above integrals over each face Γ ∈ Fh the symbol n denotes the normal nΓ .
The penalty parameter σ is given by

σ |Γ = σΓ = CW

hΓ

, Γ ∈ F ID
h , (7.76)

where hΓ is given either by (2.25) or by (2.26) and CW > 0 is a suitable constant.
Similarly as in Sect. 2.4, for Θ = −1, Θ = 0 and Θ = 1 the form Ah represents
the nonsymmetric variant (NIPG), incomplete variant (IIPG) and symmetric variant
(SIPG), respectively, of the diffusion form.

Now we are ready to introduce the approximate solution of problem (7.1).

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Definition 7.24 A function uh ∈ Shp is called an approximate solution on a non-
simplicial mesh of problem (7.1) if it satisfies the identity

Ah(uh, vh) = 	h(vh) ∀ vh ∈ Shp. (7.77)

From the construction of the forms Ah and 	h one can see that the strong solution
u ∈ H2(Ω) of problem (7.1) satisfies the identity

Ah(u, v) = 	h(v) ∀ v ∈ H2(Ω,Th), (7.78)

which represents the consistency of the method. The expressions (7.77) and (7.78)
imply the Galerkin orthogonality of the error eh = uh − u of the method:

Ah(eh, vh) = 0 ∀ vh ∈ Shp, (7.79)

which will be used in the analysis of error estimates (compare with (2.57)).

7.2.4 Auxiliary Results

In what follows we consider a system {Th}h∈(0,h̄), h̄ > 0, of partitions of the
domain Ω satisfying Assumptions 7.21 and condition (7.68). The derivation of
the error of the DGM solution computed on these meshes is based on analyzing the
abstract numerical method in Sect. 2.2. Hence, we need to introduce analogies to the
multiplicative trace inequality (Lemma 2.19), the inverse inequality (Lemma 2.21),
Shp-interpolation operator and its approximation properties (Lemmas 2.22 and 2.24).

Lemma 7.25 Let Assumptions7.21 be valid. Then for each K ∈ Th, h ∈ (0, h̄),

there exist axiparallel boxes B0, B1 such that

(i) B0 ⊂ K ⊂ B1,
(ii) centers of B0 and B1 are identical and equal to xK ,

(iii) we have

1 ≤ hB1

hB0

≤ κ̄ < ∞, (7.80)

where κ̄ is a constant independent of K and h, and the numbers hB0 and hB1 are the
half-sizes of B0 and B1, respectively, i.e.,

Bl =
d∏

s=1

[xK s − hBl , xK s + hBl ], l = 0, 1, (7.81)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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and

hK ≤ 2hB1 (⇒ hK ≤ 2κ̄hB0). (7.82)

Proof Condition (7.64) implies that there exists a d-dimensional ball A0 with center
xK inscribed into K and there exists a d-dimensional ball A1 with the center xK

containing K . The ratio of diameters of A0 and A1 satisfies

1 ≤ rA1

rA0

= maxx∈∂K |x − xK |
minx∈∂K |x − xK | ≤ κ. (7.83)

This implies the existence of axiparallel boxes B0, B1 satisfying conditions (i)–(ii)
from Lemma 7.25. Obviously,

hB1 = rA1 , hB0

√
d = rA0 , (7.84)

see Fig. 7.6. Then (7.83) and (7.84) imply that

hB1√
dhB0

= rA1

rA0

≤ κ (7.85)

and condition (iii) is valid with κ̄ = √
dκ . �

Now, we introduce the variant of the multiplicative trace inequality over star-
shaped elements.

Lemma 7.26 (Multiplicative trace inequality) Let Assumptions7.21 be valid. Then
there exists a constant CM > 0 independent of v, h and K such that

Fig. 7.6 Balls A0, A1 and
axiparallel boxes B0, B1 used
in the proof of Lemma 7.25

K

A1

B1

B0

A0
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‖v‖2
L2(∂K )

≤ CM

(
‖v‖L2(K ) |v|H1(K ) + h−1

K ‖v‖2
L2(K )

)
, (7.86)

K ∈ Th, v ∈ H1(K ), h ∈ (0, h̄).

Proof We prove the lemma in two steps.

(i) Let K ∈ Th and let S ∈ SK be an arbitrary but fixed simplex from (7.65). Then,
applying (2.78) to the simplex S, we have

‖v‖2
L2(∂S)

≤ C̃M

[
2‖v‖L2(S)|v|H1(S) + d

hS
‖v‖2

L2(S)

]
, (7.87)

where C̃M is the constant from (7.66). (Cf. the proof of Lemma 2.19.)
(ii) Let K ∈ Th and S ∈ SK . Then (7.87) yields

‖v‖2
L2(∂S)

≤ C
(
‖v‖L2(S) |v|H1(S) + h−1

S ‖v‖2
L2(S)

)
, S ∈ SK , v ∈ H1(K ),

(7.88)

where C = C̃M max{2, d}. Using the inclusion ∂K⊂∪S∈SK ∂S, relations (7.88)
and (7.67) and the Cauchy inequality, we find that

‖v‖2
L2(∂K )

≤
∑

S∈SK

‖v‖2
L2(∂S)

≤ C

⎧
⎨
⎩

∑
S∈SK

(
‖v‖L2(S) |v|H1(S) + h−1

S ‖v‖2
L2(S)

)
⎫
⎬
⎭ (7.89)

≤ C

{( ∑
S∈SK

‖v‖2
L2(S)

) 1
2
( ∑

S∈SK

|v|2H1(S)

) 1
2

+ κ̃h−1
K ‖v‖2

L2(K )

}

≤ CM

(
‖v‖L2(K ) |v|H1(K ) + h−1

K ‖v‖2
L2(K )

)
,

where CM = κ̃C = κ̃C̃M max{2, d} and κ̃ is the constant from (7.67). �

We proceed with the generalization of the inverse inequality over star-shaped
elements.

Lemma 7.27 (Inverse inequality) Let Assumptions7.21 be valid. Then there exists
a constant CI > 0 independent of v, h and K such that

|v|H1(K ) ≤ CI h−1
K ‖v‖L2(K ), v ∈ Pp(K ), K ∈ Th, h ∈ (0, h̄). (7.90)

Proof Let K ∈ Th and let B0 and B1 be the boxes from Lemma 7.25 satisfying
(7.80). Without loss of generality we suppose that the center of B0 and B1 is the
origin of the coordinate system. Then obviously

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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[−1, 1]d ⊂ h−1
B0

K ⊂ h−1
B0

B1, (7.91)

where

h−1
B0

K =
{

y = (y1, . . . , yd ) ∈ R
d ; yl = h−1

B0
xl , l = 1, . . . , d, x = (x1, . . . , xd ) ∈ K

}
.

(7.92)

Similarly h−1
B0

B1 is defined. Further, we define the reference boxes

B̂0 = [−1, 1]d , B̂1 = [−κ̄, κ̄]d , (7.93)

where κ̄ is the constant from (7.80). It can be verified that ‖.‖L2(B̂0)
is a norm in

the space Pp(B̂1). The equivalence of norms on the finite-dimensional space Pp(B̂1)

implies that there exists a constant C(p, κ̄) such that

‖v‖L2(B̂1)
≤ C(p, κ̄)‖v‖L2(B̂0)

∀ v ∈ Pp(B̂1). (7.94)

In what follows by v̂ we denote the function obtained by the scaling of v ∈ Pp

defined in (7.92). Furthermore, the transformation to the reference element and the
equivalence of the norms ‖ · ‖L2(B̂0)

and ‖ · ‖H1(B̂0)
on the finite-dimensional space

Pp(B̂0) imply that

‖∇v‖L2(B0) = hd/2−1
B0

‖∇̂ v̂‖L2(B̂0)
= hd/2−1

B0
‖v̂‖H1(B̂0)

(7.95)

≤ C̃(p)hd/2−1
B0

‖v̂‖L2(B̂0)
= C̃(p)h−1

B0
‖v‖L2(B0)

∀ v ∈ Pp(B0).

where C̃(p) is a constant independent of h and v.
Let v ∈ Pp(B1). Then the transformation to the reference box B̂0 and relations

(7.91)–(7.95), (7.67) and (7.82) yield

‖∇v‖L2(K ) ≤ ‖∇v‖L2(B1)
= (hB1/κ̄)d/2−1‖∇̂ v̂‖L2(B̂1)

≤ (hB1/κ̄)d/2−1C(p, κ̄)‖∇̂ v̂‖L2(B̂0)

= (hB1/κ̄)d/2−1h1−d/2
B0

C(p, κ̄)‖∇v‖L2(B0)

≤ C(p, κ̄)C̃(p)h−1
B0

‖v‖L2(B0) ≤ 2κ̄C(p, κ̄)C̃(p)h−1
K ‖v‖L2(K ),

which proves the lemma with CI = 2κ̄C(p, κ̄)C̃(p). �

Finally, we introduce an interpolation operator over star-shaped elements and its
approximation properties, which generalizes Lemma 2.22.

Lemma 7.28 (Approximation properties) Let Assumptions7.21 be valid and inte-
gers p, s, q be given satisfying the conditions p ≥ 0, 0 ≤ q ≤ s. Then there exist a

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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mapping πK ,p : H1(K ) → Pp(K ) and a constant CA > 0 independent of v and h
such that

|πK ,pv − v|Hq (K ) ≤ CAhμ−q
K |v|Hμ(K ) ∀ v ∈ Hs(K ), K ∈ Th, (7.96)

where μ = min(p + 1, s).

Proof The existence of the mapping πK ,p is based on the results of Verfürth from
[275]. In the same way as in Sect. 1.3.1 we denote by α = (α1, . . . , αd) a multi-index
with integers αi ≥ 0, i = 1, . . . , d. For x = (x1, . . . , xd) we set xα = xα1

1 · · · xαd
d .

Now for any function ϕ integrable over K we define its mean value

πK ϕ = 1

|K |
∫

K
ϕ dx . (7.97)

For each v ∈ Hs(K ) we recursively define polynomials ρp,K (v), ρp−1,K (v), . . . ,
ρ0,K (v) in Pp(K ). First, we set

ρp,K (v) =
∑

|α|=p

1

p! xαπK (Dαv). (7.98)

Then, for k = p, p − 1, . . . , 1 we put

ρk−1,K (v) = ρk,K (v) +
∑

|α|=k−1

1

p! xαπK
(
Dα(v − ρk,K (u))

)
. (7.99)

Finally, we put

πK ,pv = ρ0,K (v). (7.100)

For the proof of the approximation properties (7.96) we refer to [275]. �

Definition 7.29 Let Th be a triangulation and let p > 0. We define the mapping
Πhp : H1(Ω,Th) → Shp by

(
Πhpu

) |K = πK ,p (u|K ) ∀ K ∈ Th, (7.101)

where πK ,p : H1(K ) → Pp(K ) is the mapping introduced in Lemma 7.28.

Lemma 7.30 LetTh be a triangulation, let integers p, s, q satisfy assumptions from
Lemma7.28 and let Πhp : H1(Ω,Th) → Shp be the mapping given by (7.101). Then

∣∣Πhpv − v
∣∣

Hq (Ω,Th)
≤ CAhμ−q |v|Hμ(Ω,Th), v ∈ Hs(Ω,Th), (7.102)

where μ = min(p + 1, s) and CA is the constant from (7.96).

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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Proof Using (7.101), the definition of a seminorm in a broken Sobolev space and
the approximation properties (7.96), we obtain (7.102). �

7.2.5 Error Analysis

Now we present the error estimate in the DG-norm (cf. (2.103)) of the DGM applied
on star-shaped elements. The error analysis follows the technique from Chap. 2,
where Lemmas 2.19, 2.21, 2.22 and 2.24 have to be replaced by Lemmas 7.26, 7.27,
7.28 and 7.30, respectively.

Moreover, in order to ensure the coercivity of form Ah we have to choose the
penalization constant CW sufficiently large depending on the used variants of DGM
(Θ = −1, 0, 1 in (7.72)). Particularly, CW is specified in Corollary 2.41, where CM ,
CI and CG are the constants from (7.86), (7.90) and (7.69).

Then, the error estimate is formulated in the following way.

Theorem 7.31 (DG-norm error estimate) Let us assume that s ≥ 2, p ≥ 1 are
integers, u ∈ Hs(Ω) is the solution of problem (7.1), {Th}h∈(0,h̄), h ∈ (0, h̄), is
a system of triangulations of the domain Ω satisfying Assumptions7.21 and condi-
tion (7.68). Moreover, let the penalization constant CW satisfy the conditions from
Corollary2.41 with constants CM , CI and CG from (7.86), (7.90) and (7.69). Let
uh ∈ Shp be the approximate solution obtained by means of method (7.77). Then the
error eh = uh − u satisfies the estimate

|||eh ||| ≤ C̃hμ−1|u|Hμ(Ω), h ∈ (0, h̄), (7.103)

where μ = min(p + 1, s) and C̃ is a constant independent of h.

Exercise 7.32 Prove Theorem 7.31 in details. Hints: Adapt the technique from
Sect. 2.7 to this case.

7.2.6 Numerical Examples

In order to demonstrate the theoretical error estimate obtained in the previous section,
we present examples of the solution of problem (7.1) computed by the DGM applied
on general meshes satisfying Assumptions 7.21 and condition (7.68). Namely, we
consider nonconforming meshes containing triangular and nonconvex quadrilateral
star-shaped elements constructed by the following algorithm presented in [95]:

1. We start from a vertically oriented structured triangular grid, see Fig. 7.7a.
2. We apply a vertical shift to some vertices, which creates a triangular mesh with

hanging nodes, shown in Fig. 7.7b.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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vertical movement horizontal movement

(a) (b) (c)

Fig. 7.7 Algorithm generating meshes with nonconvex quadrilateral elements

3. We apply a horizontal shift to some vertices, which creates nonconvex quadrilat-
erals shown in Fig. 7.7c.

This algorithm allows us to construct meshes with a prescribed constant Cd given
by

Cd = max
K∈Th

max
Γ ∈Fh
Γ ⊂∂K

hK

diam(Γ )
. (7.104)

(Compare with condition (2.22).) The parameter Cd characterizes the nonconformity
of the mesh. Figure 7.8 shows meshes with different numbers #Th of elements and
different values of Cd . Of course, these types of meshes are artificial and not used
in practice. We only want to demonstrate that our scheme is robust with respect to
rather rough meshes.

We solve the Poisson problem (7.1) in Ω = (0, 1) × (0, 1) with ∂ΩN = ∅. We
prescribe the right-hand side f and the Dirichlet boundary condition in such a way
that the exact solution has the form

u(x1, x2) = (1 − x2
1 )2(1 − x2

2 )2. (7.105)

The solution of the problem was carried out with the aid of piecewise linear
elements on 6 grids Thl , l = 1, . . . , 6, having different numbers of elements and
different parameters Cd , see Table 7.2. Some of the meshes are shown in Fig. 7.8.

The computational error eh = uh − u of the solution is evaluated in the L2(Ω)-
norm and we compute the experimental order of convergence (EOC). The global
experimental order of convergence (GEOC) ᾱ is obtained by the least squares method.

Table 7.2 (left) shows the computational error eh in the L2(Ω)-norm and the
experimental order of convergence together with the global experimental order of
convergence, see Sect. 2.9.1. Moreover, Table 7.2 (right) shows the error eh obtained

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2


372 7 Generalization of the DGM

-1

-0.5

0

0.5

1

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

-1 -0.5 0 0.5 1

# h = 136, Cd = 2.094 # h = 136, Cd = 8.375

-1

-0.5

0

0.5

1

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

-1 -0.5 0 0.5 1

# h = 253, Cd = 2.094 # h = 253, Cd = 8.375

-1

-0.5

0

0.5

1

-1 -0.5 0 0.5 1
-1

-0.5

0

0.5

1

-1 -0.5 0 0.5 1

# h = 1081, Cd = 2.094 # h = 1081, Cd = 8.375

Fig. 7.8 Example of meshes formed by triangular and nonconvex quadrilateral elements with
different numbers #Th of elements and different values of Cd
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Table 7.2 Error eh in L2(Ω)-norm and EOC for meshes with Cd = 2.094 and Cd = 8.375 (left)
and dependence of eh on the value of Cd for #Th = 528 (right)

Cd = 2.094 Cd = 8.375
l #Thl hl eh L2(Ω ) EOC eh L2(Ω ) EOC
1 136 4.334E-01 1.9775E-02 - 1.5393E-02 -
2 253 3.152E-01 1.0404E-02 2.017 7.9873E-03 2.060
3 528 2.167E-01 4.9109E-03 2.004 3.6525E-03 2.088
4 1081 1.508E-01 2.3905E-03 1.986 1.7223E-03 2.073
5 2080 1.084E-01 1.2450E-03 1.976 8.8145E-04 2.029
6 4095 7.705E-02 6.1307E-04 2.075 4.3596E-04 2.062

GEOC 2.005 2.064

l Cd eh
1 2.094 4.9109E-03
2 4.188 3.8514E-03
3 8.375 3.6525E-03
4 16.106 3.6403E-03
5 29.911 3.6550E-03
6 52.344 3.6676E-03
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Fig. 7.9 Numerical solution on meshes with nonconvex quadrilateral elements with different num-
bers #Th of elements and different values of Cd

on meshes with 528 elements and different values of the parameter Cd . We see that
the dependence of the error on Cd is not significant.
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Figure 7.9 shows the numerical solution obtained on meshes with #Th = 136, 253,
1081 and Cd = 2.094, 8.375. We observe here the convergence of the approximate
solution to the exact solution for h → 0.

7.3 The Effect of Numerical Integration

In practical applications of the finite element method, integrals appearing in the
definition of the discrete problem have to be evaluated with the aid of numerical
integration. According to the terminology introduced by G. Strang [262], the use
of numerical integration belongs to finite element variational crimes. The theory of
numerical integration was developed by P.G. Ciarlet and P.A. Raviart in [53]. Their
ideas and results were extended to nonlinear elliptic problems, e.g., in [132, 136,
138, 140, 287].

Here we pay attention to the effect of numerical integration used in the DGM for
the numerical solution of nonlinear convection-diffusion problems equipped with
initial condition and Dirichlet boundary condition.

7.3.1 Continuous Problem

Let us consider a bounded polygonal domain Ω ⊂ R
2 with Lipschitz boundary

∂Ω and time interval [0, T ] with T > 0. Similarly as in Sect. 6.2, we consider the
problem with only a Dirichlet boundary condition for the same reasons as explained
in Remark 6.33. We will be concerned with the nonstationary nonlinear convection-
diffusion problem (4.1): Find u : QT = Ω × (0, T ) → R such that

∂u

∂t
+

2∑
s=1

∂ fs(u)

∂xs
= εΔu + g in QT , (7.106a)

u
∣∣
∂Ω×(0,T )

= u D, (7.106b)

u(x, 0) = u0(x), x ∈ Ω. (7.106c)

We assume that the data satisfy conditions (4.2), i.e.,

fs ∈ C1(R), f ′
s are bounded, fs(0) = 0, s = 1, . . . , d,

u D = trace of some u∗ ∈ C([0, T ]; H1(Ω)) ∩ L∞(QT ) on ∂Ω × (0, T ),

ε > 0, g ∈ C([0, T ]; L2(Ω)), u0 ∈ L2(Ω).

http://dx.doi.org/10.1007/978-3-319-19267-3_6
http://dx.doi.org/10.1007/978-3-319-19267-3_6
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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We assume the existence of a solution u of problem (7.106) satisfying the follow-
ing regularity conditions:

u ∈ L2(0, T ; H2(Ω)),
∂u

∂t
∈ L2(0, T ; H1(Ω)). (7.107)

Then u ∈ C([0, T ]; H1(Ω)) satisfies (7.106) pointwise (almost everywhere). Later
we will introduce a stronger assumption on the regularity of u.

7.3.2 Space Semidiscretization

The space semidiscretization is introduced in the same way as in Sect. 4.2 with the
notation from Sects. 2.3 and 4.2. We get the forms defined in (4.10), (4.23), (4.11)
and 4.13:

ah(u, v) =
∑

K∈Th

∫

K
∇u · ∇v dx −

∑

Γ ∈F ID
h

∫

Γ
(〈∇u〉 · n[v] + Θ〈∇v〉 · n[u]) dS,

(7.108)

bh(u, v) =
∑

Γ ∈Fh

∫

Γ
H(u(L)

Γ , u(R)
Γ , n) [v] dS −

∑

K∈Th

∫

K
f (u) · ∇v dx, (7.109)

Jσ
h (u, v) =

∑

Γ ∈F ID
h

∫

Γ
σ [u] [v] dS, (7.110)

	h(v) (t) =
∫

Ω
g(t)v dx − εΘ

∑

Γ ∈F D
h

∫

Γ
u D(t) (∇v · n) dS + ε

∑

Γ ∈F D
h

∫

Γ
σu D(t) v dS.

(7.111)

As usual, we set (ψ, ϕ) = ∫
Ω

ψϕ dx . We assume that the numerical flux H satisfies
conditions (4.18)–(4.20).

Definition 7.33 We say that a function uh is the approximate solution of problem
(7.106), if it satisfies the conditions

uh ∈ C1([0, T ]; Shp), (7.112a)(
∂uh(t)

∂t
, vh

)
+ εah(uh(t), vh) + bh(uh(t), vh) + εJσ

h (uh(t), vh) = 	h(vh) (t)

∀ vh ∈ Shp, ∀ t ∈ [0, T ], (7.112b)

uh(0) = u0
h and (uh(0), vh) = (u0, vh) ∀ vh ∈ Shp, (7.112c)

where p ≥ 1 is an integer and Shp = {vh; vh |K ∈ Pp(K ) ∀K ∈ Th}. The weight σ

in the penalty form Jσ
h is defined as

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4


376 7 Generalization of the DGM

σ |Γ = CW

hΓ

, Γ ∈ Fh, (7.113)

where hΓ is introduced in Sect. 2.6 and CW > 0 is a suitable constant.

7.3.3 Numerical Integration

In practical computations the integrals appearing in (7.108)–(7.111) are evaluated
with the aid of numerical integration. This means that for functions F ∈ C(K ) and
G ∈ C(Γ ), where K ∈ Th and Γ is a face of K , we use the approximations

∫

K
F dx ≈ |K |

nK∑
α=1

ωK
α F(x K

α ), (7.114)

∫

Γ

G dS ≈ |Γ |
mΓ∑
α=1

βΓ
α G(xΓ

α ), (7.115)

where ωK
α , βΓ

α ∈ R are integration weights and x K
α ∈ K , xΓ

α ∈ Γ are integration
points. (We recall that |K | denotes the area of K and |Γ | denotes the length of Γ .)
Examples of the volume and face quadrature formulae are the Dunavant [111] and
the Gauss formulae, respectively. For more formulae in the context of finite element
approximations, see, e.g., [260].

Using quadrature formulae (7.114) and (7.115), we obtain the approximations
(·, ·)h , ãh , J̃σ

h , b̃h , 	̃h of the forms (·, ·), ah , Jσ
h , bh , 	h defined by (7.108)–(7.111).

Definition 7.34 A function ũh is called the approximate solution of the discrete
problem with numerical integration if it satisfies the conditions

ũh ∈ C1([0, T ]; Shp), (7.116a)(
∂ ũh(t)

∂t
, ϕh

)

h
+ εãh(ũh(t), ϕh) + b̃h(ũh(t), ϕh) + ε J̃σ

h (ũh(t), ϕh)

= 	̃h(ϕh) (t) ∀ϕh ∈ Shp, ∀ t ∈ (0, T ), (7.116b)

ũh(0) = ũ0
h . (7.116c)

By ũ0
h we denote a suitable Shp-approximation of the initial condition u0. One pos-

sibility is to assume that ũ0
h ∈ Shp satisfies the condition

(ũ0
h − u0, ϕh)h = 0 ∀ϕh ∈ Shp. (7.117)

(Another possibility is to define the function ũ0
h on each K ∈ Th as the Lagrange

interpolation, provided u0 ∈ C(Ω).)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Our goal is to evaluate the effect of numerical integration and to derive error
estimates of method (7.116). We assume that Assumptions 4.5 from the beginning
of Sect. 4.3 are valid, and the equivalence condition (2.20), i.e.,

CT hK ≤ hΓ ≤ CGhK , K ∈ Th, Γ ⊂ ∂K , (7.118)

holds. Then, by Corollary 2.41, the forms ah and Jσ
h have the coercivity property

ah(ϕh, ϕh) + εJσ
h (ϕh, ϕh) ≥ ε

2
|||ϕh |||2 ∀ϕh ∈ Shp. (7.119)

Moreover, let us assume that there exist constants ω, β > 0 such that

nK∑
α=1

|ωK
α | ≤ ω,

mΓ∑
α=1

|βΓ
α | ≤ β, ∀K ∈ Th, ∀Γ ∈ Fh, ∀h ∈ (0, h̄). (7.120)

7.3.4 Some Important Results

In analyzing the effect of numerical integration we assume that the exact solution
satisfies the regularity condition

∂u

∂t
∈ L2(0, T ; H p+1(Ω)). (7.121)

Then u ∈ C([0, T ]; H p+1(Ω)). Because of simplicity, here we consider the regu-
larity of the exact solution u related to degree p of the polynomial approximation.

Important tools are the multiplicative trace inequality (2.78), the inverse inequal-
ities and approximation properties of the operator Πhp. By Lemma 2.21, we have

|v|H1(K ) ≤ CI h−1
K ‖v‖L2(K ). (7.122)

valid for all v ∈ Pp(K ), K ∈ Th , and h ∈ (0, h̄), with a constant CI > 0 independent
of v, h, and K . By virtue of Lemma 2.22, there exists a constant CA > 0 independent
of v and h such that

‖Πhpv − v‖L2(K ) ≤ CAh p+1
K |v|H p+1(K ), (7.123)

|Πhpv − v|H1(K ) ≤ CAh p
K |v|H p+1(K ), (7.124)

|Πhpv − v|H2(K ) ≤ CAh p−1
K |v|H p+1(K ) (7.125)

for all v ∈ H p+1(K ), K ∈ Th , and h ∈ (0, h̄).
Moreover, we use the following results.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Lemma 7.35 If {Th}h∈(0,h̄) is a shape-regular system of triangulations of the
domain Ω , then there exist constants CI > 0 and CA > 0 independent of v, h,
and K such that

‖v‖L∞(K ) ≤ CI h−1
K ‖v‖L2(K ), (7.126)

|v|W 1,∞(K ) ≤ CI h−1
K |v|H1(K ), (7.127)

‖v‖L∞(Γ ) ≤ CI |Γ |−1/2‖v‖L2(Γ ), (7.128)

hold for all v ∈ Pp(K ), K ∈ Th, Γ ∈ Fh, Γ ⊂ ∂K , h ∈ (0, h̄). Moreover,

‖Πhpv − v‖L∞(K ) ≤ CA|K |−1/2h p+1
K |v|H p+1(K ) (7.129)

for all v ∈ H p+1(K ), K ∈ Th, and h ∈ (0, h̄).

Proof Obviously, since d = 2, we have

π h2
K /C2

R ≤ |K | ≤ h2
K /2, (7.130)

which follows from the shape-regularity (2.19) of the system of triangulations. By
K̂ we denote the reference triangle with vertices (0, 0), (1, 0), (0, 1). Since the area
of the reference triangle K̂ is equal to |K̂ | = 1/2, by (2.65) and (7.130) we get

| det(BK )| = 2|K |, (7.131)

C1 h2
K ≤ | det(BK )| ≤ h2

K (7.132)

with the constant C1 = 2π/C2
R .

Now, let v ∈ Pp(K ). Elements K and K̂ are affine-equivalent via an invertible

affine mapping FK : K̂
onto−→ K , x = FK (̂x) = BK x̂ + bK ∈ K for x̂ ∈ K̂ with

a nonsingular 2 × 2 matrix BK . We set v̂ = v ◦ FK . Further, successively we use
the obvious relation ‖v‖L∞(K ) = ‖̂v‖L∞(K̂ ), the equivalence of norms in the space
Pp(K̂ ), relation (2.66) with m = 0 and α = 2 and then relations (7.132). We get

‖v‖L∞(K ) = ‖̂v‖L∞(K̂ ) ≤ C2‖̂v‖L2(K̂ )

≤ C3| det(BK )|−1/2 ‖v‖L2(K )

≤ C3 C−1/2
1 h−1

K ‖v‖L2(K ),

which is (7.126) with CI = C3 C−1/2
1 .

Inequality (7.127) is a consequence of (7.126) applied to ∇v.

The proof of (7.128) can be carried out in the same way as in the case of (7.126),
replacing K and K̂ by Γ and Γ̂ = [0, 1] and using the relations ‖v‖L∞(Γ ) =
‖̂v‖L∞(Γ̂ ) and ‖v‖L2(Γ ) = |Γ |1/2 ‖̂v‖L2(Γ̂ ).

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Finally, estimate (7.129) is a consequence of (2.75) with m := 0, β := ∞, p := p,
α := 2, ω := K and ΠK := Πhp. We get

‖v − Πhp‖L∞(K ) ≤ C4|K |−1/2 h p+1
K |v|W p+1,2(K ),

which is (7.129). �

It follows from Theorem 4.14 that under the mentioned assumptions the error
eh = uh − u of the approximate solution computed with exact integration satisfies
the estimate

max
t∈[0,T ] ‖eh(t)‖2

L2(Ω)
+ ε

2

∫ T

0

(
|eh(ϑ)|2H1(Ω,Th)

+ Jσ
h (eh(ϑ), eh(ϑ))

)
dϑ ≤ C̃h2p

(7.133)

In what follows, by C we denote a generic positive constant independent of h,
attaining in general different values in different places.

7.3.5 Truncation Error of Quadrature Formulae

In this section we analyze the error caused by numerical integration. If Γ ∈ Fh, K ∈
Th, ϕ ∈ C(Γ ) and ψ ∈ C(K ), then the symbols EΓ (ϕ) and EK (ψ) will denote
the error of the numerical integration of the function ϕ over Γ and of ψ over K ,
respectively:

EΓ (ϕ) =
∫

Γ

ϕ dS − |Γ |
mΓ∑
α=1

βΓ
α ϕ (xΓ

α ), (7.134)

EK (ψ) =
∫

K
ψ dx − |K |

nK∑
α=1

ωK
α ψ (x K

α ). (7.135)

We start with integrating along a face Γ ∈ Fh . In the sequel, we set 1/∞ := 0.

Lemma 7.36 Let s, p > 0 be integers, r, q ∈ [1,∞] and rs > 1. Let assumption
(7.120) be satisfied and let the quadrature formula (7.115) be exact for polynomials
of degree ≤ s + p − 1. Then there exists a constant C > 0 such that

|EΓ (Qv)| =
∣∣∣∣∣
∫

Γ

Qv dS − |Γ |
mΓ∑
α=1

βΓ
α (Qv) (xΓ

α )

∣∣∣∣∣ (7.136)

≤ C |Γ |s+1−1/r−1/q |Q|W s,r (Γ )‖v‖Lq (Γ ),

Q ∈ W s,r (Γ ), v ∈ Pp(Γ ), Γ ∈ Fh, h ∈ (0, h̄). (7.137)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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Proof First let us consider r ∈ [1,∞). Let FΓ : Γ̂ = [0, 1] onto−→ Γ be an affine
mapping. Then for ψ ∈ C(Γ ), Q ∈ W s,r (Γ ), v ∈ Pp(Γ ) we denote

ψ̂ = ψ ◦ FΓ , Q̂ = Q ◦ FΓ , v̂ = v ◦ FΓ . (7.138)

Thus,

ψ̂ ∈ C(Γ̂ ), Q̂ ∈ W s,r (Γ̂ ), v̂ ∈ Pp(Γ̂ ). (7.139)

Let us set x̂Γ
α = F−1

Γ (xΓ
α ), α = 1, . . . , mΓ , where F−1

Γ is the inverse of FΓ . Then
we obtain the transformed quadrature formula

∫

Γ̂

ψ̂ dx̂ ≈
mΓ∑
α=1

βΓ
α ψ̂ (̂xΓ

α ) (7.140)

with error

Ê(ψ̂) =
∫

Γ̂

ψ̂ dx̂ −
mΓ∑
α=1

βΓ
α ψ̂ (̂xΓ

α ). (7.141)

We have
∫

Γ

ψdS = |Γ |
∫

Γ̂

ψ̂ dx̂, (7.142)

which implies that

EΓ (ψ) = |Γ | Ê(ψ̂). (7.143)

Since rs > 1, by virtue of the embedding Theorem 1.3, we have the continuous
embedding W s,r (Γ̂ ) ↪→ C(Γ̂ ). Hence, there exists a constant c1 > 0 independent
of Q̂ such that

‖Q̂‖C(Γ̂ ) = max
Γ̂

|Q̂| ≤ c1‖Q̂‖W s,r (Γ̂ ). (7.144)

Now, by (7.141), where we put ψ̂ := Q̂v̂ ∈ C(Γ̂ ), and (7.120),

|Ê(Q̂v̂)| ≤
(

1 +
mΓ∑
α=1

|βΓ
α |
)

max
Γ̂

|Q̂| max
Γ̂

|̂v| ≤ c1(1 + β)‖Q̂‖W s,r (Γ̂ ) max
Γ̂

|̂v|.
(7.145)

Taking into account that all norms are equivalent in the finite-dimensional space
Pp(Γ̂ ), there exists a constant ĉ > 0 such that

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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max
Γ̂

|ŵ| ≤ ĉ ‖ŵ‖Lq (Γ̂ ) ∀ ŵ ∈ Pp(Γ̂ ). (7.146)

This inequality and (7.145) imply the estimate

|Ê(Q̂v̂)| ≤ c2‖Q̂‖W s,r (Γ̂ )‖̂v‖Lq (Γ̂ ), (7.147)

with c2 = c1ĉ(1 + β).
Now let us consider v̂ ∈ Pp(Γ̂ ) fixed. Then, by (7.147), the mapping

Q̂ ∈ W s,r (Γ̂ ) �→ f̂v(Q̂) = Ê(Q̂v̂) (7.148)

is a continuous linear functional on W s,r (Γ̂ ) with the norm

‖ f̂v‖∗ ≤ c2‖̂v‖Lq (Γ̂ ). (7.149)

By virtue of the assumption that the quadrature formula (7.115) is exact for poly-
nomials of degree ≤ s + p − 1, by (7.143) we have

Ê(ψ̂) = 0 ∀ ψ̂ ∈ Ps+p−1(Γ̂ ),

and from (7.148) we find that

f̂v(Q̂) = 0 ∀ Q̂ ∈ Ps−1(Γ̂ ).

Together with the Bramble–Hilbert lemma, i.e., Theorem 2.18, this implies that there
exists a constant c3 > 0 independent of Q̂ and v̂ such that

| f̂v(Q̂)| ≤ c3‖ f̂v‖∗ |Q̂|W s,r (Γ̂ ). (7.150)

Hence, from (7.149) and (7.150) we get

|Ê(Q̂v̂)| ≤ c4|Q̂|W s,r (Γ̂ )‖̂v‖Lq (Γ̂ ), (7.151)

where c4 = c2c3 > 0 is a constant independent of Q̂, and v̂.
Now we carry out the transformation back to the face Γ . Using the relations

|F ′
Γ | = |Γ |, |Q̂(s)(̂x)| = |Γ |s |Q(s)(FΓ (̂x))|, x̂ ∈ Γ̂ ,

(where Q(s) means the sth derivative of Q with respect to the arclength measured
along Γ ), by (7.142), for r ∈ [1,∞) we get

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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|Q̂|W s,r (Γ̂ ) =
(∫

Γ̂

|Q̂(s)(̂x)|r dx̂

)1/r

(7.152)

=
(

|Γ |−1
∫

Γ

(|Γ |s |Q(s)|)r dS

)1/r

= |Γ |s−1/r |Q|W s,r (Γ ).

Moreover,

‖̂v‖Lq (Γ̂ ) = |Γ |−1/q‖v‖Lq (Γ ). (7.153)

Finally, from (7.142), (7.143), (7.151)–(7.153) we immediately obtain (7.136).
In the case r = ∞ we can proceed similarly. �

Furthermore, we consider approximation (7.114) of the volume integrals.

Lemma 7.37 Let us consider a shape-regular system {Th}h∈(0,h̄) of triangulations.
Moreover, let z, p > 0 be integers, r, q ∈ [1,∞], r z > 2, let the quadrature formula
(7.114) be exact for polynomials of degree ≤ z + p − 1 and let assumption (7.120)
be satisfied. Then there exists a constant C > 0 such that

|EK (Qv)| =
∣∣∣∣∣
∫

K
Qv dx − |K |

nK∑
α=1

ωK
α (Qv) (x K

α )

∣∣∣∣∣ (7.154)

≤ Chz+2−2/r−2/q
K |Q|W z,r (K )‖v‖Lq (K ),

Q ∈ W z,r (K ), v ∈ Pp(K ), K ∈ Th, h ∈ (0, h̄).

Proof We can proceed analogously as in the proof of Lemma 7.36. Now we use
the standard reference triangle K̂ with vertices (0, 0), (1, 0), (0, 1) instead of the
interval Γ̂ , write K instead of Γ , z instead of s and use the mapping FK of K̂ onto
K , FK (̂x) = BK x̂ + bK , instead of FΓ . Here BK is a nonsingular 2 × 2 matrix and
bK ∈ R

2. Then the standard relation

| det BK | = 2|K | (7.155)

yields the transformed integral

∫

K
ψ dx = 2|K |

∫

K̂
ψ̂ dx̂ (7.156)

and integration formula ∫

K̂
ψ̂ dx̂ ≈

nK∑
α=1

ω̂K
α ψ̂ (̂x K

α ),

where ω̂K
α = ωK

α /2 and x̂ K
α = F−1

K (x K
α ). Thus, the error of numerical integration is

transformed in the following way:
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EK (ψ) = 2|K | Ê(ψ̂) = 2|K |
(∫

K̂
ψ̂ dx̂ −

nK∑
α=1

ω̂K
α ψ̂ (̂x K

α )

)
. (7.157)

If we take into account that in view of (1.27), the assumption r z > 2 implies the
continuous embedding W z,r (K ) ↪→ C(K ), similarly as in the proof of Lemma 7.36
we find that

|Ê(Q̂v̂)| ≤ C |Q̂|W z,r (K̂ )‖̂v‖Lq (K̂ ), Q̂ ∈ W z,r (K̂ ), v̂ ∈ Pp(K̂ ). (7.158)

Now it is necessary to pass to the original element K ∈ Th using standard scaling
arguments. By Lemmas 2.13 and 2.12,

|Q̂|W z,r (K̂ ) ≤ C̃1‖BK ‖z | det BK |−1/r |Q|W z,r (K ), ‖BK ‖ ≤ C̃2hK . (7.159)

Moreover, by (7.130)–(7.132),

h2
K /2 ≥ |K | ≥ h2

K /C2
R . (7.160)

These inequalities, (7.156), (7.155) and (7.159) imply that

‖̂v‖Lq (K̂ ) ≤ C̃3h−2/q
K ‖v‖Lq (K ), (7.161)

|Q̂|W z,r (K̂ ) ≤ C̃4hz−2/r
K |Q|W z,r (K ), (7.162)

which together with (7.157) and (7.158) yield estimate (7.154).
In the case r = ∞ we can again proceed similarly. �

7.3.6 Properties of the Convection Forms

The convection form bh satisfies relations from Lemma 4.6. Namely, if μ = p + 1
and ξ = uh − Πhpu, u ∈ H p+1(Ω) and ϕh, uh ∈ Shp, then, by (4.34), (7.123) and
(7.124), we have

|bh(uh, ϕh) − bh(u, ϕh)| (7.163)

≤ CB

(
|ϕh |H1(Ω,Th) + Jσ

h (ϕh, ϕh)1/2
) (

h p+1|u|H p+1(Ω) + ‖uh − Πhpu‖L2(Ω)

)
,

with a constant CB depending on Cb4 and CA.

http://dx.doi.org/10.1007/978-3-319-19267-3_1
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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The form bh can be expressed as

bh(w, ϕ) = b1
h(w, ϕ) + b2

h(w, ϕ), (7.164)

b1
h(w, ϕ) = −

∑
K∈Th

∫

K

2∑
	=1

f	(w)
∂ϕ

∂x	

dx,

b2
h(w, ϕ) =

∑
Γ ∈Fh

∫

Γ

H(w(L)
Γ , w(R)

Γ , nΓ )[ϕ] dS,

w, ϕ ∈ H2(Ω,Th).

The convection form b̃h is obtained using the quadrature formulae (7.114) and
(7.115) for the evaluation of integrals appearing in (7.164). We have

b̃h(w, ϕ) = b̃1
h(w, ϕ) + b̃2

h(w, ϕ), (7.165)

b̃1
h(w, ϕ) = −

∑
K∈Th

|K |
nK∑
α=1

ωK
α

2∑
	=1

f	(w(x K
α ))

∂ϕ(x K
α )

∂x	

,

b̃2
h(w, ϕ) =

∑
Γ ∈Fh

|Γ |
mΓ∑
α=1

βΓ
α H

(
w(L)

Γ (xΓ
α ), w(R)

Γ (xΓ
α ), nΓ

)
[ϕ(xΓ

α )],

w, ϕ ∈ H2(Ω,Th).

Similarly as in the case of the form bh , we use in b̃h extrapolation for the treatment
of the boundary value w(R)

Γ (xΓ
α ), if Γ ⊂ ∂Ω . This means that we set

w(R)
Γ (xΓ

α ) := w(L)
Γ (xΓ

α ) for Γ ∈ F B
h . (7.166)

Let us note that if w ∈ H2(Ω,Th), then w|K ∈ C(K ) for each K ∈ Th and the
definition (7.165) makes sense.

Lemma 7.38 Let Assumptions4.5 from Sect.4.3 be satisfied. Then there exists a
constant CL B > 0 such that

|b̃h(uh, ϕh) − b̃h(vh, ϕh)| (7.167)

≤ CL B‖uh − vh‖L2(Ω)

(
|ϕh |H1(Ω,Th) + Jσ

h (ϕh, ϕh)1/2
)

,

uh, vh, ϕh ∈ Shp, h ∈ (0, h̄).

Proof Let uh, vh, ϕh ∈ Shp. By (7.165), (7.160) and the Lipschitz continuity of the
functions f	 (with constant Lf = 2L H ),

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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|b̃1
h(uh, ϕh) − b̃1

h(vh, ϕh)|

≤ Lf

∑
K∈Th

|K |
nK∑
α=1

|ωK
α |

2∑
	=1

|uh(x K
α ) − vh(x K

α )|
∣∣∣∣
∂ϕh(x K

α )

∂x	

∣∣∣∣

≤ C
∑

K∈Th

h2
K ‖uh − vh‖L∞(K )|ϕh |W 1,∞(K ).

This estimate, (7.126), (7.127) and the Cauchy inequality imply that

|b̃1
h(uh, ϕh) − b̃1

h(vh, ϕh)| (7.168)

≤ C
∑

K∈Th

‖uh − vh‖L2(K )|ϕh |H1(K ) ≤ C‖uh − vh‖L2(Ω)|ϕh |H1(Ω,Th).

Further, by the definition of b̃2
h in (7.165), we have

b̃2
h(uh, ϕh) − b̃2

h(vh, ϕh)

=
∑

Γ ∈Fh

|Γ |
mΓ∑
α=1

βΓ
α [ϕh(xΓ

α )]

×
(

H(u(L)
hΓ (xΓ

α ), u(R)
hΓ (xΓ

α ), nΓ ) − H(v(L)
hΓ (xΓ

α ), v(R)
hΓ (xΓ

α ), nΓ )
)
.

From this relation, the Lipschitz continuity of the numerical flux H and assumption
(7.120) it follows that

|b̃2
h(uh , ϕh) − b̃2

h(vh , ϕh)| (7.169)

≤ C
∑

Γ ∈Fh

|Γ |
mΓ∑
α=1

|βΓ
α | |[ϕh(xΓ

α )]|
(
|u(L)

hΓ
(xΓ

α ) − v(L)
hΓ

(xΓ
α )| + |u(R)

hΓ
(xΓ

α ) − v(R)
hΓ

(xΓ
α )|

)

≤ C
∑

Γ ∈Fh

|Γ | ‖[ϕh]‖L∞(Γ )‖uh − vh‖L∞(Γ )

Now we use the inverse inequality (7.128), relations (7.113), (7.118) and the
Cauchy inequality and get

|b̃2
h(uh, ϕh) − b̃2

h(vh, ϕh)| ≤ C
∑

Γ ∈Fh

{
‖[ϕh]‖L2(Γ )‖uh − vh‖L2(Γ )

}

≤ C
∑

Γ ∈Fh

( ∫

Γ

σ [ϕh]2dS
)1/2( ∑

Γ ∈Fh

∫

Γ

σ−1|uh − vh |2dS
)1/2

≤ C Jσ
h (ϕh, ϕh)1/2

( ∑
K∈Th

hK ‖uh − vh‖2
L2(∂K )

)1/2
.
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This inequality, the multiplicative trace inequality (2.78) and the inverse inequality
(7.122) imply that

|b̃2
h(uh, ϕh) − b̃2

h(vh, ϕh)| ≤ C Jσ
h (ϕh, ϕh)1/2

( ∑
K∈Th

‖uh − vh‖2
L2(K )

)1/2
(7.170)

= C Jσ
h (ϕh, ϕh)1/2‖uh − vh‖L2(Ω).

From (7.165), (7.168) and (7.170) we immediately obtain (7.167). �

Lemma 7.39 Let Assumptions4.5 from Sect.4.3 be satisfied. Then there exists a
constant CB B > 0 such that

|b̃h(u, ϕh) − b̃h(Πhpu, ϕh)| ≤ CBBh p+1|u|H p+1(Ω)

(
|ϕh |H1(Ω,Th) + Jσ

h (ϕh , ϕh)1/2
)

,

u ∈ H p+1(Ω), ϕh ∈ Shp, h ∈ (0, h̄). (7.171)

Proof Since H p+1(Ω) ↪→ C(Ω), the expression b̃h(u, ϕh) makes sense. Similarly
as in the proof of Lemma 7.38, we find that

|b̃1
h(u, ϕh) − b̃1

h(Πhpu, ϕh)| ≤ C
∑

K∈Th

h2
K ‖u − Πhpu‖L∞(K )|ϕh |W 1,∞(K ).

(7.172)

Taking into account (7.160) and using (7.172), (7.129), (7.127) and the Cauchy
inequality, we easily arrive at the estimate

|b̃1
h(u, ϕh) − b̃1

h(Πhpu, ϕh)| ≤ C
∑

K∈Th

h p+1
K |u|H p+1(K )|ϕh |H1(K ) (7.173)

≤ C h p+1|u|H p+1(Ω)|ϕh |H1(Ω,Th).

Further, we can proceed similarly as in the derivation of (7.169) and show that

|b̃2
h(u, ϕh) − b̃2

h(Πhpu, ϕh)| ≤ C
∑

Γ ∈Fh

|Γ | ‖[ϕh]‖L∞(Γ )‖u − Πhpu‖L∞(Γ ).

(7.174)

Since (u−Πhpu)|K ∈ C(K ), we see that ‖u−Πhpu‖L∞(Γ ) ≤ ‖u−Πhpu‖
L∞(K (L)

Γ )
.

By virtue of this inequality, (7.174), (7.128), (7.126), (7.113), (7.123) and the inequal-
ity |Γ | ≤ h

K (L)
Γ

, we have

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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|b̃2
h(u, ϕh) − b̃2

h(Πhpu, ϕh)| ≤ C
∑

Γ ∈Fh

|Γ |‖[ϕh]‖L∞(Γ )‖u − Πhpu‖
L∞(K (L)

Γ )

(7.175)

≤ C
∑

Γ ∈Fh

|Γ |−1/2|Γ |‖[ϕh]‖L2(Γ )h
−1
K (L)

Γ

‖u − Πhpu‖
L2(K (L)

Γ )

≤ C
∑

Γ ∈Fh

h1/2

K (L)
Γ

h1/2

K (L)
Γ

‖h−1/2

K (L)
Γ

[ϕh]‖L2(Γ )h
−1
K (L)

Γ

‖u − Πhpu‖
L2(K (L)

Γ )

≤ C
∑

Γ ∈Fh

‖σ 1/2[ϕh]‖L2(Γ )h
p+1

K (L)
Γ

|u|
H p+1(K (L)

Γ )
.

Now we take into account that

∑
Γ ∈Fh

‖σ 1/2[ϕh]‖2
L2(Γ )

= Jσ
h (ϕ, ϕ), (7.176)

∑
Γ ∈Fh

|u|2
H p+1(K (L)

Γ )
≤ 3

∑
K∈Th

|u|2H p+1(K )
= 3|u|2H p+1(Ω)

,

apply the Cauchy inequality to (7.175) and get the estimate

|b̃2
h(u, ϕh) − b̃2

h(Πhpu, ϕh)| ≤ C Jσ
h (ϕh, ϕh)1/2 h p+1|u|H p+1(Ω). (7.177)

Finally, (7.165), (7.173) and (7.177) yield (7.171), what we wanted to prove. �

7.3.7 The Effect of Numerical Integration in the Convection
Form

In this section we will be first concerned with analyzing the effect of numerical
integration in the convection form bh . This means that our goal is to estimate the
expression

Eb(u, ϕh) = b̃h(u, ϕh) − bh(u, ϕh) (7.178)

for ϕh ∈ Shp and a sufficiently regular function u.
Taking into account the definitions (7.109) and (7.165) of the forms bh and b̃h ,

respectively, we see that it is necessary to investigate the properties of the super-
position operators “u → f	(u)”, 	 = 1, 2, defined for functions u from a suitable
Sobolev space W k,r (Ω). (For a general theory, see [248] or [6].) By [6], Theorem 9.7,
f	(u) ∈ W k,r (Ω) for u ∈ W k,r (Ω) (k ≥ 1 is an integer, r ∈ [1,∞]), provided
f	 ∈ Ck(R) and kr > 2. Moreover, if the derivative f (k)

	 is bounded, then it is also
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possible to consider the case kr = 2. In this section we assume that the functions u
and f	 are such that

f	(u) ∈ W k,∞(Ω), 	 = 1, 2. (7.179)

Lemma 7.40 Let s, p ≥ 1 be integers, k = s and let the quadrature formulae
(7.114) and (7.115) be exact for polynomials of degree ≤ s + p − 2 and s + p − 1,
respectively. Let Assumptions4.5 from Sect.4.3 be satisfied. Then

|bh(u, ϕh) − b̃h(u, ϕh)| ≤ C hs−1 max
	=1,2

{| f	(u)|W s,∞(Ω)

} ‖ϕh‖L2(Ω) (7.180)

for u satisfying (7.179), ϕh ∈ Shp and h ∈ (0, h̄), with a constant C > 0 independent
of u, ϕh and h.

Proof By (7.164) and (7.165), bh = b1
h + b2

h and b̃h = b̃1
h + b̃2

h . First we estimate
the effect of numerical integration in the form b̃1

h . In view of (7.135), we can write

E1
b(u, ϕh) = b1

h(u, ϕh) − b̃1
h(u, ϕh) =

∑
K∈Th

EK

(
−

2∑
	=1

f	(u)
∂ϕh

∂x	

)
, (7.181)

where

EK

(
−

2∑
	=1

f	(u)
∂ϕh

∂x	

)

= −
(∫

K

2∑
	=1

f	(u)
∂ϕh

∂x	

dx − |K |
nK∑
α=1

ωK
α

2∑
	=1

(
f	(u)

∂ϕh

∂x	

)
(x K

α )

)
.

In view of (7.179), we have f	(u) ∈ C(Ω) and all above terms make sense.

Taking into account that ∂ϕh
∂x	

∣∣∣
K

∈ Pp−1(K ) and using Lemma 7.37 with r = ∞,

q = 2, z = s, p := p − 1, and the inverse inequality (7.122), we find that

∣∣∣∣∣EK

(
−

2∑
	=1

f	(u)
∂ϕh

∂x	

)∣∣∣∣∣ ≤ C hs+1
K max

	=1,2
| f	(u)|W s,∞(K )|ϕh |H1(K )

≤ C hs
K max

	=1,2
| f	(u)|W s,∞(K )‖ϕh‖L2(K ).

This inequality and (7.181) imply that

|E1
b(u, ϕh)| ≤ C hs−1 max

	=1,2
| f	(u)|W s,∞(Ω)

∑
K∈Th

hK ‖ϕh‖L2(K ).

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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By (7.160) and the Cauchy inequality,

∑
K∈Th

hK ‖ϕh‖L2(K ) ≤
⎛
⎝CR

∑
K∈Th

|K |
⎞
⎠

1/2

‖ϕh‖L2(Ω) = C1/2
R |Ω|1/2‖ϕh‖L2(Ω).

Hence,

|E1
b(u, ϕh)| ≤ C hs−1 max

	=1,2
| f	(u)|W s,∞(Ω)‖ϕh‖L2(Ω) (7.182)

with a constant C > 0 independent of u, ϕh and h.
Now let us deal with the form b̃2

h . Since u, f	(u) ∈ C(Ω) (	 = 1, 2), due to the
consistency (4.19) of the numerical flux and the definition (7.165) of b̃2

h , we have

b̃2
h(u, ϕh) =

∑
Γ ∈Fh

|Γ |
mΓ∑
α=1

βΓ
α

2∑
	=1

f	(u(xΓ
α )) (nΓ )	 [ϕh](xΓ

α ). (7.183)

Moreover, by (7.164) and (4.19),

b2
h(u, ϕh) =

∑
Γ ∈Fh

∫

Γ

2∑
	=1

f	(u) (nΓ )	[ϕh] dS. (7.184)

Since |(nΓ )	| ≤ 1, 	 = 1, 2, we can write

|b2
h(u, ϕh) − b̃2

h(u, ϕh)| ≤
∑

Γ ∈Fh

2∑
	=1

|E	
Γ ( f	(u) [ϕh])|, (7.185)

where, in view of (7.134),

E	
Γ ( f	(u) [ϕh]) =

∫

Γ

f	(u) [ϕh] dS − |Γ |
mΓ∑
α=1

βΓ
α f	

(
u(xΓ

α )
) [ϕh](xΓ

α ). (7.186)

Since f	(u) ∈ W s,∞(Ω), the derivatives of f	(u) of order s − 1 are Lipschitz-
continuous in Ω , and hence these derivatives are also Lipschitz-continuous on each
Γ with the same Lipschitz constant. This implies that f	(u) ∈ W s,∞(Γ ) and

| f	(u)|W s,∞(Γ ) ≤ | f	(u)|W s,∞(Ω). (7.187)

If we consider Γ ⊂ ∂K , employ Lemma 7.36 with r = ∞ and q = 2, relation
(7.187), multiplicative trace inequality (2.78) and inverse inequality (7.122) for ϕh ,
we find that

http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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∣∣∣E	
Γ ( f	(u) [ϕh])

∣∣∣ ≤ C |Γ |s+1/2| f	(u)|W s,∞(Γ )‖[ϕh]‖L2(Γ )

≤ C hs+1/2
K | f	(u)|W s,∞(Ω)

(
‖[ϕh]‖L2(K )|[ϕh]|H1(K ) + h−1

K ‖[ϕh]‖2
L2(K )

)1/2

≤ C hs
K | f	(u)|W s,∞(Ω)‖[ϕh]‖L2(K ).

This estimate and the inequality |[ϕh]Γ | ≤ |ϕ(L)
hK | + |ϕ(R)

hK | imply that

|b2
h(u, ϕh) − b̃2

h(u, ϕh)| ≤ C hs−1
2∑

	=1

| f	(u)|W s,∞(Ω)

∑
Γ ∈Fh

hK ‖ϕh‖L2(K ).

(7.188)

By the Cauchy inequality and (7.160),

∑
K∈Th

hK ‖ϕh‖L2(K ) ≤
⎛
⎝ ∑

K∈Th

h2
K

⎞
⎠

1/2

‖ϕh‖L2(Ω) ≤ C |Ω|1/2‖ϕh‖L2(Ω).

From this, (7.188) and (7.182) we immediately get (7.180). �

Now we analyze the effect of numerical integration on the right-hand side form
	h (cf. (7.111)), approximated by

	̃h(ϕh) =
∑

K∈Th

|K |
nK∑
α=1

ωK
α (gϕh)(x K

α ) − εΘ
∑

Γ ∈F B
h

|Γ |
mΓ∑
α=1

βΓ
α (∇ϕh · nΓ u D)(xΓ

α )

+ ε
∑

Γ ∈F B
h

σΓ |Γ |
mΓ∑
α=1

βΓ
α (u Dϕh)(xΓ

α ). (7.189)

Lemma 7.41 Let us assume that g ∈ HsΩ (Ω) and u D ∈ HsD (∂Ω), where
sΩ, sD ≥ p̃ = max{2, p} are integers. Moreover, let the system {Th}h∈(0,h̄) of
triangulations be shape-regular, let the quadrature formulae (7.114) be exact for
polynomials of degree ≤ sΩ + p −2 and let the quadrature formula (7.115) be exact
for polynomials of degree ≤ sD + p − 1 on ∂Ω . Then there exists a constant C > 0
such that

|	h(ϕh) − 	̃h(ϕh)| ≤ C
{

hsΩ |g|HsΩ (Ω) + εhsD−3/2‖u D‖HsD (∂Ω)

}
‖ϕh‖L2(Ω)

(7.190)

+ CεhsD−3/2‖u D‖HsD (∂Ω)‖ϕh‖L2(Ω,Th), ϕh ∈ Shp, h ∈ (0, h̄).
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Proof In view of (7.111) and (7.189),

|	h(ϕh) − 	̃h(ϕh)| ≤ E1 + E2 + E3, (7.191)

where

E1 =
∣∣∣∣∣∣
∑

K∈Th

(∫

K
gϕh dx − |K |

nK∑
α=1

ωK
α (gϕh)(x K

α )

)∣∣∣∣∣∣
, (7.192)

E2 = ε

∣∣∣∣∣∣∣
∑

Γ ∈F B
h

(∫

Γ

(∇ϕh · nΓ ) u D dS − |Γ |
mΓ∑
α=1

βΓ
α (∇ϕh · nΓ u D)(xΓ

α )

)∣∣∣∣∣∣∣
,

E3 = ε

∣∣∣∣∣∣∣
∑

Γ ∈F B
h

σ |Γ
(∫

Γ

u Dϕh dS − |Γ |
mΓ∑
α=1

βΓ
α (u Dϕh)(xΓ

α )

)∣∣∣∣∣∣∣
.

Now we estimate expressions E1, E2, E3. By Lemma 7.37 and the Cauchy in-
equality we have

E1 ≤ C
∑

K∈Th

hsΩ
K |g|HsΩ (K )‖ϕh‖L2(K ) ≤ C hsΩ |g|HsΩ (Ω)‖ϕh‖L2(Ω). (7.193)

Further,

E2 ≤ ε
∑

Γ ∈F B
h

2∑
	=1

E	
2Γ , (7.194)

where

E	
2Γ =

∣∣∣∣∣
∫

Γ

∂ϕh

∂x	

(nΓ )	 u D dS − |Γ |
mΓ∑
α=1

βΓ
α

∂ϕh(xΓ
α )

∂x	

(nΓ )	 u D(xΓ
α )

∣∣∣∣∣ .

By Lemma 7.36, where we set s = sD and r = q = 2, the multiplicative trace
inequality (2.78), the inverse inequality (7.122) and the inequality |Γ | ≤ h

K (L)
Γ

, we
get

E	
2Γ ≤ C |Γ |sD ‖u D‖HsD (Γ )

∥∥∥∥
∂ϕh

∂x	

∥∥∥∥
L2(Γ )

≤ ChsD−1/2

K (L)
Γ

‖u D‖HsD (Γ )|ϕh |
H1(K (L)

Γ )

≤ ChsD−3/2

K (L)
Γ

‖u D‖HsD (Γ )‖ϕh‖
L2(K (L)

Γ )
,

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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which together with (7.194) and the Cauchy inequality implies that

E2 ≤ CεhsD−3/2‖u D‖HsD (∂Ω)‖ϕh‖L2(Ω). (7.195)

Finally, we will estimate the expression E3. We have

E3 ≤ Cε
∑

Γ ∈F B
h

h−1
Γ E3Γ , (7.196)

where

E3Γ =
∣∣∣∣∣
∫

Γ

u Dϕh dS − |Γ |
mΓ∑
α=1

βΓ
α (u Dϕh)(xΓ

α )

∣∣∣∣∣ .

Again, by virtue of Lemma 7.36, the multiplicative trace inequality (2.78), the inverse
inequality (7.122) and the inequality |Γ | ≤ h

K (L)
Γ

,

E3Γ ≤ C |Γ |sD ‖u D‖HsD (Γ ) ‖ϕh‖L2(Γ ) ≤ ChsD−1/2

K (L)
Γ

‖u D‖HsD (Γ )‖ϕh‖
L2(K (L)

Γ )
.

These estimates, (7.196), the inequality h−1
Γ ≤ C−1

T h−1
K (L)

Γ

(which follows from rela-

tion (7.118)), and the Cauchy inequality imply that

E3 ≤ CεhsD−3/2‖u D‖HsD (∂Ω)‖ϕh‖L2(Ω). (7.197)

Taking into account (7.191), (7.193), (7.195) and (7.197), we get (7.190). �

Corollary 7.42 Under the assumptions of Lemma7.41, where sΩ = p̃ = max{p, 2}
and sD = p + 2, there exists a constant C > 0 such that

|	h(ϕh) − 	̃h(ϕh)| (7.198)

≤ C
(

h p̃|g|H p̃(Ω)‖ϕh‖L2(Ω) + εh p+1/2‖u D‖H p+2(∂Ω)

)
‖ϕh‖L2(Ω).

7.3.8 Error Estimates for the Method of Lines with Numerical
Integration

In this section using the obtained results we prove error estimates of the DGM with
numerical integration. We apply the following version of the Gronwall lemma.

Lemma 7.43 Let y, q ∈ C([0, T ]), y, q ≥ 0 in [0, T ], Z , R ≥ 0 and

y(t) + q(t) ≤ Z + R
∫ t

0
y(s) ds, t ∈ [0, T ]. (7.199)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Then

y(t) + q(t) ≤ Z exp(Rt), t ∈ [0, T ]. (7.200)

Exercise 7.44 Prove Lemma 7.43 on the basis of Lemma 1.9.

In the sequel we assume the regularity property (7.121) of the exact solution.
Moreover, let the function u0 from the initial condition satisfy

u0 ∈ H p̃(Ω), (7.201)

where p̃ = max(p, 2).
We need the following estimate of the error in the initial condition.

Lemma 7.45 Let the assumptions of the shape-regularity and (7.120) be satisfied
and let the quadrature formulae (7.114) be exact for polynomials of degree ≤ 2p.
Let u0

h be defined by (7.112c) and let ũ0
h be defined by (7.117). Then we have

‖ũ0
h − u0

h‖L2(Ω) ≤ Ch p̃|u0|H p̃(Ω), h ∈ (0, h̄). (7.202)

Proof Let ϕh ∈ Shp. Since (u0
hϕh)|K is a polynomial of degree ≤2p, we have

(u0
h, ϕh) = (u0

h, ϕh)h , in view of the assumption of lemma. Moreover, by (7.112)
and (7.117),

(u0
h − u0, ϕh) = 0, (ũ0

h − u0, ϕh)h = 0, ∀ϕh ∈ Shp.

This implies that for e0
I = ũ0

h − u0
h ∈ Shp we have

(e0
I , ϕh) = (ũ0

h, ϕh) − (u0
h, ϕh) = (ũ0

h, ϕh)h − (u0
h, ϕh)h = (u0, ϕh)h − (u0, ϕh)

=
∑

K∈Th

|K |
nK∑
α=1

ωK
α (u0ϕh)(x K

α ) −
∫

Ω

u0ϕhdx .

Let us put ϕh := e0
I and use the fact that u0 ∈ H p̃(Ω). Then Lemma 7.37 with

z = p̃ ≥ 2, r = q = 2 and the Cauchy inequality imply that

‖e0
I ‖2

L2(Ω)
≤ C

∑
K∈Th

h p̃
K |u0|H p̃(K )‖e0

I ‖L2(K ) ≤ Ch p̃|u0|H p̃(Ω)‖e0
I ‖L2(Ω).

Thus,
‖e0

I ‖L2(Ω) ≤ Ch p̃|u0|H p̃(Ω),

which we wanted to prove. �

http://dx.doi.org/10.1007/978-3-319-19267-3_1
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Now we formulate and prove the main result on the error estimates of the DGM
with numerical integration.

Theorem 7.46 Let Assumptions4.5 from Sect.4.3 be satisfied. Let us assume that u
is the exact solution of problem (7.106) satisfying the regularity conditions (7.121)
and let f	(u) ∈ L2(0, T ; W p+1,∞(Ω)), 	 = 1, 2. Moreover, let uh be the ap-
proximate solution obtained by scheme (7.116) with numerical integration and let
the quadrature formulae (7.114) and (7.115) be exact for polynomials of degree
≤2p. Let g ∈ L2(0, T ; H p̃(Ω)), u D ∈ L2(0, T ; H p+2(∂Ω)), u0 ∈ H p̃(Ω), where
p̃ = max{p, 2}, and let ũ0

h and u0
h be defined as in Lemma7.45. Then for the error

ẽh = ũh − u of the method with numerical integration we have the estimate

max
t∈[0,T ] ‖ẽh(t)‖2

L2(Ω)
+ ε

2

∫ T

0

(
|ẽh(ϑ)|2H1(Ω,Th)

+ J̃σ
h (ẽh(ϑ), ẽh(ϑ))

)
dϑ ≤ Ĉh2p

(7.203)

with a constant Ĉ depending on u, g, u D, T, ε and h̄, but independent of h.

Proof Since ẽh = eh + eI , where eh = uh − u and eI = ũh − uh , and eh satisfies
estimate (7.133), it is enough to prove the estimate of eI .

From the assumption on quadrature formulae and from the fact that ũh(t) ∈ Shp

we conclude that for all ϕh ∈ Shp we have

(
∂ ũh

∂t
, ϕh

)
=
(

∂ ũh

∂t
, ϕh

)

h
, (7.204)

ah(ũh, ϕh) = ãh(ũh, ϕh),

Jσ
h (ũh, ϕh) = J̃σ

h (ũh, ϕh).

It follows from (7.204), (7.112) and (7.116) that

(
∂ ũh

∂t
, ϕh

)
+ b̃h(ũh, ϕh) + ah(ũh, ϕh) + εJσ

h (ũh, ϕh) = 	̃h(ϕh), (7.205)

(
∂uh

∂t
, ϕh

)
+ bh(uh, ϕh) + ah(uh, ϕh) + εJσ

h (uh, ϕh) = 	h(ϕh), (7.206)

for all ϕh ∈ Shp. If we subtract (7.206) from (7.205) and set ϕh := eI , we get

1

2

d

dt
‖eI ‖2

L2(Ω)
+ ah(eI , eI ) + εJσ

h (eI , eI ) (7.207)

=
(
	̃h(eI ) − 	h(eI )

)
+
(

bh(uh, eI ) − b̃h(ũh, eI )
)

.

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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Let us estimate the expression bh(uh, eI ) − b̃h(ũh, eI ). We can write

bh(uh, eI ) − b̃h(ũh, eI ) =
4∑

k=1

ϑk, (7.208)

where

ϑ1 = bh(uh, eI ) − bh(u, eI ), ϑ2 = bh(u, eI ) − b̃h(u, eI ), (7.209)

ϑ3 = b̃h(u, eI ) − b̃h(Πhpu, eI ), ϑ4 = b̃h(Πhpu, eI ) − b̃h(ũh, eI ),

and estimate the individual terms ϑk . By (7.163), (7.123), (7.133) and the inequality
‖uh − Πhpu‖L2(Ω) ≤ ‖uh − u‖L2(Ω) + ‖u − Πhpu‖L2(Ω),

|ϑ1| ≤ C
(

Jσ
h (eI , eI )

1/2 + |eI |H1(Ω,Th)

) (
h p+1|u|H p+1(Ω) + C̃1/2h p

)
. (7.210)

Further, Lemma 7.40 implies that

|ϑ2| ≤ C h p max
	=1,2

{| f	(u)|W p+1,∞(Ω)

} ‖eI ‖L2(Ω). (7.211)

In view of Lemmas 7.39 and 7.38,

|ϑ3| ≤ C h p+1|u|H p+1(Ω)

(
Jσ

h (eI , eI )
1/2 + |eI |H1(Ω,Th)

)
(7.212)

and
|ϑ4| ≤ C

(
Jσ

h (eI , eI )
1/2 + |eI |H1(Ω,Th)

)
‖Πhpu − ũh‖L2(Ω).

It follows from this estimate, the inequality

‖Πhpu − ũh‖L2(Ω) ≤ ‖Πhpu − u‖L2(Ω) + ‖u − uh‖L2(Ω) + ‖uh − ũh‖L2(Ω),

and estimates (7.133), (7.123) that

|ϑ4| ≤ C
(

Jσ
h (eI , eI )

1/2 + |eI |H1(Ω,Th)

) (
h p+1|u|H p+1(Ω) + C̃1/2h p + ‖eI ‖L2(Ω)

)
.

(7.213)

Summarizing (7.208)–(7.213), we find that

|b̃h(ũh, eI ) − bh(uh, eI )| (7.214)

≤ C
(

Jσ
h (eI , eI )

1/2 + |eI |H1(Ω,Th)

) (
h p+1|u|H p+1(Ω) + C̃1/2h p + ‖eI ‖L2(Ω)

)

+ C h p max
	=1,2

{| f	(u)|W p+1,∞(Ω)

} ‖eI ‖L2(Ω).
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Now, (7.119), Corollary 7.42, relation (7.207) and estimate (7.214) imply that

d

dt
‖eI ‖2

L2(Ω)
+ ε

(
|eI |2H1(Ω,Th)

+ Jσ
h (eI , eI )

)
(7.215)

≤ C h p
(
|g|H p̃(Ω) + εh1/2‖u D‖H p+2(∂Ω)

)
‖eI ‖L2(Ω)

+ C
(

Jσ
h (eI , eI )

1/2 + |eI |H1(Ω,Th)

) (
h p+1|u|H p+1(Ω) + C̃1/2h p + ‖eI ‖L2(Ω)

)

+ C h p max
	=1,2

{| f	(u)|W p+1,∞(Ω)

} ‖eI ‖L2(Ω).

With the aid of the Young inequality and integration with respect to time from 0 to
t ∈ [0, T ], using the relations eI (0) = e0

I = u0
h − ũ0

h and (7.202), we obtain

‖eI (t)‖2
L2(Ω)

+ ε

2

∫ t

0

(
|eI (ϑ)|2H1(Ω,Th)

+ Jσ
h (eI (ϑ), eI (ϑ))

)
dϑ (7.216)

≤ C h2p
{
|g|2

L2(0,T ;H p̃(Ω))
+ hε2‖u D‖2

L2(0,T ;H p+2(∂Ω))

+ max
	=1,2

{| f	(u)|2L2(0,T ;W p+1,∞(Ω))

} + 1

ε
h2|u|2L2(0,T ;H p+1(Ω))

+ C̃

ε
+ |u0|2

H p̃(Ω)

}

+ C

(
1 + 1

ε

)∫ t

0
‖eI (ϑ)‖2

L2(Ω)
dϑ,

≤ Z + C

(
1 + 1

ε

)∫ t

0
‖eI (ϑ)‖2

L2(Ω)
dϑ, (7.217)

where

Z = C∗h2p(hε2 + 1 + h2ε−2 + ε−1) (7.218)

with C∗ depending on C̃ , |g|L2(0,T ;H p̃(Ω)),‖u D‖L2(0,T ;H p+2(∂Ω)), |u|L2(0,T ;H p+1(Ω)),
|u0|H p̃(Ω), and max	=1,2{| f	(u)|2

L2(0,T ;W p+1,∞(Ω)
}, but independent of ε and h. The

constant C is independent of u, g, u D, T, ε, h̄, and C̃ is the constant from estimate
(7.133).

The use of the Gronwall Lemma 7.43 leads to estimate

max
t∈[0,T ] ‖eI (t)‖2

L2(Ω)
+ ε

2

∫ T

0

(
|eI (ϑ)|2H1(Ω,Th)

+ Jσ
h (eI (ϑ), eI (ϑ))

)
dϑ

≤ Z exp(CT/ε), h ∈ (0, h̄).

(7.219)
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Finally, from the relations

ẽh = u − ũh = eI + eh, (7.220)

‖ẽh‖2
L2(Ω)

≤ 2
(
‖eI ‖2

L2(Ω)
+ ‖eh‖2

L2(Ω)

)
,

|ẽh |2H1(Ω,Th)
≤ 2

(
|eI |2H1(Ω,Th)

+ |eh |2H1(Ω,Th)

)
,

Jσ
h (ẽh, ẽh) ≤ 2

(
Jσ

h (eI , eI ) + Jσ
h (eh, eh)

)

and estimate (7.133) we obtain (7.203). �

Remark 7.47 (a) It follows from the presented analysis that in the definition of
individual forms appearing in (7.116) one could apply quadrature formulae exact for
polynomials of different degrees. For example, for evaluating the volume integrals in
the form ãh , it is enough to use quadratures that are exact for polynomials of degree
≤2p − 2, whereas the evaluation of (·, ·)h and b̃h requires formulae to be exact for
polynomials of degree ≤2p. For the sake of simplicity, in the formulation of the main
result, we consider the same quadrature formulae for all volume integrals.

(b) The effect of numerical integration has not yet been studied in other DG
techniques. The approach presented in this section can be adapted, for example,
to the BDF-DGM, but in some cases, as for the ST-DGM, analyzing the effect of
numerical integration will require special attention.



Part II
Applications of the Discontinuous

Galerkin Method



Chapter 8
Inviscid Compressible Flow

In previous chapters we introduced and analyzed the discontinuous Galerkin method
(DGM) for the numerical solution of several scalar equations. However, many practi-
cal problems are described by systems of partial differential equations. In the second
part of this book, we present the application of the DGM to solving compressible
flow problems. The numerical schemes, analyzed for a scalar equation, are extended
to a system of equations and numerically verified. We also deal with an efficient
solution of resulting systems of algebraic equations.

One of the models used for the numerical simulation of a compressible (i.e., gas)
flow is based on the assumption that the flow is inviscid and adiabatic. This means
that in gas we neglect the internal friction and heat transfer. Inviscid adiabatic flow is
described by the continuity equation, the Euler equations of motion and the energy
equation, to which we add closing thermodynamical relations. See, for example,
[127, Sect. 1.2]. This complete system is usually called the Euler equations.

The Euler equations, similarly as other nonlinear hyperbolic systems of conser-
vation laws, may have discontinuous solutions. This is one of the reasons that the
finite volume method (FVM) using piecewise constant approximations became very
popular for the numerical solution of compressible flow. For a detailed treatment
of finite volume techniques, we can refer to [119, 205]. See also [122, 127]. More-
over, the FVM is applicable on general polygonal meshes and its algorithmization
is relatively easy. Therefore, many fluid dynamics codes and program packages are
based on the FVM. However, the standard FVM is only of the first order, which is
not sufficient in a number of applications. The increase of accuracy in finite volume
schemes applied on unstructured and/or anisotropic meshes seems to be problematic
and is not theoretically sufficiently justified.

As for the finite element method (FEM), the standard conforming finite element
techniques were considered to be suitable for the numerical solution of elliptic and
parabolic problems, linear elasticity and incompressible viscous flow, when the exact
solution is sufficiently regular. Of course, there are also conforming finite element
techniques applied to the solution of compressible flow, but the treatment of discon-
tinuous solutions is rather complicated. For a survey, see [127, Sect. 4.3].
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402 8 Inviscid Compressible Flow

A combination of ideas and techniques of the FV and FE methods yields the
discontinuous Galerkin method using advantages of both approaches and allowing
to obtain schemes with a higher-order accuracy in a natural way. In this chapter
we present the application of the DGM to the Euler equations. We describe the
discretization, a special attention is paid to the choice of boundary conditions and
we also discuss an efficient solution of the resulting discrete problem.

8.1 Formulation of the Inviscid Flow Problem

8.1.1 Governing Equations

We consider the unsteady compressible inviscid adiabatic flow in a domain Ω ⊂ R
d

(d = 2 or 3) and time interval (0, T ), 0 < T < ∞. In what follows, we present only
the governing equations, their derivation can be found, e.g., in [127, Sect. 3.1].

We use the standard notation: ρ-density, p-pressure (symbol p denotes the
degree of polynomial approximation), E-total energy, vs, s = 1, . . . , d-compo-
nents of the velocity vector v = (v1, . . . , vd)

T
in the directions xs , θ -absolute tem-

perature, cv > 0-specific heat at constant volume, cp > 0-specific heat at constant
pressure, γ = cp/cv > 1-Poisson adiabatic constant, R = cp − cv > 0-gas constant.
We will be concerned with the flow of a perfect gas, for which the equation of state
has the form

p = Rρθ, (8.1)

and assume that cp, cv are constants. Since the gas is light, we neglect the outer
volume force.

The system of governing equations formed by the continuity equation, the Euler
equations of motion and the energy equation (see [127, Sect. 3.1]) considered in the
space-time cylinder QT = Ω × (0, T ) can be written in the form

∂ρ

∂t
+

d∑
s=1

∂(ρvs)

∂xs
= 0, (8.2)

∂(ρvi )

∂t
+

d∑
s=1

∂(ρvi vs + δisp)

∂xs
= 0, i = 1, . . . , d, (8.3)

∂ E

∂t
+

d∑
s=1

∂((E + p)vs)

∂xs
= 0. (8.4)

To the above system, we add the thermodynamical relations defining the pressure

p = (γ − 1)(E − ρ|v|2/2), (8.5)
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and the total energy

E = ρ(cvθ + |v|2/2), (8.6)

in terms of other quantities.
We define the speed of sound a and the Mach number M by

a = √
γ p/ρ, M = |v|

a
. (8.7)

The flow is called subsonic and supersonic in a region ω, if M < 1 and M > 1,
respectively, in ω. If M � 1, we speak about hypersonic flow. If there are two
subregions ω1 and ω2 in the flow field such that M < 1 in ω1 and M > 1 in ω2, the
flow is called transonic.

Exercise 8.1 Derive (8.5) from (8.1) and (8.6).

System (8.2)–(8.4) has m = d + 2 equations and it can be written in the form

∂w
∂t

+
d∑

s=1

∂ f s(w)

∂xs
= 0, (8.8)

where

w = (w1, . . . , wm)
T = (ρ, ρv1, . . . , ρvd , E)

T ∈ R
m, (8.9)

is the so-called state vector, and

f s(w) =

⎛
⎜⎜⎜⎜⎜⎝

fs,1(w)

fs,2(w)
...

fs,m−1(w)

fs,m(w)

⎞
⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎝

ρvs

ρv1vs + δ1sp
...

ρvdvs + δdsp
(E + p)vs

⎞
⎟⎟⎟⎟⎟⎠

(8.10)

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ws+1
w2ws+1

w1
+ δ1s(γ − 1)

(
wm − 1

2w1

∑m−1
i=2 w2

i

)

...
wm−1ws+1

w1
+ δds(γ − 1)

(
wm − 1

2w1

∑m−1
i=2 w2

i

)

ws+1
w1

(
wm − γ−1

2w1

∑m−1
i=2 w2

i

)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

is the flux of the quantity w in the direction xs, s = 1, . . . , d. By δi j we denote the
Kronecker symbol. Often, f s, s = 1, . . . , d, are called inviscid Euler fluxes.

Usually, system (8.2)–(8.4), i.e., (8.8), is called the system of the Euler equations,
or simply the Euler equations. The functions ρ, v1, . . . , vd , p are called primitive (or



404 8 Inviscid Compressible Flow

physical) variables, whereas w1 = ρ, w2 = ρv1, . . . , wm−1 = ρvd , wm = E are
conservative variables. It is easy to show that

vi = wi+1/w1, i = 1, . . . , d, (8.11)

p = (γ − 1)

(
wm −

m−1∑
i=2

w2
i /(2w1)

)
,

θ =
(

wm/w1 − 1

2

m−1∑
i=2

(wi/w1)
2

)
/cv.

The domain of definition of the vector-valued functions f s, s = 1, . . . , d, is the
open setD ⊂ R

m of vectorsw = (w1, . . . , wm)
T
such that the corresponding density

and pressure are positive:

D =
{

w ∈ R
m; w1 = ρ > 0, wm −

m−1∑
i=2

w2
i /(2w1) = p/(γ − 1) > 0

}
. (8.12)

Obviously, f s ∈ (C1(D))m .
Differentiation in (8.8) and the use of the chain rule lead to a first-order quasilinear

system of partial differential equations

∂w
∂t

+
d∑

s=1

As(w)
∂w
∂xs

= 0, (8.13)

where As(w) is the m × m Jacobi matrix of the mapping f s defined for w ∈ D :

As(w) = D f s(w)

Dw
=

(
∂ fs,i (w)

∂w j

)m

i, j=1
, s = 1, . . . , d. (8.14)

Let

B1 = {n ∈ R
d ; |n| = 1} (8.15)

denote the unit sphere in R
d . For w ∈ D and n = (n1, . . . , nd)

T ∈ B1 we denote

P(w, n) =
d∑

s=1

f s(w)ns, (8.16)

which is the physical flux of the quantity w in the direction n. Obviously, the Jacobi
matrix DP(w, n)/Dw can be expressed in the form

DP(w, n)

Dw
= P(w, n) :=

d∑
s=1

As(w)ns . (8.17)
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Exercise 8.2 Let d = 2. Prove that the Jacobi matrices As, s = 1, 2, have the form

A1(w) =

⎛
⎜⎜⎜⎝

0 1 0 0
γ1
2 |v|2 − v21 (3 − γ )v1 −γ1v2 γ1

−v1v2 v2 v1 0

v1
(
γ1|v|2 − γ E

ρ

)
γ E

ρ
− γ1v21 − γ1

2 |v|2 −γ1v1v2 γ v1

⎞
⎟⎟⎟⎠ , (8.18)

A2(w) =

⎛
⎜⎜⎜⎝

0 0 1 0
−v1v2 v2 v1 0

γ1
2 |v|2 − v22 −γ1v1 (3 − γ )v2 γ1

v2
(
γ1|v|2 − γ E

ρ

)
−γ1v1v2 γ E

ρ
− γ1v22 − γ1

2 |v|2 γ v2

⎞
⎟⎟⎟⎠ , (8.19)

where γ1 = γ − 1.

Exercise 8.3 Let d = 2. With the aid of (8.18)–(8.19) show that the matrix P(w, n)

has the form

P(w, n) =

⎛
⎜⎜⎜⎝

0 n1 n2 0
γ1
2 |v|2n1 − v1v·n −γ2v1n1 + v·n v1n2 − γ1v2n1 γ1n1
γ1
2 |v|2n2 − v2v·n v2n1 − γ1v1n2 −γ2v2n2 + v·n γ1n2(
γ1|v|2 − γ E

ρ

)
v·n Gn1 − γ1v1v·n Gn2 − γ1v2v·n γ v·n

⎞
⎟⎟⎟⎠ ,

(8.20)

where n = (n1, n2), γ1 = γ − 1, γ2 = γ − 2 and G = γ E
ρ

− γ1
2 |v|2.

Exercise 8.4 Let d = 3. Prove that the Jacobi matrices As, s = 1, 2, 3, have the
form

A1 =

⎛
⎜⎜⎜⎜⎜⎝

0 1 0 0 0
γ1
2 |v|2 − v21 (3 − γ )v1 −γ1v2 −γ1v3 γ1

−v1v2 v2 v1 0 0
−v1v3 v3 0 v1 0

v1
(
γ1|v|2 − γ E

ρ

)
γ E

ρ
− γ1v21 − γ1

2 |v|2 −γ1v1v2 −γ1v1v3 γ v1

⎞
⎟⎟⎟⎟⎟⎠

,

(8.21)

A2 =

⎛
⎜⎜⎜⎜⎜⎝

0 0 1 0 0
−v1v2 v2 v1 0 0

γ1
2 |v|2 − v22 −γ1v1 (3 − γ )v2 −γ1v3 γ1

−v2v3 0 v3 v2 0

v2
(
γ1|v|2 − γ E

ρ

)
−γ1v1v2 γ E

ρ
− γ1v22 − γ1

2 |v|2 −γ1v2v3 γ v2

⎞
⎟⎟⎟⎟⎟⎠

,

(8.22)
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A3 =

⎛
⎜⎜⎜⎜⎜⎝

0 0 0 1 0
−v1v3 v3 0 v1 0
−v2v3 0 v3 v2 0

γ1
2 |v|2 − v23 −γ1v1 −γ1v2 (3 − γ )v3 γ1

v3
(
γ1|v|2 − γ E

ρ

)
−γ1v1v3 −γ1v2v3 γ E

ρ
− γ1v23 − γ1

2 |v|2 γ v3

⎞
⎟⎟⎟⎟⎟⎠

,

(8.23)

where γ1 = γ − 1.

Exercise 8.5 Let d = 3. With the aid of (8.21)–(8.23), show that the matrix P(w, n)

has the form

P(w, n) = (8.24)⎛
⎜⎜⎜⎜⎜⎝

0 n1 n2 n3 0
γ1
2 |v|2n1 − v1v·n −γ2v1n1 + v·n v1n2 − γ1v2n1 v1n3 − γ1v3n1 γ1n1
γ1
2 |v|2n2 − v2v·n v2n1 − γ1v1n2 −γ2v2n2 + v·n v2n3 − γ1v3n2 γ1n2
γ1
2 |v|2n3 − v3v·n v3n1 − γ1v1n3 v3n2 − γ1v2n3 −γ2v3n3 + v·n γ1n3(
γ1|v|2 − γ E

ρ

)
v·n Gn1 − γ1v1v·n Gn2 − γ1v2v·n Gn3 − γ1v3v·n γ v·n

⎞
⎟⎟⎟⎟⎟⎠

,

where n = (n1, n2, n3), γ1 = γ − 1, γ2 = γ − 2 and G = γ E
ρ

− γ1
2 |v|2.

Let us summarize some important properties of the system of the Euler equations
(8.8).

Lemma 8.6 (a) The vector-valued functions f s defined by (8.10) are homogeneous
mappings of order 1:

f s(αw) = α f s(w), α > 0. (8.25)

Moreover, we have

f s(w) = As(w)w. (8.26)

(b) Similarly,

P(αw, n) = α P(w, n), α > 0, (8.27)

P(w, n) = P(w, n)w. (8.28)

(c) The system of the Euler equations is diagonally hyperbolic. This means that the
matrix P = ∑d

j=1A j (w)n j has only real eigenvalues λi = λi (w, n), i = 1, . . . , m,
and is diagonalizable: there exists a nonsingular matrix T = T(w, n) such that
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T
−1

PT = ΛΛΛ = ΛΛΛ(w, n) = diag(λ1, . . . , λm) =

⎛
⎜⎜⎜⎜⎜⎝

λ1 0 . . . 0 0
0 λ2 0 . . . 0
...

. . .
...

0 . . . 0 λm−1 0
0 0 . . . 0 λm

⎞
⎟⎟⎟⎟⎟⎠

. (8.29)

The columns of the matrix T are the eigenvectors of the matrix P.
(d) The eigenvalues of the matrix P(w, n), w ∈ D, n ∈ B1 have the form

λ1(w, n) = v · n − a, (8.30)

λ2(w, n) = · · · = λd+1(w, n) = v · n,

λm(w, n) = v · n + a,

where a = √
γ p/ρ is the speed of sound and v is the velocity vector given by

v = (w2/w1, w3/w1, . . . , wd+1/w1)
T
.

(e) The system of the Euler equations is rotationally invariant. Namely, for n =
(n1, . . . , nd) ∈ B1, w ∈ D it holds

P(w, n) =
d∑

s=1

f s(w)ns = Q
−1(n) f 1(Q(n)w), (8.31)

P(w, n) =
d∑

s=1

As(w)ns = Q
−1(n)A1(Q(n)w)Q(n), (8.32)

where Q(n) is the m × m matrix corresponding to n ∈ B1 given by

Q(n) =
⎛
⎝

1 0 0

0
T
Q0(n) 0

T

0 0 1

⎞
⎠ , (8.33)

where the d × d rotation matrix Q0(n) is defined for d = 2 by

Q0(n) =
(

n1 n2
−n2 n1

)
, n = (n1, n2), (8.34)

and for d = 3 by

Q0(n) =
⎛
⎝

cosα cosβ sin α cosβ sin β

− sin α cosα 0
− cosα sin β − sin α sin β cosβ

⎞
⎠ , (8.35)

n = (cosα cosβ, sin α cosβ, sin β), α ∈ [0, 2π), β ∈ [−π/2, π/2].
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By 0 we denote the vector (0, 0), if d = 2, and (0, 0, 0), if d = 3.

Proof See [127, Lemmas 3.1 and 3.3, Theorem 3.4]. �

8.1.2 Initial and Boundary Conditions

In order to formulate the problem of inviscid compressible flow, the system of the
Euler equations (8.8) has to be equipped with initial and boundary conditions. Let
Ω ⊂ R

d , d = 2, 3, be a bounded computational domain with a piecewise smooth
Lipschitz boundary ∂Ω . We prescribe the initial condition

w(x, 0) = w0(x), x ∈ Ω, (8.36)

where w0 : Ω → D is a given vector-valued function. Moreover, the boundary
conditions are given formally by

B(w) = 0 on ∂Ω × (0, T ), (8.37)

where B is a boundary operator.
The choice of appropriate boundary conditions is a very important and delicate

question in the numerical simulation of fluid flow. Determining of boundary condi-
tions is, basically, a physical problem, but it must correspond to the mathematical
character of the solved equations. Great care is required in their numerical implemen-
tation. Usually two types of boundaries are considered: reflective and transparent or
transmissive. The reflective boundaries usually consist of fixed walls. Transmissive
or transparent boundaries arise from the need to replace unbounded or rather large
physical domains by bounded or sufficiently small computational domains. The cor-
responding boundary conditions are devised so that they allow the passage of waves
without any effect on them. For 1Dproblems the objective is reasonablywell attained.
For multidimensional problems this is a substantial area of current research, usually
referred to open-end boundary conditions, transparent boundary conditions, far-field
boundary conditions, radiation boundary conditions or non-reflecting boundary con-
ditions. Useful publications dealing with boundary conditions are [31, 151, 154–156,
160, 170, 204, 241], [152, Chap.V]. A rigorous mathematical theory of boundary
conditions to conservation laws was developed only for a scalar equation in [19].

The choice of well-posed boundary conditions for the Euler equations (or, in
general, of conservation laws) is a delicate question, not completely satisfactorily
solved (see, e.g., the paper [19] dealing with the boundary conditions for a scalar
equation). We discuss the choice of the boundary conditions in Sect. 8.3 in relation
to the definition of the numerical solution of (8.8).

Let us only mention that we distinguish several disjoint parts of the boundary
∂Ω , namely inlet ∂Ωi , outlet ∂Ωo and impermeable walls ∂ΩW , i.e., ∂Ω = ∂Ωi ∪
∂Ωo ∪ ∂ΩW . In some situations the inlet and outlet parts are considered together.
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Therefore, we speak about the inlet/outlet part of the boundary. On ∂ΩW weprescribe
the impermeability condition

v · n = 0 on ∂ΩW , (8.38)

where n denotes the outer unit normal to ∂ΩW and v is the velocity vector.
Concerning the inlet/outlet part of the boundary ∂Ωi ∪ ∂Ωo, the boundary condi-

tions are usually chosen in such a way that problem (8.8) is linearly well-posed. (See,
e.g., [127, Sect. 3.3.6].) Practically it means that the number of prescribed boundary
conditions is equal to the number of negative eigenvalues of the matrix P(w, n)

defined by (8.31). See Sect. 8.3.

8.2 DG Space Semidiscretization

In the following, we deal with the discretization of the Euler equations (8.8) by the
DGM.We recall some notation introduced in Chaps. 2 and 4. Similarly as in Chap.4,
we derive the DG space semidiscretization leading to a system of ordinary differen-
tial equations. Moreover, we develop a (semi-)implicit time discretization technique
which is based on a formal linearization of nonlinear terms. We will also pay atten-
tion to some further aspects of the DG discretization of the Euler equations, namely
the choice of boundary conditions, the approximation of nonpolygonal boundary and
the shock capturing.

8.2.1 Notation

We recall and extend notation introduced in Chaps. 2 and 4. In the finite element
method, the computational domain Ω is usually approximated by a polygonal (if
d = 2) or polyhedral (if d = 3) domain Ωh , which is the domain of definition
of the approximate solution. For the sake of simplicity, we assume that the domain
Ω is polygonal, and thus Ωh = Ω . By Th we denote a partition of Ω consisting
of closed d-dimensional simplexes with mutually disjoint interiors. We call Th the
triangulation of Ω .

ByFh we denote the set of all open (d −1)-dimensional faces (open edges when
d = 2 or open faces when d = 3) of all elements K ∈ Th . Further, the symbol F I

h
stands for the set of all Γ ∈ Fh that are contained in Ω (inner faces). Moreover, we
defineFW

h ,F i
h andF

o
h as the sets of allΓ ∈ Fh such thatΓ ⊂ ∂ΩW ,Γ ⊂ ∂Ωi and

Γ ⊂ ∂Ωo, respectively. In order to simplify the notation, we put F io
h = F i

h ∪ F o
h

and F B
h = FW

h ∪ F i
h ∪ F o

h . Finally, for each Γ ∈ Fh we define a unit normal
vector nΓ = (nΓ,1, . . . , nΓ,d). We assume that for Γ ∈ F B

h the vector nΓ has the

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_4
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_4
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same orientation as the outer normal of ∂Ω . For each Γ ∈ F I
h , the orientation of

nΓ is arbitrary but fixed.
Over the triangulation Th we define the broken Sobolev space of vector-valued

functions (cf. (1.1))

H1(Ω,Th) = (H1(Ω,Th))m, (8.39)

where

H1(Ω,Th) = {v; v : Ω → R, v|K ∈ H1(K ) ∀ K ∈ Th} (8.40)

is the broken Sobolev space of scalar functions introduced by (2.29).
For each Γ ∈ F I

h there exist two elements K (L)
Γ , K (R)

Γ ∈ Th such that Γ ⊂
K (L)

Γ ∩ K (R)
Γ . We use again the convention that K (R)

Γ lies in the direction of nΓ and

K (L)
Γ in the opposite direction of nΓ , see Fig. 2.2.
In agreement with Sect. 2.3.3, for u ∈ H1(Ω,Th) and Γ ∈ F I

h , we introduce
the notation:

u(L)
Γ is the trace of u|

K (L)
Γ

on Γ, u(R)
Γ is the trace of u|

K (R)
Γ

on Γ (8.41)

and

〈u〉Γ = 1

2

(
u(L)

Γ + u(R)
Γ

)
, (8.42)

[u]Γ = u(L)
Γ − u(R)

Γ . (8.43)

In case that [·]Γ , 〈·〉Γ and nΓ are arguments of
∫
Γ

. . . dS, Γ ∈ Fh , we usually omit
the subscript Γ and write simply [·], 〈·〉 and n, respectively. The value [u]Γ depends
on the orientation of nΓ , but the value [u]Γ · nΓ is independent of this orientation.

Finally, for u ∈ H1(Ω,Th) and Γ ∈ F B
h , we denote by u(L)

Γ the trace of u|K (L)

on Γ , where K (L) ∈ Th such that Γ ⊂ K (L) ∩ ∂Ω .
The discontinuous Galerkin (DG) approximate solution of (8.8) is sought in a

finite-dimensional subspace of H1(Ω,Th) which consists of piecewise polynomial
functions. Hence, over the triangulation Th we define the space of vector-valued
discontinuous piecewise polynomial functions

Shp = (Shp)
m, (8.44)

where

Shp = {v ∈ L2(Ω); v|K ∈ Pp(K ) ∀ K ∈ Th} (8.45)

is the space of scalar functions defined by (2.34). Here Pp(K ) denotes the space of
all polynomials on K of degree ≤ p, K ∈ Th . Obviously, Shp ⊂ H1(Ω,Th).

http://dx.doi.org/10.1007/978-3-319-19267-3_1
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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8.2.2 Discontinuous Galerkin Space Semidiscretization

In order to derive the discrete problem, we assume that there exists an exact solution
w ∈ C1([0, T ]; H1(Ω,Th)) of the Euler equations (8.8). Then we multiply (8.8) by
a test function ϕϕϕ ∈ H1(Ω,Th), integrate over any element K ∈ Th , apply Green’s
theorem and sum over all K ∈ Th . Then we get

∑

K∈Th

∫

K

∂w
∂t

· ϕϕϕ dx−
∑

K∈Th

∫

K

d∑
s=1

f s(w) · ∂ϕϕϕ

∂xs
dx +

∑

K∈Th

∫

∂K

d∑
s=1

f s(w)ns · ϕϕϕ dS = 0,

(8.46)

where n = (n1, . . . , nd) denotes the outer unit normal to the boundary of K ∈ Th .
Similarly as in Sect. 2.4, we rewrite (8.46) in the form

∑
K∈Th

∫

K

∂w
∂t

· ϕϕϕ dx −
∑

K∈Th

∫

K

d∑
s=1

f s(w) · ∂ϕϕϕ

∂xs
dx (8.47)

+
∑

Γ ∈F I
h

∫

Γ

d∑
s=1

f s(w)nΓ,s · [ϕϕϕ] dS +
∑

Γ ∈F B
h

∫

Γ

d∑
s=1

f s(w)nΓ,s · ϕϕϕ dS = 0.

The crucial point of the DG approximation of conservation laws is the evaluation
of the integrals over Γ ∈ Fh in (8.47). These integrals are approximated with the
aid of the numerical flux H : D × D × B1 → R

m by

∫

Γ

d∑
s=1

f s(w) nΓ,s · ϕϕϕ dS ≈
∫

Γ

H(w(L)
Γ , w(R)

Γ , nΓ ) · ϕϕϕ dS, (8.48)

where the functions w(L)
Γ and w(R)

Γ are defined by (8.41) and B1 by (8.15). The

meaning of w(R)
Γ for Γ ∈ F B

h will be specified later in the treatment of boundary
conditions in Sect. 8.3. The numerical flux is an important concept in the finite volume
method (see, e.g., [127, Sect. 3.2] or [282]). It has to satisfy some basic conditions:

• continuity: H(w1, w2, n) is locally Lipschitz-continuous with respect to the vari-
ables w1 and w2,

• consistency:

H(w, w, n) =
d∑

s=1

f s(w) ns, w ∈ D, n = (n1, . . . , nd) ∈ B1, (8.49)

• conservativity:

H(w1, w2, n) = −H(w2, w1,−n), w1, w2 ∈ D, n ∈ B1. (8.50)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Examples of numerical fluxes can be found, e.g., in [122, 127, 205, 269].
Now, we complete the DG space semidiscretization of (8.8). Approximating the

face integrals in (8.47) by (8.48) and interchanging the derivative and integral in the
first term, we obtain the identity

d

dt
(w(t),ϕϕϕ) + bh(w(t),ϕϕϕ) = 0 ∀ϕϕϕ ∈ H1(Ω,Th) ∀ t ∈ (0, T ), (8.51)

where

(w,ϕϕϕ) =
∫

Ω
w · ϕϕϕ dx, (8.52)

bh(w,ϕϕϕ) =
∑

Γ ∈F I
h

∫

Γ
H(w(L)

Γ , w(R)
Γ , nΓ ) · [ϕϕϕ] dS +

∑

Γ ∈F B
h

∫

Γ
H(w(L)

Γ , w(R)
Γ , nΓ ) · ϕϕϕ dS

−
∑

K∈Th

∫

K

d∑
s=1

f s(w) · ∂ϕϕϕ

∂xs
dx . (8.53)

The meaning of w(R)
Γ for Γ ∈ F B

h will be specified in Sect. 8.3. We call bh the
convection (or inviscid) form. The expressions in (8.51)–(8.53)make sense forw,ϕϕϕ ∈
H1(Ω,Th). The approximation of the exact solution w(t) of (8.8) will be sought
in the finite-dimensional space Shp ⊂ H1(Ω,Th) for each t ∈ (0, T ). Therefore,
using (8.51), we immediately arrive at the definition of an approximate solution.

Definition 8.7 We say that a function wh : Ω × (0, T ) → R
m is the space semidis-

crete solution of the Euler equations (8.8), if the following conditions are satisfied:

wh ∈ C1([0, T ]; Shp), (8.54a)

d

dt

(
wh(t),ϕϕϕh

) + bh(wh(t),ϕϕϕh) = 0 ∀ϕϕϕh ∈ Shp ∀ t ∈ (0, T ), (8.54b)

wh(0) = Πhw0, (8.54c)

where Πhw0 is the Shp-approximation of the function w0 from the initial condition
(8.36). Usually it is defined as the L2-projection of w0 on the space Shp.

Problem (8.54) represents a system of Nhp ordinary differential equations (ODEs),
where Nhp is equal to the dimension of the space Shp. Its solution will be discussed
in Sect. 8.4.

Remark 8.8 Ifwe consider the case p = 0 (i.e., the approximate solution is piecewise
constant on Th), then the numerical scheme (8.54) represents the standard finite
volume method. See, e.g., [127, 205, 282]. Actually, for p = 0 we choose the basis
functions of Sh0 as characteristic functions χK of K ∈ Th . Let us recall that χK = 1
on K and χK = 0 elsewhere. Therefore, putting ϕϕϕh = χK , K ∈ Th , in (8.54b), we
obtain
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d

dt
wK (t) +

∑
K ′∈N (K )

|ΓK ,K ′ | H(wK (t), wK ′(t), nK ,K ′) = 0, (8.55)

where

wK = 1

|K |
∫

K
wh dx, K ∈ Th, (8.56)

andN (K ) = {K ′, ∂K ∩ ∂K ′ ∈ Fh} is the set of all elements K ′ having a common
face ΓK ,K ′ with K . The set N (K ) contains also fictitious elements outside of Ω

having a common face ∂K ∩ Ω with K ∈ Th . In this case, the value wK ′ in the
numerical flux H is determined from boundary conditions. By |ΓK ,K ′ | and |K | we
denote the (d − 1)-Lebesgue measure of the common face ΓK ,K ′ between K and K ′
and the d-dimensional measure of the element K , respectively. The symbol nK ,K ′
denotes the outer unit normal to ∂K on ΓK ,K ′ .

8.3 Numerical Treatment of Boundary Conditions

If Γ ∈ F B
h , then it is necessary to specify the boundary state w(R)

Γ appearing in the
numerical flux H in the definition (8.53) of the convection form bh . In what follows,
we describe the treatment of the boundary conditions for impermeable walls and the
inlet/outlet part of the boundary. The boundary conditions should be theoretically
determined at all boundary points. In practical computations, when the integrals are
evaluated with the aid of quadrature formulae, it is enough to consider the boundary
conditions at only integration boundary points. Therefore, for the sake of simplicity,
the symbol w(R)

Γ will mean the value of this function at a boundary point in consid-
eration.

8.3.1 Boundary Conditions on Impermeable Walls

For Γ ∈ FW
h we should interpret in a suitable way the impermeability condition

(8.38), i.e., v · n = 0, where v is the velocity vector and n the outer unit normal
to ∂ΩW . This condition has to be incorporated in some sense into the expression
H(w(L)

Γ , w(R)
Γ , nΓ ) appearing in the definition (8.53) of the form bh .

We describe two possibilities. The first one is based on the direct use of the
impermeability condition in the physical flux P(w, n). The second one applies the
mirror operator to the state w.
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8.3.1.1 Direct Use of the Impermeability Condition

Let n = (n1, . . . , nd) ∈ B1. Then from (8.16) and (8.10) we have

P(w, n) =
d∑

s=1

f s(w)ns =
d∑

s=1

⎛
⎜⎜⎜⎜⎜⎝

fs,1(w)

fs,2(w)
...

fs,m−1(w)

fs,m(w)

⎞
⎟⎟⎟⎟⎟⎠

ns =

⎛
⎜⎜⎜⎜⎜⎝

ρv · n
ρv1v · n + pn1

...

ρvdv · n + pnd

(E + p)v · n

⎞
⎟⎟⎟⎟⎟⎠

. (8.57)

Using the condition v · n = 0 in (8.57), we obtain

P(w, n) =
d∑

s=1

f s(w)ns = (0, p n1, . . . , p nd , 0)
T =: f 1W(w, n), (8.58)

where the pressure satisfies the relation p = (γ −1)(wm −(w2
2+· · ·+w2

m−1)/(2w1)).
Then, taking into account (8.48) and (8.58), for Γ ∈ FW

h we can put

∫

Γ

H(w(L)
Γ , w(R)

Γ , nΓ ) · ϕϕϕh dS =
∫

Γ

f 1W(w(L)
Γ , nΓ ) · ϕϕϕh dS, Γ ∈ FW

h . (8.59)

For the purpose of the solution strategy developed in Sect. 8.4, we introduce a
linearization of f 1W. By virtue of (8.28), we have

d∑
s=1

f s(w) ns = P(w, n) = P(w, n)w ∀ w ∈ D ∀ n = (n1, . . . , nd) ∈ B1.

(8.60)

Our aim is to introduce a matrix (denoted by PW hereafter), which is the simplest
possible and such that

P(w, n)w = PW (w, n)w (8.61)

provided that w ∈ D and n ∈ B1 satisfy the impermeability condition v · n = 0,
where v is the velocity vector corresponding to w. Taking into account the explicit
expression (8.24) for P, we remove some of its entries and define the matrix

PW (w, n) = (γ − 1)

⎛
⎜⎜⎜⎜⎜⎝

0 0 . . . 0 0
|v|2 n1/2 −v1n1 . . . −vdn1 n1

...
...

. . .
...

...

|v|2 nd/2 −v1nd . . . −vdnd nd

0 0 . . . 0 0

⎞
⎟⎟⎟⎟⎟⎠

, (8.62)
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where w ∈ D , n = (n1, . . . , nd) ∈ B1, v j = w j+1/w1, j = 1, . . . , d, are the
components of the velocity vector and |v|2 = v21 + · · · + v2d . We can verify by a
simple calculation that (8.61) is valid.

Moreover, we define the linearized form of f 1W by

f 1,LW (w̄, w, n) = PW (w̄, n)w, w̄, w ∈ D, n ∈ B1, (8.63)

which is linear with respect to the argument w. Obviously, due to (8.58), (8.61)
and (8.63), we find that under the condition v · n = 0, the linearized form f 1,LW is
consistent with f 1W, i.e.,

f 1,LW (w, w, n) = f 1W(w, n) ∀ w ∈ D ∀ n ∈ B1 such that v · n = 0. (8.64)

Exercise 8.9 Verify relation (8.61) for PW given by (8.62), provided v · n = 0.

8.3.1.2 Inviscid Mirror Boundary Conditions

This approach is based on the definition of the state vector w(R)
Γ , Γ ∈ FW

h in the
form

w(R)
Γ = M (w(L)

Γ ), (8.65)

where the boundary operator M , called the inviscid mirror operator, is defined in
the following way. If w ∈ D , w = (ρ, ρv, E)

T
and n ∈ B1 is the outer unit normal

to ∂Ω at a point in consideration lying on ∂ΩW , then we set

v⊥ = v − 2(v · n)n, (8.66)

and

M (w) = (ρ, ρv⊥, E)
T
. (8.67)

The vectors v and v⊥ have the same tangential component but opposite normal
components, see Fig. 8.1. Obviously, the operator M is linear.

Now we define the mapping f 2W : D × B1 → R
m by

f 2W(w, n) = H(w,M (w), n) (8.68)

and, if Γ ∈ FW
h , then in (8.53) we have

H(w(L)
Γ , w(R)

Γ , nΓ ) = f 2W(w(L)
Γ , nΓ ). (8.69)
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Fig. 8.1 Impermeability
conditions defined by the
mirror operator, vectors of
velocity of v and
v⊥ = v − 2(v · n)n

n

v

v⊥

Γ ⊂ ∂Ωh

8.3.2 Boundary Conditions on the Inlet and Outlet

The definition of the boundary state w(R)
Γ in (8.53) for Γ ∈ F io

h ⊂ ∂Ωi ∪ ∂Ωo (i.e.,
Γ ⊂ ∂Ωi ∪ ∂Ωo) is more delicate. The determination of the inlet/outlet boundary
conditions is usually based on a given state vector functionwBC prescribed on (∂Ωi ∪
∂Ωo)× (0, T ). For example, when we solve flow around an isolated profile, the state
vector wBC corresponds to the unperturbed far-field flow (flow at infinity). For flow
in a channel, the state vector wBC may correspond to a flow at the inlet and outlet of
the channel.

However, since system (8.8) is hyperbolic, we cannot simply put w(R)
Γ = wBC.

As we will show later (see also [127]), for a linear hyperbolic system with one space
variable

∂q
∂t

+ Ā
∂q
∂x

= 0, (x, t) ∈ (−∞, 0) × (0,∞), (8.70)

where q : (−∞, 0) × [0,∞) → R
m and Ā is a constant m × m matrix, only some

quantities defining q at x = 0 can be prescribed, whereas other quantities have to
be extrapolated from the interior of the computational domain. We will see that the
number of prescribed components of q is equal to the number of negative eigenvalues
of Ā.

However, for nonlinear hyperbolic systems the theory is missing. Therefore,
a usual approach is to choose the boundary conditions in such a way that a lin-
earized initial-boundary value problem is well-posed, i.e., it has a unique solution.
We describe this method in the following part of this section.
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8.3.2.1 Approach Based on the Solution of the Linearized
Riemann Problem

Let Γ ∈ F io
h and let xΓ ∈ Γ be a point in consideration, at which we want to

determine boundary conditions. We introduce a new coordinate system (x̃1, . . . , x̃d)

such that the coordinate origin lies at the point xΓ , the axis x̃1 is parallel to the normal
direction n to the boundary, and the coordinate axes x̃2, . . . , x̃d are tangential to the
boundary, see Fig. 8.2. This transformation of the space coordinates is carried out
by the mapping x̃ = Q0(n)(x − xΓ ), where Q0(n) is the rotation matrix defined by
(8.34) for d = 2 and (8.35) for d = 3.

Let w(L)
Γ be the value of the trace of the state vector w on Γ from the interior of

Ω at the point xΓ and let

q(L)
Γ = Q(nΓ )w(L)

Γ , (8.71)

where Q(nΓ ) is given by (8.33).
Using rotational invariance of the Euler equations introduced in Lemma 8.6e, we

transform them to the coordinates x̃1, . . . , x̃d , neglect the derivative with respect to
x̃ j , j = 2, . . . , d, and linearize the resulting system around the state q(L)

Γ . Then we
obtain the linear system

∂q
∂t

+ A1(q
(L)
Γ )

∂q
∂ x̃1

= 0, (x̃1, t) ∈ (−∞, 0) × [0,∞) (8.72)

for the transformed vector-valued function q = Q(nΓ )w, see Fig. 8.3, left. To this
system we add the initial and boundary conditions

q(x̃1, 0) = q(L)
Γ , x̃1 < 0, (8.73)

q(0, t) = q(R)
Γ , t > 0,

Fig. 8.2 New coordinate
system (x̃1, . . . , x̃d )

K

x̃1

x̃2, . . . , x̃d

Γ

∂Ω

w
(L)
Γ

wBCn
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where q(L)
Γ is given by (8.71) and the unknown state vector q(R)

Γ should be determined
in such a way that it reflects the state vector qBC = Q(nΓ )wBC with a prescribed
state wBC, and the initial-boundary value problem (8.72) and (8.73) is well-posed,
i.e., has a unique solution.

In order to find the vector q(R)
Γ , we consider the linearized Riemann problem

∂q
∂t

+ A1(q
(L)
Γ )

∂q
∂ x̃1

= 0, (x̃1, t) ∈ (−∞,∞) × [0,∞) (8.74)

with the initial condition

q(x̃1, 0) =
{

q(L)
Γ , if x̃1 < 0,

qBC, if x̃1 > 0,
(8.75)

see Fig. 8.3 (right).
The exact solution of problem (8.74) and (8.75) can be found by the method

of characteristics in the following way: Let gs, s = 1, . . . , m, be the eigenvectors
corresponding to the eigenvalues λ̃s, s = 1, . . . , m, of the matrix A1 = A1(q

(L)
Γ ).

Hence, A1gs = λ̃s gs, s = 1, . . . , m.
Taking into account (8.32), we see that the eigenvalues of the matrices A1(q

(L)
Γ )

and P(w(L)
Γ , nΓ ) attain the same values, i.e.,

λ̃s = λs, s = 1, . . . , m, (8.76)

where λs are the eigenvalues of the matrix P(w(L)
Γ , nΓ ).

The explicit formulae for the eigenvectors gs, s = 1, . . . , m, can be found in
[127], Sect. 3.1. These eigenvectors form a basis of Rm , and thus the exact solution
of (8.74) can be written in the form

q(x̃1, t) =
m∑

s=1

μs(x̃1, t)gs, x̃1 ∈ R, t > 0, (8.77)

x̃1 x̃1

QT Q′
T

t t

q
(x̃

1
=

0,
t
>

0)

q
(R)
Γ

q
(L)
Γ q

(L)
Γ qBC

(0,0) 0( , 0)

Fig. 8.3 Initial-boundary value problem (8.72)–(8.73) (left) and the Riemann problem (8.74) and
(8.75) (right), the computational domains (−∞, 0) × (0,∞) and (−∞,∞) × (0,∞) are grey
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where μs, s = 1, . . . , m, are unknown functions defined in (−∞,∞) × [0,∞).
Similarly, the initial states from (8.75) can be expressed as

q(L)
Γ =

m∑
s=1

αs gs, qBC =
m∑

s=1

βs gs . (8.78)

The vectors ααα = (α1, . . . , αm) and βββ = (β1, . . . , βm) are given by the relations

ααα = T
−1q(L)

Γ , βββ = T
−1qBC, (8.79)

where T is the m ×m-matrix whose columns are the eigenvectors gs, s = 1, . . . , m.
The functions μs, s = 1, . . . , m, are called the characteristic variables.

Substituting (8.77) into (8.74), we get

0 =
m∑

s=1

(
∂μs

∂t
+ λ̃s

∂μs

∂ x̃1

)
gs, s = 1, . . . , m, (8.80)

which holds if and only if

∂μs

∂t
+ λ̃s

∂μs

∂ x̃1
= 0, x̃1 ∈ R, t > 0, s = 1, . . . , m. (8.81)

These equations are equippedwith initial conditions following from (8.75) and (8.78)

μs(x̃1, 0) = μ̄s(x̃1) :=
{

αs, x̃1 < 0,
βs, x̃1 > 0,

s = 1, . . . , m. (8.82)

We can simply verify that the exact solution of (8.81) and (8.82) reads

μs(x̃1, t) = μ̄s(x̃1 − λ̃s t), x̃1 ∈ R, t ≥ 0,

where μ̄s is given by (8.82). This together with (8.82) gives

μs(x̃1, t) =
{

αs, if x̃1 − λ̃s t < 0,
βs, if x̃1 − λ̃s t > 0,

s = 1, . . . , m. (8.83)

We define the sought state q(R)
Γ as the solution of problem (8.74) and (8.75) at

x̃1 = 0. Hence, we put q(R)
Γ = q(0, t), and by (8.77) and (8.83), we get

q(R)
Γ =

m∑
s=1

ηs gs, ηs =
{

αs, λ̃s ≥ 0,
βs, λ̃s < 0.

(8.84)
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Finally, we introduce the inlet/outlet boundary operator based on the solution of the
linearized Riemann problem

BLRP(w(L)
Γ , wBC) := Q

−1(nΓ )q(R)
Γ . (8.85)

Then we define the sought boundary state

w(R)
Γ := BLRP(w(L)

Γ , wBC). (8.86)

Remark 8.10 From the above process (taking into account (8.76)) we can conclude
that the sought boundary statew(R)

Γ is determined using mpr quantities characterizing
the prescribed boundary state wBC, where mpr is the number of negative eigenvalues

of the matrix P(w(L)
Γ , nΓ ), whereas we extrapolate mex quantities defining the state

w(L)
Γ , where mex = m − mpr is the number of nonnegative eigenvalues of the matrix

P(w(L)
Γ , nΓ ).
This observation is in agreement with the definitions of boundary conditions on

impermeable walls. Taking into account that by (8.30) the eigenvalues of the matrix
P(w(L)

Γ , nΓ ) read

λ1 = v · n − a, λ2 = · · · = λd+1 = v · n, λd+2 = v · n + a, (8.87)

where v and a represent the velocity vector and the speed of sound, respectively,
corresponding to the state w(L)

Γ , and n = nΓ . Then the impermeability condition
v · n = 0 implies that λ1 < 0, λ2 = · · · = λd+1 = 0, λd+2 > 0. Hence, in this case
we prescribe only one quantity, namely v · n = 0 or the opposite normal component
−v · n of the velocity vector and the remaining quantities defining the state w(R)

Γ are
obtained by extrapolation.

8.3.2.2 Approach Based on Physical Properties of the Flow

It follows from the above considerations and the form (8.87) of eigenvalues λs ,
s = 1, . . . , m = d + 2, that in the case of the inlet or outlet, on which v · n < 0
or v · n > 0, respectively, it is necessary to distinguish between the subsonic or
supersonic regime, when |v · n| < a or |v · n| > a, respectively. The number of
prescribed and extrapolated boundary conditions for the mentioned possibilities is
shown in Table8.1.

On the basis of these results, it is possible to introduce a widely used method for
determining the inlet/outlet boundary conditions based on the use of physical vari-
ables. In this approach we extrapolate or prescribe directly some physical variables.
Particularly, we distinguish the following cases:

• supersonic inlet, mpr = m, we prescribe all components of the boundary state

w(R)
Γ . Hence, we set w(R)

Γ = wBC,
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Table 8.1 Boundary conditions based on the well-posedness of the linearized problem: number of
prescribed mpr and extrapolated mex components of w for subsonic/supersonic inlet/outlet

Flow regime mpr mex

Supersonic inlet m 0

Subsonic inlet m − 1 1

Subsonic outlet 1 m − 1

Supersonic outlet 0 m

• subsonic inlet, mpr = m − 1, we extrapolate the pressure from the interior of
the domain, and prescribe the density and the components of the velocity on the
boundary,

• subsonic outlet, mpr = 1, we prescribe the pressure and extrapolate the density
and the components of the velocity on the boundary,

• supersonic outlet, mpr = 0, we extrapolate all components of w from the interior

of Ω on the boundary. This means that we set w(R)
Γ = w(L)

Γ .

Hence, we define the inlet/outlet boundary operator based on physical variables:

Bphys(w(L)
Γ , wBC)=

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

wBC if v · n < −a supersonic inlet

Phys(ρBC, vBC, p(L)
Γ ) if − a ≤ v · n < 0 subsonic inlet

Phys(ρ
(L)
Γ , v(L)

Γ , pBC) if 0 < v · n ≤ a subsonic outlet

w(L)
Γ if v · n > a supersonic outlet

(8.88)

where ρBC, vBC, pBC are the density, the velocity vector and the pressure, respec-
tively, corresponding to the prescribed state wBC and ρ

(L)
Γ , v(L)

Γ , p(L)
Γ denote the

density, the velocity vector and the pressure corresponding to w(L)
Γ . The symbol

Phys denotes the transformation from the physical variables to the conservative
ones, namely, for ρ > 0, p > 0 and v ∈ R

d we set

Phys(ρ, v, p) =
(
ρ, ρv, p/(γ − 1) + ρ|v|2/2

)T

∈ R
m . (8.89)

This approach is usually used with success for the transonic flow. However, its
application to lowMach number flows does not give reasonable results, because these
boundary conditions are not transparent for acoustic waves coming from inside of
the computational domain Ω . In numerical simulations, we observe some reflection
from the inlet/outlet parts of the boundary. Therefore, in a low Mach number flow,
it is suitable to apply the method based on the solution of a linearized Riemann
problem. This means that the boundary state w(R)

Γ is defined by (8.86). Another more
sophisticated method will be treated in the following section.
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8.3.2.3 Boundary Conditions Based on the Exact Solution
of the Nonlinear Riemann Problem

The generalization of the method based on the solution of the linearized Riemann
problem uses the exact solution of the nonlinear Riemann problem. The only differ-
ence is that we do not linearize the system of the Euler equations around the state
w(L)

Γ , but instead of (8.72) we consider the nonlinear system

∂q
∂t

+ A1(q)
∂q
∂ x̃1

= 0, (x̃1, t) ∈ (−∞, 0) × [0,∞) (8.90)

with the initial and boundary conditions (8.73). This means that instead of (8.74),
we consider the Riemann problem

∂q
∂t

+ A1(q)
∂q
∂ x̃1

= 0, (x̃1, t) ∈ (−∞,∞) × [0,∞) (8.91)

equipped with the initial condition (8.75). The solution of problem (8.91) and (8.75)
is much more complicated than the solution of the linearized problem (8.74) and
(8.75) but for the Euler equations it can be constructed analytically, see e.g., [127,
Sect. 3.1.6] or [282, Sect. 10.2]. This analytical solution contains an implicit formula
for the pressure p, which has to be obtained iteratively.

When the solution q of the Riemann problem (8.91) and (8.75) is obtained, then
we define the inlet/outlet boundary operator based on the solution of the nonlinear
Riemann problem as

BRP(w(L)
Γ , wBC) := Q

−1(nΓ )q(0, t) (8.92)

and set w(R)
Γ := BRP(w(L)

Γ , wBC).
Finally, based on the presented approaches to the choice of boundary conditions

we specify the definition (8.53) of the form bh by

bh(w,ϕϕϕ) = −
∑

K∈Th

∫

K

d∑
s=1

f s(w) · ∂ϕϕϕ

∂xs
dx (8.93)

+
∑

Γ ∈F I
h

∫

Γ

H(w(L)
Γ , w(R)

Γ , nΓ ) · [ϕϕϕ] dS

+
∑

Γ ∈FW
h

∫

Γ

f i
W(w(L)

Γ , nΓ ) · ϕϕϕ dS

+
∑

Γ ∈F io
h

∫

Γ

H
(

w(L)
Γ ,B(w(L)

Γ , wBC), nΓ

)
· ϕϕϕ dS,
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where i = 1 or i = 2, if we use the impermeability boundary condition (8.58)
or (8.68), respectively. Moreover, the inlet/outlet boundary operator B represents
Bphys,BLRP and BRP given by (8.85), (8.88) and (8.92), respectively.

Remark 8.11 The definitions of the boundary operatorsBphys,BLRP andBRP and
of the form bh and their evaluationsmay seem to be rather complicated and CPU time
demanding. However, it is necessary to take into account that the integrals appearing
in the definition of the form bh are computed with the aid of numerical integration
and the boundary conditions have to be determined only at integration points.

8.4 Time Discretization

The space semidiscrete problem (8.54) represents a system of ordinary differential
equations (ODEs), which has to be solvedwith the aid of suitable numerical schemes.
In the framework of the finite difference and finite volumemethods, the explicit Euler
or Runge–Kutta time discretization is very popular for solving the Euler equations. In
early works on the DGM for the Euler equations [24, 30, 62], explicit time discretiza-
tion was also used. Their advantage is a simple algorithmization, but on the other
hand, the size of the time step τ is strongly restricted by the Courant–Friedrichs–
Lewy (CFL) stability condition written, for example, in the form

τ ≤ CFL min
K∈Th
Γ ⊂∂K

|K |
�(P(wh, n)|Γ )|Γ | , (8.94)

where �(P(wh, n)|Γ ) denotes the spectral radius of the matrix P(wh, n)|Γ given by
(8.17) and evaluated at the points of Γ ∈ Fh , |K | is the d-dimensional measure of
K ∈ Th and |Γ | denotes the (d − 1)-dimensional measure of Γ ∈ Fh . Moreover,
0 < CFL ≤ 1 is the Courant–Friedrichs–Lewy (CFL) number. Our numerical exper-
iments indicate that whereas the value CFL = 0.85 was sufficient for almost all flow
regimes in finite volume computations, the P1 discontinuousGalerkin approximation
requires the value CFL ≈ 0.15 in order to guarantee stability. Moreover, the stabil-
ity condition (8.94) becomes more and more restrictive with increasing polynomial
approximation degree p.

Therefore, it is suitable to consider implicit methods for numerically solving
compressible flow problems, see, e.g., [20, 25, 165, 166]. It is well known that the
use of implicit methods contributes to improving the efficiency of numerical schemes
for solving the Euler equations in some cases, because implicit methods allow using
longer time steps. In the framework of the finite volume methods, implicit schemes
were used, for example in [141, 220, 261]. The drawback of the implicit schemes is
having to solve a large nonlinear algebraic system on each time level. To this end, the
Newton method is often applied leading to a sequence of linear discrete problems.
One variant of this approach is a well-known Δ-scheme by Beam and Warming
[32, 33], see also [177]. This approach is often combined with multigrid techniques,
see e.g., [81, 171, 199].
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The application of the Newton schemes requires, of course, the differentiability
of the numerical flux and the computation of its partial derivatives, which is usually
rather complicated. This is the reason that some authors use artificial pseudo-time-
integration, as was applied together with multigrid in [272, 273] for the DG discrete
problem. Multigrid techniques usually require using structured meshes and, in the
case of the mesh refinement, a sequence of nested meshes. This is not the case when
the anisotropicmesh adaptation (AMA)method is used. Then the algebraic multigrid
would have to be applied, but its efficiency is not high. Therefore, one often uses the
Krylov subspace methods for solving linear systems in linearized schemes for the
Euler equations (cf., e.g., [220]).

In the following wewill be concerned with developing several numerical schemes
for the full space-time discretization of the Euler equations. The presented techniques
were developed on the basis of results from [92, 93, 98, 123, 124, 133].

8.4.1 Backward Euler Method

The implicit backward Euler time discretization of (8.54) is the simplest implicit
method for numerically solving ODEs. It can be formally considered either as the
first-order implicit Runge–Kutta method or as the first-order backward difference
formula (BDF), or as the first-order time discontinuous Galerkin method, see [161,
268]. The higher-order time discretizations will be discussed in Sect. 8.4.5.

In what follows we consider a partition 0 = t0 < t1 < t2 · · · < tr = T of the
time interval [0, T ] and set τk = tk − tk−1 for k = 1, . . . , r . We use the symbol wk

h
for the approximation of wh(tk), k = 1, . . . , r .

Using the backward Euler scheme for the time discretization of (8.54), we can
define the following method for the numerical solution of problem (8.8).

Definition 8.12 We say that the finite sequence of functions wk
h, k = 0, . . . , r,

is an approximate solution of problem (8.8) obtained by the backward Euler–
discontinuous Galerkin method (BE-DGM) if the following conditions are satisfied:

wk
h ∈ Shp, k = 0, 1, . . . , r, (8.95a)

1

τk

(
wk

h − wk−1
h ,ϕϕϕh

)
+ bh(wk

h,ϕϕϕh) = 0 ∀ϕϕϕh ∈ Shp, k = 1, . . . , r, (8.95b)

w0
h = Πhw0, (8.95c)

where Πhw0 is the Shp-approximation (usually L2(Ω)-projection on the space Shp)
of the function w0 from the initial condition (8.36).

Remark 8.13 The BE-DGM has formally the order of convergence O(h p+1 + τ)

in the L∞(0, T ; (L2(Ω))m)-norm and the order of convergence O(h p + τ) in
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the L2(0, T ; (H1(Ω))m)-seminorm, provided that the exact solution is sufficiently
regular. These results were verified numerically in [89, 93].

Problem (8.95) represents a nonlinear algebraic system for each k = 1, . . . , r .
Its solution will be discussed in the following sections. First, we present its solution
with the aid of the standard Newton method [79]. Then we develop a Newton-like
method based on the approximation of the Jacobi matrix by the flux matrix.

8.4.2 Newton Method Based on the Jacobi Matrix

In order to develop the solution strategy for the nonlinear systems (8.95b), we intro-
duce their algebraic representation. Let Nhp denote the dimension of the space Shp

and let Bhp = {ϕϕϕi (x), i = 1, . . . , Nhp} denote a set of linearly independent functions
forming a basis of Shp. It is possible to construct a basis Bhp as a composition of local
bases constructed separately for each K ∈ Th . See Sect. 8.4.8, where one possibility
is described in detail.

Any function wk
h ∈ Shp can be expressed in the form

wk
h(x) =

Nhp∑
j=1

ξ k, jϕϕϕ j (x) ∈ Shp ←→ ξξξ k = (ξ k, j )
Nhp
j=1 ∈ R

Nhp , k = 1, . . . , r,

(8.96)

where ξ k, j ∈ R, j = 1, . . . , Nhp, k = 1, . . . , r , are its basis coefficients. Obviously,
(8.96) defines an isomorphism between wk

h ∈ Shp and ξξξ k ∈ R
Nhp . We call ξξξ k the

algebraic representation of wk
h .

In order to rewrite the nonlinear algebraic systems (8.95b), we define the vector-
valued function Fh : RNhp × R

Nhp → R
Nhp by

Fh
(
ξξξ k−1;ξξξ k

) =
(
1

τk

(
wk

h − wk−1
h ,ϕϕϕi

)
+ bh(wk

h,ϕϕϕi )

)Nhp

i=1
, k = 1, . . . , r, (8.97)

where ξξξ k−l ∈ R
Nhp is the algebraic representation of wk−l

h ∈ Shp for l = 0, 1.
We do not emphasize that Fh depends explicitly on τk . Therefore, the algebraic
representation of the systems (8.95b) reads: For a given vector ξξξ k−1 ∈ R

Nhp find
ξξξ k ∈ R

Nhp such that

Fh(ξξξ k−1;ξξξ k) = 0, k = 1, . . . , r. (8.98)

Here 0 denotes a generic zero vector (i.e., all entries of 0 are equal to zero) and ξξξ0
is given by the initial condition (8.95c) and the isomorphism (8.96). Systems (8.98)
are strongly nonlinear and their efficient and accurate solution is demanding.



426 8 Inviscid Compressible Flow

A natural strategy is to apply the (damped) Newton method [79] which generates
a sequence of approximations ξξξ l

k, l = 0, 1, . . ., to the actual numerical solution ξξξ k

using the following algorithm. Given an iterate ξξξ l
k ∈ R

Nhp , the update of ξξξ l
k reads

ξξξ l+1
k = ξξξ l

k + λlδδδl , (8.99)

where δδδl ∈ R
Nhp is defined as the solution of the system

Dh(ξξξ l
k)δδδ

l = −Fh(ξξξ k−1;ξξξ l
k). (8.100)

Here λl ∈ (0, 1] is the damping parameter (for its choice see Sect. 8.4.4.1) and Dh is
the Jacobi matrix of the vector-valued function Fh given by (8.97), i.e.,

Dh(ξξξ l
k) = DFh(ξξξ k−1;ξξξ l

k)

Dξξξ l
k

. (8.101)

From (8.96), (8.97) and (8.101) we obtain

Dh(ξξξ k) = (di j (ξξξ k))
Nhp
i, j=1, (8.102)

di j (ξξξ k) = 1

τk
(ϕϕϕ j ,ϕϕϕi ) +

∂bh

(∑Nhp
l=1 ξ k,lϕϕϕl ,ϕϕϕi

)

∂ξ k, j
, i, j = 1, . . . , Nhp.

For λl = 1we get the standard Newtonmethod. This technique was also successfully
applied in [25, 165] for computing viscous flow.

Evaluating of the Jacobi matrix Dh is not quite easy, since the form bh depends
nonlinearly on its first argument. Moreover, there are difficulties with the differ-
entiability of the mapping Fh , because the numerical flux H is sometimes only
Lipschitz-continuous, but not differentiable.

In the following section we present an alternative approach inspired by the semi-
implicit technique from [93, 133] and based on the so-called flux matrix.

8.4.3 Newton-Like Method Based on the Flux Matrix

Evaluating of the Jacobi matrix Dh in (8.100) can be avoided with the aid of a
formal linearization of the convection form bh . The aim is to define the form bL

h :
Shp × Shp × Shp → R such that it is linear with respect to its second and third
arguments and is consistent with bh , i.e.,

bh(wh,ϕϕϕh) = bL
h (wh, wh,ϕϕϕh) − b̃h(wh,ϕϕϕh) ∀ wh,ϕϕϕh ∈ Shp, (8.103)
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where b̃h : Shp × Shp → R is some “residual” form, vanishing for the majority of
functions ϕϕϕh ∈ Shp, see (8.121).

By (8.93), we defined the form

bh(wh,ϕϕϕh) = −
∑

K∈Th

∫

K

d∑
s=1

f s(wh) · ∂ϕϕϕh

∂xs
dx (=: η1)

+
∑

Γ ∈F I
h

∫

Γ

H(w(L)
hΓ , w(R)

hΓ , nΓ ) · [ϕϕϕh] dS (=: η2)

+
∑

Γ ∈FW
h

∫

Γ

f i
W(w(L)

hΓ , n) · ϕϕϕh dS (=: η3)

+
∑

Γ ∈F io
h

∫

Γ

H
(

w(L)
hΓ ,B(w(L)

hΓ , wBC), nΓ

)
· ϕϕϕhdS (=: η4), (8.104)

where w(L)
hΓ and w(R)

hΓ denote the traces of wh on Γ ∈ Fh , cf. (8.41). The individual
terms η1, . . . , η4 will be partially linearized.

For η1 we use the property (8.26) of the Euler fluxes and define the form ηL1 :
Shp × Shp × Shp → R by

ηL1 (w̄h, wh,ϕϕϕh) = −
∑

K∈Th

∫

K

d∑
s=1

As(w̄h)wh · ∂ϕϕϕh

∂xs
dx . (8.105)

Obviously, ηL1 (wh, wh,ϕϕϕh) = η1 and ηL1 is linear with respect to its second and third
arguments.

Linearizing of the term η2 can be carried out on the basis of a suitable choice of the
numerical flux H. For example, let us use in (8.104) the Vijayasundaram numerical
flux, see [277], [122, Sect. 7.3] or [127, Sect. 3.3.4]. It is defined in the following
way. By (8.29), the matrix P = P(w, n) defined in (8.17) is diagonalizable: there
exists a nonsingular matrix T = T(w, n) such that

P = TΛΛΛT
−1, (8.106)

where ΛΛΛ = diag (λ1, . . . , λm) andλ1, . . . , λm are the eigenvalues ofP. The columns
of the matrix T are the eigenvectors of the matrix P. We define the “positive” and
“negative” part of P by

P
± = TΛΛΛ±

T
−1, ΛΛΛ± = diag (λ±

1 , . . . , λ±
m), (8.107)

where a+ = max(a, 0) and a− = min(a, 0) for a ∈ R. Then the Vijayasundaram
numerical flux reads as
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HV S(w1, w2, n) = P
+
(

w1 + w2

2
, n

)
w1 + P

−
(

w1 + w2

2
, n

)
w2. (8.108)

We can characterize the properties of the Vijayasundaram numerical flux.

Lemma 8.14 The Vijayasundaram numerical flux HVS = H(w1, w2, n) is Lipschitz-
continuous with respect to w1, w2 ∈ D and satisfies conditions (8.49) and (8.50),
i.e., it is consistent and conservative.

Proof (a) From (8.10) it follows that the entries of the matrix P are continuously
differentiable. This fact, the definition of the matrices P±, definition (8.108) and the
Lipschitz-continuity of the functions λ ∈ R → λ+ and λ ∈ R → λ− imply that the
Vijayasundaram numerical flux is locally Lipschitz-continuous.

(b) The consistency of HV S is a consequence of the relations (8.16), (8.28) and
P(w, n) = P

+(w, n) + P
−(w, n).

(c) The proof of the consistency of HV S is more complicated. First, we show that

P
±(w, −n) = −P

∓(w, n) (8.109)

for w ∈ D and n = (n1, . . . , nd) ∈ B1. It follows from (8.16) that

P(w, −n) = −P(w, n).

By differentiation,
P(w, −n) = −P(w, n),

and thus
P

±(w, −n) = (−P(w, n))±. (8.110)

Further, by (8.106),

±P(w, n) = T(w, n) (±ΛΛΛ(w, n))T−1(w, n),

where
ΛΛΛ(w, n) = diag (λ1(w, n), . . . , λm(w, n)) .

Thus,
P

±(w, n) = T(w, n)ΛΛΛ±(w, n)T−1(w, n) (8.111)

and
(−P(w, n))± = T(w, n) (−ΛΛΛ(w, n))± T

−1(w, n). (8.112)
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Here

ΛΛΛ±(w, n) = diag
(
λ±
1 (w, n), . . . , λ±

m(w, n)
)
,

(−ΛΛΛ(w, n))± = diag
(
(−λ1)

±(w, n), . . . , (−λm)±(w, n)
)
,

It is easy to find that (−λ)± = −λ∓, which implies that

(−ΛΛΛ(w, n))± = −ΛΛΛ∓(w, n).

The above, (8.111) and (8.112) yield

(−P(w, n))± = −T(w, n)ΛΛΛ∓(w, n)T(w, n) (8.113)

= −P
∓(w, n).

Now, by (8.110) and (8.113) we get (8.109).
Finally, by virtue of (8.109), for w1, w2 ∈ D and n ∈ B1,

HV S(w1, w2, n) = P
+
(

w1 + w2

2
, n

)
w1 + P

−
(

w1 + w2

2
, n

)
w2

= −P
−
(

w1 + w2

2
, −n

)
w1 − P

+
(

w1 + w2

2
, −n

)
w2 = −HV S(w2, w1,−n),

which is what we wanted to prove. �
The form of HV S is a way of defining the form ηL2 : Shp × Shp × Shp → R by

ηL2 (w̄h , wh ,ϕϕϕh) =
∑

Γ ∈F I
h

∫

Γ

[
P

+ (〈w̄h〉Γ , nΓ

)
w(L)

hΓ
+ P

− (〈w̄h〉Γ , nΓ

)
w(R)

hΓ

]
· ϕϕϕhdS,

(8.114)

where 〈w̄h〉Γ denotes themean value of w̄h onΓ ∈ Fh defined by (8.42). Obviously,
ηL2 (wh, wh,ϕϕϕh) = η2 and ηL2 is linear with respect to its second and third arguments.

Concerning the term η3 in (8.104), we distinguish between the direct use of the
impermeability condition and the inviscid mirror boundary condition presented in
Sect. 8.3.1. For the former case we define the form

ηL3 (w̄h, wh,ϕϕϕh) =
∑

Γ ∈FW
h

∫

Γ

f 1,LW (w̄(L)
hΓ , w(L)

hΓ , n) · ϕϕϕh dS, (8.115)

where f 1,LW is defined by (8.63), i.e.,

f 1,LW (w̄, w, n) = PW (w̄, n)w, w̄, w ∈ D, n ∈ B1, (8.116)

with PW given in (8.62).
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In the case of inviscid mirror boundary conditions we use relations (8.68) and
(8.108) and put

f 2,LW (w̄h, wh, n) = P
+ (w̄h, n) wh + P

− (w̄h, n)M (wh), (8.117)

where P
± are defined by (8.107). Now, on the basis of (8.68), (8.69) and (8.117),

we put

ηL3 (w̄h, wh,ϕϕϕh) =
∑

Γ ∈FW
h

∫

Γ

f 2,LW (w̄(L)
hΓ , w(L)

hΓ , n) · ϕϕϕh dS. (8.118)

Therefore, (8.115) and (8.118) can be written as

ηL3 (w̄h, wh,ϕϕϕh) =
∑

Γ ∈FW
h

∫

Γ

f α,L
W (w̄(L)

hΓ , w(L)
hΓ , n) · ϕϕϕh dS, (8.119)

where α = 1 for directly using the impermeability condition and α = 2 for the
inviscid mirror boundary condition. It follows from (8.116)–(8.119) and the linearity
of the operator M that ηL3 is linear with respect to its second and third arguments.
Moreover, ηL3 (wh, wh,ϕϕϕh) = η3.

Finally, η4 is approximated with the aid of the forms

ηL4 (w̄h, wh,ϕϕϕh) =
∑

Γ ∈F io
h

∫

Γ

(
P

+(w̄(L)
hΓ , nΓ )w(L)

hΓ

)
· ϕϕϕhdS, (8.120)

and

b̃h(w̄h,ϕϕϕh) = −
∑

Γ ∈F io
h

∫

Γ

(
P

−(w̄(L)
hΓ , nΓ )B(w̄(L)

Γ , wBC)
)

· ϕϕϕhdS, (8.121)

whereB represents the boundary operatorsBphys,BLRP andBRP given by (8.88),
(8.85) and (8.92), respectively. Let us underline that in the arguments of P± we do
not use the mean value of the state vectors from the left- and right-hand side of Γ as
in (8.108). Moreover, if suppϕϕϕh ∩ (∂Ωi ∪ ∂Ωo) = ∅, then b̃h(w̄h,ϕϕϕh) = 0.

Obviously, due to (8.93) and (8.120), we have

ηL4 (wh, wh,ϕϕϕh) − b̃h(wh,ϕϕϕh) = η4. (8.122)

Taking into account (8.93), (8.105), (8.114), (8.119) and (8.120), we introduce
the form

bL
h (w̄h, wh,ϕϕϕh) = −

∑
K∈Th

∫

K

d∑
s=1

As(w̄h)wh · ∂ϕϕϕh

∂xs
dx (8.123)
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+
∑

Γ ∈F I
h

∫

Γ

[
P

+ (〈w̄h〉Γ , nΓ ) w(L)
hΓ + P

− (〈w̄h〉Γ , nΓ ) w(R)
hΓ

]
· ϕϕϕhdS

+
∑

Γ ∈FW
h

∫

Γ

f α,L
W (w̄(L)

hΓ , w(L)
hΓ , n) · ϕϕϕh dS

+
∑

Γ ∈F io
h

∫

Γ

(
P

+ (
w̄(L)

hΓ , nΓ

)
w(L)

hΓ + P
−(w̄(L)

hΓ , nΓ )B(w̄(L)
Γ , wBC)

)
· ϕϕϕhdS.

From the definitions (8.93) of bh , (8.123) of bL
h and (8.121) of b̃h we can see that

relation (8.103) is valid.Moreover, the form bL
h is linear with respect to the arguments

wh and ϕϕϕh .
Now we introduce the Newton-like method for solving systems (8.98) based on

the flux matrix. We again return to the algebraic representation of the method. Using
notation from Sect. 8.4.2, we define the Nhp × Nhp flux matrix

Ch
(
ξ̄ξξ
) =

(
1

τk

(
ϕϕϕ j ,ϕϕϕi

) + bL
h (w̄h,ϕϕϕ j ,ϕϕϕi )

)Nhp

i, j=1
(8.124)

and the vector

dh
(
ξξξ k−1, ξ̄ξξ

) =
(
1

τk

(
wk−1

h ,ϕϕϕi

)
+ b̃h(w̄h,ϕϕϕi )

)Nhp

i=1
, (8.125)

where ϕϕϕi ∈ Bhp, i = 1, . . . , Nhp, are the basis functions in the space Shp, ξ̄ξξ ∈ R
Nhp

and ξξξ k−l ∈ R
Nhp , l = 0, 1, are the algebraic representations of w̄h ∈ Shp and

wk−l
h ∈ Shp, l = 0, 1, respectively. (We do not emphasize that Ch and dh depend

explicitly on τk .) Finally, using (8.97), (8.103), (8.124) and (8.125), we have

Fh(ξξξ k−1;ξξξ k) = Ch(ξξξ k)ξξξ k − dh(ξξξ k−1, ξξξ k), k = 1, . . . , r. (8.126)

Obviously, the sparsity ofCh is identical with the sparsity of the Jacobi matrixDh

introduced in (8.101). Therefore, in the following Newton-like method for solving
systems (8.98), we useCh as the approximation ofDh in the definition of our iterative
Newton-like method, which is represented as the following algorithm.

If the approximate solution wk−1
h ∈ Shp, represented by ξξξ k−1, was already com-

puted, then we set ξξξ0k = ξξξ k−1 and apply the iterative process

ξξξ l+1
k = ξξξ l

k + λlδδδl , l = 0, 1, . . . , (8.127)

with δδδl defined by

Ch(ξξξ l
k)δδδ

l = −Fh(ξξξ k−1;ξξξ l
k). (8.128)
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The term λl ∈ (0, 1] is a damping parameter which should ensure convergence of
(8.127) and (8.128) in case when the initial guess ξξξ0k is far from the solution of (8.98).
The initial guess ξξξ0k can be defined as

ξξξ0k = ξξξ k−1, k = 1, . . . , r, (8.129)

where ξξξ k−1 corresponds to the approximate solution wk−1
h .

In the following section we discuss several aspects of the iterative method (8.127)
and (8.128).

Remark 8.15 Let us note that if we carry out only one Newton-like iteration at each
time level, putλ0 = 1, and thematrixCh is updated at each time step, then the implicit
method (8.95) reduces to the semi-implicit time discretization approach presented in
[93, 133]. It can be formulated in the following way: We seek the finite sequence of
functions wk

h, k = 0, 1, . . . , r , such that

wk
h ∈ Shp, k = 0, 1, . . . , r, (8.130a)

1

τk

(
wk

h − wk−1
h ,ϕϕϕh

)
+ b̂h(wk−1

h , wk
h,ϕϕϕh) = 0 ∀ϕϕϕh ∈ Shp, k = 1, . . . , r,

(8.130b)

w0
h = Πhw0, (8.130c)

where Πhw0 is the Shp-approximation of w0 from the initial condition (8.36) and

b̂h(w̄h, wh,ϕϕϕh) = bL
h (w̄h, wh,ϕϕϕh) − b̃h(w̄h,ϕϕϕh) (8.131)

with bL
h and b̃h given by (8.121) and (8.123), respectively.

8.4.4 Realization of the Iterative Algorithm

In this section we mention some aspects of the Newton-like iterative process (8.127)
and (8.128).

8.4.4.1 Choice of Damping Parameters

The damping parameters λl , l = 0, 1, . . ., should guarantee convergence of the
iterative process (8.127) and (8.128). Following the analysis presented in [79], we
start from the value λl = 1 and evaluate a monitoring function
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κ l =
∥∥∥Fh(ξξξ k−1;ξξξ l+1

k )

∥∥∥
∥∥Fh(ξξξ k−1;ξξξ l

k)
∥∥ , (8.132)

where ‖·‖ is a norm in the space RNhp . If κ l < 1, we proceed to the next Newton-
like iteration. Otherwise, we put λl = λl/2 and repeat the actual lth Newton-like
iteration.

8.4.4.2 Update of the Flux Matrix

As numerical experiments show, in the iterative process it is not necessary to update
the flux matrixCh(ξξξ l

k) at each Newton-like iteration l = 1, 2, . . . and each time level
k = 1, . . . , r . Computational costs of the evaluation of Fh are much smaller than
the evaluation of Ch . For simplicity, let us consider the case d = 2 and assume that
Th is a conforming triangulation. By #Th we denote the number of elements of Th .
Then Fh has Nhp = #Th(p + 1)(p + 1)/2 components and Ch has approximately
4#Th((p + 1)(p + 1)/2)2 non-vanishing components. Hence, the evaluation of Fh

is approximately 2(p + 1)(p + 2)-times cheaper than the evaluation of Ch .
Therefore, it is more efficient to perform more Newton-like iterations than to

update the matrixCh . In practice, we updateCh , when either the damping parameter
λ achieves aminimal prescribed value (using the algorithm described in Sect. 8.4.4.1)
or the prescribed maximal number of Newton-like iterations is achieved.

8.4.4.3 Termination of the Iterative Process

The iterative process (8.127) and (8.128) is terminated if a suitable algebraic stopping
criterion is achieved. The standard approach is based on the condition

∥∥∥Fh(ξξξ k−1;ξξξ l
k)

∥∥∥ ≤ TOL, (8.133)

where ‖·‖ is a norm in RNhp and TOL is a given tolerance. However, it is difficult to
choose TOL in order to guarantee the accuracy of the solution and to avoid a too long
iterative process. The optimal stopping criterion, which balances the accuracy and
efficiency, should be derived from a posteriori estimates taking into account algebraic
errors. This is out of the scope of thismonograph andwe refer, for example, to [5, 49],
dealing with this subject. In [89] a heuristic stopping criterion solving this problem
was proposed.

8.4.4.4 Solution of the Linear Algebraic Systems (8.128)

The linear algebraic systems (8.128) can be solved by a direct solver (e.g.,UMFPACK
[72]) in case that the number of unknowns is not high (the limit value is usually 105).
In general, iterative solvers aremore efficient, because a good initial approximation is
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obtained from the previous Newton-like iteration or the previous time level. Usually
it is necessary to compute only a few iterations. Among the iterative solvers, very
efficient are the Krylov subspace methods, see [215].

It is possible to apply, e.g., theGMRESmethod [249]with block diagonal or block
ILU(0) preconditioning [102]. Usually, the GMRES iterative process is stopped,
when the preconditioned residuum is two times smaller than the initial one. This
criterionmay seem to be tooweak, but numerical experiments show that it is sufficient
in a number of applications.

8.4.5 Higher-Order Time Discretization

In Sect. 8.4.1, we have introduced the space-time discretization of the Euler equations
(8.8) with the aid of the backward Euler—discontinuous Galerkin method (BE-
DGM). However, by virtue of Remark 8.13, this method is only of the first order
in time. In solving nonstationary flows, it is necessary to apply schemes that are
sufficiently accurate in space as well as in time. There are several possibilities (see,
e.g., [161, 268]) how to obtain a higher-order time discretizations.

We mention three techniques having the order n with respect to the time dis-
cretization, i.e., the error is of order O(τ n):

• backward difference formula (BDF) method,which is a multistep method using
computed approximate solutions from n previous time levels. On each time level,
it is necessary to solve one nonlinear algebraic system with Nhp equations, where
Nhp is the dimension of the space Shp. Hence, theBDFmethod has (approximately)
the same computational costs as the backward Euler method.

• implicit Runge–Kutta (IRK) method,which is a one-step method and it evaluates
several (at least n) stages within one time step. This means that we solve (atleast)
n-nonlinear algebraic systems with Nhp equations at each time level. Hence, the
IRK method has approximately n-times higher computational cost than the back-
ward Euler method.

• time discontinuous Galerkin (TDG) method, which is based on a polynomial
approximation of degree n − 1 with respect to time. The TDG method was intro-
duced in Sect. 6.2 for a scalar equation. We solve one nonlinear algebraic system
with nNhp equations at each time level. As we see, the TDG method has approx-
imately n2-times higher computational cost than the backward Euler method or
the BDF method.

The BDF, IRK and TDG time discretizations reduce to backward Euler method for
the limit case n = 1. An overview of theoretical aspects of the higher-order time
discretization in combination with the DG space discretization can be found in [278].

It follows from the above discussion that the cheapest approach is the BDF tech-
nique, which will be described in this section. Again let 0 = t0 < t1 < t2 < · · · tr =
T be a partition of the time interval [0, T ], τk = tk − tk−1, k = 1, . . . r , and let

http://dx.doi.org/10.1007/978-3-319-19267-3_6
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wk
h ∈ Shp denote a piecewise polynomial approximation of wh(tk), k = 0, 1, . . . , r .

We define the following scheme.

Definition 8.16 We say that the finite sequence of functions wk
h, k = 0, . . . , r ,

is the approximate solution of (8.8) computed by the n-step backward difference
formula—discontinuous Galerkin method (BDF-DGM) if the following conditions
are satisfied:

wk
h ∈ Shp, k = 0, 1, . . . , r, (8.134a)

1

τk

(
n∑

l=0

αn,lw
k−l
h ,ϕϕϕh

)
+ bh

(
wk

h,ϕϕϕh

)
= 0 ∀ϕϕϕh ∈ Shp, k = n, . . . , r, (8.134b)

w0
h is the Shp-approximation (usually L2(Ω)-projection on Shp) of the (8.134c)

initial condition w0,

wl
h ∈ Shp, l = 1, . . . , n − 1, are determined by a suitable q-step method

(8.134d)
with q ≤ l or by an explicit Runge–Kutta method.

Some Runge–Kutta schemes can be found in Sect. 5.2.1.1. Their application to a
system of partial differential equations can be written in the same form.

TheBDFcoefficientsαn,l , l = 0, . . . , n, depend on time steps τk−l , l = 0, . . . , n.
They can be derived from the Lagrange interpolation of pairs (tk−l , wk−l

h ), l =
0, . . . , n, see, e.g. [161]. Table8.2 shows their values in the case of constant and
variable time steps for n = 1, 2, 3. Obviously, the one-step BDF-DGM is identical
with the BE-DGM defined by (8.95). In Table8.3 these coefficients are expressed
directly in terms of the time steps τ j .

Remark 8.17 (Stability of the BDF-DGM) The n-step BDF method is uncondition-
ally stable for n = 1 and n = 2, and for increasing n the region of stability decreasing.
For n > 7 this method is unconditionally unstable, see [161, Sect. 3.5]. In practice,
the n-BDF-DGM with n = 1, 2, 3 is usually used.

Table 8.2 Values of αn,l , l = 0, . . . , n, for n = 1, 2, 3 for constant and variable time steps,
θk = τk/τk−1, k = 1, 2, . . . , r

Constant time step Variable time step

n = 1 n = 2 n = 3 n = 1 n = 2 n = 3

αn,0 1 3
2

11
6 1 2 θk+1

θk+1
θkθk−1

θkθk−1+θk−1+1 + 2θk+1
θk+1

αn,1 −1 −2 −3 −1 −(θk + 1) − (θk+1)(θkθk−1+θk−1+1)
θk−1+1

αn,2
1
2

3
2

θ2k
θk+1

θ2k (θkθk−1+θk−1+1)
θk+1

αn,3 − 1
3 − (θk+1)θ2k θ3k−1

(θk−1+1)(θkθk−1+θk−1+1)

http://dx.doi.org/10.1007/978-3-319-19267-3_5
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Table 8.3 Values of the coefficients αn,l expressed in terms of the time steps

n = 1 n = 2 n = 3

αn,0 1 2τk+τk−1
τk+τk−1

(2τk+τk−1)(2τk+τk−1+τk−2)−τ 2k
(τk+τk−1)(τk+τk−1+τk−2)

αn,1 −1 − τk+τk−1
τk−1

− (τk+τk−1)(τk+τk−1+τk−2)
τk−1(τk−1+τk−2)

αn,2
τ 2k

τk−1(τk+τk−1)

τ 2k (τk+τk−1+τk−2)

τk−1τk−2(τk+τk−1)

αn,3 − τ 2k (τk+τk−1)

τk−2(τk+τk−1+τk−2)(τk−1+τk−2)

Remark 8.18 (Accuracy of the BDF-DGM) The n-step BDF-DGM has formally
the order of convergence O(h p+1 + τ n) in the L∞(0, T ; (L2(Ω))m)-norm and
O(h p + τ n) in the L2(0, T ; (H1(Ω))m)-seminorm, provided that the exact solu-
tion is sufficiently regular. These orders of convergence were numerically verified
for a scalar equation.

Problem (8.134) represents a nonlinear algebraic system for each k = 1, . . . , r ,
which can be solved with the strategy presented in Sect. 8.4.3.

Again, let Nhp denote the dimension of the space Shp of the piecewise polynomial
functions and let Bhp = {ϕϕϕi (x), i = 1, . . . , Nhp} be a basis of Shp. Using the
isomorphism (8.96) between wk

h ∈ Shp and ξξξ k ∈ R
Nhp , we define the vector-valued

function Fh : (RNhp)n × R
Nhp → R

Nhp by

Fh
({

ξξξ k−l
}n

l=1 ;ξξξ k
) =

(
1

τk

(
n∑

l=0

αn,lw
k−l
h ,ϕϕϕi

)
+ bh(wk

h,ϕϕϕi )

)Nhp

i=1

, k = 1, . . . , r,

(8.135)

where ξξξ k−l ∈ R
Nhp is the algebraic representation of wk−l

h ∈ Shp for l = 1, . . . , n.
Then scheme (8.134) has the following algebraic representation. If ξξξ k−l , l =
1, . . . , n, (k = 1, . . . , r ) are given vectors, then we want to find ξξξ k ∈ R

Nhp such that

Fh(
{
ξξξ k−l

}n
l=1 ;ξξξ k) = 0. (8.136)

System (8.136) is strongly nonlinear. It can be solved with the aid of the Newton-like
method based on the flux matrix, presented in Sect. 8.4.3. Let bL

h and b̃h be the forms
defined by (8.121) and (8.123), respectively. Then (8.103) implies the consistency

bh(wh,ϕϕϕh) = bL
h (wh, wh,ϕϕϕh) − b̃h(wh,ϕϕϕh) ∀ wh,ϕϕϕh ∈ Shp, (8.137)

where the form bL
h is defined in (8.123).
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We see that instead of (8.124) and (8.125), we define the flux matrix Ch and the
vector dh by

Ch
(
ξ̄ξξ
) =

(
αn,0

τk

(
ϕϕϕ j ,ϕϕϕi

) + bL
h (w̄h,ϕϕϕ j ,ϕϕϕi )

)Nhp

i, j=1
(8.138)

and

dh
({

ξξξ k−l
}n

l=1 , ξ̄ξξ
) =

(
1

τk

(
n∑

i=1

αn,i w
k−l
h ,ϕϕϕi

)
+ b̃h(w̄h,ϕϕϕi )

)Nhp

i=1

, (8.139)

respectively. Here ϕϕϕi ∈ Bhp, i = 1, . . . , Nhp, are the basis functions, ξ̄ξξ ∈ R
Nhp

and ξξξ k−l ∈ R
Nhp , l = 1, . . . , n, are the algebraic representations of w̄h ∈ Shp and

wk−l
h ∈ Shp, l = 1, . . . , n, respectively. Finally, using (8.135) and (8.137)–(8.139),

we have

Fh(
{
ξξξ k−l

}n
l=1 ;ξξξ k) = Ch(ξξξ k)ξξξ k − dh(

{
ξξξ k−l

}n
l=1 , ξξξ k), k = 1, . . . , r. (8.140)

Let us note that the flux matrix Ch given by (8.138) has the same block structure as
the matrix Ch defined by (8.124). The sequence of nonlinear algebraic systems can
be solved by the damped Newton-like iterative process (8.127) and (8.128) treated
in Sect. 8.4.4.

Concerning the initial guess ξξξ0k for the iterative process (8.127) and (8.128),
we use either the value known from the previous time level given by (8.129), i.e.,
ξξξ0k = ξξξ k−1, k = 1, . . . , r , or it is possible to apply a higher-order extrapolation from
previous time levels similarly as in the high-order semi-implicit time discretization
from [88]. Hence, we put

ξξξ0k =
n∑

l=1

βn,lξξξ k−l , k = 1, . . . , r, (8.141)

where ξξξ k−l , l = 1, . . . , n, correspond to the solution wk−l
h at the time level tk−l and

βn,l , l = 1, . . . , n, are coefficients depending on time steps τk−l , l = 0, . . . , n.
Table8.4 shows the values of βn,l , l = 1, . . . , n, for n = 1, 2, 3. In Table8.5, these
coefficients are expressed in terms of the time steps.

Remark 8.19 Similarly as in Remark 8.15, if we carry out only one Newton-like
iteration at each time level, put λ0 = 1, the matrix C is updated at each time step
and use the extrapolation (8.141); then the implicit method (8.134) reduces to the
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Table 8.4 Values of βn,l , l = 0, . . . , n, for n = 1, 2, 3 for constant and variable time steps,
θk = τk/τk−1, k = 1, 2, . . . , r

Constant time step Variable time step

n = 1 n = 2 n = 3 n = 1 n = 2 n = 3

βn,1 1 2 3 1 1 + θk (1+ θk)
θkθk−1+θk−1+1

θk−1+1

βn,2 −1 −3 −θk −θk(θkθk−1+θk−1+1)

βn,3 1 θkθk−1
θkθk−1+θk−1

θk−1+1

Table 8.5 Values of βn,l expressed in terms of time steps

n = 1 n = 2 n = 3

βn,1 1 τk+τk−1
τk−1

(τk+τk−1+τk−2)(τk+τk−1)
τk−1(τk−1+τk−2)

βn,2 − τk
τk−1

− τk (τk+τk−1+τk−2)
τk−1τk−2

βn,3
τk (τk+τk−1)

τk−2(τk−1+τk−2)

high-order semi-implicit time discretization approach presented in [93, 133], which
can be formulated in the following way: We seek the finite sequence of functions
{wk

h}r
k=0 such that

wk
h ∈ Shp, k = 0, 1, . . . , r, (8.142a)

1

τk

(
n∑

l=0

αn,lw
k−l
h ,ϕϕϕh

)
+ b̂h

(
n∑

l=1

βn,lw
k−l
h , wk

h,ϕϕϕh

)
= 0 (8.142b)

∀ϕϕϕh ∈ Shp, k = 1, . . . , r.

Similarly as in (8.134), w0
h, . . . , wn−1

h are defined by (8.134c) and (8.134d). Here,

βn,l , l = 1, . . . , n, are coefficients introduced above and b̂h is the form given by
(8.131), i.e.,

b̂h(w̄h, wh,ϕϕϕh) = bL
h (w̄h, wh,ϕϕϕh) − b̃h(w̄h,ϕϕϕh), wh,ϕϕϕh ∈ Shp.

Obviously, b̂h is consistent with bh because bh(wh,ϕϕϕh) = b̂h(wh, wh,ϕϕϕh) for all
wh,ϕϕϕh ∈ Shp. Problem (8.142) represents a sequence of systems of linear algebraic
equations.
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8.4.6 Choice of the Time Step

The choice of the time step has a great influence on the efficiency of the BDF-DGM.
We already mentioned that the implicit time discretization allows us to choose the
time step many times larger than an explicit scheme. Too large time step causes the
loss of accuracy and too small time step reduces the efficiency of the computation.

On the other hand, in the beginning of the computation, we usually start from
a nonphysical initial condition and a large time step may cause failure of the com-
putational process. Therefore, the aim is to develop a sufficiently robust algorithm
which automatically increases the time step from small values in the beginning of the
computation to larger values, but which also ensures accuracy with respect to time.

The standard ODE strategy chooses the size of the time step so that the corre-
sponding local discretization error is below a given tolerance, see, e.g., [161]. Very
often, the local discretization error is estimated by a difference of two numerical
solutions obtained by two time integration methods. However, we have to solve two
nonlinear algebraic systems at each time level which leads to higher computational
costs, see [103].

In this section we present a strategy, which is based on a very low cost estimation
of the local discretization error. For simplicity, we deal only with the first-order
method, but these considerations can be simply extended to higher-order schemes.
Let us consider the ordinary differential equation

y′ := dy

dt
= f (y), y(0) = y0, (8.143)

where y : [0, T ] → R, f : R → R and y0 ∈ R. We assume that problem (8.143) has
a unique solution y ∈ C2([0, T ]). Moreover, let 0 = t0 < t1 < t2 < · · · < tr = T
be a partition of [0, T ]. We denote by yk ≈ y(tk) an approximation of the solution y
at tk, k = 1, . . . , r . The backward Euler method reads as

yk = yk−1 + τk f (yk), k = 1, 2, . . . , r, (8.144)

where τk = tk − tk−1. By the Taylor theorem, there exists θk ∈ [tk−1, tk] such that
the corresponding local discretization error Lk has the form

Lk = 1

2
τ 2k y′′(θk), θk ∈ (tk−1, tk), (8.145)

where y′′ denotes the second-order derivative of y.
Our idea is the following. We define the quadratic function ỹk : [tk−2, tk] → R

such that ỹk(tk−l) = yk−l , l = 0, 1, 2. The second-order derivative of ỹk is constant
on (tk−2, tk). We use the approximation

|Lk | ≈ Lapp
k = 1

2
τ 2k |ỹ′′

k |. (8.146)
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Let ω > 0 be a given tolerance for the local discretization error. Our aim is to choose
the time step as large as possible but guaranteeing the condition Lapp

k ≤ ω, k =
1, . . . , r . On the basis of (8.146), we assume that

ω ≈ 1

2
(τ

opt
k )2|ỹ′′

k |, (8.147)

where τ
opt
k denotes the optimal size of τk . We express |ỹ′′

k | from (8.146), insert it in

(8.147) and express τ
opt
k as

τ
opt
k := τk

(
ω

Lapp
k

)1/2

. (8.148)

On the basis of the above considerations, we define the following
Adaptive time step algorithm

(1) let ω > 0, k > 1, yk−1, yk−2 ∈ R and τk > 0 be given,
(2) compute yk by (8.144),
(3) from [tk−l , yk−l ], l = 0, 1, 2, construct ỹk ,
(4) compute τ

opt
k by (8.146) and (8.148),

(5) if τ
opt
k ≥ τk

then

(i) put τk+1 = min(τ optk , c1τk, τmax),
(ii) put k = k + 1
(iii) go to step 2)

else

(i) put τk = τ
opt
k ,

(ii) go to step 2).

The constant c1 > 1 restricts the maximal ratio of two successive time steps. It is
possible to use the value c1 = 2.5. The value τmax restricts the maximal size of the
time step for practical reasons. For example, τmax = 2τ01012, but any sufficiently
large value yields similar results. If the else branch in step (5) of the algorithm is
reached, then on each time level we solve more than one algebraic problem, which
is expensive. However, this branch is reached very rarely in practice. It may occur
only if the initial time step τ0 or the constant c1 are chosen too large.

This approach is extended to a system of ODEs in the followingway. Let yk ∈ R
N

be an approximation of the solution of the system of ODEs at tk, k = 0, 1, . . . . For
each time level tk , we define a vector-valued quadratic function ỹk(t) : [tk−2, tk] →
R

N such that ỹk(tk−l) = yk−l , l = 0, 1, 2. Then the optimal time step is given by
(8.148) with the approximation of the local discretization error

Lapp
k = 1

2
τ 2k | ỹ′′

k |, (8.149)
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where ỹ′′
k ∈ R

N denotes the second-order derivative of ỹk(t) with respect to t . The
adaptive time stepping algorithm remains the same, ỹk is replaced by ỹk and (8.146)
is replaced by (8.149).

Concerning the choice of the first two time steps in the case of the solution of the
Euler equations, we use the relation (8.94), namely

τk = CFL min
K∈Th

|K |
maxΓ ⊂∂K �(P(wk

h |Γ ))|Γ | , k = 0, 1, (8.150)

where �(P(wk
h |Γ )) is the spectral radius of thematrixP(wk

h |Γ , nΓ ) given by (8.17) on
Γ ∈ Fh and the value CFL is the initial Courant–Friedrichs–Lewy number. In order
to avoid drawback resulting from a nonphysical initial condition (which is the usual
case), we put CFL = 0.5. Thus τ0 and τ1 correspond to the time steps used for the
explicit time discretization with this CFL value. This choice may be underestimated
in some cases, but based on our numerical experiments, it is robust with respect to
the flow regime.

Remark 8.20 The presented technique can be simply extended to n-step BDF-DGM.
For n ≥ 1 we derive (instead of (8.146)) the relation Lapp

k = γnτ
n+1
k |ỹ(n+1)

k |, where
γn > 0. Then relations (8.147) and (8.148) have to be modified.

Remark 8.21 In order to accelerate the convergence to the steady state solutions, it
is possible to apply local time stepping. However, our aim is to develop a scheme
which can also be applied to nonstationary problems. Therefore, we consider only
global time stepping.

8.4.7 Structure of the Flux Matrix

The flux matrix Ch given by (8.124) can be written in the form

Ch
(
ξ̄ξξ
) = 1

τk
Mh + Bh

(
ξ̄ξξ
)
, (8.151)

where

Mh = ((
ϕϕϕ j ,ϕϕϕi

))Nhp

i, j=1 , Bh
(
ξ̄ξξ
) =

(
bL

h (w̄h,ϕϕϕ j ,ϕϕϕi )
)Nhp

i, j=1
. (8.152)

ThematrixMh is called themass matrix. If the basis in Shp is constructed elementwise
(i.e., the support of each basis function is just one simplex fromTh), thenMh is block
diagonal. Similarly, thematricesBh and thereforeCh have a block structure.Byvirtue
of (8.123), we easily find that each block-row of Bh corresponds to one element
K ∈ Th and contains a diagonal block and several off-diagonal blocks. Each off-
diagonal block corresponds to one face Γ ∈ Fh . See Fig. 8.4, where an illustrative
mesh and the corresponding block structures of matrices Mh and Ch are shown.
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Fig. 8.4 Example of a
triangular mesh with
elements Kμ, μ = 1, . . . , 6
(top) and the corresponding
block structure of the
matrices Mh (center) and Ch
(bottom)



8.4 Time Discretization 443

Similarly, the vector dh from (8.125) can be written as

dh
(
ξξξ k−1, ξ̄ξξ

) = 1

τk
mh

(
ξξξ k−1

) + uh
(
ξ̄ξξ
)
, (8.153)

where

mh
(
ξξξ k−1

) =
((

wk−l
h ,ϕϕϕi

))Nhp

i=1
, uh

(
ξ̄ξξ
) =

(
b̃h(w̄h,ϕϕϕi )

)Nhp

i=1
. (8.154)

If the time step τk in (8.151) is small enough, then the matrix Mh/τk dominates
over Bh . Hence, if we construct a basis of Shp which is orthonormal with respect
to the L2-scalar product, then Mh is the identity matrix and the linear algebraic
problems (8.128) is solved easily for small τk .

Remark 8.22 On the other hand, there exists a limit value τ∞ � 1, such that for
any τk ≥ τ∞ we have

Ch
(
ξ̄ξξ
) .= Bh

(
ξ̄ξξ
)
, ξ̄ξξ ∈ R

Nhp , (8.155)

where the symbol
.= denotes the equality in the finite precision arithmetic. Similarly,

for any τk ≥ τ∞ from (8.153) and (8.154) we obtain the relation

dh
(
ξξξ k−1, ξ̄ξξ

) .= uh
(
ξ̄ξξ
)
. (8.156)

This means that Ch as well as dh are independent of the size of τk . Moreover, by
virtue of (8.126), problem (8.98)

0 = Fh(ξξξ k−1;ξξξ k) =Ch(ξξξ k)ξξξ k − dh(ξξξ k−1, ξξξ k) (8.157)
.=Bh(ξξξ k)ξξξ k − uh(ξξξ k), k = 1, . . . , r,

is independent (in the finite precision arithmetic) on the size of τk provided that
τk ≥ τ∞. Our numerical experiments indicated that limit value τ∞ ≈ 1012 in the
double precision arithmetic.

8.4.8 Construction of the Basis in the Space Shp

In this section we present one possibility, how to construct a basis Bhp = {ϕϕϕi (x), i =
1, . . . , Nhp} in the space Shp, in order to solve efficiently the Euler equations with the
aid of the DGM. Obviously, it is advantageous to use functions from Bhp with small
supports. Since Shp consists of discontinuous functions, for each element K ∈ Th it
is possible to define a local basis

BK =
{
ψψψ K ,i ∈ Shp; supp (ψψψ K ,i ) ⊂ K , i = 1, . . . , N̂

}
, (8.158)
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with ψψψ K ,i ∈ (Pp(K ))m (= the space of vector-valued polynomials of degree ≤ p

on K ∈ Th), where N̂ = d+2
d! Πd

j=1(p + j) is its dimension. Then the basis Bhp will
be a composition of the local bases BK , K ∈ Th .

Let

K̂ = {(x̂1, . . . , x̂d); x̂i ≥ 0, i = 1, . . . , d,

d∑
i=1

x̂i ≤ 1} (8.159)

be the reference simplex. We consider affine mappings

FK : K̂ → R
d , FK (K̂ ) = K , K ∈ Fh . (8.160)

(In Sect. 8.6 we deal with curved elements. In this case FK is a polynomial mapping
of degree > 1.)

On the reference element K̂ we define a basis in the space of vector-valued poly-
nomials of degree ≤ p by

Ŝp = (Ŝp)
m, (8.161)

Ŝp = {
φn1,...,nd (x̂1, . . . , x̂d) = Πd

i=1(x̂i − x̂ c
i )ni ; n1, . . . , nd ≥ 0,

d∑
j=1

n j ≤ p
}
,

where (x̂ c
1, . . . , x̂ c

d) is the barycenter of K̂ . The dimension of the space spanned over

the set Ŝp is N̂ = d+2
d! Πd

j=1(p+ j). By theGram–Schmidt L2(K̂ )-orthonormalization

process applied to Ŝp we obtain the orthonormal system {φ̂ j , j = 1, . . . , N̂ }. The
Gram–Schmidt orthonormalization on the reference element can be easily computed,
because N̂ is small (moreover, the orthonormalization can be done for each com-
ponent of Shp independently). Hence, this orthonormalization does not cause any
essential loss of accuracy.

Furthermore, let FK , K ∈ Th , be the mapping introduced in (8.160). We put

BK = {ψψψ K , j ; ψψψ K , j (x) = φ̂ j (F−1
K (x)), x ∈ K , j = 1, . . . , N̂ }, (8.162)

which defines a local basis BK for each element K ∈ Th separately. For an affine
mapping FK the basis BK is L2(K )-orthogonal with respect to the L2-scalar product
and the blocksMK ,K of themassmatrixM given by (8.152) are diagonal. If FK is not
afine, then the orthogonality of BK is violated. However, in practical applications,
the curved face KK ∩ ∂Ω is close to a straight (polygonal) one (see Sect. 8.6), and
thus the matrix block MK ,K is strongly diagonally dominant.

Finally, a composition of the local bases BK , K ∈ Th , defines a basis of Shp, i.e.,

Bhp = {ψψψ K , j ; ψψψ K , j ∈ BK , j = 1, . . . , N̂ , K ∈ Th}, (8.163)
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which is, for affine mappings FK , K ∈ Th , the L2-orthogonal basis of Shp. In
case that FK is not an affine mapping for some K ∈ Th , the L2-orthogonality is
violated, i.e.,

(
ψψψ K ,i ,ψψψ K , j

) �= 0 for i, j = 1, . . . , N̂ , i �= j . However, since FK is
usually close to an affine mapping, we have |(ψψψ K ,i ,ψψψ K , j

)| � ∣∣(ψψψ K ,i ,ψψψ K ,i
)∣∣ for

i, j = 1, . . . , N̂ , i �= j .

Remark 8.23 It is possible to find that every entry of Fh and/or Ch depends on wh

on at most two neighbouring elements. This is a favourable property which simplifies
the parallelization of the algorithm.

8.4.9 Steady-State Solution

Very often, we are interested in the solution of the stationary Euler equations, i.e.,
we seek w : Ω → D (D is given by (8.12)) such that

d∑
s=1

∂ f s(w)

∂xs
= 0, (8.164)

where w is the steady-state vector and f s, s = 1, . . . , d, are the Euler fluxes defined
in (8.9) and (8.10), respectively. This system is equipped with boundary conditions
(8.37), discussed in detail in Sect. 8.3.

The stationary Euler equations can be discretized in the same way as the non-
stationary ones, omitting only the approximation of the time derivative.

Definition 8.24 We say that wh ∈ Shp is a DG approximate solution of (8.164) if

bh(wh,ϕϕϕh) = 0 ∀ϕϕϕh ∈ Shp, (8.165)

where bh is given by (8.93). We call wh the steady-state solution of the Euler
equations.

With the aid of the notation introduced in Sect. 8.4.2, we can formulate (8.165)
as the algebraic problem to find ξξξ ∈ R

Nhp such that

FSS
h (ξξξ) = 0, (8.166)

where ξξξ is the algebraic representation of wh by the isomorphism (8.96) and

FSS
h (ξξξ) =

⎛
⎝bh

( Nhp∑
j=1

ξ jϕϕϕ j ,ϕϕϕi

)⎞
⎠

Nhp

i=1

∈ R
Nhp . (8.167)



446 8 Inviscid Compressible Flow

By virtue of (8.137), (8.152) and (8.154), we have

FSS
h (ξξξ) = B(ξξξ)ξξξ − uh(ξξξ), ξξξ ∈ R

Nhp . (8.168)

Problem (8.166) represents a system of nonlinear algebraic equations. It can be
solved directly by the (damped) Newton method, see [164]. Another very often used
possibility is to apply the time-marching (or time stabilization) method based on
the solution of the nonstationary Euler equations (8.8) and to seek the steady-state
solution as a limit of the nonstationary solution for t → ∞. This means that the
methods for solving unsteady flow are applied as iterative processes, assuming that
wh = limk→∞wk

h . The nonstationary computational process is stopped, when a
suitable steady-state criterion is achieved.

The usual steady-state criterion often used for explicit time discretization reads
(for an orthonormal basis) as

∥∥∥∥
∂wh

∂t

∥∥∥∥
L2(Ω)

≈ ηk = 1

τk
‖wk

h − wk−1
h ‖L2(Ω) = 1

τk
|ξξξ k − ξξξ k−1| ≤ TOL, (8.169)

where wk−l
h , l = 0, 1, denote the values of the approximate solution at time levels

tk−l , l = 0, 1, ξξξ k−l , l = 0, 1, are their algebraic representations given by the
isomorphism (8.96) and TOL is a given tolerance.

Criterion (8.169) is not suitable for the implicit time discretization, when very
large time steps are used, see [102, Sect. 4.3.1.]. Then it is suitable to use the steady-
state residual criterion

|FSS
h (ξξξ k)| = |B(ξξξ k)ξξξ k − uh(ξξξ k)| ≤ TOL, (8.170)

which is independent of τk and measures the residuum of the nonlinear algebraic
system (8.167).

However, it is an open question as to how to choose the tolerance TOL in (8.170),
since the residuum depends on the size of the computational domain Ω , on the
magnitude of components of wk

h , etc. Therefore, from the practical reasons, we use
the relative residuum steady-state criterion

SSres(k) := |FSS
h (ξξξ k)|

|FSS
h (ξξξ0)|

≤ TOL, (8.171)

which already does not suffer from thementioned drawbacks. Hereξξξ 0 is the algebraic
representation of the initial state w0

h .
Another possibility are the stopping criteria which follow from the physical nature

of the considered problem. E.g., in aerodynamics, when we solve flow around a 2D
profile, we are often interested in the aerodynamic coefficients of the considered flow,
namely coefficients of drag (cD), lift (cL ) and momentum (cM ). In the 2D case, the
coefficients cD and cL are defined as the first and second components of the vector
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1
1
2ρ∞|v∞|2L ref

∫

Γprof

pn dS, (8.172)

where ρ∞ and v∞ are the far-field density and velocity, respectively, L ref is the
reference length, Γprof is the profile, n is outer unit normal to the profile pointing
into the profile and p is the pressure. Moreover, cM is given by

1
1
2ρ∞|v∞|2L2

ref

∫

Γprof

(x − xref) × pn dS, (8.173)

where xref is the moment reference point.We adopt the notation x × y = x1y2−x2y1
for x = (x1, x2), y = (y1, y2) ∈ R

2.
Then it is natural to stop the computation when these coefficients achieve a given

tolerance tol, e.g.,

Δcα(k) ≤ tol, Δcα(k) = max
l=k,...,k

cα(l) − min
l=k,...,k

cα(l), (8.174)

where α = D, L and M (for the drag, lift and momentum), cα(k) is the value of
the corresponding aerodynamic coefficient at the kth-time level and k is the entire
part of the number 0.9k. This means that the minimum and maximum in (8.174) are
taken over the last 10% of the number of time levels.

In contrast to the tolerance TOL in (8.171), which has to be chosen empirically,
the tolerance tol in (8.174) can be chosen only on the basis of our accuracy require-
ments (without any previous numerical experiments). Since the absolute values of
aerodynamic coefficient are (usually) less than one, the stopping criterion (8.174)
with tolerance, e.g., tol = 10−4, gives accuracy of the aerodynamic coefficients for
3 decimal digits.

Finally, let us note that since we seek only the steady-state solution, we do not
need to take care of an accurate approximation of the evolution process. Therefore,
we can choose the time step τk relatively large. Hence, the tolerance ω appearing in
(8.148) can also be large.

8.5 Shock Capturing

In higher-order numerical methods, applied to the solution of high speed flows with
shock waves and contact discontinuities, we can observe the Gibbs phenomenon
manifested by spurious (nonphysical) oscillations in computed quantities propa-
gating from discontinuities. In the standard Galerkin finite element methods, these
oscillations propagate far into the computational domain. However, in DG numeri-
cal solutions the Gibbs phenomenon is manifested only by spurious overshoots and
undershoots appearing in the vicinity of discontinuities. These phenomena do not
occur in low Mach number regimes, when the exact solution is regular, but in the
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high-speed flow they cause instabilities in the numerical solution and collapse of the
computational process.

In order to cure this undesirable feature, in the framework of higher-order finite
volume methods one uses suitable limiting procedures. They should preserve the
higher-order accuracy of the method in regions where the solution is regular, and
decrease the order to 1 in a neighbourhood of discontinuities or steep gradients. These
methods are based on the use of the flux limiter. See e.g., [127] and citations therein.
In [57, 62], the finite volume limiting procedures were generalized also to DGM.

Here we present another technique, based on the concept of artificial viscosity
applied locally on the basis of a suitable jump (discontinuity) indicator.

8.5.1 Jump Indicators

Approximate solutions obtained by the DGM are, in general, discontinuous on inter-
faces between neighbouring elements. If the exact solution is sufficiently regular,
then the jumps in the approximate solution are small and, as follows from the theory
as well as numerical experiments, tend to zero if h → 0.

The DG solution of inviscid flow can contain large inter-element jumps in subdo-
mains, where the solution is not sufficiently smooth, i.e., in areas with discontinuities
(shock waves or contact discontinuities). Numerical experiments show that the inter-
element jumps in the approximate solution are [wh]Γ = O(1) on discontinuities,
but [wh]Γ = O(h p+1) in the areas where the solution is regular. This inspires us
to define a jump indicator, which evaluates the inter-element jumps of the approx-
imate solution. On general unstructured grids, it appears to be suitable to measure
the magnitude of inter-element jumps in the integral form by

∫

∂K∩Ω

[wh,1]2 dS, K ∈ Th (8.175)

on interior faces Γ ∈ F I
h , where wh,1 denotes the first component, i.e., the density

ρh corresponding to the state wh . (Here we take into account that the density is
discontinuous both on shock waves and contact discontinuities.)

This leads us to the definition of the jump indicator in the form

gK (wh) =
∫
∂K∩Ω

[wh,1]2 dS

|K | ∑Γ ⊂∂K∩Ω diam(Γ )
, K ∈ Th, (8.176)

where |K | denotes the d-dimensional measure of K and diam(Γ ) is the diameter of
Γ . We see that we have

gK (wh) =
{

O(h2p) for K ∈ Th , where the solution is smooth,
O(h−2) for K ∈ Th near discontinuities.

(8.177)
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Thus, gK → 0 for h → 0 in the case when K ∈ Th is in a subdomain where the
solution is regular, and gK → ∞ for h → 0 in the case when K ∈ Th is in the
vicinity of a discontinuity.

There are various modifications of this indicator, as for example,

gK (wh) =
∫

∂K
[wk

h,1]2 dS
/
(hK |K |3/4), K ∈ Th, (8.178)

in the 2D case, proposed in [98] and applied in [133]. The indicator gK was con-
structed in such a way that it takes an anisotropy of the computational mesh into
account. It was shown in [98] that the indicator gK (wh) identifies discontinuities
safely on unstructured and anisotropic meshes.

Now we introduce the discrete jump (discontinuity) indicator

G K (wh) = 0, if gK (wh) < 1, G K (wh) = 1, if gK (wh) ≥ 1, K ∈ Th .

(8.179)

Numerical experiments show that under the assumption that the mesh space size
h < 1, it is possible to indicate the areas without discontinuities checking the con-
dition G K (wh) < 1. On the other hand, if G K (wh) > 1, the element K is lying in a
neighbourhood of a discontinuity.

However, it appears that the above discrete discontinuity indicators and the artifi-
cial viscosity forms (8.181) and (8.182) introduced in the following section are too
strict. Particularly, it may happen in some situations that the value of gK in (8.176)
is close to 1 and then during the computational process the value G K from (8.179)
oscillates between 1 and 0. This can disable to achieve a steady-state solution. There-
fore, it is suitable to introduce some “smoothing” of the discrete indicator (8.179).
Namely we set

G K (wh) =

⎧
⎪⎪⎨
⎪⎪⎩

0, if gK (wh) < ξmin,

1
2 sin

(
π

gK (wh) − (ξmax − ξmin)
2(ξmax − ξmin)

)
+ 1

2 , if gK (wh) ∈ [ξmin; ξmax),

1, if gK (wh) ≥ ξmax,

(8.180)

where 0 ≤ ξmin < ξmax. In practical applications, it is suitable to set ξmin = 0.5 and
ξmax = 1.5.

8.5.2 Artificial Viscosity Shock Capturing

On the basis of the discrete discontinuity indicatorwe introduce local artificial viscos-
ity forms,which are included in the numerical schemes for solving inviscid compress-
ible flow. For example, we define the artificial viscosity form βββh : Shp × Shp × Shp

→ R by
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βββh(w̄h, wh,ϕϕϕh) = ν1
∑

K∈Th

hK G K (w̄h)

∫

K
∇wh · ∇ϕϕϕh dx (8.181)

with ν1 = O(1). Since this artificial viscosity form is rather local, we propose to
augment it by the form γγγ h : Shp × Shp × Shp → R defined as

γγγ h(w̄h, wh,ϕϕϕh) = ν2
∑

Γ ∈F I
h

1

2

(
G

K (L)
Γ

(w̄h) + G
K (R)

Γ

(w̄h)
) ∫

Γ

[wh] · [ϕϕϕh] dS,

(8.182)

where ν2 = O(1) and K (L)
Γ , K (R)

Γ ∈ Th are the elements sharing the inner face
Γ ∈ F I

h . This form allows strengthening the influence of neighbouring elements
and improves the behaviour of the method in the case, when strongly unstructured
and/or anisotropic meshes are used. These artificial viscosity forms were introduced
in [133], where the indicator (8.179) was used.

Because of the reasonsmentioned already above, using the discontinuity indicator
(8.180), we also introduce more sophisticated artificial viscosity forms βββh,γγγ h :
Shp × Shp × Shp → R, defined as

βββh(w̄h, wh,ϕϕϕh) = ν1
∑

K∈Th

G K (w̄h) hα1
K

∫

K
∇wh · ∇ϕϕϕh dx, (8.183)

and

γγγ h(w̄h, wh,ϕϕϕh) = ν2
∑

Γ ∈F I
h

1

2

(
G

K (L)
Γ

(w̄h) + G
K (R)

Γ

(w̄h)
)

hα2
Γ

∫

Γ

[wh] · [ϕϕϕh] dS,

(8.184)

with the parameters α1, α2, ν1, ν2 = O(1).
The described approachwas partlymotivated by the theoretical paper [188]. How-

ever, the artificial viscosity was applied there in the whole domain, which can lead to
a nonphysical entropy production. In our case, it is important that the discrete indi-
cators G K vanish in regions where the solution is regular and the artificial viscosity
acts only locally in the vicinity of discontinuities. Therefore, the scheme does not
produce any nonphysical entropy in regions where the exact solution is regular.

The artificial viscosity forms βββh and γγγ h are added to the left-hand side of
the numerical schemes presented in previous sections. For example, the backward
Euler—discontinuous Galerkin method with shock capturing now reads as

1

τk

(
wk

h − wk−1
h ,ϕϕϕh

)
+ bh(wk

h,ϕϕϕh) + βββh(wk
h, wk

h,ϕϕϕh) + γγγ h(wk
h, wk

h,ϕϕϕh) = 0

∀ϕϕϕh ∈ Shp, k = 1, . . . , r. (8.185)
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Equalities (8.185) represent a system on nonlinear algebraic equations. In the case
when the artificial viscosity forms βββh and γγγ h are defined with the aid of the jump
indicator (8.180), the discrete problem can be solved by the Newton-like method,
presented in Sect. 8.4.3. Namely, in (8.97), we replace bh(wk

h,ϕϕϕi ) by

bh(wk
h,ϕϕϕi ) + βββh(wk

h, wk
h,ϕϕϕi ) + γγγ h(wk

h, wk
h,ϕϕϕi ),

and, in (8.124), we replace bL
h (w̄h,ϕϕϕ j ,ϕϕϕi ) by

bL
h (w̄h,ϕϕϕ j ,ϕϕϕi ) + βββh(w̄h,ϕϕϕ j ,ϕϕϕi ) + γγγ h(w̄h,ϕϕϕ j ,ϕϕϕi ).

Also in other schemes we proceed in a similar way. The discrete problem with
higher-order time discretization and shock capturing reads as

wk
h ∈ Shp, k = 0, 1, . . . , r, (8.186a)

1

τk

(
n∑

l=0

αn,lw
k−l
h ,ϕϕϕh

)
+ bh

(
wk

h,ϕϕϕh

)
+ βββh(wk

h, wk
h,ϕϕϕh) + γγγ h(wk

h, wk
h,ϕϕϕh) = 0

∀ϕϕϕh ∈ Shp, k = n, . . . , r, (8.186b)

where w0
h, . . . , wn−1

h are defined by (8.134c) and (8.134d).
Similarly we formulate the higher-order semi-implicit scheme with shock

capturing:

wk
h ∈ Shp, k = 0, 1, . . . , r, (8.187a)

1

τk

(
n∑

l=0

αn,lw
k−l
h ,ϕϕϕh

)
+ b̂h

(
n∑

l=1

βn,lw
k−l
h , wk

h,ϕϕϕh

)
+ βββh

(
n∑

l=1

βn,lw
k−l
h , wk

h,ϕϕϕh

)

+ γγγ h

(
n∑

l=1

βn,lw
k−l
h , wk

h,ϕϕϕh

)
= 0 ∀ϕϕϕh ∈ Shp, k = n, . . . , r, (8.187b)

where w0
h, . . . , wn−1

h are defined by (8.134c) and (8.134d). Problem (8.187) rep-
resents again a sequence of systems of linear algebraic equations. In this case the
artificial viscosity can be defined by any jump indicator introduced in Sect. 8.5.1.

8.5.3 Numerical Examples

In this sectionwepresent the solution of some test problems showing the performance
of the shock capturing technique introduced above.

We consider transonic inviscid flow past the profile NACA 0012 given by the
parametrization
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Fig. 8.5 Geometry of the NACA 0012 profile

[
x, ±0.12

0.6
(0.2969

√
x − 0.126x − 0.3516x2 + 0.2843x3 − 0.1015x4)

]
, x ∈ [0, 1],

see Fig. 8.5. We consider the far-field Mach number M∞ = 0.8 (see (8.7)) and the
angle of attack α = 1.25◦. (Let us note that tan α = v2/v1, where (v1, v2) is the
far-field velocity vector.) This flow regime leads to two shock waves (discontinuities
in the solution). The shock wave on the upper side of the profile is stronger than the
shock wave on the lower side.

We seek the steady-state solution of the Euler equations (8.8) with the aid of
the time stabilization technique described in Sect. 8.4.9, using the backward Euler—
discontinuous Galerkin method (BE-DGM) (8.95). The nonlinear algebraic systems
are solved by the Newton-like iterative process (8.127)–(8.128).

We employ two unstructured triangular grids with piecewise polynomial approx-
imation of the boundary described in Sect. 8.6. The first grid is formed by 2120
triangles and is not adapted. The second one with 2420 elements was adaptively
refined along the shock waves by ANGENER code [84] developed in papers [83, 85,
100]. See Fig. 8.6. The problem was solved by the DGM using the Pp polynomial
approximations with p = 1, 2, 3.

Figure8.7 shows the Mach number isolines and the distribution of the Mach
number along the profile in dependence on the horizontal component obtained with
the aid of the P1 and P2 approximation on the non-adapted mesh without the shock

Fig. 8.6 Transonic inviscid flow around the NACA 0012 profile (M∞ = 0.8, α = 1.25◦): the
non-adapted (left) and the adapted (right) computational meshes
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DGM: p=1, without shock capturing
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Fig. 8.7 Transonic inviscid flow around the NACA 0012 profile (M∞ = 0.8, α = 1.25◦): DGM
with P1 approximation (top) and P2 approximation (bottom), Mach number isolines (left) and the
distribution of the Mach number along the profile (right) on a non-adapted mesh without the shock
capturing technique

capturing technique. We observe overshoots and undershoots in the approximate
solution near the shock waves. Let us note that the P3 computation failed.

Figure8.8 shows the results obtained with the aid of the P1, P2 and P3 approxima-
tions on the non-adapted mesh with the shock capturing technique. We can see that
the nonphysical overshoots and undershoots are mostly suppressed. Finally, Fig. 8.9
shows the results for P1, P2 and P3 approximations on the adapted mesh with the
shock capturing technique. We see that a very good resolution of the shock waves
was obtained.

Further numerical experiment can be found in Sect. 8.7.4, where an example of
the supersonic flow past the NACA 0012 profile is presented.
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DGM: p=1, with shock capturing
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DGM: p=1, with shock capturing
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DGM: p=2, with shock capturing

DGM: p=3, with shock capturing
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DGM: p=3, with shock capturing

Fig. 8.8 Transonic inviscid flow around the NACA 0012 profile (M∞ = 0.8, α = 1.25◦): DGM
with P1 approximation (top), P2 approximation (center) and P3 approximation (bottom), Mach
number isolines (left) and the distribution of the Mach number along the profile (right) on a non-
adapted mesh with the shock capturing technique
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DGM: p=1, with shock capturing
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DGM: p=1, with shock capturing

DGM: p=2, with shock capturing
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DGM: p=3, with shock capturing
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DGM: p=3, with shock capturing

Fig. 8.9 Transonic inviscid flow around the NACA 0012 profile (M∞ = 0.8, α = 1.25◦): DGM
with P1 approximation (top), P2 approximation (center) and P3 approximation (bottom) and with
boundary approximation, Mach number isolines (left) and the distribution of the Mach number
along the profile (right) on an adapted mesh with the shock capturing technique



456 8 Inviscid Compressible Flow

8.6 Approximation of a Nonpolygonal Boundary

In practical applications, the computational domain Ω is usually nonpolygonal, and
thus its boundary has to be approximated in some way. In [25], Bassi and Rebay
showed that a piecewise linear approximation of ∂Ω can lead to a nonphysical
production of entropy and expansion waves at boundary corner points, leading to
incorrect numerical solutions. In order to obtain an accurate andphysically admissible
solution, it is necessary to use a higher-order approximation of the boundary. We
proceed in such a way that a reference triangle is transformed by a polynomial
mapping onto the approximation of a curved triangle adjacent to the boundary ∂Ω .

8.6.1 Curved Elements

Here we describe only the two dimensional (d = 2) situation, the case d = 3 has to
be generalized in a suitable way. Let K be a triangle with vertices Pl

K , l = 1, 2, 3,
numbered in a such way that P1

K and P2
K lie on a curved part of ∂Ω and P3

K lies in
the interior of Ω . By Γ we denote the edge P1

K P2
K . Moreover, we assume that P1

K
and P2

K are oriented in such a way that Ω is on the left-hand side of the oriented
edge from P1

K to P2
K , see Fig. 8.10. We consider elements having at most one curved

edge. The generalization to the case with elements having more curved edges is
straightforward.

Let q ≥ 2 be an integer denoting the polynomial degree of the boundary approx-
imation. We define q − 1 nodes PC, j

K , j = 1, . . . , q − 1, lying on ∂Ω between P1
K

and P2
K in such a way that nodes PC, j

K , j = 1, . . . , q −1, divide the curved segment
of ∂Ω between P1

K and P2
K into q parts having (approximately) the same length. We

assume that PC, j
K , j = 1, . . . , q − 1, are ordered with an increasing index on the

K

∂Ω

P 3
K

P 1
K

P 2
K

PC,1
K

K

∂Ω

P 3
K

P 1
K

P 2
K

PC,1
K

PC,2
K

Fig. 8.10 Triangle K with vertices P1
k and P2

K lying on a nonpolygonal part of ∂Ω; adding one
(left) and two (right) nodes on ∂Ω
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path along ∂Ω from P1
K to P2

K . See Fig. 8.10 showing a possible situation for q = 2
and q = 3.

Let

K̂ = {(x̂1, x̂2); x̂i ≥ 0, i = 1, 2, x̂1 + x̂2 ≤ 1} (8.188)

be the reference triangle. In K̂ , we define the Lagrangian nodes of degree q by

P̂
i
q ; j

q = [i/q; j/q], 0 ≤ i ≤ q, 0 ≤ j ≤ q, 0 ≤ i + j ≤ q, (8.189)

i.e., the vertices of K̂ are the points P̂0;0, P̂0;1 and P̂1;0.
Let K be the triangle with vertices Pl

K , l = 1, 2, 3, and let PC, j
K ∈ ∂Ω, j =

1, . . . , q −1, be the points lying on ∂Ω between P1
K and P2

K as described above. We
define the Lagrangian nodes of degree q of K by

PK
i
q ; j

q = i

q
P1

K + j

q
P2

K + 1 − i − j

q
P3

K , 0 ≤ i ≤ q, 0 ≤ j ≤ q, 0 ≤ i + j ≤ q.

(8.190)

Obviously, P0;0
K = P1

K , P1;0
K = P2

K and P0;1
K = P3

K .
Then, there exists a unique polynomial mapping FK : K̂ → R

2 of degree ≤ q
such that

FK (P̂0;0) = P1
K , FK (P̂1;0) = P2

K , FK (P̂0;1) = P3
K are vertices,

FK (P̂
i
q ;0

) = PC,i
K , i = 1, . . . , q − 1, are nodes on the curved edge, (8.191)

FK (P̂
i
q ; j

q ) = P
i
q ; j

q
K , 0 ≤ i ≤ q, 1 ≤ j ≤ q − 1, 0 ≤ i + j ≤ q, are other nodes.

The existence and uniqueness of the mapping FK follows from the fact that a
polynomialmapping of degree q fromR

2 toR2 has (q+1)(q+2) degrees of freedom
equal to the number of conditions in (8.191). Thenweobtain a linear algebraic system,
which is regular, since the Lagrangian nodes on K̂ are mutually different and at most
q nodes belong to any straight line.

Then the triangle K will be replaced by the curved triangle

K̃ = FK (K̂ ). (8.192)

The set K̃ is a plane figure having two straight sides and one curved side Γ̃ , which
is an image of the reference edge P̂0;0 P̂1;0, see Fig. 8.11.

Using the described procedure, we get a partition T̃h associated with the trian-
gulation Th . The partition T̃h , called the curved triangulation, consists of triangles
K ∈ Th and curved elements K̃ , associated with triangles K ∈ Th with one edge
approximating a curved part of ∂Ω .
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Fig. 8.11 Mapping FK : K̂ → K̃ : quadratic (top) and cubic (bottom)

Remark 8.25 Let us note that the considerations presented in this sectionmake sense
also for q = 1. In this case, any node PC,i

K that is not inserted on ∂Ω , mapping FK

given by (8.191) is linear and K̃ = FK (K̂ ) = K is the triangle with straight edges.

Remark 8.26 The concept of the curved element can be extended also to 3D by
defining a polynomial mapping FK from a reference tetrahedron K̂3D into R

3 for
each tetrahedron K with one face approximating a curved part of ∂Ω . Then K is
replaced by FK (K̂3D).

8.6.2 DGM Over Curved Elements

Let T̃h be a curved triangulation consisting of (non-curved) simplexes K as well as
possible curved elements K̃ . By virtue of Remark 8.25, a non-curved element can
be considered as a special curved simplex obtained by a linear (q = 1) mapping FK .
Therefore, we do not distinguish between curved and non-curved elements in the
following and we use the symbol K also for curved elements. Moreover, instead of
T̃h , we write Th .
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Since Th may contain curved elements, we have to modify the definition (8.44)
of the space Shp. For an integer p ≥ 0, over the triangulation Th we define the
finite-dimensional function space

Shp = (Shp)
m, Shp = {v; v ∈ L2(Ω), v|K ◦ FK ∈ Pp(K̂ ) ∀ K ∈ Th}, (8.193)

where Pp(K̂ ) denotes the space of all polynomials of degree ≤ p on the reference
element K̂ and the symbol ◦ denotes the composition of mappings. Hence, instead
of (8.44) and (8.45), we employ definition (8.193).

Remark 8.27 The definition (8.193) of the space Shp implies that for a curved ele-
ment K , the function wh |K is not a polynomial of degree ≤ p. Moreover, if all
K ∈ Th are non-curved (i.e., FK are linear for all K ∈ Th), then the spaces defined
by (8.193) are identical with the spaces defined by (8.44) and (8.45).

Now let us describe how to evaluate the volume and boundary integrals over
elements K and their sides Γ . We denote by

JFK (x̂) = D FK

D x̂
(x̂), x̂ ∈ K̂ , (8.194)

the Jacobian matrix of the mapping FK . Since FK is a polynomial mapping of degree
q, JFK is a polynomial mapping of degree q − 1 in the variable x̂ = (x̂1, x̂2). The
components of the vector-valued test functionsϕϕϕh ∈ Shp from (8.193) are defined on
the curved elements K (adjacent to the boundary ∂Ω)with the aid of themapping FK .
Hence, for each ϕϕϕh ∈ Shp and each K ∈ Th there exists a function ϕ̂ϕϕK ∈ (Pp(K̂ ))m

such that

ϕ̂ϕϕK (x̂) = ϕϕϕh(FK (x̂)), x̂ ∈ K̂ . (8.195)

In the following,we describe how to evaluate the volume and face integrals appear-
ing in the definition of the forms bh and bL

h given by (8.93) and (8.123), respectively.
Evaluating the integrals is based on the transformation to the reference element (or
reference edge) with the aid of the substitution theorem.

8.6.2.1 Volume Integrals

The volume integral of a product of two (or more) functions is simply expressed as

∫

K
wh(x, t) · ϕϕϕh(x) dx =

∫

K̂
ŵK (x̂, t) · ϕ̂ϕϕK (x̂)| det JFK (x̂)| dx̂, K ∈ Th , t ∈ (0, T ),

(8.196)

where ŵK (x̂, t) = wh |K (FK (x̂, t)) and ϕ̂ϕϕK is given by (8.195).
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Moreover, the evaluation of the volume integral of a product of a function and the
gradient of a function requires a transformation of the gradient with respect to the
variable x to the gradient with respect to x̂ . Hence, we obtain

∫

K

d∑
s=1

f s(wh(x, t)) · ∂ϕϕϕh(x)

∂xs
dx (8.197)

=
∫

K̂

d∑
s=1

f s(ŵK (x̂, t))·
d∑

j=1

∂ϕ̂ϕϕK (x̂)

∂ x̂ j

∂ F−1
K , j (FK (x̂))

∂xs
| det JFK (x̂)| dx̂, K ∈ Th, t ∈ (0, T ),

where F−1
K , j denotes the j th component of the inverse mapping F−1

K . In order to

compute the inverse mapping F−1
K , we use the following relation written in the

matrix form:

D F−1
K

Dx
(FK (x̂)) =

(
D FK

Dx̂
(x̂)

)−1

(8.198)

following from the identity x = FK (F−1
K (x)). The computation of the inverse matrix

in (8.198) is simpler than the evaluation of F−1
K .

8.6.2.2 Face Integrals

Finally, we describe the evaluation of face integrals along a curved edge in R
2.

The three-dimensional case can be generalized in a natural way. Let Γ ∈ Fh be a
(possibly curved) edge of K ∈ Th . Our aim is to evaluate the integrals

∫

Γ

f (x) dS,

∫

Γ

f (x) · n(x) ϕϕϕ(x) dS, (8.199)

where n is the normal vector toΓ and f : Γ → R, f : Γ → R
2 are given functions.

Such type of integral appears in (8.93) in terms containing the numerical flux. Let
us recall the definition of the face integral. If ψ = (ψ1, ψ2) : [0, 1] → Γ is a
parameterization of the edge Γ , then

∫

Γ

f (x) dS =
∫ 1

0
f (ψ(ξ))

√(
ψ ′
1(ξ)

)2 + (
ψ ′
2(ξ)

)2dξ, (8.200)

where ψ ′
i (ξ), i = 1, 2, denotes the derivative of ψi (ξ) with respect to ξ .

Integrals (8.199) are evaluated with the aid of a transformation to the reference
element. Let Γ̂ be an edge of the reference element K̂ such that K = FK (K̂ ) and
Γ = FK (Γ̂ ). We call Γ̂ the reference edge. Let

x
Γ̂

(ξ) = (x
Γ̂ ,1(ξ), x

Γ̂ ,2(ξ)) : [0, 1] → Γ̂ (8.201)
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be a parametrization of the reference edge Γ̂ preserving the counterclockwise
orientation of the element boundary. Namely, the reference triangle given by (8.159)
(with d = 2) has three reference edges parametrized by

x
Γ̂1

(ξ) = (ξ, 0), ξ ∈ [0, 1], (8.202)

x
Γ̂2

(ξ) = (1 − ξ, ξ), ξ ∈ [0, 1],
x
Γ̂3

(ξ) = (0, 1 − ξ), ξ ∈ [0, 1].

Moreover, we use the notation ẋ
Γ̂

(ξ) = d
dξ x

Γ̂
(ξ) ∈ R

2 and have

ẋ
Γ̂1

= (1, 0), ξ ∈ [0, 1], (8.203)

ẋ
Γ̂2

= (−1, 1), ξ ∈ [0, 1],
ẋ
Γ̂3

= (0,−1), ξ ∈ [0, 1].

Therefore, the edge Γ is parameterized by

x = FK (x
Γ̂

(ξ)) = (
FK ,1(x

Γ̂
(ξ)), FK ,2(x

Γ̂
(ξ))

)
(8.204)

=
(

FK ,1(x̂
Γ̂ ,1(ξ), x̂

Γ̂ ,2(ξ)), FK ,2(x̂
Γ̂ ,1(ξ), x̂

Γ̂ ,2(ξ))
)

, ξ ∈ [0, 1].

The first integral in (8.199) is transformed by

∫

Γ

f (x) dS =
∫ 1

0
f (FK (x

Γ̂
(ξ)))

(
2∑

i=1

(
d

dξ
FK ,i (x

Γ̂
(ξ))

)2
)1/2

dξ (8.205)

=
∫ 1

0
f (FK (x

Γ̂
(ξ)))

⎛
⎝

2∑
i, j=1

(
∂ FK ,i (x

Γ̂
(ξ))

∂ x̂ j

˙̂x
Γ̂ , j (ξ)

)2
⎞
⎠

1/2

dξ

=
∫ 1

0
f (FK (x

Γ̂
(ξ)))

∣∣JFK (x
Γ̂

(ξ))ẋ
Γ̂

∣∣ dξ,

where JFK is the Jacobian matrix of the mapping FK multiplied by the vector ẋ
Γ̂

given by (8.203) and | · | is the Euclidean norm of the vector. Let us note that if FK

is a linear mapping, then e is a straight edge and
∣∣JFK (x

Γ̂
(ξ))ẋ

Γ̂
(ξ)

∣∣ is equal to its
length.

Now, we focus on the second integral from (8.199). Let tΓ be the tangential vector
to Γ defined by

tΓ (x(ξ)) = (tΓ,1(x(ξ)), tΓ,2(x(ξ))) (8.206)

= d

dξ
FK (x

Γ̂
(ξ)) = (

JFK ,1(x
Γ̂

(ξ))ẋ
Γ̂

(ξ), JFK ,2(x
Γ̂

(ξ))ẋ
Γ̂

(ξ)
)
.
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(If Γ is a straight line, then tΓ is constant on Γ , it has the orientation of Γ and
|tΓ | = |Γ |.) Now, by the rotation we obtain the normal vector nΓ pointing outside
of K , namely

nΓ (x(ξ)) = (nΓ,1(x(ξ)), nΓ,2(x(ξ))), (8.207)

nΓ,1(x(ξ)) = tΓ,2(x(ξ)), nΓ,2(x(ξ)) = −tΓ,1(x(ξ)).

Here it is important that the counter-clockwise orientation of the elements is consid-
ered. Therefore, from (8.206) and (8.207), we have

nΓ (x(ξ)) = (
JFK ,2(x

Γ̂
(ξ))ẋ

Γ̂
(ξ),−JFK ,1(x

Γ̂
(ξ))ẋ

Γ̂
(ξ)

)
. (8.208)

Let us note that because nΓ (x(ξ)) is not normalized, it is necessary to divide it by
|nΓ (x(ξ))| = |JFK (x

Γ̂
(ξ))ẋ

Γ̂
(ξ)|. Finally, similarly as in (8.205), we obtain

∫

Γ

f (x) · n(x) ϕϕϕ(x) dS (8.209)

=
∫ 1

0
f (FK (x

Γ̂
(ξ))) · nΓ (x(ξ))

|nΓ (x(ξ))|
∣∣JFK (x

Γ̂
(ξ))ẋ

Γ̂
(ξ)

∣∣ ϕϕϕ(FK (x
Γ̂

(ξ))) dtξ

=
∫ 1

0
f (FK (x

Γ̂
(ξ))) · nΓ (x(ξ)) ϕ̂ϕϕ(x

Γ̂
(ξ)) dξ,

where nΓ (x(ξ)) is given by (8.208) and ϕ̂ϕϕ was obtained by transformation of the
function ϕϕϕ: ϕ̂ϕϕ(x̂) = ϕϕϕ(FK (x̂)). Let us note that if FK is a linear mapping, then Γ is
a straight edge and |nΓ (x(ξ))| is equal to its length.

8.6.2.3 Implementation Aspects of Curved Elements

The integrals over the reference triangle K̂ and over the reference edge Γ̂ in (8.196),
(8.197), (8.205) and (8.209) are evaluated with the aid of suitable numerical quadra-
tures. For the volume integrals we can employ the Dunavant quadrature rules [111],
which give the optimal order of accuracy of the numerical integration. For face
integrals the well-known Gauss quadrature rules, having the maximal degree of
approximation for the given number of integration nodes, can be used. For other
possibilities, we refer to [260].

Finally, let usmention the data structure in the implementation. Let p̂ be an integer
denoting the maximal implemented degree of the polynomial approximation in the
DGM. We put N̂ = ( p̂ + 1)( p̂ + 2)/2 denoting the corresponding maximal number
of degrees of freedom for one element and one component of w for d = 2. Hence,
in order to evaluate integrals appearing in (8.93) and (8.123) with the aid of the
techniques presented above and with the aid of numerical quadratures, it is enough
to evaluate (and store) the following quantities:
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• for each K ∈ Th , the determinant det JFK of the Jacobi matrix and the transposed
matrix to the inversion of the Jacobi matrix JJFK

evaluated at the used edge and
volume quadrature nodes,

• the reference basis functions ϕ̂ϕϕi (x̂), i = 1, . . . , N̂ , with their partial derivatives
∂ϕ̂ϕϕi (x̂)/∂ x̂ j , j = 1, 2, i = 1, . . . N̂ , on K̂ evaluated at the used edge and volume
quadrature nodes.

8.6.3 Numerical Examples

In this section we present the results of numerical experiments demonstrating the
influence of higher-order approximation of the nonpolygonal boundary. We consider
an inviscid flow around the NACA 0012 profile with the far-field Mach number
M∞ = 0.5 (see (8.7)) and the angle of attack α = 2◦. We seek the steady-state
solution of the Euler equations (8.8) with the aid of the time stabilization described
in Sect. 8.4.9, using the BE-DGM (8.95) combined with the Newton-like iterations
(8.127)–(8.128).

The computation was performed on a coarse unstructured triangular grid having
507 elements, refined around the leading edge of the profile by the ANGENER code
[84] (see Fig. 8.12). The polynomial approximations Pp, p = 1, 3, 5, in the DGM
and the polynomial approximations Pq , q = 1, 2, 3, of the boundary described in
Sect. 8.6 were used. Figures8.13, 8.14 and 8.15 show results of these computations,
namely Mach number isolines and the Mach number distribution along the profile.

We observe that the P1 approximation of the boundary produces nonphysical
oscillations in the solution. This unpleasant behaviour disappears for P2 or P3 approx-
imation of the boundary. There is almost no difference between P2 and P3. Finally,
it is possible to see that the high-order DG approximation (P5) gives very smooth
isolines even on a coarse grid.

Fig. 8.12 Subsonic inviscid flow around the NACA 0012 profile (M∞ = 0.5, α = 2◦): computa-
tional mesh, detail around the whole profile (left) and around the leading edge (right)
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Fig. 8.13 Subsonic inviscid flow around the NACA 0012 profile (M∞ = 0.5, α = 2◦): DGMwith
polynomial approximation with p = 1, boundary approximation with q = 1 (top), q = 2 (center)
and q = 3 (bottom), Mach number isolines (left) and the Mach number distribution around the
profile (right)
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DGM: p=3, q=1
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Fig. 8.14 Subsonic inviscid flow around the NACA 0012 profile (M∞ = 0.5, α = 2◦): DGMwith
polynomial approximation with p = 3, boundary approximation with q = 1 (top), q = 2 (center)
and q = 3 (bottom), Mach number isolines (left) and the Mach number distribution around the
profile (right)
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DGM: p=5, q=1
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Fig. 8.15 Subsonic inviscid flow around the NACA 0012 profile (M∞ = 0.5, α = 2◦): DGMwith
polynomial approximation with p = 5, boundary approximation with q = 1 (top), q = 2 (center)
and q = 3 (bottom), Mach number isolines (left) and the Mach number distribution around the
profile (right)
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8.7 Numerical Verification of the BDF-DGM

In this section we present computational results demonstrating the robustness and
accuracy of the BDF-DGM for solving the Euler equations.

8.7.1 Inviscid Low Mach Number Flow

It is well-known that the numerical solution of low Mach number compressible flow
is rather difficult. This is caused by the stiff behaviour of numerical schemes and
acoustic phenomena appearing in low Mach number flows at incompressible limit.
In this case, standard finite volume and finite element methods fail. This led to
the development of special finite volume techniques allowing for the simulation of
compressible flow at incompressible limit, which are based on modifications of the
Euler or Navier–Stokes equations. We can mention works by Klein, Munz, Meister,
Wesseling and their collaborators (see e.g. [198, 242], [222, Chap.5], or [282,
Chap.14]). However, these techniques could not be applied to the solution of high
speed flow. Therefore, further attempts were concentrated on extending these meth-
ods to solving flows at all speeds. A success in this direction was achieved by several
authors. Let us mention, for example, the works by Wesseling et al. (e.g., [175]),
Parker and Munz [231], Meister [221] and Darwish et al. [71]. The main ingre-
dients of these techniques are finite volume schemes applied on staggered grids,
combined with multigrid, the use of the pressure-correction, multiple pressure vari-
ables and flux preconditioning.

In 2007, in paper [133], it was discovered that the DG method described above
allows the solution of compressible flow with practically all Mach numbers, without
any modification of the governing equations, written in the conservative form with
conservative variables. The robustness with respect to the magnitude of the Mach
number of this method is based on the following ingredients:

• the application of the discontinuous Galerkin method for space discretization,
• special treatment of boundary conditions,
• (semi-)implicit time discretization,
• limiting of the order of accuracy in the vicinity of discontinuities based on the
locally applied artificial viscosity,

• the use of curved elements near curved parts of the boundary.

In this sectionwepresent results of numerical examples showing that the described
DG method allows for the low Mach number flow, nearly at incompressible limit.
First, we solve stationary inviscid low Mach number flow around the NACA 0012
profile similarly as in [20]. The angle of attack is equal to zero and the far-field
Mach number M∞ is equal to 10−1, 10−2, 10−3 and 10−4. The computation was
carried out on a grid having 3587 elements (see Fig. 8.16, bottom) with the aid of
the 3-steps BDF-DGMwith Pp, p = 1, 2, 3, 4, polynomial approximation in space.
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The computations are stop when the relative residuum steady-state criterion (8.171)
is achieved for TOL = 10−5.

M∞ = 10−1

M∞ = 10−2

M∞ = 10−3

M∞ = 10−4

mesh

Fig. 8.16 LowMach number flow around theNACA0012 profile for far-fieldMach number M∞ =
10−1, 10−2, 10−3 and 10−4, with the aid of P1 (left) and P4 (right) polynomial approximation:
pressure isolines and the used mesh with its detail (bottom)
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Table 8.6 Low Mach number flow around the NACA 0012 profile for far-field Mach number
M∞ = 10−1, 10−2, 10−3 and 10−4, with the aid of Pp, p = 1, . . . , 4, polynomial approximation:
ratios (pmax − pmin)/pmax, (ρmax − ρmin)/ρmax, drag coefficient cD and lift coefficient cL

M∞ p pmax−pmin
pmax

ρmax−ρmin
ρmax

cD cL

10−1 1 9.89E−03 7.08E−03 2.57E−04 1.46E−03

10−1 2 9.87E−03 7.09E−03 6.63E−05 1.20E−03

10−1 3 9.87E−03 7.06E−03 4.26E−05 7.97E−04

10−1 4 9.87E−03 7.06E−03 1.90E−05 6.83E−04

10−2 1 9.92E−05 7.10E−05 3.80E−04 1.80E−03

10−2 2 9.91E−05 7.11E−05 9.63E−05 1.22E−03

10−2 3 9.90E−05 7.65E−05 4.68E−05 1.11E−03

10−2 4 9.91E−05 7.13E−05 −5.73E−05 3.01E−04

10−3 1 9.92E−07 7.11E−07 3.95E−04 1.57E−03

10−3 2 9.93E−07 7.56E−07 3.74E−05 4.75E−04

10−3 3 9.90E−07 7.08E−07 5.70E−05 8.96E−04

10−3 4 9.90E−07 7.08E−07 3.69E−05 6.64E−04

10−4 1 9.88E−09 4.84E−08 −1.69E−05 5.42E−04

10−4 2 9.91E−09 8.29E−08 1.17E−04 1.10E−03

10−4 3 9.90E−09 2.51E−08 −9.56E−06 5.02E−04

10−4 4 9.93E−09 3.32E−08 −2.80E−04 3.17E−04

Table8.6 shows the relative maximum pressure and density variations (pmax −
pmin)/pmax and (ρmax −ρmin)/ρmax, respectively, the drag coefficient cD and the lift
coefficient cL , see (8.172). Let us note that

pmax = max
x∈Ω

ph(x), pmin = min
x∈Ω

ph(x), ρmax = max
x∈Ω

ρh(x), ρmin = min
x∈Ω

ρh(x),

where ph(x) and ρh(x) are the numerical approximations of the pressure and the
density, respectively, evaluated from wh .

Both the pressure and density maximum variations are of order M2∞, which is
in agreement with theoretical results in the analysis of compressible flow at incom-
pressible limit. One can also see that the drag and lift coefficients attain small values,
which correspond to the fact that in inviscid flow around a symmetric airfoil with
zero angle of attack these quantities vanish. Figure8.16 shows the pressure isolines
obtained with the aid of P1 and P4 approximations.

8.7.2 Low Mach Number Flow at Incompressible Limit

It is well-known that compressible flow with a very low Mach number is very close
to incompressible flow. This fact allows us to test the quality of numerical schemes
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for solving compressible low Mach number flow using a comparison with exact
solutions of the corresponding incompressible flow, which are available in some
cases. Here we present two examples of stationary compressible flow compared with
incompressible flow. The steady-state solution was obtained with the aid of the time
stabilization using the backward Euler linearized semi-implicit scheme (8.130). The
computational grids were constructed with the aid of the anisotropic mesh adaptation
technique by theANGENERcode [84]. In both examples quadratic elements (p = 2)
were applied.

8.7.2.1 Irrotational Flow Around a Joukowski Profile

Weconsider flow around a negatively oriented Joukowski profile given by parameters
Δ = 0.07, a = 0.5, h = 0.05 (under the notation from [122], Sect. 2.2.68) with zero
angle of attack. The far-field quantities are constant, which implies that the flow is
irrotational and homoentropic. Using the complex function method from [122], we
can obtain the exact solution of incompressible inviscid irrotational flow satisfying
the Kutta–Joukowski trailing condition, provided the velocity circulation around the
profile, related to the magnitude of the far-field velocity, γref = 0.7158. We assume
that the far-fieldMach number of compressible flow M∞ = 10−4. The computational
domain is of the form of a square with side of the length equal to 10 chords of the
profile from which the profile is removed. The mesh (in the whole computational
domain) was formed by 5418 triangular elements and refined towards the profile.
Figure8.17 (top) shows a detail near the profile of the velocity isolines for the exact
solution of incompressible flow and for the approximate solution of compressible
flow. Further, in Fig. 8.17 (bottom), the distribution of the velocity related to the far-
field velocity and the pressure coefficient distribution around the profile is plotted in
the direction from the leading edge to the trailing edge. The pressure coefficient was
defined as 107 · (p − p∞), where p∞ denotes the far-field pressure.

The maximum density variation is 1.04 · 10−8. The computed velocity circula-
tion related to the magnitude of the far-field velocity is γrefcomp = 0.7205, which
gives the relative error 0.66% with respect to the theoretical value γref obtained for
incompressible flow.

In order to establish the quality of the computed pressure of the low Mach com-
pressible flow in a quantitative way, we introduce the function

B = p

ρ
+ 1

2
|v|2, (8.210)

which is constant for incompressible, inviscid, irrotational flow, as follows from the
Bernoulli equation. In the considered compressible case, the relative variation of the
function B, i.e., (Bmax − Bmin)/Bmax = 3.84 · 10−6, where Bmax = maxx∈Ω B(x)

and Bmin = minx∈Ω B(x). This means that the Bernoulli equation is satisfied with a
small error in the case of the compressible low Mach number flow computed by the
developed method.
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Fig. 8.17 Flow around a Joukowski airfoil, velocity isolines for the exact solution of incompressible
flow (top left) and approximate solution of compressible lowMach number flow (top right), velocity
(left bottom) and pressure coefficient (right bottom) distribution along the profile: exact solution of
incompressible flow (dots) and the approximate solution of compressible flow (full line)

8.7.2.2 Rotational Flow Past a Circular Half-Cylinder

In the second example we present the comparison of the exact solution of incom-
pressible inviscid rotational flow past a circular half-cylinder, with center at the origin
and diameter equal to one, and with an approximate solution of compressible flow.
The far-field Mach number is 10−4 and the far-field velocity has the components
v1 = x2, v2 = 0. The analytical exact solution was obtained in [142]. This flow
is interesting for its corner vortices. The computational domain was chosen in the
form of a rectangle with length 10 and width 5, from which the half-cylinder was cut
off. The mesh was formed by 3541 elements. We present here computational results
in the vicinity of the half-cylinder. Figure8.18 shows streamlines of incompressible
and compressible flow. Figure8.18 (bottom) shows the velocity distribution along
the half-cylinder in dependence on the variable ϑ − π/2, where ϑ ∈ [0, π ] is the
angle from cylindrical coordinates. The maximum density variation is 3.44 · 10−9.

8.7.2.3 Accuracy of the Method

An interesting question is the order of accuracy of the semi-implicit DG method.
We tested numerically the accuracy of the piecewise quadratic DG approximations
of the stationary inviscid flow past a circular cylinder with the far-field velocity
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Fig. 8.18 Flow past a half-cylinder, streamlines of rotational incompressible (top left) and com-
pressible (top right) flows and the velocity distribution (bottom) on the half-cylinder incompressible
flow (dots) and compressible flow (full line)

parallel to the axis x1 and the Mach number M∞ = 10−4. The problem was solved
in a computational domain in the form of a square with sides of length equal to
20 diameters of the cylinder. Table8.7 presents the behaviour of the error in the
magnitude of the velocity related to the far-field velocity and experimental order
of convergence (EOC) for approximating of the exact incompressible solution by
compressible low Mach number flow on successively refined meshes measured in
the L∞(Ω)-norm.

We see that the experimental order of convergence is close to 2.5, which is com-
parable to theoretical error estimate (in the L∞(0, T ; L2(Ω))-norm) obtained in
Sect. 4.6.

8.7.3 Isentropic Vortex Propagation

We consider the propagation of an isentropic vortex in a compressible inviscid flow,
analyzed numerically in [255]. This example is suitable for demonstrating the order
of accuracy of the BDF-DGM, because the regular exact solution is known, and thus
we can simply evaluate the computational error.

Table 8.7 Error in the L∞(Ω)-norm and corresponding experimental order of convergence for
approximating incompressible flow by lowMach number compressible flow with respect to h → 0

#Th ‖error‖L∞(Ω) EOC

1251 5.05E−01 –

1941 4.23E−01 0.41

5031 2.77E−02 2.86

8719 6.68E−03 2.59

http://dx.doi.org/10.1007/978-3-319-19267-3_4
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The computational domain is taken as [0, 10]× [0, 10] and extended periodically
in both directions. The mean flow is ρ̄ = 1, v̄ = (1, 1) (diagonal flow) and p̄ = 1. To
this mean flowwe add an isentropic vortex, i.e., perturbation in v and the temperature
θ = p/ρ, but no perturbation in the entropy η = p/ργ :

δv = ε

2π
exp[(1 − r2)/2](−x̄2, x̄1), δθ = − (γ − 1)ε2

8γπ2 exp[1 − r2], δη = 0,

(8.211)

where (−x̄2, x̄1) = (x1 − 5, x2 − 5), r2 = x21 + x22 , and the vortex strength ε = 5.
The perturbations δρ and δp are obtained from the above relations according to

η̄ = p̄/ρ̄γ , θ̄ = p̄/ρ̄,

δρ =
(

θ̄+δθ
η̄

)1/(γ−1) − ρ̄, δp = (ρ̄ + δρ)(θ̄ + δθ) − p̄.

It is possible to see that the exact solution of the Euler equations with the initial
conditions

ρ(x, 0) = ρ̄ + δρ, v(x, 0) = v̄ + δv, p(x, 0) = p̄ + δp, (8.212)

and periodic boundary conditions is just the passive convection of the vortex with the
mean velocity. Therefore, we are able to evaluate the computational error ‖w − whτ‖
over the space-time domain QT := Ω×(0, T ), wherew is the exact solution andwhτ

is the approximate solution obtained by the time interpolation of the approximate
solution computed by the n-step BDF-DGMwith the discretization parameters h and
τ . This means that the function whτ is defined by

whτ (x, tk) = wk
h(x), x ∈ Ω, k = 0, . . . , r, (8.213)

whτ (x, t)|Ω×Ik = L n(wk+1
h , wk

h, . . . , wk−n+1
k )|Ω×Ik ,

where Ik = (tk−1, tk) andL n is the Lagrange interpolation of degree n in the space
R × Shp constructed over the pairs

(tk−n+1, wk−n+1
h ), (tk−n+2, wk−n+2

h ), . . . , (tk, wk
h), (tk+1, wk+1

h ).

In our computations we evaluate the following errors:

• ‖eh(T )‖(L2(Ω))m—error over Ω at the final time T ,
• |eh(T )|(H1(Ω))m—error over Ω at the final time T ,
• ‖ehτ‖(L2(QT ))m—error over the space-time cylinder Ω × (0, T ),
• ‖ehτ‖(L2(0,T ; H1(Ω)))m—error over the space-time cylinder Ω × (0, T ).

We perform the computation on unstructured quasi-uniform triangular grids hav-
ing 580, 2484 and 10008 elements, which corresponds to the average element size
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Table 8.8 Isentropic vortex propagation: computational errors and the corresponding EOC

h τ k = n ‖eh(T )‖L2(Ω) |eh(T )|H1(Ω) ‖ehτ ‖L2(QT ) ‖ehτ ‖L2(0,T ; H1(Ω))

5.87E−01 1.00E−02 1 8.54E−01 1.69E+00 1.71E+00 4.01E+00

2.84E−01 5.00E−03 1 3.30E−01 7.56E−01 6.27E−01 1.81E+00

EOC (1.31) (1.11) (1.38) (1.09)

1.41E−01 2.50E−03 1 1.50E−01 3.51E−01 2.82E−01 8.66E−01

EOC (1.13) (1.10) (1.15) (1.06)

5.87E−01 1.00E−02 2 3.93E−02 2.40E−01 9.64E−02 7.10E−01

2.84E−01 5.00E−03 2 3.84E−03 5.05E−02 1.02E−02 1.61E−01

EOC (3.20) (2.14) (3.09) (2.04)

1.41E−01 2.50E−03 2 6.69E−04 1.26E−02 1.55E−03 3.96E−02

EOC (2.51) (1.99) (2.70) (2.01)

5.87E−01 1.00E−02 3 3.97E−03 3.75E−02 1.19E−02 1.30E−01

2.84E−01 5.00E−03 3 4.89E−04 5.04E−03 1.47E−03 1.56E−02

EOC (2.88) (2.76) (2.88) (2.91)

1.41E−01 2.50E−03 3 1.14E−04 7.38E−04 3.45E−04 2.87E−03

EOC (2.09) (2.76) (2.08) (2.43)

h = 0.587, h = 0.284 and h = 0.141, respectively. For each grid, we employ the
k-step BDF-DGM with Pk polynomial approximation, k = 1, 2, 3. We use a fixed
time step τ = 0.01 on the coarsest mesh, τ = 0.005 on the middle one and
τ = 0.0025 on the finest one. It means that the ratio h/τ is almost fixed for all
computations. The final time was set T = 10.

Table8.8 shows the computational errors in the norms mentioned above for each
case and also the corresponding experimental orders of convergence (EOC). We
observe that EOC measured in the H1-seminorm is roughly O(hk) for k = 1, 2, 3,
cf. Remarks 8.13 and 8.18. On the other hand, EOC measured in the L2-norms are
higher for k = 2 than for k = 3. However, the size of the error is smaller for k = 3
than for k = 2.

Moreover, Fig. 8.19 shows the isolines of the Mach number for P1 polynomial
approximation on the coarsest mesh and for P3 polynomial approximation on the
finest mesh.

8.7.4 Supersonic Flow

In order to demonstrate the applicability of the described DG schemes to the solution
of supersonic flow with high Mach numbers, we present an inviscid supersonic flow
around the NACA 0012 profile with the far-field Mach number M∞ = 2 and the
angle of attack α = 2◦. This flow produces a strong oblique shock wave in front the
leading edge of the profile. The computation was performed on the anisotropically
refined grid by the ANGENER code [84] shown in Fig. 8.20. We observe a strong
refinement along shock waves. Some elements in front of the oblique shock wave are
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Fig. 8.19 Isentropic vortex propagation: the isolines of the Mach number computed with the aid
of P1 approximation on the coarsest mesh (left) and P3 approximation of the finest one (right)
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Fig. 8.20 Supersonic flow around the NACA 0012 profile (M∞ = 2, α = 2◦): the grid used, details
around the profile (left) and the leading edge (right)

very obtuse, however the DGM was able to overcome this annoyance. Figure8.21
shows the Mach number obtained with the aid of the P3 approximation. Due to the
applied shock capturing technique presented in Sect. 8.5 (with the same setting of all
parameters α1, α2, ν1 and ν2), a good resolution of the shock waves is obtained.
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Fig. 8.21 Supersonic flow around the NACA 0012 profile (M∞ = 2, α = 2◦): Mach number
isolines, around of the profile (left) and at the leading edge (right)



Chapter 9
Viscous Compressible Flow

This chapter is devoted to the numerical simulation of viscous compressible flow. The
methods treated here represent the generalization of techniques for solving inviscid
flow problems contained in Chap.8. Viscous compressible flow is described by the
continuity equation, the Navier–Stokes equations of motion and the energy equation,
to which we add closing thermodynamical relations.

In the following, we introduce the DG space semidiscretization of the compress-
ible Navier–Stokes equations with the aid of the interior penalty Galerkin (IPG)
techniques. Since the convective terms were treated in detail in Chap. 8, we focus
on discretization of viscous diffusion terms. We extend heuristically the approach
developed in Chap.2. Semidiscretization leads to a system of ordinary differential
equations (ODEs), which is solved by the approach presented in Chap. 8 for the Euler
equations.We demonstrate the accuracy, robustness and efficiency of the DGmethod
in the solution of several flow problems.

9.1 Formulation of the Viscous Compressible Flow Problem

9.1.1 Governing Equations

We consider unsteady compressible viscous flow in a domain Ω ⊂ R
d (d = 2 or 3)

and time interval (0, T ) (0 < T < ∞). In what follows, we present the governing
equations. Their derivation can be found, e.g., in [127, Sect. 1.2].

We use the standard notation: ρ-density, p-pressure (symbol p denotes the degree
of polynomial approximation), E-total energy, vs-components of the velocity vector
v = (v1, . . . , vd)T in the directions xs , s = 1, . . . , d, θ—absolute temperature,
cv > 0—specific heat at constant volume, cp > 0—specific heat at constant
pressure, γ = cp/cv > 1—Poisson adiabatic constant, R = cp − cv > 0—gas
constant, τVij , i, j = 1, . . . , d—components of the viscous part of the stress tensor,

© Springer International Publishing Switzerland 2015
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477

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_8


478 9 Viscous Compressible Flow

q = (q1, . . . , qd)—heat flux. We will be concerned with the flow of a perfect gas,
for which the equation of state (8.1) reads as

p = Rρθ, (9.1)

and assume that cp, cv are constants. Since the gas is light, we neglect the outer
volume force and heat sources.

The system of governing equations formed by the continuity equation, theNavier–
Stokes equations of motion and the energy equation (see [127, Sect. 3.1]) considered
in the space-time cylinder QT = Ω × (0, T ) can be written in the form

∂ρ

∂t
+

d∑
s=1

∂(ρvs)

∂xs
= 0, (9.2)

∂(ρvi )

∂t
+

d∑
s=1

∂(ρvi vs + δisp)

∂xs
=

d∑
s=1

∂τVis

∂xs
, i = 1, . . . , d, (9.3)

∂ E

∂t
+

d∑
s=1

∂((E + p)vs)

∂xs
=

d∑
s, j=1

∂(τVsj v j )

∂xs
−

d∑
s=1

∂qs

∂xs
, (9.4)

p = (γ − 1)(E − ρ|v|2/2). (9.5)

As we see, system (9.2)–(9.4) consists of m = d + 2 partial differential equations.
This whole system is usually simply called compressible Navier–Stokes equations.
The total energy is defined by the relation

E = ρ(cvθ + |v|2/2). (9.6)

This relation allows us to express the absolute temperature θ in terms of the quantities
E, ρ and |v|2. The heat flux q = (q1, . . . , qd) satisfies the Fourier law

q = −k∇θ, (9.7)

where k > 0 is the heat conductivity assumed here to be constant. Furthermore, we
consider the Newtonian type of fluid, i.e., the viscous part of the stress tensor has the
form

τVsk = μ

(
∂vs

∂xk
+ ∂vk

∂xs

)
+ λ∇ · v δsk, s, k = 1, . . . , d, (9.8)

where δsk is the Kronecker symbol and μ > 0 and λ are the viscosity coefficients.
We assume that λ = − 2

3μ. It is valid, for example, for a monoatomic gas, but very
often it is also used for more complicated gases.

http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Moreover, we recall the definition of the speed of sound a and the Mach number
M by

a = √
γ p/ρ, M = |v|/a. (9.9)

It appears suitable to write and solve numerically the Navier–Stokes equations
describing viscous compressible flow in a dimensionless form. We introduce the
following positive reference (scalar) quantities: a reference length L∗, a reference
velocity U∗, a reference density ρ∗. All other reference quantities can be derived
from these basic ones: we choose L∗/U∗ for t , ρ∗U∗2 for both p and E , U∗3/L∗
for heat sources q, U∗2/cv for θ . Then we can define the dimensionless quantities
denoted here by primes:

x ′
i = xi/L∗, v′

i = vi/U∗, v′ = v/U∗, ρ′ = ρ/ρ∗, (9.10)

p′ = p/(ρ∗U∗2), E ′ = E/(ρ∗U∗2), θ ′ = cvθ

U∗2 , t ′ = tU∗/L∗.

Moreover, we introduce the Reynolds number Re and the Prandtl number Pr
defined as

Re = ρ∗U∗L∗/μ, Pr = cp μ/k. (9.11)

In the sequel we denote the dimensionless quantities by the same symbols as
the original dimensional quantities. This means that v will denote the dimensionless
velocity, p will denote the dimensionless pressure, etc. Then system (9.2)–(9.4) can
be written in the dimensionless form (cf. [127])

∂w
∂t

+
d∑

s=1

∂ f s(w)

∂xs
=

d∑
s=1

∂ Rs(w,∇w)

∂xs
in QT , (9.12)

where

w = (w1, . . . , wd+2)
T = (ρ, ρv1, . . . , ρvd , E)

T
(9.13)

is the state vector,

f s(w) =

⎛
⎜⎜⎜⎜⎜⎝

fs,1(w)

fs,2(w)
...

fs,m−1(w)

fs,m(w)

⎞
⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎝

ρvs

ρv1vs + δ1,sp
...

ρvdvs + δd,sp
(E + p)vs

⎞
⎟⎟⎟⎟⎟⎠

, s = 1, . . . , d, (9.14)
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are the inviscid (Euler) fluxes introduced already in (8.10). The expressions

Rs(w,∇w) =

⎛
⎜⎜⎜⎜⎜⎝

Rs,1(w,∇w)

Rs,2(w,∇w)
...

Rs,m−1(w,∇w)

Rs,m(w,∇w)

⎞
⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎝

0
τVs1
...

τVsd∑d
k=1τ

V
skvk + γ

Re Pr
∂θ
∂xs

⎞
⎟⎟⎟⎟⎟⎠

, s = 1, . . . , d,

(9.15)

represent the viscous and heat conduction terms, and

τVsk = 1

Re

(
∂vs

∂xk
+ ∂vk

∂xs
− 2

3
∇ · v δsk

)
, s, k = 1, . . . , d, (9.16)

are the dimensionless components of the viscous part of the stress tensor. The dimen-
sionless pressure and temperature are defined by

p = (γ − 1)(E − ρ|v|2/2), θ = E/ρ − |v|2/2. (9.17)

Of course, the set QT is obtained by the transformation of the original space-time
cylinder using the relations for t ′ and x ′

i .
The domain of definition of the vector-valued functions f s and Rs, s = 1, . . . , d,

is the open set D ⊂ R
m of vectors w = (w1, . . . , wm)T such that the corresponding

density and pressure are positive:

D =
{

w ∈ R
m; w1 = ρ > 0, wm −

m−1∑
i=2

w2
i /(2w1) = p/(γ − 1) > 0

}
. (9.18)

Obviously, f s, Rs ∈ (C1(D))m, s = 1, . . . , d.
Similarly as in (8.13)–(8.17), the differentiation of the second term on the left-

hand side of (9.12) and using the chain rule give

d∑
s=1

∂ f s(w)

∂xs
=

d∑
s=1

As(w)
∂w
∂xs

, (9.19)

where As(w) is the m × m Jacobi matrix of the mapping f s defined for w ∈ D :

As(w) = D f s(w)

Dw
=

(
∂ fs,i (w)

∂w j

)m

i, j=1
, s = 1, . . . , d. (9.20)

Moreover, let

B1 = {n ∈ R
d ; |n| = 1} (9.21)

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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denote the unit sphere in R
d . Then, for w ∈ D and n = (n1, . . . , nd)T ∈ B1 we

denote

P(w, n) =
d∑

s=1

f s(w)ns, (9.22)

which is the physical flux of the quantity w in the direction n. Obviously, the Jacobi
matrix DP(w, n)/Dw can be expressed in the form

DP(w, n)

Dw
= P(w, n) =

d∑
s=1

As(w)ns . (9.23)

The explicit form of the matrices As, s = 1, . . . , d, and P is given in Exercises
8.2–8.5.

Furthermore, the viscous terms Rs(w,∇w) can be expressed in the form

Rs(w,∇w) =
d∑

k=1

Ks,k(w)
∂w
∂xk

, s = 1, . . . , d, (9.24)

where Ks,k(·) are m × m matrices (m = d + 2) dependent on w. These matrices

Ks,k := (K (α,β)
s,k )d+2

α,β=1, s, k = 1, . . . , d, have for d = 3 the following form:

K1,1(w) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
− 4

3
w2

Rew2
1

4
3

1
Rew1

0 0 0

− w3
Rew2

1
0 1

Rew1
0 0

− w4
Rew2

1
0 0 1

Rew1
0

K (5,1)
1,1

1
Re (

4
3 − γ

Pr )
w2
w2
1

1
Re (1 − γ

Pr )
w3
w2
1

1
Re (1 − γ

Pr )
w4
w2
1

γ
Re Pr

1
w1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

(9.25)

with K (5,1)
1,1 = − 1

Re

( 4
3w2

2 + w2
3 + w2

4

)
/w3

1+ γ
Re Pr

(−w5/w2
1 + (w2

2 + w2
3 + w2

4)/w3
1

)
,

K2,2(w) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
− w2

Rew2
1

1
Rew1

0 0 0

− 4
3

w3
Rew2

1
0 4

3
1

Rew1
0 0

− w4
Rew2

1
0 0 1

Rew1
0

K (5,1)
2,2

1
Re (1 − γ

Pr )
w2
w2
1

1
Re (

4
3 − γ

Pr )
w3
w2
1

1
Re (1 − γ

Pr )
w4
w2
1

γ
Re Pr

1
w1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

(9.26)

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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with K (5,1)
2,2 = − 1

Re

(
w2
2 + 4

3w2
3 + w2

4

)
/w3

1+ γ
Re Pr

(−w5/w2
1 + (w2

2 + w2
3 + w2

4)/w3
1

)
,

K3,3(w) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
− w2

Rew2
1

1
Rew1

0 0 0

− w3
Rew2

1
0 1

Rew1
0 0

− 4
3

w4
Rew2

1
0 0 4

3
1

Rew1
0

K (5,1)
3,3

1
Re (1 − γ

Pr )
w2
w2
1

1
Re (1 − γ

Pr )
w3
w2
1

1
Re (

4
3 − γ

Pr )
w4
w2
1

γ
Re Pr

1
w1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

(9.27)

with K (5,1)
3,3 = − 1

Re

(
w2
2 + w2

3 + 4
3w2

4

)
/w3

1+ γ
Re Pr

(−w5/w2
1 + (w2

2 + w2
3 + w2

4)/w3
1

)
,

K1,2(w) =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
2
3

w3
Rew2

1
0 − 2

3
1

Rew1
0 0

− w2
Rew2

1

1
Rew1

0 0 0

0 0 0 0 0
− 1

3
w2 w3
Rew3

1

w3
Rew2

1
− 2

3
w2

Rew2
1
0 0

⎞
⎟⎟⎟⎟⎟⎟⎠

, (9.28)

K1,3(w) =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
2
3

w4
Rew2

1
0 0 − 2

3
1

Rew1
0

0 0 0 0 0
− w2

Rew2
1

1
Rew1

0 0 0

− 1
3

w2 w4
Rew3

1

w4
Rew2

1
0 − 2

3
w2

Rew2
1
0

⎞
⎟⎟⎟⎟⎟⎟⎠

, (9.29)

K2,1(w) =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
− w3

Rew2
1

0 1
Rew1

0 0
2
3

w2
Rew2

1
− 2

3
1

Rew1
0 0 0

0 0 0 0 0
− 1

3
w2 w3
Rew3

1
− 2

3
w3

Rew2
1

w2
Rew2

1
0 0

⎞
⎟⎟⎟⎟⎟⎟⎠

, (9.30)

K2,3(w) =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
0 0 0 0 0

2
3

w4
Rew2

1
0 0 − 2

3
1

Rew1
0

− w3
Rew2

1
0 1

Rew1
0 0

− 1
3

w3 w4
Rew3

1
0 w4

Rew2
1

− 2
3

w2
Rew2

1
0

⎞
⎟⎟⎟⎟⎟⎟⎠

, (9.31)
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K3,1(w) =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
− w4

Rew2
1

0 0 1
Rew1

0

0 0 0 0 0
2
3

w2
Rew2

1
− 2

3
1

Rew1
0 0 0

− 1
3

w2 w4
Rew3

1
− 2

3
w4

Rew2
1
0 w2

Rew2
1
0

⎞
⎟⎟⎟⎟⎟⎟⎠

, (9.32)

K3,2(w) =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0
0 0 0 0 0

− w4
Rew2

1
0 0 1

Rew1
0

2
3

w3
Rew2

1
0 − 2

3
1

Rew1
0 0

− 1
3

w3 w4
Rew3

1
0 − 2

3
w4

Rew2
1

w3
Rew2

1
0

⎞
⎟⎟⎟⎟⎟⎟⎠

. (9.33)

Exercise 9.1 Verify the form of Ks,k, s, k = 1, 2, 3, given by (9.25)–(9.33).

Exercise 9.2 Derive the form of Ks,k, s, k = 1, 2, for d = 2.

9.1.2 Initial and Boundary Conditions

In order to formulate the problem of viscous compressible flow, the system of the
Navier–Stokes equations (9.12) has to be equipped with initial and boundary condi-
tions. Let Ω ⊂ R

d , d = 2, 3, be a bounded computational domain with a piecewise
smooth boundary ∂Ω . We prescribe the initial condition

w(x, 0) = w0(x), x ∈ Ω, (9.34)

where w0 : Ω → D is a given vector-valued function.
Concerning the boundary conditions, we distinguish (as in Chap.8) the following

disjoint parts of the boundary ∂Ω: inlet ∂Ωi , outlet ∂Ωo and impermeable walls
∂ΩW , i.e., ∂Ω = ∂Ωi ∪∂Ωo∪∂ΩW .We prescribe the following boundary conditions
on individual parts of the boundary:

ρ = ρD, v = vD,

d∑
k=1

(
d∑

l=1

τVlk nl

)
vk + γ

Re Pr

∂θ

∂n
= 0 on ∂Ωi , (9.35)

d∑
k=1

τVsknk = 0, s = 1, . . . , d,
∂θ

∂n
= 0 on ∂Ωo, (9.36)

v = 0,
∂θ

∂n
= 0 on ∂ΩW , (9.37)

http://dx.doi.org/10.1007/978-3-319-19267-3_8
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where ρD and vD are given functions and n = (n1, . . . , nd) is the outer unit normal
to ∂Ω . Another possibility is to replace the adiabatic boundary condition (9.37) by

v = 0, θ = θD on ∂ΩW , (9.38)

with a given function θD defined on ∂ΩW . Moreover, in the sequel we apply also
boundary conditions in the discretization of the convective terms, similarly as in
Sect. 8.3.

Finally, we introduce two relations, which we employ in the DG discretization.
If w is the state vector satisfying the outlet boundary condition (9.36), then, using
(9.15) and (9.24), on ∂Ωo we have

d∑
s=1

Rs(w,∇w) ns

∣∣∣∣
∂Ωo

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0∑d
s=1τ

V
s1ns

...∑d
s=1τ

V
sdns

∑d
k,s=1τ

V
sknkvs + γ

Re Pr

∑d
s=1

∂θ
∂xs

ns

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

= 0. (9.39)

Therefore, condition (9.36) represents the so-called “do-nothing” boundary condi-
tion.

Moreover, if w is the state vector satisfying the no-slip wall boundary condition
(9.37), then using (9.15) we have

d∑
s,k=1

Ks,k(w)
∂w
∂xk

ns

∣∣∣∣
∂ΩW

=

⎛
⎜⎜⎜⎜⎜⎝

0∑d
s=1τ

V
1sns

...∑d
s=1τ

V
dsns

0

⎞
⎟⎟⎟⎟⎟⎠

=:
d∑

s,k=1

K
W
s,k(w)

∂w
∂xk

ns

∣∣∣∣
∂ΩW

, (9.40)

where τVks are the components of the viscous part of the stress tensor and K
W
s,k,

s, k = 1, . . . , d, are the matrices that have the last row equal to zero and the other
rows are identical with the rows of Ks,k, s, k = 1, . . . , d, i.e.,

K
W
s,k = (K

W,(i, j)
s,k )m

i, j=1, where (9.41)

K
W,(i, j)
s,k =

{
K

(i, j)
s,k for i = 1, . . . , m − 1, j = 1, . . . , m,

0 for i = m, j = 1, . . . , m,
s, k = 1, . . . , d,

where Ks,k are given by (9.24).

http://dx.doi.org/10.1007/978-3-319-19267-3_8
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9.2 DG Space Semidiscretization

In the following, we describe the discretization of theNavier–Stokes equations (9.12)
by the DGM. Similarly as in Chap.8, we derive the DG space semidiscretization
leading to a system of ordinary differential equations.

9.2.1 Notation

We use the same notation as in Sect. 8.2.1. It means that we assume that the domain
Ω is polygonal (if d = 2) or polyhedral (if d = 3), Th is a triangulation of Ω and
Fh denotes the set of all faces of elements from Th . Further,F I

h ,F
i
h ,F

o
h andFW

h
denote the set of all interior, inlet, outlet and wall faces, respectively. Moreover, we
put F B

h = FW
h ∪ F i

h ∪ F o
h . Each face Γ ∈ Fh is associated with a unit normal

nΓ , which is the outer unit normal to ∂Ω on Γ ∈ Fh
B .

Further, over Th we define the broken Sobolev space of vector-valued functions

H2(Ω,Th) = (H2(Ω,Th))m, (9.42)

where

H2(Ω,Th) = {v : Ω → R; v|K ∈ H2(K ) ∀ K ∈ Th} (9.43)

is the broken Sobolev space of scalar functions introduced by (2.29) (cf. (8.39) and
(8.40)). The symbols [u]Γ and 〈u〉Γ denote the jump and the mean value of u ∈
H2(Ω,Th) on Γ ∈ F I

h and [u]Γ = 〈u〉Γ = u|Γ for Γ ∈ F B
h . The approximate

solution is sought in the space of piecewise polynomial functions

Shp = (Shp)
m, (9.44)

where

Shp =
{

v ∈ L2(Ω); v|K ∈ Pp(K ) ∀ K ∈ Th

}
. (9.45)

Finally, let us note that the inviscid Euler fluxes f s, s = 1, . . . , d, are dis-
cretized (including the boundary conditions) with the same approach as presented in
Sect. 8.2.2. Therefore, we will pay attention here mainly to the discretization of the
viscous terms.

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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9.2.2 DG Space Semidiscretization of Viscous Terms

In order to derive the discrete problem, we assume that there exists an exact solution
w ∈ C1([0, T ]; H2(Ω,Th)) of the Navier–Stokes equations (9.12). We multiply
(9.12) by a test function ϕϕϕ ∈ H2(Ω,Th), integrate over an element K ∈ Th , apply
Green’s theorem and sum over all K ∈ Th . Then we can formally write

∑
K∈Th

∫

K

∂w
∂t

· ϕϕϕ dx + Inv + Vis = 0, (9.46)

where

Inv =
∑

K∈Th

∫

∂K

d∑
s=1

f s(w)ns · ϕϕϕ dS −
∑

K∈Th

∫

K

d∑
s=1

f s(w) · ∂ϕϕϕ

∂xs
dx (9.47)

Vis = −
∑

K∈Th

∫

∂K

d∑
s=1

Rs(w,∇w)ns · ϕϕϕ dS +
∑

K∈Th

∫

K

d∑
s=1

Rs(w,∇w) · ∂ϕϕϕ

∂xs
dx

(9.48)

represent the inviscid and viscous terms and (n1, . . . , nd) is the outer unit normal to
∂K .

The inviscid terms Inv are discretized by the technique presented in Chap.8,
namely, by (8.53). Hence,

Inv ≈ bh(w,ϕϕϕ), (9.49)

where bh is the convection form, given by (8.93). Let us mention that now the invis-
cid mirror boundary condition (8.68) is replaced by the viscous mirror boundary
condition with the viscous mirror operator

M (w) = (ρ,−ρv, E)
T
, (9.50)

replacing (8.67).
Here, we focus on the discretization of the viscous terms Vis. Similarly as in

(2.36), we rearrange the first term in (9.48) according to the type of faces Γ , i.e.,

∑
K∈Th

∫

∂K

d∑
s=1

Rs(w,∇w)ns · ϕϕϕ dS (9.51)

=
∑

Γ ∈F I
h

∫

Γ

d∑
s=1

〈Rs(w,∇w)〉 ns · [ϕϕϕ] dS +
∑

Γ ∈F B
h

∫

Γ

d∑
s=1

Rs(w,∇w) ns · ϕϕϕ dS.

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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Let us deal with treating of the boundary conditions on the outlet, where only the
“Neumann” boundary conditions are prescribed. With the aid of (9.39), we imme-
diately get the relation

∑
Γ ∈F o

h

∫

Γ

d∑
s=1

Rs(w,∇w) ns · ϕϕϕ dS = 0. (9.52)

Concerning the boundary conditions on the inlet and fixed walls, the situation is
more complicated, because both the Dirichlet and Neumann boundary conditions are
prescribed there. However, using (9.48), (9.51), (9.52) and (9.24) we obtain

Vis =
∑

K∈Th

∫

K

d∑
s=1

Rs(w,∇w) · ∂ϕϕϕ

∂xs
dx (9.53)

−
∑

Γ ∈F I
h

∫

Γ

d∑
s=1

〈
d∑

k=1

Ks,k(w)
∂w
∂xk

〉
ns · [ϕϕϕ] dS

−
∑

Γ ∈F i
h

∫

Γ

d∑
s=1

d∑
k=1

Ks,k(w)
∂w
∂xk

ns · ϕϕϕ dS

−
∑

Γ ∈FW
h

∫

Γ

d∑
s=1

d∑
k=1

Ks,k(w)
∂w
∂xk

ns · ϕϕϕ dS.

In the last term of (9.53), we use relation (9.40) following from the wall boundary
condition (9.37). Hence, we obtain

Vis =
∑

K∈Th

∫

K

d∑
s=1

Rs(w,∇w) · ∂ϕϕϕ

∂xs
dx (9.54)

−
∑

Γ ∈F I
h

∫

Γ

d∑
s=1

〈
d∑

k=1

Ks,k(w)
∂w
∂xk

〉
ns · [ϕϕϕ] dS

−
∑

Γ ∈F i
h

∫

Γ

d∑
s=1

d∑
k=1

Ks,k(w)
∂w
∂xk

ns · ϕϕϕ dS

−
∑

Γ ∈FW
h

∫

Γ

d∑
s=1

d∑
k=1

K
W
s,k(w)

∂w
∂xk

ns · ϕϕϕ dS.

Similarly as in Sect. 2.4, relation (2.44), we have to add to the relation (9.54)
a stabilization term, which vanishes for a smooth solution satisfying the Dirichlet

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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boundary conditions. Analogous to scalar problems, by the formal exchange of argu-
ments w and ϕϕϕ in the second term of (9.54), for the interior faces we obtain the
expression

−Θ
∑

Γ ∈F I
h

∫

Γ

d∑
s=1

〈
d∑

k=1

Ks,k(w)
∂ϕϕϕ

∂xk

〉
ns · [w] dS (9.55)

withΘ = −1 or 1 depending on the type of stabilization, i.e., NIPG or SIPG variants.
If we do not consider this stabilization, i.e., ifΘ = 0, we get the simple IIPG variant.
However, numerical experiments indicate that this choice of stabilization is not suit-
able. It is caused by the fact that for ϕϕϕ = (ϕ1, 0, . . . , 0)

T
, ϕ1 ∈ H2(Ω,Th), ϕ1 �=

const, we obtain a nonzero term (9.55), whereas all terms in (9.54) are equal to zero,
because the first rows of Rs,Ks,k, s, k = 1, . . . , d, vanish, see (9.15) and (9.25)–
(9.33). This means that we would get nonzero additional terms on the right-hand
side of the continuity equation, which is zero in the continuous problem. Therefore,
in [30, 165, 166] the stabilization term

−Θ
∑

Γ ∈F I
h

∫

Γ

d∑
s=1

〈
d∑

k=1

K
T

s,k(w)
∂ϕϕϕ

∂xk

〉
ns[w] dS (9.56)

was proposed. This avoids the drawback mentioned above. Here, K
T

s,k denotes the
matrix transposed to Ks,k, s, k = 1, . . . , d. Obviously, expression (9.56) vanishes
for w(t) ∈ (H2(Ω))m, t ∈ (0, T ).

Moreover, similarly as in Sect. 2.4, we consider an extra stabilization term for
the boundary faces, where at least one Dirichlet boundary condition is prescribed.
Particularly, for the inlet part of the boundary, we add

−Θ
∑

Γ ∈F i
h

∫

Γ

d∑
s,k=1

K
T

s,k(w)
∂ϕϕϕ

∂xk
ns(w − wB) dS, (9.57)

wherewB is a boundary state. It is defined on the basis of the prescribed density ρ and
the velocity v in condition (9.35) and the extrapolation of the absolute temperature.
This yields the boundary state

wB |Γ := (ρD, ρDvD,1, . . . , ρDvD,d , ρDθ
(L)
Γ + 1

2
ρD|vD|2)T , Γ ∈ F i

h, (9.58)

where θ
(L)
Γ is the trace of the temperature on Γ ∈ F i

h from the interior of Ω , and
ρD and vD = (vD,1, . . . , vD,d) are the prescribed density and velocity from (9.35),
respectively.

In the case of the flow past an airfoil, when usually the far-field state vector wBC is
prescribed, it is possible to define wB to agree with the inviscid boundary conditions

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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introduced in Sect. 8.3.2. In this case, we put

wB |Γ := B(w(L)
Γ , wBC), Γ ∈ F i

h, (9.59)

where the inlet/outlet boundary operatorB representsBphys,BLRP andBRP given
by (8.88), (8.85) and (8.92), respectively, and w(L)

Γ is the trace of the state vector on
Γ ∈ F i

h from the interior of Ω .
The last term in (9.54) is stabilized by the expression

−Θ
∑

Γ ∈FW
h

∫

Γ

d∑
s,k=1

(KW
s,k(w))

T ∂ϕϕϕ

∂xk
ns(w − wB) dS, (9.60)

where (KW
s,k(w))

T
is the transposed matrix to K

W
s,k(w), s, k = 1, . . . , m, and wB is

the prescribed boundary state vector. In the case of the adiabatic boundary condition
(9.37), we define the boundary state as

wB |Γ := (ρ
(L)
Γ , 0, . . . , 0, ρ(L)

Γ θ
(L)
Γ )

T
, Γ ∈ FW

h , (9.61)

where ρ
(L)
Γ and θ

(L)
Γ are the traces of the density and temperature on Γ ∈ FW

h from
the interior of Ω , respectively. In the case of the boundary condition (9.38), we put

wB |Γ := (ρ
(L)
Γ , 0, . . . , 0, ρ(L)

Γ θD)
T
, Γ ∈ FW

h , (9.62)

where ρ
(L)
Γ is the trace of the density on Γ ∈ FW

h and θD is the prescribed temper-
ature on the solid wall ∂ΩW .

As we see, the boundary state wB depends partly on the unknown solution w and
partly on the prescribed Dirichlet boundary conditions. Hence, we can write

wB = BC(w, uD), (9.63)

where uD represents the Dirichlet boundary data and BC represents the definitions
of boundary states (9.58), (9.59), (9.61) and (9.62).

Analogous to the DG discretization of the model problem in Sect. 2.4, for w, ϕϕϕ ∈
H2(Ω,Th) we define the viscous form

ah(wh,ϕϕϕh) =
∑

K∈Th

∫

K

d∑
s,k=1

(
Ks,k(wh)

∂wh

∂xk

)
· ∂ϕϕϕh

∂xs
dx (9.64)

−
∑

Γ ∈F I
h

∫

Γ

d∑
s=1

〈
d∑

k=1

Ks,k(wh)
∂wh

∂xk

〉
ns · [ϕϕϕh] dS

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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−
∑

Γ ∈F i
h

∫

Γ

d∑
s,k=1

Ks,k(wh)
∂wh

∂xk
ns · ϕϕϕh dS

−
∑

Γ ∈FW
h

∫

Γ

d∑
s,k=1

K
W
s,k(wh)

∂wh

∂xk
ns · ϕϕϕh dS

− Θ

⎛
⎜⎝

∑

Γ ∈F I
h

∫

Γ

d∑
s,k=1

〈
K

T
s,k(wh)

∂ϕϕϕh

∂xk

〉
ns · [wh] dS

+
∑

Γ ∈F i
h

∫

Γ

d∑
s,k=1

K
T
s,k(wh)

∂ϕϕϕh

∂xk
ns · (wh − wB) dS

+
∑

Γ ∈FW
h

∫

Γ

d∑
s,k=1

(
K

W
s,k(wh)

)T ∂ϕϕϕh

∂xk
ns · (wh − wB) dS

⎞
⎟⎠ .

We consider Θ = −1, 0, 1 and get the NIPG, IIPG and SIPG variant of the viscous
form, respectively.

Similarly as in Sect. 2.4, relations (2.41) and (2.42), in the scheme we include
interior and boundary penalty terms, vanishing for the smooth solution satisfying
the boundary conditions. Here we define the form

Jσ
h (wh,ϕϕϕh) :=

∑

Γ ∈F I
h

∫

Γ

σ [wh] · [ϕϕϕh] dS +
∑

Γ ∈F i
h

∫

Γ

σ(wh − wB) · ϕϕϕh dS

+
∑

Γ ∈FW
h

∫

Γ

σ(wh − wB) · V (ϕϕϕh) dS, (9.65)

where, in view of (9.63), wB = BC(wh, uD) is the boundary state vector (given
either by (9.58) or (9.59) for Γ ∈ F i

h and either by (9.61) or (9.62) for Γ ∈ FW
h ).

The operator V : Rd+2 → R
d+2 is defined as

V (ϕϕϕ) := (0, ϕ2, . . . , ϕd+1, 0)
T

for ϕϕϕ = (ϕ1, ϕ2, . . . , ϕd+1, ϕd+2)
T
. (9.66)

The role of V is to penalize only the components of w, for which the Dirichlet
boundary conditions are prescribed on fixed walls. Let us mention that we penalize
all components of w on the inlet. It would also be possible to define a similar operator
V for Γ ∈ F i

h . However, numerical experiments show that it is not necessary.
The penalty weight σ is chosen as

σ |Γ = CW

diam(Γ )Re
, Γ ∈ Fh, (9.67)

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_2
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where Re is the Reynolds number of the flow, and CW > 0 is a suitable constant
which guarantees the stability of the method. Its choice depends on the variant of
the DG method used (NIPG, IIPG or SIPG), see Sect. 9.4.1.1, where the choice of
CW is investigated with the aid of numerical experiments. The expression diam(Γ )

can be replaced by the value hΓ defined in Sect. 2.6. (Another possibility was used
in [165].)

We conclude that if w is a sufficiently regular exact solution of (9.12) satisfying
the boundary conditions (9.35)–(9.37), then the viscous expression Vis from (9.48)
can be rewritten in the form

Vis = ah(w,ϕϕϕ) + Jσ
h (w,ϕϕϕ) ∀ϕϕϕ ∈ H2(Ω,Th). (9.68)

9.2.3 Semidiscrete Problem

Now, we complete the DG space semidiscretization of (9.12). By (·, ·) we denote
the scalar product in the space (L2(Ω))d+2:

(w,ϕϕϕ) =
∫

Ω

w · ϕϕϕ dx, w, ϕϕϕ ∈ (L2(Ω))d+2. (9.69)

From (9.46), where we interchange the time derivative and integral in the first term,
(9.47) and (9.68) we obtain the identity

d

dt
(w(t),ϕϕϕ) + bh(w(t),ϕϕϕ) + ah(w(t),ϕϕϕ) + Jσ

h (w(t),ϕϕϕ) = 0 (9.70)

∀ϕϕϕ ∈ H2(Ω,Th) ∀ t ∈ (0, T ),

In the discrete problem, because of the solution of high-speed flow containing
discontinuities (shock waves and contact discontinuities, slightly smeared by the
viscosity and heat conduction), we also consider the artificial viscosity formsβββh and
γγγ h introduced in (8.183) and (8.184), respectively. Therefore, we set

ch(w,ϕϕϕ) = bh(w,ϕϕϕ) + ah(w,ϕϕϕ) + Jσ
h (w,ϕϕϕ) (9.71)

+ βββh(w, w,ϕϕϕ) + γγγ h(w, w,ϕϕϕ), w,ϕϕϕ ∈ H2(Ω,Th),

with the forms bh , ah , Jσ
h , βββh and γγγ h defined by (8.93), (9.64), (9.65), (8.183) and

(8.184), respectively. The expressions in (9.70) and (9.71) make sense for w,ϕϕϕ ∈
H2(Ω,Th). For each t ∈ [0, T ] the approximation of w(t) will be sought in the
finite-dimensional space Shp ⊂ H2(Ω,Th) defined by (9.44) and (9.45). Using
(9.70), we immediately arrive at the definition of an approximate solution.

http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Definition 9.3 We say that a function wh is the space semidiscrete solution of the
compressible Navier–Stokes equations (9.12), if the following conditions are satis-
fied:

wh ∈ C1([0, T ]; Shp), (9.72a)

d

dt

(
wh(t),ϕϕϕh

) + ch(wh(t),ϕϕϕh) = 0 ∀ϕϕϕh ∈ Shp ∀ t ∈ (0, T ), (9.72b)

wh(0) = Πhw0, (9.72c)

whereΠhw0 is an Shp-approximation ofw0 from the initial condition (9.34). Usually
it is defined as the L2(Ω)-projection on the space Shp.

9.3 Time Discretization

The space semidiscrete problem (9.72) represents a system of Nhp ordinary differ-
ential equations (ODEs), where Nhp is equal to the dimension of the space Shp.
This system has to be solved with the aid of a suitable numerical scheme. Often the
Runge–Kutta methods are used. (See e.g., Sect. 5.2.1.1.) However, they are condi-
tionally stable and the CFL stability condition represents a strong restriction of the
time step. This is the reason that we will be concerned with using implicit or semi-
implicit time discretizations. We follow the approach developed in Sect. 8.4.1 and
introduce the backward Euler and the BDF discretization of the ODE system (9.72).
Then we develop the solution strategy of the corresponding nonlinear algebraic sys-
tems with the aid of the Newton-like method based on the flux matrix. In Chap.10,
the full space-time discontinuous Galerkin method will be described and applied
to the solution of flows in time-dependent domains and fluid-structure interaction
problems.

9.3.1 Time Discretization Schemes

In what follows, we consider a partition 0 = t0 < t1 < t2 . . . < tr = T of the time
interval [0, T ] and set τk = tk − tk−1, k = 1, . . . , r . We use the symbol wk

h for the
approximation of wh(tk), k = 1, . . . , r .

Similarly as in Definitions8.12 and 8.16, we define the following methods for the
time discretization of (9.72).

Definition 9.4 We say that the finite sequence of functions wk
h, k = 0, . . . , r , is

an approximate solution of problem (9.12) obtained by the backward Euler-discon-
tinuous Galerkin method (BE-DGM), if the following conditions are satisfied:

http://dx.doi.org/10.1007/978-3-319-19267-3_5
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_10
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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wk
h ∈ Shp, k = 0, 1, . . . , r, (9.73a)

1

τk

(
wk

h − wk−1
h ,ϕϕϕh

)
+ ch(wk

h,ϕϕϕh) = 0 ∀ϕϕϕh ∈ Shp, k = 1, . . . , r, (9.73b)

w0
h = Πhw0, (9.73c)

where Πhw0 is the Shp-approximation of w0.

Definition 9.5 We say that the finite sequence of functions wk
h, k = 0, . . . , r , is

the approximate solution of (9.12) computed by the n-step backward difference
formula-discontinuous Galerkin method (BDF-DGM) if the following conditions
are satisfied:

wk
h ∈ Shp, k = 0, 1, . . . , r, (9.74a)

1

τk

(
n∑

l=0

αn,lw
k−l
h ,ϕϕϕh

)
+ ch

(
wk

h,ϕϕϕh

)
= 0 ∀ϕϕϕh ∈ Shp, k = n, . . . , r, (9.74b)

w0
h = Πhw0, (9.74c)

wl
h ∈ Shp, l = 1, . . . , n − 1, are determined by a suitable q-step method

with q < n or by an explicit Runge–Kutta method—cf. Sect. 5.2.1.1. (9.74d)

TheBDFcoefficientsαn,l , l = 0, . . . , n, depend on time steps τk−l , l = 0, . . . , n.
They can be derived from the Lagrange interpolation of pairs [tk−l , wk−l

h ], l =
0, . . . , n, see e.g. [161]. Tables8.2 and 8.3 show their values in the case of constant
and variable time steps for n = 1, 2, 3. One-step BDF-DGM is identical with BE-
DGM defined by (9.73).

Remark 9.6 By virtue of Remark8.18 and Chaps. 2–5, we expect that the n-step
BDF-DGMhas formally the order of accuracy O(h p +τ n) in the L∞(0, T ; L2(Ω))-
norm as well as in the L2(0, T ; H1(Ω))-seminorm, provided that the exact solu-
tion is sufficiently regular. Concerning the stability of the BDF-DGM, we refer to
Remark8.17.

Schemes (9.73) and (9.74) represent nonlinear algebraic systems for each time
level tk, k = 1, . . . , r , which should be solved by a suitable technique. It will be
discussed in the following sections.

9.3.2 Solution Strategy

Since the backward Euler method (9.73) is a special case of the BDF discretization
(9.74), we deal here only with the latter case. The nonlinear algebraic system arising
from (9.74) for each k = n, . . . , r will be solved by the Newton-like method based
on the approximation of the Jacobi matrix by the flux matrix, which was developed
in Sects. 8.4.3–8.4.5.

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_2
http://dx.doi.org/10.1007/978-3-319-19267-3_5
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Again, let Nhp denote the dimension of the piecewise polynomial space Shp and
let Bhp = {ϕϕϕi (x), i = 1, . . . , Nhp} be a basis of Shp, see Sect. 8.4.8. Using the
isomorphism (8.96) between wk

h ∈ Shp and ξξξ k ∈ R
Nhp , we define the vector-valued

function Fh : (RNhp )n × R
Nhp → R

Nhp by

Fh
({

ξξξ k−l
}n

l=1 ;ξξξ k
) =

(
1

τk

(
n∑

l=0

αn,lw
k−l
h ,ϕϕϕi

)
+ ch(wk

h,ϕϕϕi )

)Nhp

i=1

, k = n, . . . , r,

(9.75)

where ξξξ k−l ∈ R
Nhp is the algebraic representation of wk−l

h ∈ Shp for l = 1, . . . , n.
We do not emphasize that Fh depends explicitly on τk . Then scheme (9.74) has the
following algebraic representation. If ξξξ k−l , l = 1, . . . , n, (k = 1, . . . , r ) are given
vectors, then we want to find ξξξ k ∈ R

Nhp such that

Fh(
{
ξξξ k−l

}n
l=1 ;ξξξ k) = 0. (9.76)

System (9.76) is strongly nonlinear. In order to solve (9.76) with the aid of the
Newton-like method based on the flux matrix, presented in Sect. 8.4.3, we have to
linearize the form ch similarly as the form bh was linearized in (8.137).

To this end, on the basis of (9.64) we introduce the forms

aL
h (w̄h, wh,ϕϕϕh) =

∑
K∈Th

∫

K

d∑
s,k=1

(
Ks,k(w̄h)

∂wh

∂xk

)
· ∂ϕϕϕh

∂xs
dx (9.77)

−
∑

Γ ∈F I
h

∫

Γ

d∑
s=1

〈
d∑

k=1

Ks,k(w̄h)
∂wh

∂xk

〉
ns · [ϕϕϕh] dS

−
∑

Γ ∈F i
h

∫

Γ

d∑
s,k=1

Ks,k(w̄h)
∂wh

∂xk
ns · ϕϕϕh dS

−
∑

Γ ∈FW
h

∫

Γ

d∑
s,k=1

K
W
s,k(w̄h)

∂wh

∂xk
ns · ϕϕϕh dS

− Θ

⎛
⎜⎝

∑

Γ ∈F I
h

∫

Γ

d∑
s,k=1

〈
K

T
s,k(w̄h)

∂ϕϕϕh

∂xk

〉
ns · [wh] dS

+
∑

Γ ∈F i
h

∫

Γ

d∑
s,k=1

K
T
s,k(w̄h)

∂ϕϕϕh

∂xk
ns · wh dS

+
∑

Γ ∈FW
h

∫

Γ

d∑
s,k=1

(
K

W
s,k(w̄h)

)T ∂ϕϕϕh

∂xk
ns · wh dS

⎞
⎟⎠ ,

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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ãh(w̄h,ϕϕϕh) = − Θ

⎛
⎜⎝

∑

Γ ∈F i
h

∫

Γ

d∑
s,k=1

K
T
s,k(w̄h)

∂ϕϕϕh

∂xk
ns · w̄B dS (9.78)

+
∑

Γ ∈FW
h

∫

Γ

d∑
s,k=1

(
K

W
s,k(w̄h)

)T ∂ϕϕϕh

∂xk
ns · w̄B dS

⎞
⎟⎠ ,

where w̄B = BC(w̄h, uD) is the boundary state vector given either by (9.58) or
(9.59) for Γ ∈ F i

h and either by (9.61) or (9.62) for Γ ∈ FW
h . The above forms are

consistent with the form ah :

ah(wh,ϕϕϕh) = aL
h (wh, wh,ϕϕϕh) − ãh(wh,ϕϕϕh) ∀ wh,ϕϕϕh ∈ Shp. (9.79)

The form aL
h is linear with respect to the second and third variables.

Furthermore, because of the penalty form Jσ
h given by (9.65), we introduce the

forms

Jσ,L
h (wh,ϕϕϕh) =

∑

Γ ∈F I
h

∫

Γ

σ [wh] · [ϕϕϕh] dS +
∑

Γ ∈F i
h

∫

Γ

σwh · ϕϕϕh dS (9.80)

+
∑

Γ ∈FW
h

∫

Γ

σwh · V (ϕϕϕh) dS,

J̃
σ

h (w̄h,ϕϕϕh) =
∑

Γ ∈F i
h

∫

Γ

σ w̄B · ϕϕϕh dS +
∑

Γ ∈FW
h

∫

Γ

σ w̄B · V (ϕϕϕh) dS, (9.81)

where w̄B = BC(w̄h, uD) is the boundary state vector corresponding to the function
w̄h . Obviously,

Jσ
h (wh,ϕϕϕh) = Jσ,L

h (wh,ϕϕϕh) − J̃
σ

h (wh,ϕϕϕh) ∀ wh,ϕϕϕh ∈ Shp. (9.82)

Finally, let bh , bL
h and b̃h be the forms defined by (8.93), (8.123) and (8.121) and

respectively. By virtue of (9.71), we define the forms

cL
h (w̄h, wh,ϕϕϕh) = bL

h (w̄h, wh,ϕϕϕ) + aL
h (w̄h, wh,ϕϕϕh) + Jσ,L

h (wh,ϕϕϕh) (9.83)

+ βββh(w̄h, wh,ϕϕϕh) + γγγ h(w̄h, wh,ϕϕϕh), w̄h, wh,ϕϕϕh ∈ Shp,

c̃h(w̄h,ϕϕϕh) = b̃h(w̄h,ϕϕϕh) + ãh(w̄h,ϕϕϕh) + J̃
σ

h (w̄h,ϕϕϕh), w̄h,ϕϕϕh ∈ Shp,

which together with (8.137), (9.79) and (9.82) imply consistency:

ch(wh,ϕϕϕh) = cL
h (wh, wh,ϕϕϕh) − c̃h(wh,ϕϕϕh), wh,ϕϕϕh ∈ Shp. (9.84)

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Following directly the approach from Sect. 8.4.5, we transform problem (9.88b)
into a system of algebraic equations. Instead of (8.138) and (8.139), for k = n, . . . , r
we define the flux matrix Ch and the vector dh by

Ch
(
ξ̄ξξ
) =

(
αn,0

τk

(
ϕϕϕ j ,ϕϕϕi

) + cL
h (w̄h,ϕϕϕ j ,ϕϕϕi )

)Nhp

i, j=1
(9.85)

and

dh
({

ξξξ k−l
}n

l=1, ξ̄ξξ
) =

(
1

τk

(
n∑

i=1

αn,i w
k−l
h ,ϕϕϕi

)
+ c̃h(w̄h,ϕϕϕi )

)Nhp

i=1

, (9.86)

respectively. Here ϕϕϕi ∈ Bhp, i = 1, . . . , Nhp, are the basis functions in the space
Shp, ξ̄ξξ ∈ R

Nhp and ξξξ k−l ∈ R
Nhp , l = 1, . . . , n, are the algebraic representations

of w̄h ∈ Shp and wk−l
h ∈ Shp, l = 1, . . . , n, respectively. Then problem (9.74) is

equivalent to the nonlinear systems (compare with (8.126))

Fh(
{
ξξξ k−l

}n
l=1;ξξξ k) = Ch(ξξξ k)ξξξ k − dh(

{
ξξξ k−l

}n
l=1 , ξξξ k) = 0, k = n, . . . , r. (9.87)

Let us note that the flux matrixCh given by (9.85) has the same block structure as
the matrix Ch given by (8.124). The sequence of nonlinear algebraic systems (9.87)
can be solved by the dampedNewton-like iterative process (8.127) and (8.128) treated
in Sect. 8.4.4.

Concerning the initial guess ξξξ0k for the iterative process (8.127) and (8.128), we
use either the value known from the previous time level given by (8.129), i.e., ξξξ0k =
ξξξ k−1, k = 1, . . . , r , or it is possible to apply a higher-order extrapolation from
previous time levels given by (8.141).

Remark 9.7 Similarly as in Remarks8.15 and 8.19, if we carry out only one Newton
iteration (l = 0) at each time level, put λ0 = 1 and use the extrapolation (8.141),
then the implicit method (9.74) reduces to the BDF-DG higher-order semi-implicit
method of the viscous compressible flow including the shock capturing, which can be
formulated in the following way: We seek the finite sequence of functions {wk

h}r
k=0

such that

wk
h ∈ Shp, k = 0, 1, . . . , r, (9.88a)

1

τk

(
n∑

l=0

αn,lw
k−l
h ,ϕϕϕh

)
+ cL

h

(
n∑

l=1

βn,lw
k−l
h , wk

h,ϕϕϕh

)
= c̃h

(
n∑

l=1

βn,lw
k−l
h ,ϕϕϕh

)

∀ϕϕϕh ∈ Shp, k = n, . . . , r, (9.88b)

w0
h = Πhw0, (9.88c)

wl
h ∈ Shp, l = 1, . . . , n − 1, are determined by a suitable q-step method

with q < n or by an explicit Runge–Kutta method—cf. Sect. 5.2.1.1. (9.88d)

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Here Πhw0 is the Shp-approximation of w0, αn,l , l = 0, . . . , n, are the BDF coeffi-
cients and βn,l , l = 0, . . . , n, are the coefficients of the extrapolation (8.141). (See
Tables8.2, 8.3, 8.4 and 8.5, for n = 1, 2, 3.)

Setting

w̄k
h =

n∑
l=1

βn,lw
k−l
h , ξ̄ξξ k =

n∑
l=1

βn,lξξξ k−l , (9.89)

problem (9.88) is equivalent to the linear algebraic systems

Fh(
{
ξξξ k−l

}n
l=1;ξξξ k) = Ch(ξ̄ξξ k)ξξξ k − dh(

{
ξξξ k−l

}n
l=1, ξξξ k) = 0, k = n, . . . , r. (9.90)

Finally, because of our considerations in Chap.10, we introduce the notation

âh(w̄h, wh,ϕϕϕh) = aL
h (w̄h, wh,ϕϕϕh) − ãh(w̄h,ϕϕϕh), (9.91)

Ĵ
σ

h (w̄h, wh,ϕϕϕh) = Jσ,L
h (w̄h, wh,ϕϕϕh) − J̃

σ

h (w̄h,ϕϕϕh), (9.92)

for the viscous and penalty forms. Then (9.88b), can be replaced by the identity

1

τk

(
n∑

l=0

αn,lw
k−l
h ,ϕϕϕh

)
+ b̂h(w̄k

h, wk
h,ϕϕϕh) + âh(w̄k

h, wk
h,ϕϕϕh) + Ĵ

σ

h (w̄k
h, wk

h,ϕϕϕh)

(9.93)

+ βββh(w̄k
h, wk

h,ϕϕϕh) + γγγ h(w̄k
h, wk

h,ϕϕϕh) = 0, ∀ϕϕϕh ∈ Shp, k = n, . . . , r,

where b̂h is given by (8.131) and w̄k
h is defined in (9.89).

9.4 Numerical Examples

This section is devoted to applications of the presented BDF-DG schemes to the
numerical solution of several test problems for the compressibleNavier–Stokes equa-
tions. First, we consider a low Mach number flow past an adiabatic flat plate, where
the analytical solution of incompressible flow is known. This example shows that the
developed method is sufficiently accurate and stable even for compressible flow at
an incompressible limit. Further, we present several flow regimes around the NACA
0012 profile, demonstrate the high accuracy of the DG discretization and mention
some possible problems in the simulation of unsteady flows with the aid of implicit
time discretization. Finally, we present a simulation of the viscous shock-vortex

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_10
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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interaction by high-ordermethods. For the steady-state problems, the backwardEuler
method is used for the time discretization.

9.4.1 Blasius Problem

The so-called Blasius problem represents the well-known test case, when a low-
speed laminar flow along an adiabatic flat plate is considered. In this case the exact
analytical solution is known for incompressible flow, see [35]. Since the flow speed
is low, similarly as in Sect. 8.7.2, we compare the compressible numerical solution
with the exact solution of the corresponding incompressible flow.

We consider the laminar flow past the adiabatic flat plate {(x1, x2); 0 ≤ x1 ≤
1, x2 = 0} characterized by the freestreamMach number M = 0.1 and the Reynolds
number Re = 104. The computational domain is shown in Fig. 9.1, where two used
triangular grids are plotted together with their details around the leading edge. We
prescribe the adiabatic boundary conditions (9.37) on the flat plate, the outflow
boundary conditions (9.36) at {(x1, x2); x1 = 1, −1.5 ≤ x2 ≤ 1.5} and the inflow
boundary conditions (9.35) on the rest of the boundary.

We seek the steady-state solution by the time stabilization approach, in which the
computational process is carried out for “t → ∞”. As a stopping criterion we use
condition (8.171) (adapted to the viscous flow problem) with TOL = 10−6.

In the following, we investigate two items:

• the stability of the method, namely the influence of the value of the constant CW

in (9.67) on the convergence of the numerical scheme to the stationary solution,

B1
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0

1

-2 -1 0 1

-0.03

0

0.03

-0.06 0 0.06 0.12

B2

-1

0

1

-2 -1 0 1

-0.03

0

0.03

-0.06 0 0.06 0.12

Fig. 9.1 Blasius problem: computational grids—B1 with 662 elements (top) and B2 with 2648
elements (bottom), the whole computational domain (left) and their details around the leading edge
(right)

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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• the accuracy of the method, namely the comparison of the numerical solutions
with the exact solution of the incompressible flow.

Exercise 9.8 Modify the stop criterion (8.171) to the viscous flow problem.

9.4.1.1 Stability of the Method

We compare the NIPG, IIPG, SIPG variants of the DGM using piecewise linear,
quadratic and cubic space approximations. Our aim is to find a suitable value of the
constantCW in (9.67), which ensures the stability of the method and the convergence
to the steady-state solution. First, we carried out computations for the values CW =
1, 5, 25, 125, 625, 3 125 and consequently, several additional values of CW were
chosen in order to find the limit value of CW . These results obtained on the grid B1
are shown in Table9.1, where an indication of the convergence of the appropriate
variant of the DGM with a given value CW is marked, namely,

• “convergence” (C): the stopping condition (8.171) was achieved after less than
200 time steps,

• “quasiconvergence” (qC): the stopping condition (8.171) was achieved after more
than 200 time steps,

• “no-convergence” (NC): the stopping condition (8.171) was not achieved after 500
time steps.

Table 9.1 Blasius problem: the convergence (C), non-convergence (NC) or quasiconvergence (qC)
of the NIPG, IIPG and SIPG variants of the DGM for P1, P2 and P3 approximations for different
values of CW (symbol “−” means that the corresponding case was not tested)

NIPG IIPG SIPG

CW P1 P2 P3 P1 P2 P3 P1 P2 P3

1 C C C C NC NC NC NC NC

5 C C C C C NC NC NC NC

10 – – – – C C – – –

25 C C C C C C NC NC NC

100 – – – – – – NC – –

125 C C C C C C C NC NC

150 – – – – – – C – –

250 – – – – – – – NC –

300 – – – – – – – qC –

400 – – – – – – – C NC

500 – – – – – – – C NC

625 C C C C C C C C qC

1000 – – – – – – – – C

3125 C C C C C C C C C

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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The “quasiconvergence” in fact means that the appropriate value CW is just under
the limit value ensuring the convergence to the steady-state solution.

From Table9.1 we can find that

• NIPGvariant converges for anyCW ≥ 1 independently of the degree of polynomial
approximation,

• IIPG variant requires higher values of CW for P2 and P3 approximations, namely
CW = 5 and CW = 10 are sufficient, respectively. On the other hand, P1 approx-
imation converges for any CW ≥ 1.

• SIPG variant requires significantly higher values of CW . We observe that CW ≥
125 for P1, CW ≥ 400 for P1 and CW ≥ 1 000 for P3. This is in a good agreement
with theoretical results from [180] carried out for a scalar quasilinear elliptic
problem, where the dependence CW = cp2 with a constant c > 0 is derived
(p denotes the degree of the polynomial approximation).

Figure9.2 shows the convergence history to the steady-state solution (i.e., the depen-
dence of the steady-state residuum defined as in (8.170) on the number of time steps)
for some interesting cases from Table9.1.

9.4.1.2 Accuracy of the Method

In order to analyze the accuracy of the method at incompressible limit, we compare
the numerical solution of the Blasius problem for viscous compressible flow with
its incompressible analytical solution. To this end, we introduce the dimensionless
velocities in the streamwise direction and in the direction orthogonal to the stream
by

v�
1 := v1(η)

|v∞| and v�
2 := √

Rex
v2(η)

|v∞| , (9.94)

respectively, where

η := √
Rex

x2
x1

, Rex := |v∞|Re x1, (9.95)

Re is the Reynolds number and v∞ is the freestream velocity.
Figures9.3, 9.4, 9.5 and 9.6 show the velocity profiles v�

1 and v�
2 obtained by P1,

P2 and P3 approximations on the meshes B1 and B2 at x1 = 0.1, x1 = 0.3 and
x1 = 0.5 in comparison with the exact solution. We present here results obtained
by the NIPG method with CW = 25. (The difference between the results obtained
by the NIPG, SIPG and IIPG variants are negligible.) We observe a very accurate
capturing of the v�

1-profile and a reasonable capturing of the v�
2-profile. An increase

of accuracy for an increasing degree of approximation and a decreasing mesh size is
evident.

http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Fig. 9.2 Blasius problem: the convergence of the steady-state residuum (8.170) in the logarithmic
scale on the number of time steps for some computations from Table9.1, (e.g., ‘NIPG-625.P3’
means the NIPG variant of the DGM with CW = 625 and P3 approximation)

Moreover, Fig. 9.7 shows the comparison of the skin friction coefficient c f com-
puted by P1, P2 and P3 approximations on the meshes B1 and B2 with the exact
solution given by the Blasius formula. The skin friction coefficient is defined by

c f = 2t · (TVn)

ρ∞|v∞|2L ref
, (9.96)

where ρ∞ and v∞ are the freestream density and velocity, respectively, L ref is the
reference length, n and t are the unit normal and tangential vectors to the wall and
TV = (τVij )2i, j=1 is the viscous part of the stress tensor. (The components τVij are
defined in (9.8).)

We observe good agreement with the Blasius solution. The P2 and P3 approxi-
mations give the same value of c f at the first element on the flat plate. Similar results

http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Fig. 9.3 Blasius problem: mesh B1, velocity profiles v�
1 = v�

1(η) for P1, P2 and P3 approximations
at x1 = 0.1, x1 = 0.3 and x1 = 0.5 in comparison with the exact solution
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Fig. 9.4 Blasius problem: mesh B1, velocity profiles v�
2 = v�

2(η) for P1, P2 and P3 approximations
at x1 = 0.1, x1 = 0.3 and x1 = 0.5 in comparison with the exact solution
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Fig. 9.5 Blasius problem:mesh B2, velocity profiles v�
1 = v�

1(η) for P1, P2 and P3 approximations
at x1 = 0.1, x1 = 0.3 and x1 = 0.5 in comparison with the exact solution
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Fig. 9.6 Blasius problem:mesh B2, velocity profiles v�
2 = v�

2(η) for P1, P2 and P3 approximations
at x1 = 0.1, x1 = 0.3 and x1 = 0.5 in comparison with the exact solution
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Fig. 9.7 Blasius problem: skin friction coefficient computed on the meshes B1 (top) and B2 (bot-
tom) by P1, P2 and P3 approximation in comparison with the Blasius formula (exact), distributions
along the whole plate (left), their details around x1 = 0 (right)

were obtained in [23, Fig. 2], where the improvement of the quality of the approxi-
mate solution on the first cell of the flat plate obtained by increasing the polynomial
degree p = 1, 2, 3 is almost negligible. It is caused by the singularity in the solution
at the leading edge of the flat plate at the point (x1, x2) = (0, 0), which causes the
decrease of the local order of accuracy of the DG method. This phenomenon was
numerically verified also for a scalar nonlinear equation in Chap. 2.

9.4.2 Stationary Flow Around the NACA 0012 Profile

We consider laminar steady-state viscous subsonic flow around the NACA 0012
profile for three different flow regimes characterized by the far-field Mach number
M∞, angle of attack α and the Reynolds number Re:

(C1) M∞ = 0.50, α = 2◦, Re = 500,
(C2) M∞ = 0.50, α = 2◦, Re = 2 000,
(C3) M∞ = 0.85, α = 2◦, Re = 2 000.

We carried out computations on four triangular grids N1–N4. Figure9.8 shows these
grids around the NACA 0012 profile and their zooms around the trailing and leading
edges.

We evaluate the aerodynamic coefficients drag (cD), lift (cL ) and moment (cM ).
The coefficients cD and cL are defined as the first and the second components of the
vector

http://dx.doi.org/10.1007/978-3-319-19267-3_2
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N1

N2

N3

N4

Fig. 9.8 Computational grids N1–N4 around the NACA 0012 profile (left) with details around
the leading (middle) and trailing edges (right) used for steady-state examples

1
1
2ρ∞|v∞|2L ref

∫

Γprof

(pI − TV)n dS, (9.97)

where ρ∞ and v∞ are the far-field density and velocity, respectively, L ref is the
reference length, Γprof is the profile, p is the pressure, I is the identity matrix and TV

is the viscous part of the stress tensor given by (9.8). Moreover, cM is given by

1
1
2ρ∞|v∞|2L2

ref

∫

Γprof

(x − xref) ×
(
(pI − TV)n

)
dS, (9.98)

where xref = ( 14 , 0) is the moment reference point. We use the notation x × y =
x1y2 − x2y1 for x = (x1, x2), y = (y1, y2) ∈ R

2.
For eachflow regimeC1,C2 andC3,we carried out computationswith polynomial

approximation Pp, p = 1, 3, 5, on grids N1–N4. We apply the stopping criterion
(8.174) with tolerance tol = 10−4.

Tables9.2, 9.3 and 9.4 show the values of the corresponding drag, lift andmoment
coefficients for each computation. These tables show also the number Nh of elements

http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Table 9.2 NACA 0012 (M∞ = 0.5, α = 0◦, Re = 500): the values of the drag, lift and moment
coefficient obtained by the BDF-DGM for Pp, p = 1, 3, 5, polynomial approximations on grids
N1–N4

p Nh Nhp cD cL cM

1 782 9384 1.7416E–01 1.0260E–01 −3.3278E-03

1 1442 17304 1.7632E–01 1.1225E–01 −2.8440E–03

1 2350 28200 1.7767E–01 1.1291E–01 −2.8089E–03

1 3681 44172 1.7775E–01 1.1338E–01 −2.8734E–03

3 782 31280 1.8086E–01 1.1283E–01 −3.1439E–03

3 1442 57680 1.8093E–01 1.1284E–01 −3.1186E–03

3 2350 94000 1.8080E–01 1.1322E–01 −3.0036E–03

3 3681 147240 1.8085E–01 1.1302E–01 −3.0590E–03

5 782 65688 1.8077E–01 1.1269E–01 −3.1054E–03

5 1442 121128 1.8085E–01 1.1299E–01 −3.0896E–03

5 2350 197400 1.8087E–01 1.1310E–01 −3.0601E–03

5 3681 309204 1.8088E–01 1.1304E–01 −3.0719E–03

Table 9.3 NACA 0012 (M∞ = 0.5, α = 0◦, Re = 2 000): the values of the drag, lift and moment
coefficient obtained by the BDF-DGM for Pp, p = 1, 3, 5, polynomial approximations on grids
N1–N4

p Nh Nhp cD cL cM

1 782 9384 8.5405E–02 9.0263E–02 −6.7673E–03

1 1442 17304 8.5231E–02 8.2415E–02 −9.7498E–03

1 2350 28200 8.6387E–02 8.0999E–02 −1.0283E–02

1 3681 44172 8.6219E–02 8.2633E–02 −1.0149E–02

3 782 31280 8.7319E–02 8.5077E–02 −1.0116E–02

3 1442 57680 8.8193E–02 8.4048E–02 −1.0124E–02

3 2350 94000 8.8148E–02 8.4091E–02 −1.0079E–02

3 3681 147240 8.8264E–02 8.4082E–02 −1.0094E–02

5 782 65688 8.8124E–02 8.4008E–02 −1.0048E–02

5 1442 121128 8.8281E–02 8.4201E–02 −1.0091E–02

5 2350 197400 8.8283E–02 8.4290E–02 −1.0075E–02

5 3681 309204 8.8284E–02 8.4317E–02 −1.0068E–02

of each mesh and corresponding number of degrees of freedom Nhp. We observe that
the high degree polynomial approximation gives a sufficiently accurate solution even
on coarse grids. On the other hand, P1 polynomial approximation is not sufficiently
accurate even for the finest mesh.

Further, Figs. 9.9, 9.10, 9.11, 9.12, 9.13 and 9.14 showMach number isolines and
the distribution of the skin friction coefficient (9.96) obtained for each flow regime
on the meshes N1 and N4.
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Table 9.4 NACA 0012 (M∞ = 0.85, α = 0◦, Re = 2 000): the values of the drag, lift and moment
coefficient obtained by the BDF-DGM for Pp, p = 1, 3, 5, polynomial approximations on grids
N1–N4

p Nh Nhp cD cL cM

1 782 9384 1.1610E–01 4.4091E–02 −1.4702E–02

1 1442 17304 1.1444E–01 3.8107E–02 −1.5934E–02

1 2350 28200 1.1605E–01 3.4837E–02 −1.6923E–02

1 3681 44172 1.1566E–01 3.3338E–02 −1.7027E–02

3 782 31280 1.1809E–01 3.1726E–02 −1.7463E–02
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Fig. 9.9 NACA 0012 (M∞ = 0.5, α = 2◦, Re = 500): Mach number isolines for P1, P3 and P5
polynomial approximations on grids N1 and N4

The presented numerical results of examples C1, C2 and C3 show that the high-
order DG method is suitable for the numerical solution of the compressible viscous
flow. With the aid of the P5 polynomial approximation we obtain the aerodynamic
coefficients with sufficient accuracy even on the coarsest grid.

Finally, we demonstrate the stability of the time discretization schemes with
respect to the size of the time steps. According to (8.150), we define the value

http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Fig. 9.10 NACA 0012 (M∞ = 0.5, α = 2◦, Re = 500): distribution of the skin friction coefficient
for P1, P3 and P5 polynomial approximations on grids N1 and N4
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Fig. 9.11 NACA 0012 (M∞ = 0.5, α = 2◦, Re = 2000): Mach number isolines for P1, P3 and
P5 polynomial approximations on grids N1 and N4

CFLk = τk

minK∈Th

(|K |−1 maxΓ ∈∂K �(P(wk
h |Γ ))|Γ |) , k = 0, 1, . . . , r, (9.99)

whichmeasures howmany times the time step is larger in comparison to the time step
for an explicit time discretization. Here �(P(wk

h |Γ )) denotes the spectral radius of the
matrix P(wk

h |Γ ) defined by (9.23). Figure9.15 shows the dependence of CFLk on the
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Fig. 9.12 NACA0012 (M∞ = 0.5,α = 2◦, Re = 2000): distribution of the skin friction coefficient
for P1, P3 and P5 polynomial approximations on grids N1 and N4
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Fig. 9.13 NACA 0012 (M∞ = 0.85, α = 2◦, Re = 2000): Mach number isolines for P1, P3 and
P5 polynomial approximations on grids N1 and N4

parameter k for the flow regime C1, C2 and C3 using P1 polynomial approximation
on grid N4. We observe that very large values CFLk are attained, and hence the
BDF-DGFE method is practically unconditionally stable.
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Fig. 9.14 NACA 0012 (M∞ = 0.85, α = 2◦, Re = 2000): distribution of the skin friction
coefficient for P1, P3 and P5 polynomial approximations on grids N1 and N4
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Fig. 9.15 Dependence of the value CFLk on the parameter k for the flow regimes C1 (left), C2
(center) and C3 (right)

9.4.3 Unsteady Flow

We consider a transonic flow around the NACA 0012 profile with the far-field Mach
number M∞ = 0.85, angle of attack α = 0◦ and the Reynolds number Re = 10 000.
In this case the flow is unsteady with a periodic propagation of vortices behind the
profile, see [224].

In the numerical simulation of nonstationary processes, it is necessary to use a
sufficiently small time step in order to guarantee accuracy with respect to time. In
our computations the time step was chosen adaptively with the aid of the adaptive
algorithm presented in Sect. 8.4.6 with the tolerance ω = 10−2 in (8.148).

We applied the 3-step BDF-DGM with the P2 polynomial approximation on the
mesh from Fig. 9.16. The computation was carried out for the dimensionless time t ∈
(0, 90). Figure9.17 shows the dependence of the lift, drag and moment coefficients

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Fig. 9.16 NACA 0012, M∞ = 0.85, α = 0◦ and Re = 10 000: triangular grid
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cD , lift coefficient cL and moment coefficient cM on the dimensionless time t ∈ (80, 90)
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on time t ∈ (80, 90). We observe periodic oscillations of cL and cM with period
Δt ≈ 0.7. Figure9.18 shows the Mach number isolines at time instants ti = 89.3 +
iΔt/7, i = 1, 2, . . . , 7, demonstrating the periodic propagation of vortices behind
the profile. These results are in a good agreement with results from [88, 224].

This example demonstrates that the presented BDF-DGM is able to resolve steady
as well as unsteady flow without any modification of the scheme. It is very important
in the case, when it is not a priori known, whether the considered flow is steady or
unsteady.

9.4.4 Steady Versus Unsteady Flow

The numerical examples presented in the previous sections lead us to the conclusion
that the presented BDF-DGM is robust with respect to the magnitude of the Mach
number and is practically unconditionally stable. This means that large time steps
can be used, cf. Fig. 9.15. However, there is a danger that the use of too long time
steps can lead to qualitatively different results.

As an example we consider a laminar viscous subsonic flow around the NACA
0012 profile with the far-field Mach number M∞ = 0.5, angle of attack α = 2◦
and the Reynolds number Re = 5 000. This flow is close to a limit between the
steady and unsteady flow regimes. In [88, 102], we presented steady-state solutions
for this flow regime computed using several degrees of polynomial approximation
and several grids.

Herewe present computations carried out by the 3-stepBDF-DGMwith P3 and P4
polynomial approximation, applied on an unstructured mesh shown in Fig. 9.19. The
time steps were chosen adaptively with the aid of the adaptive algorithm presented
in Sect. 8.4.6 with two different tolerances ω = 1 and ω = 10−4 in (8.148). This
means that in the former case we do not take care of the accuracy with respect to
time. In the latter case, the problem was solved with a high accuracy with respect to
time. Of course, the computation needs much longer CPU time.

Figure9.20 shows the convergence of the steady-state residuum (cf. the criterion
(8.171) adapted to the viscous flow problem) and the corresponding value CFLk (cf.
(9.99)) for both settings ω = 1 and ω = 10−4.

It can be seen that forω = 1 a steady-state solution is obtained. On the other hand,
for ω = 10−4 the resolution in time is much more accurate and an unsteady solution
is obtained. Moreover, Fig. 9.21 shows the dependence of the lift coefficient cL on
the dimensionless time for P3 and P4 polynomial approximations with ω = 10−4 in
(8.148). The constant value cL -‘steady’ was obtained with the same method but with
ω = 1. Finally, Fig. 9.22 shows Mach number isolines for P3 and P4 polynomial
approximations and for ω = 1 and ω = 10−4.

These experiments indicate that an insufficiently accurate resolution with respect
to time can lead to different flow regimes (steady versus unsteady). These results are
in agreement with [203], where this example was solved by several research groups.
They achieved mostly the steady state solution using steady-state solvers or implicit

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Fig. 9.18 NACA 0012,
M∞ = 0.85, α = 0◦ and
Re = 10 000: Mach number
isolines at the time instants
ti = 89.3 + iΔt/7,
i = 1, . . . , 7, in one period tim
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Fig. 9.19 NACA 0012, M∞ = 0.5, α = 0◦and Re = 5 000: computational grid, around the profile
(left) and a detail at the leading edge (right)
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Fig. 9.20 NACA 0012, M∞ = 0.5, α = 0◦and Re = 5 000, P4 approximation, ω = 1 and
ω = 10−4: steady-state residuum (left) and the value CFLk (right) with respect to the number of
time steps

time discretizations with large time steps. Only a sufficiently accurate (explicit) time
discretization (carried out at the University of Stuttgart) gave the unsteady flow
regime, see [203, Chap.5].

9.4.5 Viscous Shock-Vortex Interaction

This example represents a challenging unsteady viscous flow simulation. Similarly
as in [70, 143, 267], we consider the viscous interaction of a plane weak shock wave
with a single isentropic vortex. During the interaction, acoustic waves are produced,
and we investigate the ability of the numerical scheme to capture these waves. The
computational domain is Ω = (0, 2) × (0, 2) with the periodic extension in the
x2-direction. A stationary plane shock wave is located at x1 = 1. The prescribed
pressure jump through the shock is pR −pL = 0.4, where pL and pR are the pressure
values from the left and right of the shock wave, respectively, corresponding to the
inlet (left) Mach number ML = 1.1588. The reference density and velocity are
those of the free uniform flow at infinity. In particular, we define the initial density,
x1-component of velocity and pressure by
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Fig. 9.22 NACA 0012, M∞ = 0.5, α = 0◦and Re = 5 000 for P3 and P4 polynomial approxima-
tions and for ω = 1 and ω = 10−4: Mach number isolines
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ρL = 1, uL = MLγ 1/2, pL = 1, ρR = ρL K1, u R = uL K −1
1 , pR = p1K2,

(9.100)

where

K1 = γ + 1

2

M2
L

1 + γ−1
2 M2

L

, K2 = 2

γ + 1

(
γ M2

L − γ − 1

2

)
. (9.101)

Here, the subscripts L and R denote the quantities at x < 1 and x > 1, respectively,
γ = 1.4 is thePoisson constant. TheReynolds number is 2000.An isolated isentropic
vortex centered at (0.5, 1) is added to the basic flow.The angular velocity in the vortex
is given by

vθ = c1r exp(−c2r2), c1 = uc/rc, c2 = r−2
c /2, (9.102)

r = ((x1 − 0.5)2 − (x2 − 1)2)1/2,

where we set rc = 0.075 and uc = 0.5. Computations are stopped at the dimension-
less time T = 0.7.

We solved this problem with the aid of the 3-steps BDF-DGM (9.74) with P4
polynomial approximation in space. The computational grid with 3072 triangles
was a priori refined in the vicinity of the stationary shock wave, see Fig. 9.23. This
figure shows also the initial setting of the shock wave and the isentropic vortex with
their details.

Figures9.24 and 9.25 show the results of the simulation of viscous shock-vortex
interaction, namely, the isolines of the pressure and the pressure distribution along
x2 = 1 at several time instants.Weobserve a capturing of the shock-vortex interaction
with the appearance of incident and reflected acoustic waves. These results are in
agreement with results presented in [70, 143, 267]. Hence, we can conclude that
the DGM is able to capture such complicated physical phenomena as shock-vortex
interaction.
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Fig. 9.24 Viscous shock-vortex interaction: pressure isolines at t = 0.2, 0.3, 0.4, 0.5, 0.6 and 0.7
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Fig. 9.25 Viscous shock-vortex interaction: the pressure distribution along the line x2 = 1 at
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Chapter 10
Fluid-Structure Interaction

Simulating a flow in time dependent domains is a significant part of fluid-structure
interaction. It plays an important role in many disciplines. We mention, for example,
construction of airplanes (vibrations of wings) or turbines (vibrations of blades),
someproblems in civil engineering (interaction ofwindwith constructions of bridges,
TV towers or cooling towers of power stations), car industry (vibrations of various
elements of a coachwork), but also in medicine (haemodynamics or flow of air in
vocal folds). In a number of these examples the moving medium is a gas and the flow
is compressible. For low Mach number flows, incompressible models are often used
(as e.g., in [266]), but in some cases compressibility plays an important role.

In this chapter we describe the discontinuous Galerkin method applied to the
numerical solution of compressible flow in time dependent domains and present
some applications to problems in fluid-structure interaction. The main ingredient
of this technique is the ALE (arbitrary Lagrangian–Eulerian) formulation of the
compressible Navier–Stokes equations, which is discretized by modifying the DGM
described in the previous chapter.

10.1 Formulation of Flow in a Time-Dependent Domain

Wewill be concernedwith the numerical solution of a compressible flow in a bounded
domain Ωt ⊂ R

d (d = 2 or 3) depending on time t ∈ [0, T ], 0 < T < ∞. We
start from the system of the compressible Navier–Stokes equations written in the
dimensionless form (9.12), i.e.,

∂w
∂t

+
d∑

s=1

∂ f s(w)

∂xs
=

d∑
s=1

∂ Rs(w,∇w)

∂xs
in QT , (10.1)
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where we set QT = {(x, t); x ∈ Ωt , t ∈ (0, T )}. We use the notation (9.13)–(9.33)
from Chap.9.

In order to take into account the time dependence of the domain, we use the
arbitrary Lagrangian-Eulerian (ALE) method, proposed, e.g., in [229]. We define a
reference domain Ω0 (also called reference configuration) and introduce a regular
one-to-one ALE mapping of Ω0 onto the current configuration Ωt (cf. [229], [266]
and [272])

At : Ω0 −→ Ω t , i.e., X ∈ Ω0 �−→ x = x(X, t) = At (X) ∈ Ω t .

Here we use the notation X for points in Ω0 and x = x(X, t) for points in Ω t .
Further, we define the domain velocity:

z̃(X, t) = ∂

∂t
At (X), t ∈ [0, T ], X ∈ Ω0,

z(x, t) = z̃(A−1
t (x), t), t ∈ [0, T ], x ∈ Ωt ,

and the ALE derivative of a function f = f (x, t) defined for x ∈ Ωt and t ∈ [0, T ]:

DA

Dt
f (x, t) = ∂ f̃

∂t
(X, t), (10.2)

where

f̃ (X, t) = f (At (X), t), X ∈ Ω0, x = At (X). (10.3)

As a direct consequence of the chain rule we get the relation

DA f

Dt
= ∂ f

∂t
+ ∇ · (z f ) − f ∇ · z.

This leads to the ALE formulation of the Navier–Stokes equations

DAw
Dt

+
d∑

s=1

∂ gs(w)

∂xs
+ w ∇ · z =

d∑
s=1

∂ Rs(w,∇w)

∂xs
, (10.4)

where

gs(w) := f s(w) − zsw, s = 1, . . . , d, (10.5)

are the ALE modified inviscid fluxes. We see that the partial time derivative ∂/∂t in
(10.1) is replaced by the ALE derivative DA/Dt , the inviscid Euler fluxes f s(w) are
replaced by the ALE modified inviscid fluxes gs(w) and new linear reaction term
w ∇ · z appears in (10.4).

http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
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System (10.4) is equipped with the initial condition

w(x, 0) = w0(x), x ∈ Ω0, (10.6)

and boundary conditions similar to (9.35)–(9.37). We assume that ∂Ωt = ∂Ωi ∪
∂Ωo ∪ ∂ΩWt is a disjoint partition of the boundary ∂Ωt , where the inlet ∂Ωi and
outlet ∂Ωo are independent of time and the set ∂ΩWt represents impermeable walls,
whose part may move in dependence on time. We prescribe the boundary conditions

ρ = ρD, v = vD,

d∑
k=1

(
d∑

l=1

τVlk nl

)
vk + γ

Re Pr

∂θ

∂n
= 0 on ∂Ωi , (10.7)

d∑
k=1

τVsknk = 0, s = 1, . . . , d,
∂θ

∂n
= 0 on ∂Ωo, (10.8)

v = zD,
∂θ

∂n
= 0 on ∂ΩWt , (10.9)

where ρD , vD and zD are given functions and n = (n1, . . . , nd) is an outer unit
normal to ∂Ωt . The vector function zD represents the velocity of the moving wall.

10.1.1 Space Discretization of the Flow Problem

For the space semidiscretization we use the discontinuous Galerkin method. We
proceed in a similar way as in the previous chapter. We construct a polygonal (or
polyhedral) approximation Ωht of the domain Ωt . The parts ∂Ωi , ∂Ωo and ∂ΩWt of
the boundary ∂Ωt are approximated by parts ∂Ωhi , ∂Ωho and ∂ΩhWt , respectively,
of ∂Ωht . By Tht we denote a partition of the closure Ωht of the domain Ωht into a
finite number of closed simplexes K with mutually disjoint interiors such thatΩht =⋃

K∈Tht
K . ByFht we denote the system of all faces of all elements K ∈ Tht . Fur-

ther, we introduce the set of boundary facesF B
ht = {Γ ∈ Fht ; Γ ⊂ ∂Ωht }, the set of

“Dirichlet” boundary facesF D
ht = {

Γ ∈ F B
ht ; a Dirichlet condition is given on Γ

}
and the set of inner faces F I

ht = Fht \ F B
ht . Moreover, in F B

ht we distinguish
the sets F i

ht ,F
o
ht and FW

ht of all inlet, outlet and wall faces, respectively, and put
F io

ht = F i
ht ∪ F o

ht .
Each Γ ∈ Fht is associated with a unit vector nΓ normal to Γ . For Γ ∈ F B

ht
the normal nΓ has the same orientation as the outer normal to ∂Ωht . We set d(Γ ) =
diameter of Γ ∈ Fht . For each Γ ∈ F I

ht there exist two neighbouring elements

K (L)
Γ , K (R)

Γ ∈ Tht such that Γ ⊂ ∂K (R)
Γ ∩ ∂K (L)

Γ . We use the convention that K (R)
Γ

lies in the direction of nΓ and K (L)
Γ lies in the opposite direction to nΓ . If Γ ∈ F B

ht ,

then the element adjacent to Γ will be denoted by K (L)
Γ .

http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
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The approximate solution will be sought in the space of piecewise polynomial
functions

Shpt = (Shpt )
d+2, with Shpt = {v; v|K ∈ Pp(K ) ∀ K ∈ Tht }, (10.10)

where p > 0 is an integer and Pp(K ) denotes the space of all polynomials on K of
degree ≤ p. For any function ϕϕϕ ∈ Shpt and any face Γ ∈ Fht we use the standard

symbols ϕϕϕ
(L)
Γ , and ϕϕϕ

(R)
Γ , 〈ϕϕϕ〉Γ and [ϕϕϕ]Γ . (See e.g., Sect. 9.2.1.)

The discrete problem is derived in a standard way: We multiply system (10.4) by
a test function ϕϕϕh ∈ Shpt , integrate over K ∈ Tht , apply Green’s theorem, sum over
all elements K ∈ Tht , use the concept of the numerical flux and introduce suitable
mutually vanishing terms for a regular exact solution. Moreover, we carry out a
linearization of nonlinear terms. Similarly as in Sects. 9.3.2 and 8.4.3, we introduce
the partially linearized forms âh , Ĵ

σ

h , βββh and γγγ h , depending now, of course, on
time t . The forms âh and Ĵ

σ

h are defined in the same way as in (9.77), (9.78), (9.91)
and (9.92), (9.80), (9.81), respectively. For each t ∈ Im, m = 1, . . . , r , we get the
viscous form

âh(w̄h, wh,ϕϕϕh, t) =
∑

K∈Tht

∫

K

d∑
s,k=1

(
Ks,k(w̄h)

∂wh

∂xk

)
· ∂ϕϕϕh

∂xs
dx (10.11)

−
∑

Γ ∈F I
ht

∫

Γ

d∑
s=1

〈
d∑

k=1

Ks,k(w̄h)
∂wh

∂xk

〉
ns · [ϕϕϕh] dS

−
∑

Γ ∈F i
ht

∫

Γ

d∑
s,k=1

Ks,k(w̄h)
∂wh

∂xk
ns · ϕϕϕh dS

−
∑

Γ ∈FW
ht

∫

Γ

d∑
s,k=1

K
W
s,k(w̄h)

∂wh

∂xk
ns · ϕϕϕh dS

− Θ

⎛
⎜⎝

∑

Γ ∈F I
ht

∫

Γ

d∑
s,k=1

〈
K

T
s,k(w̄h)

∂ϕϕϕh

∂xk

〉
ns · [wh] dS

+
∑

Γ ∈F i
ht

∫

Γ

d∑
s,k=1

K
T
s,k(w̄h)

∂ϕϕϕh

∂xk
ns · (wh − w̄B) dS

+
∑

Γ ∈FW
ht

∫

Γ

d∑
s,k=1

(
K

W
s,k(w̄h)

)T ∂ϕϕϕh

∂xk
ns · (wh − w̄B) dS

⎞
⎟⎠ .

http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
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The parameter Θ can attain the values 1, 0 and −1 for the SIPG, IIPG and NIPG
version, respectively. Moreover, the penalty form now reads

Ĵ
σ

h (w̄h, wh,ϕϕϕh, t) =
∑

Γ ∈F I
ht

∫

Γ

σ [wh] · [ϕϕϕh] dS +
∑

Γ ∈F i
ht

∫

Γ

σ(wh − w̄B) · ϕϕϕh dS

+
∑

Γ ∈FW
ht

∫

Γ

σ(wh − w̄B) · V (ϕϕϕh) dS (10.12)

where the operator V is defined by (9.66). The weight σ in Ĵ
σ

h is defined by (9.67).
The boundary state w̄B is obtained on the basis of the Dirichlet boundary conditions
in (10.7) and (10.9) and extrapolation:

w̄B |Γ = (ρD, ρDvD1, ρDvD2, cvρD θ̄
(L)
Γ + 1

2
ρD|vD|2), Γ ⊂ ∂Ωi , (10.13)

w̄B |Γ = w̄(L)
Γ , Γ ⊂ ∂Ωo, (10.14)

w̄B |Γ = (ρ̄
(L)
Γ , ρ̄

(L)
Γ zD1, ρ̄

(L)
Γ zD2, cvρ̄

(L)
Γ θ̄

(L)
Γ + 1

2
ρ̄

(L)
Γ |zD|2), Γ ⊂ ∂ΩWt .

(10.15)

The quantities ρ̄, θ̄ , etc. correspond to the state w̄h . We see that as in (9.63) it is
possible to write w̄B = BC(w̄h, uD), where uD represents the Dirichlet data.

Further, we define the reaction form

dh(wh,ϕϕϕh, t) =
∑

K∈Tht

∫

K
(wh · ϕϕϕh)∇ · z dx . (10.16)

In order to avoid spurious oscillations in the approximate solution in the vicinity
of discontinuities or steep gradients, we apply local artificial viscosity forms. They
are based on the discontinuity indicator

gt (K ) =
∫

∂K
[w̄k

h,1]2 dS
/
(hK |K |3/4), K ∈ Tht , (10.17)

introduced in (8.178). By [w̄k
h,1]wedenote the jumpof the density function w̄k

h,1 = ρ̄h

on the boundary ∂K , corresponding to the state w̄h , and |K | denotes the volume of
the element K . Then we define the discrete discontinuity indicator

Gt (K ) = 0 if gt (K ) < 1, Gt (K ) = 1 if gt (K ) ≥ 1, K ∈ Tht , (10.18)

http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_9
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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and the artificial viscosity forms defined in analogy to (8.181) and (8.182):

βββh(w̄h, wh,ϕϕϕh, t) = ν1
∑

K∈Tht

hK Gt (K )

∫

K
∇wh · ∇ϕϕϕh dx, (10.19)

γγγ h(w̄h, wh,ϕϕϕh, t) = ν2
∑

Γ ∈F I
ht

1

2

(
Gt (K (L)

Γ ) + Gt (K (R)
Γ )

) ∫

Γ

[wh] · [ϕϕϕh] dS,

with parameters ν1, ν2 = O(1). It is also possible to use more sophisticated local
artificial viscosity forms defined in an analogous way as in (8.180), (8.183) and
(8.184).

Special attention has to be paid to the convection form b̂h . Denoting by I the unit
matrix and taking into account the definition of gs in (10.5) and notation (8.14), we
have

Dgs(w)

Dw
= D f s(w)

Dw
− zsI = As(w) − zsI, (10.20)

and can write

Pg(w, n) =
d∑

s=1

Dgs(w)

Dw
ns =

d∑
s=1

(As(w)ns − zsnsI) .

By Lemma 8.6 (namely, relation (8.29)), this matrix is diagonalizable. It means that
there exists a nonsingular matrix T = T(w, n) such that

Pg = T
−1ΛΛΛT, ΛΛΛ = diag(λ1, . . . , λd+2),

where λi = λi (w, n) are eigenvalues of the matrix Pg . By virtue of (8.29), (8.30)
and (10.20),

λ1(w, n) = (v − z) · n − a, (10.21)

λ2(w, n) = · · · = λd+1(w, n) = (v − z) · n,

λd+2(w, n) = (v − z) · n + a.

Now we define the “positive and negative” parts of the matrix Pg by

P
±
g = T

−1ΛΛΛ±
T, ΛΛΛ± = diag(λ±

1 , . . . , λ±
d+2),

where λ+ = max(λ, 0), λ− = min(λ, 0). Using the above concepts, for arbitrary
stateswL , wR and a unit 2Dvectorn, we introduce theALEmodifiedVijayasundaram
numerical flux (cf. Sect. 8.4.3)

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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Hg(wL , wR, n) = P
+
g

(wL + wR

2
, n

)
wL + P

−
g

(wL + wR

2
, n

)
wR . (10.22)

On the basis of the above considerations, we can introduce the convection form
defined for w̄h, wh,ϕϕϕh ∈ Shpt :

b̂h(w̄h, wh,ϕϕϕh, t) = −
∑

K∈Tht

∫

K

d∑
s=1

((As(w̄h) − zsI)wh) · ∂ϕϕϕh

∂xs
dx (10.23)

+
∑

Γ ∈F I
ht

∫

Γ

(
P

+
g (〈w̄h〉Γ , nΓ ) w(L)

hΓ + P
−
g (〈w̄h〉Γ , nΓ ) w(R)

hΓ

)
· ϕϕϕhdS

+
∑

Γ ∈FW
ht

∫

Γ

f W (w̄(L)
hΓ , nΓ ) · ϕϕϕh dS

+
∑

ΓF io
ht

∫

Γ

(
P

+
g (w̄(L)

hΓ , nΓ )w(L)
hΓ + P

−
g (w̄(L)

hΓ , nΓ )B(w̄(L)
Γ , wBC)

)
· ϕϕϕhdS.

The symbol f W denotes the boundary flux on the approximation ∂ΩhWt of the
impermeable moving wall. We proceed here in a different way than in Sect. 8.3.1.
On every face Γ ∈ FW

ht (with the normal n = nΓ ) we use the relation

d∑
s=1

gs(w)ns =

⎛
⎜⎜⎜⎜⎜⎝

ρ(v − zD) · n
ρv1(v − zD) · n + pn1

...

ρvd(v − zD) · n + pnd

E(v − zD) · n + pzD · n

⎞
⎟⎟⎟⎟⎟⎠

, (10.24)

which follows from (10.5) and (8.10). In view of (10.9), v = zD on Γ ∈ FW
ht , and

hence

d∑
s=1

gs(w)ns = p(0, n1, . . . , nd , zD · n)T. (10.25)

This leads us to the choice of boundary flux on ∂ΩhWt in the form

f W (w̄(L)
hΓ , nΓ ) = p̄(L)

hΓ (0, n1, . . . , nd , zD · n)T, (10.26)

where p̄(L)
hΓ is the trace of the pressure on Γ ∈ FW

ht , corresponding to the function

w̄(L)
hΓ .

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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10.1.2 Time Discretization by the BDF Method

Let us construct a partition 0 = t0 < t1 < t2 < · · · < tr = T of the time interval
[0, T ] and define the time step τn = tn − tn−1. We use the approximations wh(tn) ≈
wn

h ∈ Shptn , z(tn) ≈ zn, n = 0, 1, . . . Let us assume that wn
h, n = 0, . . . , m − 1,

are already known and we want to determine wm
h . We introduce the functions

ŵn
h = wn

h ◦ Atn ◦ A−1
tm , n = m, m − 1, m − 2, . . . , (10.27)

i.e.,

ŵn
h(x) = wn

h(Atn (A
−1
tm (x))), x ∈ Ωtm . (10.28)

Obviously, for n = m, the definition of ŵm
h by (10.27) is trivial, since

ŵm
h (x) = wm

h (x), x ∈ Ωtm . (10.29)

The transformation of wn
h from the domain Ωtn to Ω0 reads

w̃n
h(X) = wn

h(Atn (X)), X ∈ Ω0. (10.30)

Then

ŵn
h(x) = w̃n

h(A−1
tm (x)), x ∈ Ωtm . (10.31)

In order to define the ALE derivative of the exact solution w, by virtue of (10.3),
we introduce the function

w̃(X, t) = w(At (X), t), X ∈ Ω0, t ∈ [0, T ]. (10.32)

We use the approximations

w(x, tn) ≈ wn
h(x), x ∈ Ωtn , (10.33)

and thus in view of (10.31),

w̃(X, tn) ≈ w̃n
h(X) = ŵn

h(x), X ∈ Ω0, X = A−1
tm (x), x ∈ Ωtm . (10.34)

Now, by (10.2) and the above relations, we can obtain the approximation of the
ALE derivative of the vector function w at time t = tm and a point x ∈ Ωtm with the
aid of the backward finite difference:
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DAw
Dt

(x, tm) = ∂w̃
∂t

(X, tm)|X=A−1
tm (x)

≈ w̃(X, tm) − w̃(X, tm−1)

τm
≈ w̃m(X) − w̃m−1(X)

τm
.

These relations and (10.34) lead to the first-order BDF approximation of the ALE
derivative in the form

DAw
Dt

(x, tm) ≈ wm(x) − ŵm−1
(x)

τm
, x ∈ Ωtm . (10.35)

In a similar way the ALE derivative can be approximated by the backward difference
formula of order q:

DAwh

Dt
(x, tm) ≈ DA

appr wh

Dt
(x, tm) = 1

τm

(
α0wm

h +
q∑

l=1

αl ŵ
m−l
h (x)

)
, x ∈ Ωtm ,

(10.36)

with coefficients αl , l = 0, . . . , q, depending on τm−l , l = 0, . . . , q − 1, see
Sect. 8.4.5. In the beginning of the computation when m < q, we approximate the
ALE derivative using formulae of the lower order q := m.

In nonlinear terms we use the extrapolation for computing the state w̄m
h :

w̄m
h =

q∑
l=1

βl ŵ
m−l
h , (10.37)

where βl , l = 1, . . . , q, depend on τm−l , l = 0, . . . , q − 1. If m < q, then we
apply the extrapolation of order m. The values of the coefficients αl , l = 0, . . . , q,
and βl , l = 1, . . . , q, for q = 1, 2, 3 are given in Tables8.2, 8.3 and 8.4, 8.5,
respectively.

By the symbol (·, ·)tm we denote the scalar product in L2(Ωhtm ), i.e.,

(wh,ϕϕϕh)tm =
∫

Ωhtm

wh · ϕϕϕh dx . (10.38)

Definition 10.1 The sequence of functions wm
h ∈ Shptm , m = 1, 2, . . . , r , is called

the approximate solution given by the ALE BDF-DG scheme if it satisfies

(
DA
apprwh

Dt
(tm),ϕϕϕh

)

tm

+ âh(w̄m
h , wm

h ,ϕϕϕh, tm) (10.39)

+ b̂h(w̄m
h , wm

h ,ϕϕϕh, tm) + Ĵ
σ

h (w̄m
h wm

h ,ϕϕϕh, tm) + dh(wm
h ,ϕϕϕh, tm)

+ βββh(w̄m
h , wm

h ,ϕϕϕh, tm) + γγγ h(w̄m
h , wm

h ,ϕϕϕh, tm) = 0 ∀ϕϕϕh ∈ Shptm .

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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10.1.3 Space-Time DG Discretization

Another technique regarding how to construct a method of high-order accuracy both
in space and time is the space-time discontinuous Galerkin method (ST-DGM). We
again consider a partition 0 = t0 < t1 < · · · < tr = T of the time interval [0, T ]
and denote Im = (tm−1, tm), I m = [tm−1, tm], τm = tm − tm−1, for m = 1, . . . , r .
We define the space Sp,q

h,τ = (S p,q
h,τ )d+2, where

S p,q
h,τ =

{
φ ; φ|Im

=
q∑

i=0

ζiφi , where φi ∈ Shpt , ζi ∈ Pq(Im), m = 1, . . . , r

}

with integers p, q ≥ 1, Pq(Im) denoting the space of all polynomials in t on Im of
degree ≤ q and the space Shpt defined in (10.10). For ϕϕϕ ∈ Sp,q

h,τ we introduce the
following notation:

ϕϕϕ±
m = ϕϕϕ(t±m ) = lim

t→tm±
ϕϕϕ(t), {ϕϕϕ}m = ϕϕϕ+

m − ϕϕϕ−
m . (10.40)

Derivation of the discrete problem can be carried out similarly as above. The
difference is now that time t is considered continuous, test functions ϕϕϕhτ ∈ Sp,q

h,τ

are used and also the integration over Im is applied. In order to stick together the
solution on intervals Im−1 and Im , we augment the resulting identity by the penalty
expression

({whτ }m−1,ϕϕϕhτ (t
+
m−1)

)
tm−1

. The initial state whτ (0−) ∈ S p
h0 is defined

as the L2(Ωh0)-projection of w0 on S p
h0, i.e.,

(
whτ (0−),ϕϕϕh

)
t0

=
(

w0,ϕϕϕh

)
t0

∀ϕϕϕh ∈ Shp0. (10.41)

Similarly as in Sect. 10.1.2 we introduce a suitable linearization. We can use two
possibilities.
(1) We put w̄hτ (t) := whτ (t

−
m−1) for t ∈ Im . (This represents a simple time extrapo-

lation.)
(2) Each component of the vector-valued function whτ |Im−1 is a polynomial in t of
degree≤ q, and we define the function w̄hτ |Im by the time prolongation using values
of the polynomial vector function whτ |Im−1 at time instants t ∈ Im . Thus, we write
w̄hτ |Im (t) := whτ |Im−1(t) for t ∈ Im .

Definition 10.2 The ALE space-time DG (ALE ST-DG) approximate solution is a
function whτ satisfying (10.41) and the following conditions:

whτ ∈ Sp,q
h,τ , (10.42a)
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∫

Im

((
DAwhτ

Dt
,ϕϕϕhτ

)

t
+ âh(w̄hτ , whτ ,ϕϕϕhτ , t)

)
dt (10.42b)

+
∫

Im

(
b̂h(w̄hτ , whτ ,ϕϕϕhτ , t) + Ĵ

σ

h (w̄hτ , whτ ,ϕϕϕhτ , t) + dh(whτ ,ϕϕϕhτ , t)
)
dt

+
∫

Im

(
βββh(w̄hτ , whτ ,ϕϕϕhτ , t) + γγγ h(w̄hτ , whτ ,ϕϕϕhτ , t)

)
dt

+ ({whτ }m−1,ϕϕϕhτ (tm−1+))tm−1 = 0 ∀ϕϕϕhτ ∈ Sp,q
h,τ , m = 1, ..., r.

Remark 10.3 In practical computations, integrals appearing in definitions of the
forms âh, b̂h, dh, Ĵ

σ

h , βββh and γγγ h and also the time integrals are evaluated with the
aid of quadrature formulae.

The linear algebraic systems equivalent to (10.39) and (10.42) are solved either
by the direct solver (e.g., UMFPACK [72]) or by a suitable iteration method (e.g.,
the GMRES method with block diagonal preconditioning [249].

10.2 Fluid-Structure Interaction

This section is devoted to problems of fluid-structure interaction (FSI). We are con-
cerned with two FSI problems:

• flow-induced airfoil vibrations,
• interaction of compressible flow with elastic structures.

In both cases we deal with 2D models.

10.2.1 Flow-Induced Airfoil Vibrations

In the study of aerodynamical properties of airplane wings or blades of turbines
and compressors, the problem of flow-induced airfoil vibrations plays an important
role. We consider an elastically supported airfoil with two degrees of freedom: the
vertical displacement H (positively oriented downwards) and the angle α of rotation
around an elastic axis E A (positively oriented clockwise), see Fig. 10.1. In this case
the boundary of the bounded domain Ωt ⊂ R

2 occupied by gas is formed by three
disjoint parts: ∂Ωt = ∂Ωi ∪ ∂Ωo ∪ ∂ΩWt , where ∂Ωi is the inlet, ∂Ωo is the outlet
and ∂ΩWt denotes the boundary of an airfoil moving in dependence on time.

10.2.1.1 Description of the Airfoil Motion

Themotion of the airfoil is described by the system of ordinary differential equations
for unknowns H and α:
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Fig. 10.1 Elastically
supported airfoil with
two degrees of freedom

T

EA

kHH

H

kL t
M t

U

m Ḧ + kHH H + Sα α̈ cosα − Sαα̇2 sin α + dHH Ḣ = −L(t), (10.43)

Sα Ḧ cosα + Iαα̈ + kααα + dααα̇ = M(t).

The dot and two dots denote the first-order and second-order time derivative, respec-
tively. This system is derived from the Lagrange equations of the second art (see, e.g.,
[266]). We use the following notation: L(t)—aerodynamic lift force (upwards posi-
tive), M(t)—aerodynamic torsional moment (clockwise positive), m—airfoil mass,
Sα—static moment of the airfoil around the elastic axis E A, Iα—inertia moment
of the airfoil around the elastic axis E A, kHH—bending stiffness, kαα—torsional
stiffness, dHH—structural damping in bending, dαα—structural damping in torsion,
l—airfoil depth (i.e., the length of an airfoil segment in investigation).

System (10.43) is equipped with the initial conditions prescribing the values
H(0), α(0), Ḣ(0), α̇(0). The aerodynamic lift force L acting in the vertical direction
and the torsional moment M are defined by

L = − l
∫

∂ΩW t

2∑
j=1

τ2 j n j dS, M = l
∫

∂ΩW t

2∑
i, j=1

τijn j r
ort
i dS, (10.44)

where

τij = −p δij + τ V
ij = −p δij + 1

Re

(
∂ui

∂x j
+ ∂u j

∂xi
− 2

3
∇ · vδij

)
, (10.45)

rort1 = −(x2 − xE A2), rort2 = x1 − xE A1.

By τij we denote the components of the aerodynamic stress tensor, δij denotes the
Kronecker symbol, n = (n1, n2) is the unit outer normal to ∂Ωt on ∂ΩW t (pointing
into the airfoil) and xE A = (xE A1, xE A2) is the position of the elastic axis (lying in
the interior of the airfoil). Relations (10.44) and (10.45) define the coupling of the
fluid dynamical model with the structural model.
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In contrast to the solution of compressible flow, the numerical solution of the struc-
tural problem is not difficult. System (10.43) is transformed to a first-order system
and approximated by the Runge-Kutta method. In what follows, we are concerned
with the realization of the complete fluid-structure interaction problem.

10.2.1.2 Construction of the ALE Mapping

In the solution of flow-induced airfoil vibrations, for constructing of the ALE map-
ping the following method can be used. We start from the assumption that we know
the airfoil position at time instant tm , given by the displacement H(tm) and the rota-
tion angle α(tm). We want to define the mapping Atm : Ωh0 → Ωhtm . We construct
two circles K1, K2 with center at the elastic axis E A and radii R1, R2, 0 < R1 < R2
so that the airfoil is lying inside the circle K1. The interior of the circle K1 is mov-
ing in vertical direction and rotates around the elastic axis as a solid body together
with the airfoil. The exterior of K2 is not deformed, and in the area between K1
and K2 we use an interpolation. First, we define the mapping Htm (X1, X2), where
X = (X1, X2) ∈ Ωh0, describing the vertical motion and rotation:

Htm (X1, X2) =
(

cos α(tm) sin α(tm)

−sin α(tm) cos α(tm)

) (
X1 − X E A1
X2 − X E A2

)
+

(
X E A1
X E A2

)
+

(
0

−H(tm)

)
,

where (X E A1, X E A2) represents the position of the elastic axis at time t = 0. If we
denote the identical mapping by Id(X1, X2) = (X1, X2), we define the mapping
Atm as a combination of Id and Htm :

Ātm (X1, X2) = (1 − ξ)Htm (X1, X2) + ξId(X1, X2), (10.46)

where

ξ = ξ(r̂) = min

(
max

(
0,

r̂ − R1

R2 − R1

)
, 1

)
(10.47)

and r̂ = √
(X1 − X E A1)2 + (X2 − X E A2)2 is the distance of a point X ∈ Ωh0 from

the elastic axis.
In the case of the space-time DGM it is necessary to construct the ALE mapping

for all time instants in the intervals Im . To this end, we introduce the mapping by the
formula

Āt (X) = tm − t

τm
Ātm−1(X) + t − tm−1

τm
Ātm (X), t ∈ Im, X ∈ Ωh0. (10.48)

Since the mapping Āt is nonlinear, the elements from the initial triangulation
Th0 would be transformed by this mapping to curved elements. Therefore, the ALE
mapping At is defined as the conforming piecewise linear space interpolation of Āt .
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The domain velocity is approximated in the BDF method by the formula of order
q in the form

zm(x) = 1

τm

(
α0x +

q∑
l=1

αlAtm−l (A
−1
tm (x))

)
for x ∈ Ωhtm , (10.49)

with coefficients αl , l = 0, . . . , q, given in Tables8.2 and 8.3. If m < q, then we set
q := m. In the case of the space-time DGM we use (10.48) and express z(t) in the
form

z(x, t) = Atm (A−1
t (x)) − Atm−1(A

−1
t (x))

τm
, t ∈ Im, x ∈ Ωht . (10.50)

10.2.1.3 Coupling Procedure

In solving the complete fluid-structure interaction problem the following coupling
algorithm is used.

0. Prescribe ε > 0—the measure of accuracy in the coupling procedure, and an
integer N ≥ 0—the maximal number of iterations in the coupling procedure.

1. Assume that the approximate solution wk
h of the discrete flow problem (10.39) or

the approximate solution whτ |Ik of the discrete problem (10.42) and the corre-
sponding lift force L and torsionalmoment M computed from (10.44) and (10.45)
are known.

2. Extrapolate linearly L and M from the interval [tk−1, tk] to [tk, tk+1]. Set n := 0.
3. Prediction of H, α: Compute the displacement H and angle α at time tk+1 as the

solution of system (10.43). Denote it by H∗, α∗.
4. On the basis of H∗, α∗ determine the position of the airfoil at time tk+1, the

domain Ωhtk+1 , the ALE mapping Ahtk+1 and the domain velocity zk+1
h .

5. Solve the discrete problem (10.39) at time tk+1 or the discrete problem (10.42)
in the interval Ik+1.

6. Correction of H, α: Compute L , M from (10.44) and (10.45) at time tk+1 and
interpolate L , M in the interval [tk, tk+1]. Compute H ,α at time tk+1 from (10.43).

7. If |H∗ − H | + |α∗ − α| ≥ ε and n < N , set H∗ = H , α∗ = α, n := n + 1 and
go to 4. Otherwise, k := k + 1 and go to 2.

If N = 0, then the coupling of the flow and structural problems is weak (loose).
With increasing N and decreasing ε, the coupling becomes strong.

10.2.1.4 Numerical Examples

In order to demonstrate the applicability and robustness of the developed meth-
ods numerical tests were performed. Here we present the results of computations

http://dx.doi.org/10.1007/978-3-319-19267-3_8
http://dx.doi.org/10.1007/978-3-319-19267-3_8
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carried out for the flow around the NACA 0012 profile with the following data:
m = 0.086622kg, Sa = −0.000779673kgm, Ia = 0.000487291kgm−2, kHH =
105.109Nm−1, kαα = 3.696682Nmrad−1, dHH = 0.0 Nsm−1, dαα = 0.0Nms
rad−1, μ = 1.72 · 10−5 kgm−1 s−1, far-field pressure p = 101,250Pa, far-field
density ρ = 1.225kgm−3, Poisson adiabatic constant γ = 1.4, specific heat cv =
721.428 m2 s−2 K−1, heat conduction coefficient k = 2.428 · 10−2 kgms−2 K−1,
airfoil length c = 0.3m, airfoil depth l = 0.05m, initial conditions for the structural
equations H(0) = −20mm, α(0) = 6◦, Ḣ(0) = α̇(0) = 0. The computations
started at a time instant t = −δ < 0 with a fixed airfoil. Then at time t = 0 the
airfoil was released and the FSI process followed.

For the space discretization quadratic polynomials (p = 2) were used. In the case
of the BDF time discretization, the second-order approximation was used (we denote
it by BDF-DGp2q2). In the case of the ST-DG method the quadratic polynomials in
space and linear polynomials in time were used (denoted by ST-DGp2q1). For both
methods the SIPG variant of the viscous terms was used (i.e., Θ = 1). In the penalty
form Ĵ

σ

h the weight σ was defined by (9.67) with the parameter CW = 500 in the
interior part of the penalty form, whereas CW = 5000 in the boundary penalty, in
order to obtain an accurate approximation of the Dirichlet boundary conditions. The
time step is defined as τ = 0.003299 c/v∞ s, where c = 0.3m is the length of the
airfoil and v∞ is the magnitude of the far-field velocity. The constants in the artificial
viscosity forms were chosen ν1 = ν2 = 0.1.

With the use of the triangulation at time t = 0 shown in Fig. 10.2, low Mach
number flow was computed for far-field velocities 20 and 37.5m/s. The results are
shown in Figs. 10.3 and 10.4. We can see that both methods DG-BDF (full lines)
and ST-DG (dashed lines) give very similar results. In the case of the far-field veloc-
ity 20m/s the airfoil vibrations are damped. The velocity 37.5m/s leads already to
flutter, when the vibrations are damped no longer. Our results are comparable with
computations presented in [179], where the Taylor–Hood finite element method was
applied to the model based on the incompressible Navier–Stokes equations.

In the second example, the describedmethods are applied to the numerical simula-
tion of airfoil vibrations induced by high-speed hypersonic flow with large Reynolds

Fig. 10.2 Triangulation at time t = 0 with 17,158 elements used for computing subsonic flow and
its detail near the airfoil

http://dx.doi.org/10.1007/978-3-319-19267-3_9
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Fig. 10.3 Displacement and rotation angle of the airfoil in dependence on time for far-field velocity
20m/s and far-field Mach number M∞ = 0.0588

Fig. 10.4 Displacement and rotation angle of the airfoil in dependence on time for far-filed velocity
37.5m/s and far-field Mach number M∞ = 0.1102

numbers. It appears that in the method combining the DG space discretization with
the BDF time discretization some instabilities may appear for flows with far-field
Mach numbers higher than 1.5. This is not the case of the ST-DG method, which is
very robust and stable for a large range of the Mach and Reynolds numbers.

Here we present the results of the simulation of airfoil vibrations induced by the
flow with far-field Mach number M∞ = 3 and Reynolds numbers Re = 104 and 105

computed using the initial triangulation shown inFig. 10.5. In this case damped airfoil
vibrations were obtained for the same data as above except for bending and torsional
stiffnesses, which were now 1000 times higher that before. Figure10.6 shows the
Mach number distribution in the vicinity of the airfoil at several time instants. One
can see well resolved oblique shock wave, shock waves leaving the trailing edge and
wake. The presented results were computed by the system of programs worked out
by J. Česenek [45].
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Fig. 10.5 Triangulation at time t = 0 with 42,821 elements used for computing hypersonic flow
and its detail near the airfoil

10.2.2 Interaction of Compressible Flow and an Elastic Body

In this section, the interaction of compressible flow with an elastic body will be
solved. We use the model of dynamical linear elasticity formulated in a bounded
open set Ωb ⊂ R

2 representing the elastic body, which has a common boundary
with the reference domain Ω0 occupied by the fluid at the initial time. By u(X, t) =
(u1(X, t), u2(X, t)), X = (X1, X2) ∈ Ω

b
, t ∈ [0, T ], we denote the displacement

of the body.

10.2.2.1 Dynamical Elasticity Equations

The equations describing deformation of the elastic body Ωb have the form

ρb ∂2ui

∂t2
+ Cρb ∂ui

∂t
−

2∑
j=1

∂τ b
ij

∂ X j
= 0 in Ωb × (0, T ), i = 1, 2. (10.51)

Here ρb denotes the material density and τ b
ij , i, j = 1, 2, are the components of the

stress tensor defined by the generalized Hooke’s law for isotropic bodies in the form

τ b
ij = λb∇ · u δij + 2μbeb

ij(u), i, j = 1, 2. (10.52)

By eb = (eb
ij)

2
i, j=1 we denote the strain tensor defined by

eb
ij(u) = 1

2

(
∂ui

∂ X j
+ ∂u j

∂ Xi

)
, i, j = 1, 2. (10.53)
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Fig. 10.6 Mach number distribution at time instants t = 0.0, 0.00039, 0.00078, 0.00117s for the
far-field velocity 1020m/s (M∞ = 3.0) and Reynolds numbers Re = 104 (left) and Re = 105

(right)
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The Lamé coefficients λb and μb are related to the Young modulus Eb and the
Poisson ratio σ b:

λb = Ebσ b

(1 + σ b)(1 − 2σ b)
, μb = Eb

2(1 + σ b)
. (10.54)

The expression Cρb ∂ui
∂t , where C ≥ 0, is the dissipative structural damping of the

system.
We complete the elasticity problem by initial and boundary conditions. The initial

conditions read as

u(·, 0) = 0,
∂u
∂t

(·, 0) = 0, in Ωb. (10.55)

Further, we assume that ∂Ωb = Γ
b
W ∪Γ

b
D , where Γ b

W and Γ b
D are two disjoints parts

of ∂Ωb. (Γ
b
W and Γ

b
D denote their closures in ∂Ω .) We assume that Γ b

W is a common
part between the fluid and structure at time t = 0. This means that Γ b

W ⊂ ∂ΩW0 . On
Γ b

W we prescribe the normal component of the stress tensor and assume that the part
Γ b

D is fixed. This means that the following boundary conditions are used:

2∑
j=1

τ b
ij n j = T n

i on Γ b
W × (0, T ), i = 1, 2, (10.56)

u = 0 on Γ b
D × (0, T ). (10.57)

By T n = (T n
1 , T n

2 ) we denote the prescribed normal component of the stress tensor.
The structural problem consists in finding the displacement u satisfying equations

(10.51) and the initial and boundary conditions (10.55)–(10.57).

10.2.2.2 Formulation of the FSI Problem

Nowwe come to the formulation of the coupled FSI problem.We denote the common
boundary between the fluid and the structure at time t by Γ̃Wt . Thus,

Γ̃Wt =
{

x ∈ R
2; x = X + u(X, t), X ∈ Γ b

W

}
⊂ ∂ΩWt . (10.58)

We see that the shape of the domain Ωt is determined by the displacement u of the
part Γ b

W at time t . The ALE mapping At will be constructed with the aid of a special
stationary linear elasticity problem in Sect. 10.2.2.4.

If the domain Ωt occupied by the fluid at time t is known, we can solve the
problem describing the flow, and compute the surface force acting onto the body on
the interface Γ̃Wt , which can be transformed to the reference configuration, i.e., to the
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interface Γ b
W . In case of the linear elasticity model, when only small deformations

are considered, we use the transmission condition

2∑
j=1

τ b
ij (X)n j (X) =

2∑
j=1

τ
f

ij (x)n j (X), i = 1, 2, (10.59)

where τ
f

ij are the components of the aerodynamic stress tensor of the fluid, i.e.,

τ
f

ij = −pδij + τ V
ij , i, j = 1, 2, (10.60)

the points x and X satisfy the relation

x = X + u(X, t), X ∈ Γ b
W , x ∈ Γ̃Wt , (10.61)

and n(X) = (n1(X), n2(X)) denotes the outer unit normal to the body Ωb on Γ b
W at

the point X . Here we consider the dimensional quantities: p is dimensional pressure
and τ V

ij is the viscous part of the aerodynamic stress tensor defined by the dimensional
velocity in (9.8):

τ V
ij = μ

(
∂vi

∂x j
+ ∂v j

∂xi

)
+ λ∇ · v δij, i, j = 1, . . . , 2. (10.62)

Further, the fluid velocity is determined on the moving part of the boundary Γ̃Wt

by the second transmission condition

v(x, t) = zD(x, t) := ∂u(X, t)

∂t
. (10.63)

The points x and X satisfy relation (10.61).
Now we formulate the continuous FSI problem: We want to determine the

domain Ωt , t ∈ (0, T ], and functions w = w(x, t), x ∈ Ω t , t ∈ [0, T ] and
u = u(X, t), X ∈ Ω

b
, t ∈ [0, T ], satisfying Eqs. (10.4), (10.51), the initial condi-

tions (10.6), (10.55), the boundary conditions (10.7)–(10.9), (10.57) and the trans-
mission conditions (10.59), (10.63).

Theoretical analysis of qualitative properties of this problem, as the existence,
uniqueness and regularity of its solution, is open. In what follows, we describe a
method for the numerical solution of the elasticity problem.

10.2.2.3 Discrete Structural Problem

The space semidiscretization of the structural problem will be carried out by the
conforming finite element method. By Ωb

h we denote a polygonal approximation of

http://dx.doi.org/10.1007/978-3-319-19267-3_9
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the domain Ωb. We construct a triangulation T b
h of the domain Ωb

h formed by a
finite number of closed triangles with the following properties:

(a) Ω
b
h = ⋃

K∈T b
h

K .

(b) The intersection of two different elements K , K ′ ∈ T b
h is either empty or a

common edge of these elements or their common vertex.
(c) The vertices lying on ∂Ωb

h are lying on ∂Ωb.

(d) The set Γ
b
W ∩ Γ

b
D is formed by vertices of some elements K ∈ T b

h .
Further, by Γ b

W h and Γ b
Dh we denote the parts of ∂Ωb

h approximating Γ b
W and Γ b

D .
The approximate solution of the structural problem will be sought in the finite-

dimensional space Xh = Xh × Xh , where

Xh =
{

vh ∈ C(Ω
b
h); vh |K ∈ Ps(K ), ∀K ∈ T b

h

}
(10.64)

and s ≥ 1 is an integer. In Xh we define the subspace V h = Vh × Vh , where

Vh =
{

yh ∈ Xh; yh |
Γ

b
Dh

= 0
}

. (10.65)

Deriving the space semidiscretization can be obtained in a standard way. Mul-
tiplying Eq. (10.51) by any test function yhi ∈ Vh, i = 1, 2, integrating over Ωb

h ,
applying Green’s theorem and using the boundary condition (10.56), we obtain an
identity containing the form

ab
h(uh, yh) =

∫

Ωb
h

λb∇ · uh ∇ · yh dX + 2
∫

Ωb
h

μb
2∑

i, j=1

eb
ij(uh) eb

ij( yh) dX,

(10.66)

defined for uh = (uh1, uh2), yh = (yh1, yh2) ∈ Xh . Moreover, we set

(ϕϕϕ,ψψψ)Ωb
h

=
∫

Ωb
h

ϕϕϕ · ψψψ dX, (ϕϕϕ,ψψψ)Γ b
W h

=
∫

Γ b
W h

ϕϕϕ · ψψψ dS. (10.67)

We use the approximation T n
h ≈ T n and the notation u′

h(t) = ∂uh(t)
∂t and u′′

h(t) =
∂2uh(t)

∂t2
. Then we define the approximate solution of the structural problem as a

mapping t ∈ [0, T ] → uh(t) ∈ V h such that there exist the derivatives u′
h(t), u′′

h(t)
and the identity

(ρbu′′
h(t), yh)Ωb

h
+ (Cρbu′

h(t), yh)Ωb
h

+ ab
h(uh(t), yh) = (T n

h(t), yh)Γ b
W h

,

∀ yh ∈ V h, ∀t ∈ (0, T ), (10.68)
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and the initial conditions

uh(X, 0) = 0, u′
h(X, 0) = 0, X ∈ Ωb

h . (10.69)

are satisfied.
The discrete problem (10.68), (10.69) is equivalent to the solution of a system of

ordinary differential equations. Let functions ϕ1, . . . , ϕm form a basis of the space
Vh . Then the system of the n = 2m vector functions

(ϕ1, 0), . . . , (ϕm, 0), (0, ϕ1), . . . , (0, ϕm)

forms a basis of the space V h = Vh × Vh . Let us denote them by ϕϕϕ1, . . .ϕϕϕn . Then
the approximate solution uh can be expressed in the form

uh(t) =
n∑

j=1

p j (t)ϕϕϕ j , t ∈ [0, T ]. (10.70)

Let us set p(t) = (p1(t), . . . , pn(t))T . Using ϕϕϕi , i = 1, . . . , n, as test functions in
(10.68), we get the following system of ordinary differential equations

M p′′ = G − S p − CM p′, (10.71)

where M = (mij)
n
i, j=1 is the mass matrix and S = (sij)

n
i, j=1 is the stiffness matrix

with the elements mij = (ρbϕϕϕ j ,ϕϕϕi )Ωb
h
and sij = ab

h(ϕϕϕ j ,ϕϕϕi ), respectively. The

aerodynamic force vector G = G(t) = (G1(t), . . . , Gn(t))T has the components
Gi (t) = (T n

h(t),ϕϕϕi )Γ b
W h

, i = 1, . . . , n. System (10.71) is equipped with the initial
conditions

p j (0) = 0, p′
j (0) = 0, j = 1, . . . , n. (10.72)

One possibility for solving the discrete initial value problem (10.71), (10.72) is
the application of the Newmark method [69], which is popular in solving elastic-
ity problems. We consider the partition of the time interval [0, T ] formed by the
time instants 0 = t0 < t1 < · · · < tr = T introduced in Sect. 10.1.2. Let us set
p0 = 0, z0 = 0, Gk = G(tk), and introduce the approximations pk ≈ p(tk) and
qk ≈ p′(tk) for k = 1, 2, . . . , r . The Newmark scheme can be written in the form

pk+1 = pk + τk qk + τ 2k

(
β

(
M

−1Gk+1 − M
−1

S pk+1 − Cqk+1

)
(10.73)

+
(
1

2
− β

) (
M

−1Gk − M
−1

S pk − Cqk

) )
,
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qk+1 = qk + τk

(
γ

(
M

−1Gk+1 − M
−1

S pk+1 − Cqk+1

)
(10.74)

+ (1 − γ )
(
M

−1Gk − M
−1

S pk − Cqk

) )
,

where β, γ ∈ R are parameters. From Eq. (10.74) we get

qk+1 = 1

1 + Cγ τk

(
qk + τk

(
γ

(
M

−1Gk+1 − M
−1

S pk+1

)
(10.75)

+ (1 − γ )
(
M

−1Gk − M
−1

S pk − Cqk

) ))
.

The substitution of (10.75) into (10.73) yields the relation

pk+1 = pk + τk qk + βτ 2k

(
M

−1Gk+1 − M
−1

S pk+1 − C

1 + Cγ τk
qk

− Cγ τk

1 + Cγ τk

(
M

−1Gk+1 − M
−1

S pk+1

)

− Cτk

1 + Cγ τk
(1 − γ )

(
M

−1Gk − M
−1

S pk − Cqk

) )

+
(
1

2
− β

)
τ 2k

(
M

−1Gk − M
−1

S pk − Cqk .

This implies that

pk+1 = pk + τk qk − Cξk qk + ξk

(
M

−1Gk+1 − M
−1

S pk+1

)

+
((

1

2
− β

)
τ 2k − C (1 − γ ) ξkτk

) (
M

−1Gk − M
−1

S pk − Cqk

)
,

which can be written in the form
(
I + ξkM

−1
S

)
pk+1 = pk + (τk − Cξk) qk + ξkM

−1Gk+1 (10.76)

+
(

C (γ − 1) ξkτk +
(
1

2
− β

)
τ 2k

) (
M

−1Gk − M
−1

S pk − Cqk

)
.

Here we use the notation

ξk = βτ 2k

(
1 − Cγ τk

1 + Cγ τk

)
= βτ 2k

1 + Cγ τk
. (10.77)

If pk and qk are known, then pk+1 is obtained from system (10.76) and afterwards
qk+1 is computed from (10.75).
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In numerical examples presented in Sect. 10.2.2.6, the parameters β = 1/4 and
γ = 1/2 were used. This choice yields the second-order Newmark method.

10.2.2.4 Construction of the ALE Mapping for Fluid

The ALE mapping At is constructed with the aid of an artificial stationary elasticity
problem. We seek d = (d1, d2) defined in Ω0 as a solution of the elastostatic system

2∑
j=1

∂τ a
ij

∂x j
= 0 in Ω0, i = 1, 2, (10.78)

where τ a
ij are the components of the artificial stress tensor

τ a
ij = λa∇ · d δij + 2μaea

ij, ea
ij(d) = 1

2

(
∂di

∂x j
+ ∂d j

∂xi

)
, i, j = 1, 2. (10.79)

The artificial Lamé coefficients λa andμa are related to the artificial Young modulus
Ea and to the artificial Poisson ratioσa in a similarway as in (10.54). On the boundary
∂Ωt0 conditions for d are prescribed by

d|∂Ωi ∪∂Ωo = 0, d|ΓW0\ΓW = 0, d(X, t) = u(X, t), X ∈ ΓW . (10.80)

The solution of problem (10.78)–(10.80) gives us the ALE mapping of Ω0 onto
Ω t in the form

At (X) = X + d(X, t), X ∈ Ω0, (10.81)

for each time t .
Problem (10.78)–(10.80) is discretized by conforming piecewise linear finite ele-

ments on the mesh Th0 used for computing the flow field in the beginning of the
computational process in the polygonal approximation Ωh0 of the domain Ω0. We
introduce the finite element spaces

Xh = {dh = (dh1, dh2) ∈ (C(Ω0h))2; dhi |K ∈ P1(K ) ∀K ∈ Th0, i = 1, 2},
(10.82)

Vh = {ϕϕϕh ∈ Xh; ϕϕϕh(Q) = 0 for all vertices Q ∈ ∂Ω0},

and the form

Bh(dh,ϕϕϕh) = (
(λa + μa)∇ · dh,∇ · ϕϕϕh

)
Ω0h

+ (
μa∇dh,∇ϕϕϕh

)
Ω0h

. (10.83)
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Then the approximate solution of problem (10.78), (10.80) is defined as a function

dh ∈ Xh satisfying the Dirichlet boundary conditions (10.80) at the vertices on Γ
b
W

and the identity

Bh(dh,ϕϕϕh) = 0 ∀ϕϕϕh ∈ Vh . (10.84)

Using linear finite elements is sufficient, becausewe need only to know themovement
of the points of the mesh.

In our computations we choose the Lamé coefficients λa and μa as constants
corresponding to the Youngmodulus and Poisson ratio Ea = 10,000 and σ a = 0.45.

If the displacement dk+1
h is computed at time tk+1, then in view of (10.81), the

approximation of the ALE mapping is obtained in the form

Atk+1h(X) = X + dk+1
h (X), X ∈ Ω0h . (10.85)

From the ALEmapping at the time instants tk−1, tk, tk+1 it is possible to approximate
the domain velocity with the aid of the second-order backward difference formula

zk+1
h (x) = α2,0x − α2,1Atk h(A−1

tk+1h(x)) + α2,2Atk−1h(A−1
tk+1h(x))

2
, x ∈ Ωtk+1h,

(10.86)

with coefficients α2,0, α2,1, α2,2 from Table8.3, where we write k + 1 instead of k.

Remark 10.4 In Sects. 10.2.2.3 and 10.2.2.4, the dynamic elasticity problem was
solved with the aid of conforming finite elements used for space discretization and
the Newmark method for time discretization. The conforming FEMwas also applied
to the construction of theALEmapping.Recently, inworks [128, 158, 159, 200–202],
all ingredients of the dynamic elasticity discretization and interaction of compressible
flow with an elastic body including the construction of the ALE mapping are based
on the use of the discontinuous Galerkin method.

10.2.2.5 Coupling Procedure

The realization of the complete fluid-structure interaction problem can be carried out
by the following coupling algorithm.

(1) Assume that on time level tk , the approximate solution wk
h of the flow problem

and the displacement uh,k of the structure are known.
(2) Set u0

h,k+1 := uh,k, l := 1 and apply the following iterative process:

(a) Compute the stress tensor τ
f

ij and the aerodynamical force acting on the

structure and transform it to the interface Γ b
W h .

http://dx.doi.org/10.1007/978-3-319-19267-3_8


546 10 Fluid-Structure Interaction

(b) Solve the elasticity problem, compute the approximation ul
h,k+1 of the dis-

placement at time tk+1 and the approximation Ω l
htk+1

of the flow domain.

(c) Determine the ALE mapping Al
tk+1h and the approximation zl

h,k+1 of the
domain velocity.

(d) Solve the flow problem in the domain Ωl
htk+1

.

(e) If the variation of the displacement |ul
h,k+1 − ul−1

h,k+1| is larger than the

prescribed tolerance, go to (a) and l := l+1. Else uh,k+1 := ul
h,k , k := k+1

and go to (2).

This algorithm represents the so-called strong coupling. If in step (e) we directly
set k := k + 1 and go to (2) already in the case when l = 1, then we get the weak
(loose) coupling.

10.2.2.6 Numerical Example

In order to demonstrate the applicability of the developed method, we present here
results of a numerical experiment carried out for a problem modelling the flow in
vocal folds.

We consider flow through a channel with two bumps which represent time depen-
dent boundaries between the flow and a simplified model of vocal folds. Figure10.7
shows the situation at the initial time t = 0, the flow computational mesh consist-
ing of 5398 elements and the structure computational mesh with 1998 elements. In
Fig. 10.8 we see a detail of the channel near the narrowest part of the channel at the
initial time and the positions of sensor points used in the analysis.

The numerical experiments were carried out for the following data: magnitude of
the inlet velocity vin = 4 m s−1, the fluid viscosity μ = 15 · 10−6 kgm−1 s−1,
the inlet density ρin = 1.225 kgm−3, the outlet pressure pout = 97611 Pa,
the Reynolds number Re = ρinvin H/μ = 5227, heat conduction coefficient
k = 2.428 · 10−2 kgm s−2 K−1, the specific heat cv = 721.428m2 s−2 K−1, the
Poisson adiabatic constant γ = 1.4. The inlet Mach number is Min = 0.012. The
Young modulus and the Poisson ratio have values Eb = 25,000 Pa and σ b = 0.4,
respectively, the structural damping coefficient is equal to the constant C = 100 s−1

Fig. 10.7 Computational domain at time t = 0 with a finite element mesh and the description of
its size: L I = 50mm, Lg = 15.4mm, L O = 94.6mm, H = 16mm. The width of the channel in
the narrowest part is 1.6mm
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Fig. 10.8 Allocation of the
sensors

and the material density ρb = 1040 kgm−3 . The quadratic (p = 2) and linear
(s = 1) elements were used for the DG-BDF approximation of flow and conforming
FE-Newmark approximation of the structural problem, respectively.

We present the results obtained by the fluid-structure interaction computationwith
the strong coupling. Figure10.9 shows the velocity isolines in the whole channel at
several time instants. In Figs. 10.10 and 10.11we can see the computational mesh and
the velocity field near the vocal folds at several time instants. The maximal velocity
is v ≈ 54 m s−1. We can observe the Coanda effect represented by the attachment

Fig. 10.9 Velocity isolines at time instants t = 0.1976, 0.1982, 0.1989, 0.1995s. The legend
shows the dimensionless values of the velocity. For getting the dimensional values multiply by
U∗ = 4
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Fig. 10.10 Detail of the mesh and velocity distribution in the vicinity of the narrowest part of the
channel at time instants t = 0.1950, 0.1957, 0.1963, 0.1970 s. The legend shows the dimension-
less values of the velocity. For getting the dimensional values multiply by U∗ = 4
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Fig. 10.11 Detail of the mesh and the velocity distribution in the vicinity of the narrowest part
of the channel at time instants t = 0.1976, 0.1982, 0.1989, 0.1995s. The legend shows the
dimensionless values of the velocity. For getting the dimensional values multiply by U∗ = 4
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Fig. 10.12 Vibrations of sensor points 00 and 01 on the vocal folds with their Fourier analysis and
the fluid pressure fluctuations in the middle of the gap with their Fourier analysis
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of the main stream (jet) successively to the upper and lower wall and the formation
of large scale vortices behind the vocal folds.

The deformation of vocal folds is tested on two sensor points denoted by 00 and
01 lying on the vocal folds surface shown in Fig. 10.8. The character of the vocal
folds vibrations is indicated in Fig. 10.12, which shows the horizontal and vertical
displacements dx anddy of the sensor points.Moreover, thefluid pressurefluctuations
in the middle of the gap as well as the Fourier analysis of the signals are shown. Vocal
folds vibrations are not fully symmetric due to the Coanda effect and are composed of
the fundamental horizontal mode of vibration with corresponding frequency 113Hz
and by the higher vertical mode with frequency 439Hz. The increase of vertical
vibrations due to the aeroelastic instability of the system results in a fast decrease of
the glottal gap. At about t = 0.2 s, when the gap was nearly closed, the fluid mesh
deformation in this region became too large and the numerical simulation stopped.
The dominant peak at 439Hz in the spectrum of the pressure signal corresponds
well to the vertical oscillations of the glottal gap, while the influence of the lower
frequency 113Hz associated with the horizontal vocal folds motion is negligible in
the pressure fluctuations. The modeled flow-induced instability of the vocal folds is
called phonation onset followed in reality by a complete closing of the glottis and
consequently by the collisions of vocal folds producing the voice acoustic signal.
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125. Feistauer,M., Dolejší, V., Kučera, V., Sobotíková,V.: L∞(L2)-error estimates for theDGFEM
applied to convection-diffusion problems on nonconforming meshes. J. Numer. Math. 17(1),
45–65 (2009)
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159. Hadrava,M., Feistauer,M.,Horáček, J.,Kosík,A.: Space-time discontinuousGalerkinmethod
for the problem of linear elasticity. In: Abdulle, A., Deparis, S., Kressner, D., Nobile, F.,
Picasso, M. (eds.) Numerical Mathematics and Advanced Applications ENUMATH 2013,
pp. 391–398, Proceedings of ENUMATH 2013, the 10th European Conference on Numerical
Mathematics and Advanced Applications, Lausanne, August 2013. Springer, Cham (2015)

160. Hagstrom, T., Hariharan, S.I.: Accurate boundary conditions for exterior problems in gas
dynamics. Math. Comput. 51, 581–597 (1988)

161. Hairer, E., Norsett, S.P., Wanner, G.: Solving Ordinary Differential Equations I, Nonstiff
Problems. No. 8 in Springer Series in Computational Mathematics. Springer, Berlin (2000)

162. Hairer, E., Wanner, G.: Solving Ordinary Differential Equations II. Stiff and Differential-
Algebraic Problems. Springer, Berlin (2002)

163. Hartmann, R., Houston, P.: Adaptive discontinuous Galerkin finite element methods for non-
linear hyperbolic conservation laws. SIAM J. Sci. Comput. 24, 979–1004 (2002)

164. Hartmann, R., Houston, P.: Adaptive discontinuous Galerkin finite element methods for the
compressible Euler equations. J. Comput. Phys. 183(2), 508–532 (2002)

165. Hartmann, R., Houston, P.: Symmetric interior penalty DG methods for the compressible
Navier-Stokes equations I: method formulation. Int. J. Numer. Anal. Model. 1, 1–20 (2006)

166. Hartmann, R., Houston, P.: Symmetric interior penalty DG methods for the compressible
Navier-Stokes equations II: goal-oriented a posteriori error estimation. Int. J. Numer. Anal.
Model. 3, 141–162 (2006)

167. Hasnedlová, J., Feistauer, M., Horáček, J., Kosík, A., Kučera, V.: Numerical simulation of
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