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Preface

This book deals with the design and integration of chemical
processes, emphasizing the conceptual issues that are
fundamental to the creation of the process. Chemical
process design requires the selection of a series of
processing steps and their integration to form a complete
manufacturing system. The text emphasizes both the design
and selection of the steps as individual operations and their
integration to form an efficient process. Also, the process
will normally operate as part of an integrated manufacturing
site consisting of a number of processes serviced by a
common utility system. The design of utility systems has
been dealt with so that the interactions between processes
and the utility system and the interactions between different
processes through the utility system can be exploited to
maximize the performance of the site as a whole. Thus,
the text integrates equipment, process and utility system
design.

Chemical processing should form part of a sustainable
industrial activity. For chemical processing, this means
that processes should use raw materials as efficiently as is
economic and practicable, both to prevent the production
of waste that can be environmentally harmful and to
preserve the reserves of raw materials as much as possible.
Processes should use as little energy as is economic and
practicable, both to prevent the buildup of carbon dioxide
in the atmosphere from burning fossil fuels and to preserve
reserves of fossil fuels. Water must also be consumed in
sustainable quantities that do not cause deterioration in the

quality of the water source and the long-term quantity of the
reserves. Aqueous and atmospheric emissions must not be
environmentally harmful, and solid waste to landfill must
be avoided. Finally, all aspects of chemical processing must
feature good health and safety practice.

It is important for the designer to understand the
limitations of the methods used in chemical process design.
The best way to understand the limitations is to understand
the derivations of the equations used and the assumptions
on which the equations are based. Where practical, the
derivation of the design equations has been included in
the text.

The book is intended to provide a practical guide to
chemical process design and integration for undergraduate
and postgraduate students of chemical engineering, practic-
ing process designers and chemical engineers and applied
chemists working in process development. For undergrad-
uate studies, the text assumes basic knowledge of mate-
rial and energy balances, fluid mechanics, heat and mass
transfer phenomena and thermodynamics, together with
basic spreadsheeting skills. Examples have been included
throughout the text. Most of these examples do not require
specialist software and can be solved using spreadsheet soft-
ware. Finally, a number of exercises have been added at
the end of each chapter to allow the reader to practice the
calculation procedures.

Robin Smith
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a Activity (–), or
constant in cubic equation of state

(N·m4·kmol−2), or
correlating coefficient (units depend on

application), or
cost law coefficient ($), or
order of reaction (–)

A Absorption factor in absorption (–), or
annual cash flow ($), or
constant in vapor pressure correlation

(N·m−2, bar), or
heat exchanger area (m2)

ACF Annual cash flow ($·y−1)

ADCF Annual discounted cash flow ($·y−1)

AI Heat transfer area on the inside of tubes
(m2), or

interfacial area (m2, m2·m−3)

AM Membrane area (m2)

ANETWORK Heat exchanger network area (m2)

AO Heat transfer area on the outside of
tubes (m2)

ASHELL Heat exchanger area for an individual
shell (m2)

AF Annualization factor for capital cost (–)

b Capital cost law coefficient (units
depend on cost law), or

constant in cubic equation of state
(m3·kmol−1), or

correlating coefficient (units depend on
application), or

order of reaction (–)

bi Bottoms flowrate of Component i

(kmol·s−1, kmol·h−1)

B Bottoms flowrate in distillation
(kmol·s−1, kmol·h−1), or

breadth of device (m), or
constant in vapor pressure correlation

(N·K·m−2, bar·K), or
total moles in batch distillation (kmol)

BC Baffle cut for shell-and-tube heat
exchangers (–)

BOD Biological oxygen demand (kg·m−3,
mg·l−1)

c Capital cost law coefficient (–), or
order of reaction (–)

cD Drag coefficient (–)

cF Fanning friction factor (–)

cL Loss coefficient for pipe or pipe fitting
(–)

C Concentration (kg·m−3, kmol·m−3,
ppm), or

constant in vapor pressure correlation
(K), or

number of components (separate
systems) in network design (–)

CB Base capital cost of equipment ($)

Ce Environmental discharge concentration
(ppm)

CE Equipment capital cost ($), or
unit cost of energy ($·kW−1, $·MW−1)

CF Fixed capital cost of complete
installation ($)

CP Specific heat capacity at constant
pressure (kJ·kg−1·K−1,
kJ·kmol−1·K−1)

CP Mean heat capacity at constant pressure
(kJ·kg−1·K−1, kJ·kmol−1·K−1)

CV Specific heat capacity at constant
volume (kJ·kg−1·K−1,
kJ·kmol−1·K−1)

C∗ Solubility of solute in solvent (kg·kg
solvent−1)

CC Cycles of concentration for a cooling
tower (–)

COD Chemical oxygen demand (kg·m−3,
mg·l−1)

COPHP Coefficient of performance of a heat
pump (–)

COPREF Coefficient of performance of a
refrigeration system (–)



xviii Nomenclature

CP Capacity parameter in distillation
(m·s−1) or

heat capacity flowrate (kW·K−1,
MW·K−1)

CPEX Heat capacity flowrate of heat engine
exhaust (kW·K−1, MW·K−1)

CW Cooling water

d Diameter (µm, m)

di Distillate flowrate of Component i

(kmol·s−1, kmol·h−1)

dI Inside diameter of pipe or tube (m)

D Distillate flowrate (kmol·s−1, kmol·h−1)

DB Tube bundle diameter for shell-and-tube
heat exchangers (m)

DS Shell diameter for shell-and-tube heat
exchangers (m)

DCFRR Discounted cash flowrate of return (%)

E Activation energy of reaction
(kJ·kmol−1), or

entrainer flowrate in azeotropic and
extractive distillation (kg·s−1,
kmol·s−1), or

extract flowrate in liquid–liquid
extraction (kg·s−1, kmol·s−1), or

stage efficiency in separation (–)

EO Overall stage efficiency in distillation
and absorption (–)

EP Economic potential ($·y−1)

f Fuel-to-air ratio for gas turbine (–)

fi Capital cost installation factor for
Equipment i (–), or

feed flowrate of Component i

(kmol·s−1, kmol·h−1), or
fugacity of Component i (N·m−2, bar)

fM Capital cost factor to allow for material
of construction (–)

fP Capital cost factor to allow for design
pressure (–)

fT Capital cost factor to allow for design
temperature (–)

F Feed flowrate (kg·s−1, kg·h−1,
kmol·s−1, kmol·h−1), or

future worth a sum of money allowing
for interest rates ($), or

volumetric flowrate (m3·s−1, m3·h−1)

FLV Liquid–vapor flow parameter in
distillation (–)

FT Correction factor for noncountercurrent
flow in shell-and-tube heat
exchangers (–)

FTmin Minimum acceptable FT for
noncountercurrent heat exchangers
(–)

g Acceleration due to gravity (9.81
m·s−2)

gij Energy of interaction between
Molecules i and j in the NRTL
equation (kJ·kmol−1)

G Free energy (kJ), or
gas flowrate (kg·s−1, kmol·s−1)

Gi Partial molar free energy of Component
i (kJ·kmol−1)

G
O

i Standard partial molar free energy of
Component i (kJ·kmol−1)

h Settling distance of particles (m)

hC Condensing film heat transfer
coefficient (W·m−2·K−1,
kW·m−2·K−1)

hI Film heat transfer coefficient for the
inside (W·m−2·K−1, kW·m−2·K−1)

hIF Fouling heat transfer coefficient for the
inside (W·m−2·K−1, kW·m−2·K−1)

hL Head loss in a pipe or pipe fitting (m)

hNB Nucleate boiling heat transfer
coefficient (W·m−2·K−1,
kW·m−2·K−1)

hO Film heat transfer coefficient for the
outside (W·m−2·K−1, kW·m−2·K−1)

hOF Fouling heat transfer coefficient for the
outside (W·m−2·K−1, kW·m−2·K−1)

hW Heat transfer coefficient for the tube
wall (W·m−2·K−1, kW·m−2·K−1)

H Enthalpy (kJ, kJ·kg−1, kJ·kmol−1), or
height (m), or
Henry’s Law Constant (N·m−2, bar,

atm), or
stream enthalpy (kJ·s−1, MJ·s−1)

HT Tray spacing (m)
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H
O

i Standard heat of formation of
Component i (kJ·kmol−1)

�HO Standard heat of reaction (J, kJ)

�HCOMB Heat of combustion (J·kmol−1,
kJ·kmol−1)

�HO
COMB Standard heat of combustion at 298 K

(J·kmol−1, kJ·kmol−1)

�HP Heat to bring products from standard
temperature to the final temperature
(J·kmol−1, kJ·kg−1)

�HR Heat to bring reactants from their initial
temperature to standard temperature
(J·kmol−1, kJ·kmol−1)

�HSTEAM Enthalpy difference between generated
steam and boiler feedwater (kW,
MW)

�HVAP Latent heat of vaporization (kJ·kg−1,
kJ·kmol−1)

HETP Height equivalent of a theoretical plate
(m)

HP High pressure

HR Heat rate for gas turbine (kJ·kWh−1)

i Fractional rate of interest on money
(–), or

number of ions (–)

I Total number of hot streams (–)

J Total number of cold streams (–)

k Reaction rate constant (units depend on
order of reaction), or

thermal conductivity (W·m−1·K−1,
kW·m−1·K−1)

kG,i Mass transfer coefficient in the gas
phase (kmol·m−2·Pa−1·s−1)

kij Interaction parameter between
Components i and j in an equation
of state (–)

kL,i Mass transfer coefficient in the liquid
phase (m·s−1)

k0 Frequency factor for heat of reaction
(units depend on order of
reaction)

K Overall mass transfer coefficient
(kmol·Pa−1·m−2·s−1) or

total number of enthalpy intervals in
heat exchanger networks (–)

Ka Equilibrium constant of reaction based
on activity (–)

Ki Ratio of vapor to liquid composition at
equilibrium for Component i (–)

KM,i Equilibrium partition coefficient of
membrane for Component i (–)

Kp Equilibrium constant of reaction based
on partial pressure in the vapor phase
(–)

KT Parameter for terminal settling velocity
(m·s−1)

Kx Equilibrium constant of reaction based
on mole fraction in the liquid phase
(–)

Ky Equilibrium constant of reaction based
on mole fraction in vapor phase (–)

L Intercept ratio for turbines (–), or
length (m), or
liquid flowrate (kg·s−1, kmol·s−1), or
number of independent loops in a

network (–)

LB Distance between baffles in
shell-and-tube heat exchangers (m)

LP Low pressure

m Mass flowrate (kg·s−1), or
molar flowrate (kmol·s−1), or
number of items (–)

M Constant in capital cost correlations
(–), or

molar mass (kg·kmol−1)

MP Medium pressure

MC STEAM Marginal cost of steam ($·t−1)

n Number of items (–), or
number of years (–), or
polytropic coefficient (–), or
slope of Willans’ Line (kJ·kg−1,

MJ·kg−1)

N Number of compression stages (–), or
number of moles (kmol), or
number of theoretical stages (–), or
rate of transfer of a component

(kmol·s−1·m−3)

Ni Number of moles of Component i

(kmol)

Ni0 Initial number of moles of Component
i (kmol)

NPT Number of tube passes (–)

NR Number of tube rows (–)
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NSHELLS Number of number of 1–2 shells in
shell-and-tube heat exchangers (–)

NT Number of tubes (–)

NUNITS Number of units in a heat exchanger
network (–)

NC Number of components in a
multicomponent mixture (–)

NPV Net present value ($)

p Partial pressure (N·m−2, bar)

pC Pitch configuration factor for tube
layout (–)

pT Tube pitch (m)

P Present worth of a future sum of money
($), or

pressure (N·m−2, bar), or
probability (–), or
thermal effectiveness of 1–2

shell-and-tube heat exchanger (–)

PC Critical pressure (N·m−2, bar)

Pmax Maximum thermal effectiveness of 1–2
shell-and-tube heat exchangers (–)

PM,i Permeability of Component i for a
membrane (kmol·m·s−1·m−2·bar−1,
kg solvent ·m−1·s−1·bar−1)

P M,i Permeance of Component i for a
membrane (m3·m−2·s−1·bar−1)

PN−2N Thermal effectiveness over NSHELLS

number of 1–2 shell-and-tube heat
exchangers in series (–)

P1−2 Thermal effectiveness over each 1–2
shell-and-tube heat exchanger in
series (–)

P SAT Saturated liquid–vapor pressure
(N·m−2, bar)

Pr Prandtl number (–)

q Heat flux (W·m−2, kW·m−2), or
thermal condition of the feed in

distillation (–), or
Wegstein acceleration parameter for the

convergence of recycle calculations
(–)

qC Critical heat flux (W·m−2, kW·m−2)

qC1 Critical heat flux for a single tube
(W·m−2, kW·m−2)

qi Individual stream heat duty for Stream
i (kJ·s−1), or

pure component property measuring the
molecular van der Waals surface area
for Molecule i in the UNIQUAC
Equation (–)

Q Heat duty (kW, MW)

Qc Cooling duty (kW, MW)

Qcmin Target for cold utility (kW, MW)

QCOND Condenser heat duty (kW, MW)

QEVAP Evaporator heat duty (kW, MW)

QEX Heat duty for heat engine exhaust (kW,
MW)

QFEED Heat duty to the feed (kW, MW)

QFUEL Heat from fuel in a furnace, boiler, or
gas turbine (kW, MW)

QH Heating duty (kW, MW)

QHmin Target for hot utility (kW, MW)

QHE Heat engine heat duty (kW, MW)

QHEN Heat exchanger network heat duty (kW,
MW)

QHP Heat pump heat duty (kW, MW)

QLOSS Stack loss from furnace, boiler, or gas
turbine (kW, MW)

QREACT Reactor heating or cooling duty (kW,
MW)

QREB Reboiler heat duty (kW, MW)

QREC Heat recovery (kW, MW)

QSITE Site heating demand (kW, MW)

QSTEAM Heat input for steam generation (kW,
MW)

r Molar ratio (–), or
pressure ratio (–), or
radius (m)

ri Pure component property measuring the
molecular van der Waals volume for
Molecule i in the UNIQUAC
Equation (–), or

rate of reaction of Component i

(kmol−1·s−1), or
recovery of Component i in separation

(–)

R Fractional recovery of a component in
separation (–), or
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heat capacity ratio of 1–2
shell-and-tube heat exchanger (–), or

raffinate flowrate in liquid–liquid
extraction (kg·s−1, kmol·s−1), or

ratio of heat capacity flowrates (–), or
reflux ratio for distillation (–), or
removal ratio in effluent treatment (–),

or
residual error (units depend on

application), or
universal gas constant

(8314.5 N·m·kmol−1K−1 =
J·kmol−1K−1,
8.3145 kJ·kmol−1·K−1)

Rmin Minimum reflux ratio (–)

RF Ratio of actual to minimum reflux ratio
(–)

RSITE Site power-to-heat ratio (–)

ROI Return on investment (%)

Re Reynolds number (–)

s Reactor space velocity (s−1, min−1,
h−1), or

steam-to-air ratio for gas turbine (–)

S Entropy (kJ·K−1, kJ·kg−1·K−1,
kJ·kmol−1·K−1), or

number of streams in a heat exchanger
network (–), or

reactor selectivity (–), or
reboil ratio for distillation (–), or
selectivity of a reaction (–), or
slack variable in optimization (units

depend on application), or
solvent flowrate (kg·s−1, kmol·s−1), or
stripping factor in absorption (–)

SC Number of cold streams (–)

SH Number of hot streams (–)

t Time (s, h)

T Temperature (◦C, K)

TBPT Normal boiling point (◦C, K)

TC Critical temperature (K), or
temperature of heat sink (◦C, K)

TCOND Condenser temperature (◦C, K)

TE Equilibrium temperature (◦C, K)

TEVAP Evaporation temperature (◦C, K)

TFEED Feed temperature (◦C, K)

TH Temperature of heat source (◦C, K)

TR Reduced temperature T /TC(–)

TREB Reboiler temperature (◦C, K)

TS Stream supply temperature (◦C)

TSAT Saturation temperature of boiling liquid
(◦C, K)

TT Stream target temperature (◦C)

TTFT Theoretical flame temperature (◦C, K)

TW Wall temperature (◦C)

TWBT Wet bulb temperature (◦C)

T ∗ Interval temperature (◦C)

�TLM Logarithmic mean temperature
difference (◦C, K)

�Tmin Minimum temperature difference
(◦C, K)

�TSAT Difference in saturation temperature
(◦C, K)

�TTHRESHOLD Threshold temperature difference (◦C,
K)

TAC Total annual cost ($·y−1)

TOD Total oxygen demand (kg·m−3, mg·l−1)

uij Interaction parameter between Molecule
i and Molecule j in the UNIQUAC
Equation (kJ·kmol−1)

U Overall heat transfer coefficient
(W·m−2·K−1, kW·m−2·K−1)

v Velocity (m·s−1)

vT Terminal settling velocity (m·s−1)

vV Superficial vapor velocity in empty
column (m·s−1)

V Molar volume (m3·kmol−1), or
vapor flowrate (kg·s−1, kmol·s−1), or
volume (m3), or
volume of gas or vapor adsorbed

(m3·kg−1)

Vmin Minimum vapor flow (kg·s−1,
kmol·s−1)

VF Vapor fraction (–)

w Mass of adsorbate per mass of
adsorbent (–)

W Shaft power (kW, MW), or
shaft work (kJ, MJ)

WGEN Power generated (kW, MW)

WINT Intercept of Willans’ Line (kW, MW)



xxii Nomenclature

WSITE Site power demand (kW, MW)

x Liquid-phase mole fraction (–) or
variable in optimization problem (–)

xF Mole fraction in the feed (–)

xD Mole fraction in the distillate (–)

X Reactor conversion (–) or
wetness fraction of steam (–)

XE Equilibrium reactor conversion (–)

XOPT Optimal reactor conversion (–)

XP Fraction of maximum thermal
effectiveness Pmax allowed in a 1–2
shell-and-tube heat exchanger (–)

XP Cross-pinch heat transfer in heat
exchanger network (kW, MW)

y Integer variable in optimization (–), or
vapor-phase mole fraction (–)

z Elevation (m), or
feed mole fraction (–)

Z Compressibility of a fluid (–)

GREEK LETTERS

α Constant in cubic equation of state (–),
or

constants in vapor pressure correlation
(units depend on which constant), or

fraction open of a valve (–)

αij Ideal separation factor or selectivity of
membrane between Components i

and j (–), or
parameter characterizing the tendency

of Molecule i and Molecule j to be
distributed in a random fashion in the
NRTL equation (–), or

relative volatility between Components
i and j (–)

αLH Relative volatility between light and
heavy key components (–)

βij Separation factor between Components
i and j (–)

γ Ratio of heat capacities for gases and
vapors (–)

γi Activity coefficient for Component i

(–)

δM Membrane thickness (m)

ε Extraction factor in liquid–liquid
extraction (–), or

pipe roughness (mm)

η Carnot factor (–), or
efficiency (–)

ηBOILER Boiler efficiency (–)

ηCOGEN Cogeneration efficiency (–)

ηGT Efficiency of gas turbine (–)

ηIS Isentropic efficiency of compression or
expansion (–)

ηMECH Mechanical efficiency of steam turbine
(–)

ηP Polytropic efficiency of compression or
expansion (–)

ηPOWER Power generation efficiency (–)

ηST Efficiency of steam turbine (–)

θ Fraction of feed permeated through
membrane (–), or

root of the Underwood Equation (–)

λ Ratio of latent heats of vaporization (–)

λij Energy parameter characterizing the
interaction of Molecule i with
Molecule j (kJ·kmol−1)

µ Fluid viscosity (kg·m−1·s−1,
mN·s·m−2 = cP)

π Osmotic pressure (N·m−2, bar)

ρ Density (kg·m−3, kmol·m−3)

σ Surface tension
(mN·m−1 = mJ·m−2 = dyne·cm−1)

τ Reactor space time (s, min, h) or
residence time (s, min, h)

φ Cost-weighing factor applied to film
heat transfer coefficients to allow for
mixed materials of construction,
pressure rating, and equipment types
in heat exchanger networks (–), or

fugacity coefficient (–)

ω Acentric factor (–)

SUBSCRIPTS

B Blowdown, or
bottoms in distillation

BFW Boiler feedwater
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cont Contribution

C Cold stream, or
contaminant

CN Condensing

COND Condensing conditions

CP Continuous phase

CW Cooling water

D Distillate in distillation

DS De-superheating

e Enhanced, or
end zone on the shell-side of a heat

exchanger, or
environment

E Extract in liquid–liquid extraction

EVAP Evaporator conditions

EX Exhaust

final Final conditions in a batch

F Feed, or
fluid

G Gas phase

H Hot stream

HP Heat pump, or
high pressure

i Component number, or
stream number

I Inside

IS Isentropic

in Inlet

j Component number, or
stream number

k Enthalpy interval number in heat
exchanger networks

L Liquid phase

LP Low pressure

m Stage number in distillation and
absorption

max Maximum

min Minimum

M Makeup

MIX Mixture

n Stage number in distillation and
absorption

out Outlet

O Outside, or
standard conditions

p Stage number in distillation and
absorption

prod Products of reaction

P Particle, or
permeate

react Reactants

R Raffinate in liquid–liquid extraction

REACT Reaction

S Solvent in liquid–liquid extraction

SAT Saturated conditions

SF Supplementary firing

SUP Superheated conditions

T Treatment

TW Treated water

V Vapor

w Window section on the shell-side of a
heat exchanger

W Conditions at the tube wall, or
water

∞ Conditions at distillate pinch point

SUPERSCRIPTS

I Phase I

II Phase II

III Phase III

L Liquid

O Standard conditions

V Vapor

* Adjusted parameter





1 The Nature of Chemical Process Design and Integration

1.1 CHEMICAL PRODUCTS

Chemical products are essential to modern living standards.
Almost all aspects of everyday life are supported by
chemical products in one way or another. Yet, society tends
to take these products for granted, even though a high
quality of life fundamentally depends on them.

When considering the design of processes for the
manufacture of chemical products, the market into which
they are being sold fundamentally influences the objectives
and priorities in the design. Chemical products can be
divided into three broad classes:

1. Commodity or bulk chemicals: These are produced in
large volumes and purchased on the basis of chemical
composition, purity and price. Examples are sulfuric
acid, nitrogen, oxygen, ethylene and chlorine.

2. Fine chemicals: These are produced in small volumes
and purchased on the basis of chemical composition,
purity and price. Examples are chloropropylene oxide
(used for the manufacture of epoxy resins, ion-exchange
resins and other products), dimethyl formamide (used,
for example, as a solvent, reaction medium and interme-
diate in the manufacture of pharmaceuticals), n-butyric
acid (used in beverages, flavorings, fragrances and other
products) and barium titanate powder (used for the man-
ufacture of electronic capacitors).

3. Specialty or effect or functional chemicals: These are
purchased because of their effect (or function), rather
than their chemical composition. Examples are pharma-
ceuticals, pesticides, dyestuffs, perfumes and flavorings.

Because commodity and fine chemicals tend to be pur-
chased on the basis of their chemical composition alone,
they are undifferentiated. For example, there is nothing to
choose between 99.9% benzene made by one manufacturer
and that made by another manufacturer, other than price
and delivery issues. On the other hand, specialty chemicals
tend to be purchased on the basis of their effect or function
and are therefore differentiated. For example, competitive
pharmaceutical products are differentiated according to the
efficacy of the product, rather than chemical composition.
An adhesive is purchased on the basis of its ability to stick
things together, rather than its chemical composition and
so on.

Chemical Process Design and Integration R. Smith
 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

However, undifferentiated and differentiated should be
thought of as relative terms rather than absolute terms for
chemical products. In practice, chemicals do not tend to
be completely undifferentiated or completely differentiated.
Commodity and fine chemical products might have impurity
specifications as well as purity specifications. Traces of
impurities can, in some cases, give some differentiation
between different manufacturers of commodity and fine
chemicals. For example, 99.9% acrylic acid might be
considered to be an undifferentiated product. However,
traces of impurities, at concentrations of a few parts per
million, can interfere with some of the reactions in which
it is used and can have important implications for some
of its uses. Such impurities might differ between different
manufacturing processes. Not all specialty products are
differentiated. For example, pharmaceutical products like
aspirin (acetylsalicylic acid) are undifferentiated. Different
manufacturers can produce aspirin and there is nothing to
choose between these products, other than the price and
differentiation created through marketing of the product.

Scale of production also differs between the three classes
of chemical products. Fine and specialty chemicals tend
to be produced in volumes less than 1000 t·y−1. On the
other hand, commodity chemicals tend to be produced in
much larger volumes than this. However, the distinction
is again not so clear. Polymers are differentiated products
because they are purchased on the basis of their mechanical
properties, but can be produced in quantities significantly
higher than 1000 t·y−1.

When a new chemical product is first developed, it
can often be protected by a patent in the early years of
commercial exploitation. For a product to be eligible to
be patented, it must be novel, useful and unobvious. If
patent protection can be obtained, this effectively gives
the producer a monopoly for commercial exploitation of
the product until the patent expires. Patent protection lasts
for 20 years from the filing date of the patent. Once the
patent expires, competitors can join in and manufacture the
product. If competitors cannot wait until the patent expires,
then alternative competing products must be developed.

Another way to protect a competitive edge for a new
product is to protect it by secrecy. The formula for Coca-
Cola has been kept a secret for over 100 years. Potentially,
there is no time limit on such protection. However, for
the protection through secrecy to be viable, competitors
must not be able to reproduce the product from chemical
analysis. This is likely to be the case only for certain classes
of specialty and food products for which the properties of
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the product depend on both the chemical composition and
the method of manufacture.

Figure 1.1 illustrates different product life cycles1,2. The
general trend is that when a new product is introduced
into the market, the sales grow slowly until the market
is established and then more rapidly once the market is
established. If there is patent protection, then competitors
will not be able to exploit the same product commercially
until the patent expires, when competitors can produce the
same product and take market share. It is expected that
competitive products will cause sales to diminish later in
the product life cycle until sales become so low that a
company would be expected to withdraw from the market.
In Figure 1.1, Product A appears to be a poor product that
has a short life with low sales volume. It might be that it
cannot compete well with other competitive products, and
alternative products quickly force the company out of that
business. However, a low sales volume is not the main
criterion to withdraw from the market. It might be that
a product with low volume finds a market niche and can
be sold for a high value. On the other hand, if it were
competing with other products with similar functions in
the same market sector, which keeps both the sale price
and volume low, then it would seem wise to withdraw
from the market. Product B in Figure 1.1 appears to be
a better product, showing a longer life cycle and higher
sales volume. This has patent protection but sales decrease
rapidly after patent protection is lost, leading to loss of
market through competition. Product C in Figure 1.1 is
a still better product. This shows high sales volume with
the life of the product extended through reformulation of
the product1. Finally, Product D in Figure 1.1 shows a

product life cycle that is typical of commodity chemicals.
Commodity chemicals tend not to exhibit the same kind
of life cycles as fine and specialty chemicals. In the early
years of the commercial exploitation, the sales volume
grows rapidly to a high volume, but then does not decline
and enters a mature period of slow growth, or, in some
exceptional cases, slow decline. This is because commodity
chemicals tend to have a diverse range of uses. Even though
competition might take away some end uses, new end uses
are introduced, leading to an extended life cycle.

The different classes of chemical products will have
very different added value (the difference between the
selling price of the product and the purchase cost of
raw materials). Commodity chemicals tend to have low
added value, whereas fine and specialty chemicals tend to
have high added value. Commodity chemicals tend to be
produced in large volumes with low added value, while
fine and specialty chemicals tend to be produced in small
volumes with high added value.

Because of this, when designing a process for a
commodity chemical, it is usually important to keep
operating costs as low as possible. The capital cost of the
process will tend to be high relative to a process for fine or
specialty chemicals because of the scale of production.

When designing a process for specialty chemicals,
priority tends to be given to the product, rather than to
the process. This is because the unique function of the
product must be protected. The process is likely to be
small scale and operating costs tend to be less important
than with commodity chemical processes. The capital
cost of the process will be low relative to commodity
chemical processes because of the scale. The time to

Product
Sales
(t • y −1) Product  D

Product  C

Product  B

Product  A

Patent Expiry

Product
Reformulation

Time
(y )

Figure 1.1 Product life cycles. (Adapted from Sharratt PN, 1997, Handbook of Batch Process Design, Blackie Academic and
Professional by permission).
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market the product is also likely to be important with
specialty chemicals, especially if there is patent protection.
If this is the case, then anything that shortens the time
from basic research, through product testing, pilot plant
studies, process design, construction of the plant to product
manufacture will have an important influence on the overall
project profitability.

All this means that the priorities in process design are
likely to differ significantly, depending on whether a pro-
cess is being designed for the manufacture of a commodity,
fine or specialty chemical. In commodity chemicals, there is
likely to be relatively little product innovation, but intensive
process innovation. Also, equipment will be designed for a
specific process step. On the other hand, the manufacture
of fine and specialty chemicals might involve:

• selling into a market with low volume,
• short product life cycle,
• a demand for a short time to market, and therefore, less

time is available for process development, with product
and process development proceeding simultaneously.

Because of this, the manufacture of fine and specialty
chemicals is often carried out in multipurpose equipment,
perhaps with different chemicals being manufactured in
the same equipment at different times during the year.
The life of the equipment might greatly exceed the life
of the product.

The development of pharmaceutical products is such that
high-quality products must be manufactured during the
development of the process to allow safety and clinical
studies to be carried out before full-scale production.
Pharmaceutical production represents an extreme case
of process design in which the regulatory framework
controlling production makes it difficult to make process
changes, even during the development stage. Even if
significant improvements to processes for pharmaceuticals
can be suggested, it might not be feasible to implement
them, as such changes might prevent or delay the process
from being licensed for production.

1.2 FORMULATION OF THE DESIGN
PROBLEM

Before a process design can be started, the design prob-
lem must be formulated. Formulation of the design problem
requires a product specification. If a well-defined chemical
product is to be manufactured, then the specification of the
product might appear straightforward (e.g. a purify specifica-
tion). However, if a specialty product is to be manufactured,
it is the functional properties that are important, rather than
the chemical properties, and this might require a product
design stage in order to specify the product3. The initial state-
ment of the design problem is often ill defined. For example,
the design team could be asked to expand the production

capacity of an existing plant that produces a chemical that is
a precursor to a polymer product, which is also produced by
the company. This results from an increase in the demand
for the polymer product and the plant producing the precur-
sor currently being operated at its maximum capacity. The
designer might well be given a specification for the expan-
sion. For example, the marketing department might assess
that the market could be expanded by 30% over a two-year
period, which would justify a 30% expansion in the process
for the precursor. However, the 30% projection can easily
be wrong. The economic environment can change, leading
to the projected increase being either too large or too small.
It might also be possible to sell the polymer precursor in the
market to other manufacturers of the polymer and justify an
expansion even larger than 30%. If the polymer precursor can
be sold in the marketplace, is the current purity specification
of the company suitable for the marketplace? Perhaps the
marketplace demands a higher purity than what is currently
the company specification. Perhaps the current specification
is acceptable, but if the specification could be improved, the
product could be sold for a higher value and/or at a greater
volume. An option might be to not expand the production of
the polymer precursor to 30%, but instead to purchase it from
the market. If it is purchased from the market, is it likely to
be up to the company specifications, or will it need some
purification before it is suitable for the company’s polymer
process? How reliable will the market source be? All these
uncertainties are related more to market supply and demand
issues than to specific process design issues.

Closer examination of the current process design might
lead to the conclusion that the capacity can be expanded
by 10% with a very modest capital investment. A
further increase to 20% would require a significant capital
investment, but an expansion to 30% would require an
extremely large capital investment. This opens up further
options. Should the plant be expanded by 10% and a
market source identified for the balance? Should the plant
be expanded to 20% similarly? If a real expansion in the
market place is anticipated and expansion to 30% would
be very expensive, why not be more aggressive and instead
of expanding the existing process, build an entirely new
process? If a new process is to be built, then what should
be the process technology? New process technology might
have been developed since the original plant was built
that enables the same product to be manufactured at a
much lower cost. If a new process is to be built, where
should it be built? It might make more sense to build
it in another country that would allow lower operating
costs, and the product could be shipped back to be fed
to the existing polymer process. At the same time, this
might stimulate the development of new markets in other
countries, in which case, what should be the capacity of the
new plant?

From all of these options, the design team must formulate
a number of plausible design options. Thus, from the initial
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ill-defined problem, the design team must create a series of
very specific options and these should then be compared
on the basis of a common set of assumptions regarding, for
example, raw materials prices and product prices. Having
specified an option, this gives the design team a well-
defined problem to which the methods of engineering and
economic analysis can be applied.

In examining a design option, the design team should
start out by examining the problem at the highest level,
in terms of its feasibility with the minimum of detail to
ensure the design option is worth progressing4. Is there a
large difference between the value of the product and the
cost of the raw materials? If the overall feasibility looks
attractive, then more detail can be added, the option re-
evaluated, further detail added, and so on. Byproducts might
play a particularly important role in the economics. It might
be that the current process produces some byproducts that
can be sold in small quantities to the market. But, as the
process is expanded, there might be market constraints for
the new scale of production. If the byproducts cannot be
sold, how does this affect the economics?

If the design option appears to be technically and eco-
nomically feasible, then additional detail can be considered.
Material and energy balances can be formulated to give
a better definition to the inner workings of the process
and a more detailed process design can be developed. The
design calculations for this will normally be solved to a
high level of precision. However, a high level of preci-
sion cannot usually be justified in terms of the operation of
the plant after it has been built. The plant will almost never
work precisely at its original design flowrates, temperatures,
pressures and compositions. This might be because the raw
materials are slightly different than what is assumed in the
design. The physical properties assumed in the calculations
might have been erroneous in some way, or operation at the
original design conditions might create corrosion or foul-
ing problems, or perhaps the plant cannot be controlled
adequately at the original conditions, and so on, for a mul-
titude of other possible reasons. The instrumentation on
the plant will not be able to measure the flowrates, tem-
peratures, pressures and compositions as accurately as the
calculations performed. High precision might be required
for certain specific parts of the design. For example, the
polymer precursor might need certain impurities to be very
tightly controlled, perhaps down to the level of parts per
million. It might be that some contaminant in a waste stream
might be exceptionally environmentally harmful and must
be extremely well defined in the design calculations.

Even though a high level of precision cannot be justified
in many cases in terms of the plant operation, the design
calculations will normally be carried out to a reasonably
high level of precision. The value of precision in design
calculations is that the consistency of the calculations can be
checked to allow errors or poor assumptions to be identified.

It also allows the design options to be compared on a valid
like-for-like basis.

Because of all the uncertainties in carrying out a design,
the specifications are often increased beyond those indicated
by the design calculations and the plant is overdesigned,
or contingency is added, through the application of safety
factors to the design. For example, the designer might
calculate the number of distillation plates required for a
distillation separation using elaborate calculations to a high
degree of precision, only to add an arbitrary extra 10% to
the number of plates for contingency. This allows for the
feed to the unit not being exactly as specified, errors in the
physical properties, upset conditions in the plant, control
requirements, and so on. If too little contingency is added,
the plant might not work. If too much contingency is added,
the plant will not only be unnecessarily expensive, but too
much overdesign might make the plant difficult to operate
and might lead to a less efficient plant. For example, the
designer might calculate the size of a heat exchanger and
then add in a large contingency and significantly oversize
the heat exchanger. The lower fluid velocities encountered
by the oversized heat exchanger can cause it to have a poorer
performance and to foul up more readily than a smaller
heat exchanger. Thus, a balance must be made between
different risks.

In summary, the original problem posed to process design
teams is often ill-defined, even though it might appear to
be well defined in the original design specification. The
design team must then formulate a series of plausible design
options to be screened by the methods of engineering and
economic analysis. These design options are formulated
into very specific design problems. Some design options
might be eliminated early by high-level arguments or simple
calculations. Others will require more detailed examination.
In this way, the design team turns the ill-defined problem
into a well-defined one for analysis. To allow for the many
unquantifiable uncertainties, overdesign is used. Too little
overdesign might lead to the plant not working. Too much
overdesign will lead to the plant becoming unnecessarily
expensive, and perhaps difficult to operate and less efficient.
A balance must be made between different risks.

Consider the basic features of the design of chemical
processes now.

1.3 CHEMICAL PROCESS DESIGN
AND INTEGRATION

In a chemical process, the transformation of raw materials
into desired chemical products usually cannot be achieved
in a single step. Instead, the overall transformation is bro-
ken down into a number of steps that provide intermediate
transformations. These are carried out through reaction, sep-
aration, mixing, heating, cooling, pressure change, particle
size reduction or enlargement. Once individual steps have
been selected, they must be interconnected to carry out the
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(a)  Process design starts with the synthesis of a process to convert raw
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Figure 1.2 Synthesis is the creation of a process to transform
feed streams into product streams. Simulation predicts how it
would behave if it was constructed.

overall transformation (Figure 1.2a). Thus, the synthesis of
a chemical process involves two broad activities. First, indi-
vidual transformation steps are selected. Second, these indi-
vidual transformations are interconnected to form a complete
process that achieves the required overall transformation. A
flowsheet is a diagrammatic representation of the process
steps with their interconnections.

Once the flowsheet structure has been defined, a
simulation of the process can be carried out. A simulation
is a mathematical model of the process that attempts to
predict how the process would behave if it were constructed
(Figure 1.2b). Having created a model of the process, the
flowrates, compositions, temperatures and pressures of the
feeds can be assumed. The simulation model then predicts
the flowrates, compositions, temperatures, and pressures
of the products. It also allows the individual items of
equipment in the process to be sized and predicts, for
example, how much raw material is being used or how
much energy is being consumed. The performance of the
design can then be evaluated. There are many facets to the
evaluation of performance. Good economic performance is
an obvious first criterion, but it is certainly not the only one.

Chemical processes should be designed as part of a
sustainable industrial activity that retains the capacity of
ecosystems to support both life and industrial activity into
the future. Sustainable industrial activity must meet the
needs of the present, without compromising the needs of
future generations. For chemical process design, this means
that processes should use raw materials as efficiently as is
economic and practicable, both to prevent the production of
waste that can be environmentally harmful and to preserve
the reserves of raw materials as much as possible. Processes
should use as little energy as is economic and practicable,
both to prevent the build-up of carbon dioxide in the
atmosphere from burning fossil fuels and to preserve the
reserves of fossil fuels. Water must also be consumed in

sustainable quantities that do not cause deterioration in the
quality of the water source and the long-term quantity of the
reserves. Aqueous and atmospheric emissions must not be
environmentally harmful, and solid waste to landfill must
be avoided.

The process must also meet required health and safety
criteria. Start-up, emergency shutdown and ease of control
are other important factors. Flexibility, that is, the ability
to operate under different conditions, such as differences
in feedstock and product specification, may be important.
Availability, that is, the number of operating hours per
year, may also be critically important. Uncertainty in the
design, for example, resulting from poor design data, or
uncertainty in the economic data, might guide the design
away from certain options. Some of these factors, such as
economic performance, can be readily quantified; others,
such as safety, often cannot. Evaluation of the factors that
are not readily quantifiable, the intangibles, requires the
judgment of the design team.

Once the basic performance of the design has been eval-
uated, changes can be made to improve the performance;
the process is optimized. These changes might involve the
synthesis of alternative structures, that is, structural opti-
mization. Thus, the process is simulated and evaluated
again, and so on, optimizing the structure. Alternatively,
each structure can be subjected to parameter optimization
by changing operating conditions within that structure.

1.4 THE HIERARCHY OF CHEMICAL
PROCESS DESIGN AND
INTEGRATION

Consider the process illustrated in Figure 1.35. The process
requires a reactor to transform the FEED into PRODUCT
(Figure 1.3a). Unfortunately, not all the FEED reacts. Also,
part of the FEED reacts to form BYPRODUCT instead of
the desired PRODUCT. A separation system is needed to
isolate the PRODUCT at the required purity. Figure 1.3b
shows one possible separation system consisting of two
distillation columns. The unreacted FEED in Figure 1.3b
is recycled, and the PRODUCT and BYPRODUCT are
removed from the process. Figure 1.3b shows a flowsheet
where all heating and cooling is provided by external
utilities (steam and cooling water in this case). This
flowsheet is probably too inefficient in its use of energy, and
heat would be recovered. Thus, heat integration is carried
out to exchange heat between those streams that need to be
cooled and those that need to be heated. Figure 1.45 shows
two possible designs for the heat exchanger network, but
many other heat integration arrangements are possible.

The flowsheets shown in Figure 1.4 feature the same
reactor design. It could be useful to explore the changes in
reactor design. For example, the size of the reactor could
be increased to increase the amount of FEED that reacts5.
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Figure 1.3 Process design starts with the reactor. The reactor design dictates the separation and recycle problem. (From Smith R and
Linnhoff B, 1998, Trans IChemE ChERD, 66:195 by permission of the Institution of Chemical Engineers).

Now, there is not only much less FEED in the reactor
effluent but also more PRODUCT and BYPRODUCT.
However, the increase in BYPRODUCT is larger than the
increase in PRODUCT. Thus, although the reactor has the
same three components in its effluent as the reactor in
Figure 1.3a, there is less FEED, more PRODUCT and
significantly more BYPRODUCT. This change in reactor
design generates a different task for the separation system,
and it is possible that a separation system different from
that shown in Figures 1.3 and 1.4 is now appropriate.
Figure 1.5 shows a possible alternative. This also uses two
distillation columns, but the separations are carried out in
a different order.

Figure 1.5 shows a flowsheet without any heat integra-
tion for the different reactor and separation system. As
before, this is probably too inefficient in the use of energy,
and heat integration schemes can be explored. Figure 1.65

shows two of the many possible flowsheets.
Different complete flowsheets can be evaluated by

simulation and costing. On this basis, the flowsheet in
Figure 1.4b might be more promising than the flowsheets in
Figures 1.4a, 1.6a and b. However, the best flowsheet can-
not be identified without first optimizing the operating con-
ditions for each. The flowsheet in Figure 1.6b might have
greater scope for improvement than that in Figure 1.4b, and
so on.

Thus, the complexity of chemical process synthesis is
twofold. First, can all possible structures be identified?
It might be considered that all the structural options can
be found by inspection, at least all of the significant
ones. The fact that even long-established processes are
still being improved bears evidence to just how difficult
this is. Second, can each structure be optimized for a
valid comparison? When optimizing the structure, there
may be many ways in which each individual task can
be performed and many ways in which the individual
tasks can be interconnected. This means that the operating
conditions for a multitude of structural options must be
simulated and optimized. At first sight, this appears to be
an overwhelmingly complex problem.

It is helpful when developing a methodology if there
is a clearer picture of the nature of the problem. If the
process requires a reactor, this is where the design starts.
This is likely to be the only place in the process where raw
materials are converted into products. The chosen reactor
design produces a mixture of unreacted feed materials,
products and byproducts that need separating. Unreacted
feed material is recycled. The reactor design dictates
the separation and recycle problem. Thus, design of the
separation and recycle system follows the reactor design.
The reactor and separation and recycle system designs
together define the process for heating and cooling duties.



The Hierarchy of Chemical Process Design and Integration 7

Reactor

Steam

Steam

Steam

FEED

FEED

CW

CW

PRODUCT

BYPRODUCT

(a)

(b)

Reactor

CW

CW

Steam

Steam

Steam

PRODUCT

BYPRODUCT

FEED

FEED

Figure 1.4 For a given reactor and separator design there are different possibilities for heat integration. (From Smith R and Linnhoff
B, 1998, Trans IChemE ChERD, 66:195 by permission of the Institution of Chemical Engineers).

Thus, heat exchanger network design comes next. Those
heating and cooling duties that cannot be satisfied by heat
recovery, dictate the need for external heating and cooling
utilities (furnace heating, use of steam, steam generation,
cooling water, air-cooling or refrigeration). Thus, utility
selection and design follows the design of the heat recovery
system. The selection and design of the utilities is made
more complex by the fact that the process will most likely
operate within the context of a site comprising a number
of different processes that are all connected to a common
utility system. The process and the utility system will both
need water, for example, for steam generation, and will also
produce aqueous effluents that will have to be brought to a
suitable quality for discharge. Thus, the design of the water
and aqueous effluent treatment system comes last. Again,

the water and effluent treatment system must be considered
at the site level as well as the process level.

This hierarchy can be represented symbolically by the
layers of the “onion diagram” shown in Figure 1.76. The
diagram emphasizes the sequential, or hierarchical, nature
of process design. Other ways to represent the hierarchy
have also been suggested4.

Some processes do not require a reactor, for example,
some processes just involve separation. Here, the design
starts with the separation system and moves outward to the
heat exchanger network, utilities and so on. However, the
same basic hierarchy prevails.

The synthesis of the correct structure and the opti-
mization of parameters in the design of the reaction and
separation systems are often the most important tasks of
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Figure 1.5 Changing the reactor dictates a different separation and recycle problem. (From Smith R and Linnhoff B, 1988, Trans
IChemE ChERD, 66: 195 by permission of the Institution of Chemical Engineers).
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Figure 1.6 A different reactor design not only leads to a different separation system but additional possibilities for heat integration.
(From Smith R and Linnhoff B, 1988, Trans IChemE ChERD, 66: 195 by permission of the Institution of Chemical Engineers).
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Figure 1.7 The onion model of process design. A reactor is
needed before the separation and recycle system can be designed
and so on.

process design. Usually, there are many options, and it is
impossible to fully evaluate them unless a complete design
is furnished for the “outer layers” of the onion. For example,
it is not possible to assess which is better, the basic scheme
from Figure 1.3b or that from Figure 1.5, without fully
evaluating all possible designs, such as those shown in
Figures 1.4a and b and Figures 1.6a and b, all completed,
including utilities. Such a complete search is normally too
time consuming to be practical.

Later, an approach will be presented in which some early
decisions (i.e. decisions regarding reactor and separator
options) can be evaluated without a complete design for
the “outer layers”.

1.5 CONTINUOUS AND BATCH
PROCESSES

When considering the processes in Figures 1.3 to 1.5,
an implicit assumption was made that the processes

operated continuously. However, not all processes operate
continuously. In a batch process, the main steps operate
discontinuously. In contrast with a continuous process, a
batch process does not deliver its product continuously but
in discrete amounts. This means that heat, mass, temper-
ature, concentration and other properties vary with time.
In practice, most batch processes are made up of a series
of batch and semicontinuous steps. A semicontinuous step
runs continuously with periodic start-ups and shutdowns.

Consider the simple process shown in Figure 1.8. Feed
material is withdrawn from storage using a pump. The feed
material is preheated in a heat exchanger before being fed
to a batch reactor. Once the reactor is full, further heating
takes place inside the reactor by passing steam into the
reactor jacket, before the reaction proceeds. During the later
stages of the reaction, cooling water is applied to the reactor
jacket. Once the reaction is complete, the reactor product
is withdrawn using a pump. The reactor product is cooled
in a heat exchanger before going to storage.

The first two steps, pumping for reactor filling and feed
preheating are both semicontinuous. The heating inside the
reactor, the reaction itself and the cooling using the reactor
jacket are all batch. The pumping to empty the reactor and
the product-cooling step are again semicontinuous.

The hierarchy in batch process design is no different from
that in continuous processes and the hierarchy illustrated
in Figure 1.7 prevails for batch processes also. However,
the time dimension brings constraints that do not present
a problem in the design of continuous processes. For
example, heat recovery might be considered for the process
in Figure 1.8. The reactor effluent (that requires cooling)
could be used to preheat the incoming feed to the reactor
(that requires heating). Unfortunately, even if the reactor
effluent is at a high enough temperature to allow this, the
reactor feeding and emptying take place at different times,
meaning that this will not be possible without some way
to store the heat. Such heat storage is possible but usually
uneconomic, especially for small-scale processes.

If a batch process manufactures only a single product,
then the equipment can be designed and optimized for

Feed
Storage

Steam

Steam

Cooling
Water

REACTOR

Cooling
Water

Product
Storage

Figure 1.8 A simple batch process.
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that product. The dynamic nature of the process creates
additional challenges for design and optimization. It might
be that the optimization calls for variations in the conditions
during the batch through time, according to some profile.
For example, the temperature in a batch reactor might need
to be increased or decreased as the batch progresses.

Multiproduct batch processes, with a number of different
products manufactured in the same equipment, present even
bigger challenges for design and optimization7. Different
products will demand different designs, different operating
conditions and, perhaps, different trajectories for the
operating conditions through time. The design of equipment
for multiproduct plants will thus require a compromise
to be made across the requirements of a number of
different products. The more flexible the equipment and
the configuration of the equipment, the more it will be able
to adapt to the optimum requirements of each product.

Batch processes

• are economical for small volumes;
• are flexible in accommodating changes in product

formulation;
• are flexible in changing production rate by changing the

number of batches made in any period of time;
• allow the use of standardized multipurpose equipment

for the production of a variety of products from the
same plant;

• are best if equipment needs regular cleaning because of
fouling or needs regular sterilization;

• are amenable to direct scale-up from the laboratory and
• allow product identification. Each batch of product

can be clearly identified in terms of when it was
manufactured, the feeds involved and conditions of
processing. This is particularly important in industries
such as pharmaceuticals and foodstuffs. If a problem
arises with a particular batch, then all the products
from that batch can be identified and withdrawn from
the market. Otherwise, all the products available in the
market would have to be withdrawn.

One of the major problems with batch processing is batch-
to-batch conformity. Minor changes to the operation can
mean slight changes in the product from batch to batch.
Fine and specialty chemicals are usually manufactured in
batch processes. Yet, these products often have very tight
tolerances for impurities in the final product and demand
batch-to-batch variation being minimized.

Batch processes will be considered in more detail in
Chapter 14.

1.6 NEW DESIGN AND RETROFIT

There are two situations that can be encountered in process
design. The first is in the design of new plant or grassroot
design. In the second, the design is carried out to modify

an existing plant in retrofit or revamp. The motivation
to retrofit an existing plant could be, for example, to
increase capacity, allow for different feed or product
specifications, reduce operating costs, improve safety or
reduce environmental emissions. One of the most common
motivations is to increase capacity. When carrying out a
retrofit, whatever the motivation, it is desirable to try and
make as effective use as possible of the existing equipment.
The basic problem with this is that the design of the existing
equipment might not be ideally suited to the new role that it
will be put to. On the other hand, if equipment is reused, it
will avoid unnecessary investment in new equipment, even
if it is not ideally suited to the new duty.

When carrying out a retrofit, the connections between
the items of equipment can be reconfigured, perhaps
adding new equipment where necessary. Alternatively, if
the existing equipment differs significantly from what is
required in the retrofit, then in addition to reconfiguring the
connections between the equipment, the equipment itself
can be modified. Generally, the fewer the modifications to
both the connections and the equipment, the better.

The most straightforward design situations are those of
grassroot design as it has the most freedom to choose the
design options and the size of equipment. In retrofit, the
design must try to work within the constraints of existing
equipment. Because of this, the ultimate goal of the retrofit
design is often not clear. For example, a design objective
might be given to increase the capacity of a plant by
50%. At the existing capacity limit of the plant, at least
one item of equipment must be at its maximum capacity.
Most items of equipment are likely to be below their
maximum capacity. The differences in the spare capacity
of different items of equipment in the existing design
arises from errors in the original design data, different
design allowances (or contingency) in the original design,
changes to the operation of the plant relative to the original
design, and so on. An item of equipment at its maximum
capacity is the bottleneck to prevent increased capacity.
Thus, to overcome the bottleneck or debottleneck, the item
of equipment is modified, or replaced with new equipment
with increased capacity, or a new item is placed in parallel
or series with the existing item, or the connections between
existing equipment are reconfigured, or a combination of
all these actions is taken. As the capacity of the plant is
increased, different items of equipment will reach their
maximum capacity. Thus, there will be thresholds in the
plant capacity, created by the limits in different items
of equipment. All equipment with capacity less than the
threshold must be modified in some way, or the plant
reconfigured, to overcome the threshold. To overcome
each threshold requires capital investment. As capacity is
increased from the existing limit, ultimately, it is likely that
it will be prohibitive for the investment to overcome one of
the design thresholds. This is likely to become the design
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limit, as opposed to the original remit of a 50% increase in
capacity in the example.

1.7 APPROACHES TO CHEMICAL
PROCESS DESIGN AND
INTEGRATION

In broad terms, there are two approaches to chemical
process design and integration:

1. Building an irreducible structure: The first approach
follows the “onion logic”, starting the design by choosing
a reactor and then moving outward by adding a separation
and recycle system, and so on. At each layer, decisions
must be made on the basis of the information available
at that stage. The ability to look ahead to the completed
design might lead to different decisions. Unfortunately, this
is not possible, and, instead, decisions must be based on an
incomplete picture.

This approach to creation of the design involves making
a series of best local decisions. This might be based on
the use of heuristics or rules of thumb developed from
experience4 on a more systematic approach. Equipment is
added only if it can be justified economically on the basis
of the information available, albeit an incomplete picture.
This keeps the structure irreducible, and features that are
technically or economically redundant are not included.

There are two drawbacks to this approach:

(a) Different decisions are possible at each stage of the
design. To be sure that the best decisions have been
made, the other options must be evaluated. However,
each option cannot be evaluated properly without com-
pleting the design for that option and optimizing the
operating conditions. This means that many designs
must be completed and optimized in order to find
the best.

(b) Completing and evaluating many options gives no
guarantee of ultimately finding the best possible
design, as the search is not exhaustive. Also, complex
interactions can occur between different parts of a
flowsheet. The effort to keep the system simple and
not add features in the early stages of design may result
in missing the benefit of interactions between different
parts of the flowsheet in a more complex system.

The main advantage of this approach is that the design
team can keep control of the basic decisions and interact
as the design develops. By staying in control of the basic
decisions, the intangibles of the design can be included in
the decision making.

2. Creating and optimizing a superstructure. In this
approach, a reducible structure, known as a superstructure,

is first created that has embedded within it all feasible pro-
cess options and all feasible interconnections that are can-
didates for an optimal design structure. Initially, redundant
features are built into the superstructure. As an example,
consider Figure 1.98. This shows one possible structure of
a process for the manufacture of benzene from the reaction
between toluene and hydrogen. In Figure 1.9, the hydro-
gen enters the process with a small amount of methane as
an impurity. Thus, in Figure 1.9, the option of either puri-
fying the hydrogen feed with a membrane or of passing
it directly to the process is embedded. The hydrogen and
toluene are mixed and preheated to reaction temperature.
Only a furnace has been considered feasible in this case
because of the high temperature required. Then, the two
alternative reactor options, isothermal and adiabatic reac-
tors, are embedded, and so on. Redundant features have
been included in an effort to ensure that all features that
could be part of an optimal solution have been included.

The design problem is next formulated as a mathematical
model. Some of the design features are continuous,
describing the operation of each unit (e.g. flowrate,
composition, temperature and pressure), its size (e.g.
volume, heat transfer area, etc.) as well as the costs or
profits associated with the units. Other features are discrete
(e.g. a connection in the flowsheet is included or not, a
membrane separator is included or not). Once the problem
is formulated mathematically, its solution is carried out
through the implementation of an optimization algorithm.
An objective function is maximized or minimized (e.g.
profit is maximized or cost is minimized) in a structural
and parameter optimization. The optimization justifies the
existence of structural features and deletes those features
from the structure that cannot be justified economically. In
this way, the structure is reduced in complexity. At the same
time, the operating conditions and equipment sizes are also
optimized. In effect, the discrete decision-making aspects
of process design are replaced by a discrete/continuous
optimization. Thus, the initial structure in Figure 1.9 is
optimized to reduce the structure to the final design shown
in Figure 1.108. In Figure 1.10, the membrane separator on
the hydrogen feed has been removed by optimization, as
has the isothermal reactor and many other features of the
initial structure shown in Figure 1.9.

There are a number of difficulties associated with
this approach:

(a) The approach will fail to find the optimal structure if
the initial structure does not have the optimal structure
embedded somewhere within it. The more options
included, the more likely it will be that the optimal
structure has been included.

(b) If the individual unit operations are represented accu-
rately, the resulting mathematical model will be
extremely large and the objective function that must
be optimized will be extremely irregular. The profile
of the objective function can be like the terrain in a



12 The Nature of Chemical Process Design and Integration

Methane

Toluene
Recycle

Hydrogen
Recycle

Hydrogen
Feed

Toluene
Feed

Furnace

Adiabatic
Reactor

Isothermal
Reactor

Quench
Flash

Purge

Membrane

Methane Absorber

Toluene

Distillation

Methane

Flash

Distillation

Distillation

Diphenyl
Byproduct

Benzene
Product

Diphenyl
Byproduct

Flash

Figure 1.9 A superstructure for the manufacture of benzene from toluene and hydrogen incorporating some redundant features. (From
Kocis GR and Grossman IE, 1988, Comp Chem Eng, 13: 797, reproduced by permission.).

range of mountains with many peaks and valleys. If
the objective function is to be maximized (e.g. maxi-
mize profit), each peak in the mountain range represents
a local optimum in the objective function. The high-
est peak represents the global optimum. Optimization
requires searching around the mountains in a thick fog
to find the highest peak, without the benefit of a map
and only a compass to tell the direction and an altimeter
to show the height. On reaching the top of any peak,
there is no way of knowing whether it is the highest
peak because of the fog. All peaks must be searched
to find the highest. There are crevasses to fall into that
might be impossible to climb out of.

Such problems can be overcome in a number of
ways. The first way is by changing the model such
that the solution space becomes more regular, making
the optimization simpler. This most often means
simplifying the mathematical model. A second way
is by repeating the search many times, but starting
each new search from a different initial location. A
third way exploits mathematical transformations and
bounding techniques for some forms of mathematical

expression to allow the global optimum to be found9.
A fourth way is by allowing the optimization to search
the solution space in a series of discrete moves that
initially allow the possibility of going downhill, away
from an optimum point, as well as uphill. As the search
proceeds, the ability of the algorithm to move downhill
must be gradually taken away. These problems will be
dealt with in more detail in Chapter 3.

(c) The most serious drawback of this approach is that
the design engineer is removed from the decision
making. Thus, the many intangibles in design, such as
safety and layout, which are difficult to include in the
mathematical formulation, cannot be taken into account
satisfactorily.

On the other hand, this approach has a number of advan-
tages. Many different design options can be considered at
the same time. The complex multiple trade-offs usually
encountered in chemical process design can be handled
by this approach. Also, the entire design procedure can be
automated and is capable of producing designs quickly and
efficiently.
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Figure 1.10 Optimization discards many structural features leaving an optimised structure. (From Kocis GR and Grossman IE, 1988,
Comp Chem Eng, 13: 797, reproduced by permission.)

In summary, the two general approaches to the chemical
process design of building an irreducible structure and
creating and optimizing a superstructure have advantages
and disadvantages. However, whichever is used in practice,
there is no substitute for understanding the problem.

This text concentrates on developing an understanding
of the concepts required at each stage of the design. Such
an understanding is a vital part of chemical process design
and integration, whichever approach is followed.

1.8 PROCESS CONTROL

Once the basic process configuration has been fixed, a control
system must be added. The control system compensates for
the influence of external disturbances such as changes in feed
flowrate, feed conditions, feed costs, product demand, prod-
uct specifications, product prices, ambient temperature and
so on. Ensuring safe operation is the most important task of
a control system. This is achieved by monitoring the process
conditions and maintaining them within safe operating limits.
While maintaining the operation within safe operating limits,
the control system should optimize the process performance
under the influence of external disturbances. This involves
maintaining product specifications, meeting production tar-
gets and making efficient use of raw materials and utilities.

A control mechanism is introduced that makes changes
to the process in order to cancel out the negative impact
of disturbances. In order to achieve this, instruments
must be installed to measure the operational performance
of the plant. These measured variables could include

temperature, pressure, flowrate, composition, level, pH,
density and particle size. Primary measurements may be
made to directly represent the control objectives (e.g.
measuring the composition that needs to be controlled). If
the control objectives are not measurable, then secondary
measurements of other variables must be made and these
secondary measurements related to the control objective.
Having measured the variables that need to be controlled,
other variables need to be manipulated in order to achieve
the control objectives. A control system is then designed,
which responds to variations in the measured variables and
manipulates variables to control the process.

Having designed a process configuration for a continuous
process and having optimized it to achieve some objective
(e.g. maximize profit) at steady state, is the influence of the
control system likely to render the previously optimized
process to now be nonoptimal? Even for a continuous
process, the process is always likely to be moving from one
state to another in response to the influence of disturbances
and control objectives. In the steady-state design and
optimization of continuous processes, these different states
can be allowed for by considering multiple operating cases.
Each operating case is assumed to operate for a certain
proportion of the year. The contribution of the operating
case to the overall steady-state design and optimization is
weighted according to the proportion of the time under
which the plant operates at that state.

While this takes some account of operation under differ-
ent conditions, it does not account for the dynamic transi-
tion from one state to another. Are these transitory states
likely to have a significant influence on the optimality?
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If the transitory states were to have a significant effect
on the overall process performance in terms of the objec-
tive function being optimized, then the process design and
control system design would have to be carried out simul-
taneously. Simultaneous design of the process and the con-
trol system presents an extremely complex problem. It is
interesting to note that where steady-state optimization for
continuous processes has been compared with simultaneous
optimization of the process and control system, the two pro-
cess designs have been found to be almost identical10 – 12.

Industrial practice is to first design and optimize
the process configuration (taking into account multiple
states, if necessary) and then to add the control system.
However, there is no guarantee that design decisions
made on the basis of steady-state conditions will not
lead to control problems once process dynamics are
considered. For example, an item of equipment might
be oversized for contingency, because of uncertainty in
design data or future debottlenecking prospects, based on
steady-state considerations. Once the process dynamics
are considered, this oversized equipment might make the
process difficult to control, because of the large inventory
of process materials in the oversized equipment. The
approach to process control should adopt an approach
that considers the control of the whole process, rather
than just the control of the individual process steps in
isolation13.

This text will concentrate on the design and optimization
of the process configuration and will not deal with process
control. Process control demands expertise in different
techniques and will be left to other sources of information13.
Thus, the text will describe how to develop a flowsheet or
process flow diagram, but will not take the final step of
adding the instrumentation, control and auxiliary pipes and
valves required for the final engineering design in the piping
and instrumentation diagram (P & I D).

Batch processes are, by their nature, always in a
transitory state. This requires the dynamics of the process
to be optimized, and will be considered in Chapter 14.
However, the control systems required to put this into
practice will not be considered.

1.9 THE NATURE OF CHEMICAL
PROCESS DESIGN AND
INTEGRATION – SUMMARY

Chemical products can be divided into three broad classes:
commodity, fine and specialty chemicals. Commodity
chemicals are manufactured in large volumes with low
added value. Fine and specialty chemicals tend to be
manufactured in low volumes with high added value. The
priorities in the design of processes for the manufacture of
the three classes of chemical products will differ.

The original design problem posed to the design team
is often ill-defined, even if it appears on the surface

to be well-defined. The design team must formulate
well-defined design options from the original ill-defined
problem, and these must be compared on the basis of
consistent criteria.

The design might be new or a retrofit of an existing
process. If the design is a retrofit, then one of the objectives
should be to maximize the use of existing equipment, even
if it is not ideally suited to its new purpose.

Both continuous and batch process operations can be
used. Batch processes are generally preferred for small-
scale and specialty chemicals production.

When developing a chemical process design, there are
two basic problems:

• Can all possible structures be identified?
• Can each structure be optimized such that all structures

can be compared on a valid basis?

Design starts at the reactor, because it is likely to be the
only place in the process where raw materials are converted
into the desired chemical products. The reactor design
dictates the separation and recycle problem. Together, the
reactor design and separation and recycle dictate the heating
and cooling duties for the heat exchanger network. Those
duties that cannot be satisfied by heat recovery dictate
the need for external heating and cooling utilities. The
process and the utility system both have a demand for
water and create aqueous effluents, giving rise to the water
system. This hierarchy is represented by the layers in the
“onion diagram”, Figure 1.7. Both continuous and batch
process design follow this hierarchy, even though the time
dimension in batch processes brings additional constraints
in process design.

There are two general approaches to chemical pro-
cess design:

• building an irreducible structure;
• creating and optimizing a super structure.

Both of these approaches have advantages and disadvan-
tages.
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2 Process Economics

2.1 THE ROLE OF PROCESS
ECONOMICS

The purpose of chemical processes is to make money. An
understanding of process economics is therefore critical in
process design. Process economics has three basic roles in
process design:

1. Evaluation of design options. Costs are required to
evaluate process design options; for example, should
a membrane or an adsorption process be used for
purification?

2. Process optimization. The settings of some process vari-
ables can have a major influence on the decision-making
in developing the flowsheet and on the overall prof-
itability of the process. Optimization of such variables
is usually required.

3. Overall project profitability. The economics of the
overall project should be evaluated at different stages
during the design to assess whether the project is
economically viable.

Before discussing how to use process economics for
decision-making, the most important costs that will be
needed to compare options must first be reviewed.

2.2 CAPITAL COST FOR NEW DESIGN

The total investment required for a new design can be
broken down into five main parts:

• Battery limits investment
• Utility investment
• Off-site investment
• Engineering fees
• Working capital.

1. Battery limits investment: The battery limit is a geo-
graphic boundary that defines the manufacturing area of
the process. This is that part of the manufacturing system
that converts raw materials into products. It includes pro-
cess equipment and buildings or structures to house it but
excludes boiler-house facilities, site storage, pollution con-
trol, site infrastructure, and so on. The term battery limit

Chemical Process Design and Integration R. Smith
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is sometimes used to define the boundary of responsibility
for a given project, especially in retrofit projects.

The battery limit investment required is the purchase of
the individual plant items and their installation to form a
working process. Equipment costs may be obtained from
equipment vendors or from published cost data. Care should
be taken as to the basis of such cost data. What is required
for cost estimates is delivered cost, but cost is often
quoted as FOB (Free On Board). Free On Board means
the manufacturer pays for loading charges onto a shipping
truck, railcar, barge or ship, but not freight or unloading
charges. To obtain a delivered cost requires typically 5 to
10% to be added to the FOB cost. The delivery cost depends
on location of the equipment supplier, location of site to be
delivered, size of the equipment, and so on.

The cost of a specific item of equipment will be a
function of:

• size
• materials of construction
• design pressure
• design temperature.

Cost data are often presented as cost versus capacity charts,
or expressed as a power law of capacity:

CE = CB

(
Q

QB

)M

(2.1)

where CE = equipment cost with capacity Q

CB = known base cost for equipment with capacity
QB

M = constant depending on equipment type

A number of sources of such data are available in the open
literature1 – 8. Published data are often old, sometimes from
a variety of sources, with different ages. Such data can be
brought up-to-date and put on a common basis using cost
indexes.

C1

C2
= INDEX 1

INDEX 2
(2.2)

where C1 = equipment cost in year 1
C2 = equipment cost in year 2

INDEX 1 = cost index in year 1
INDEX 2 = cost index in year 2

Commonly used indices are the Chemical Engineering
Indexes (1957–1959 index = 100) and Marshall and Swift
(1926 index = 100), published in Chemical Engineering
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Table 2.1 Typical equipment capacity delivered capital cost correlations.

Equipment Material of
construction

Capacity
measure

Base size
QB

Base cost
CB ($)

Size
range

Cost exponent
M

Agitated reactor CS Volume (m3) 1 1.15 × 104 1–50 0.45
Pressure vessel SS Mass (t) 6 9.84 × 104 6–100 0.82
Distillation column

(Empty shell)
CS Mass (t) 8 6.56 × 104 8–300 0.89

Sieve trays
(10 trays)

CS Column
diameter (m)

0.5 6.56 × 103 0.5–4.0 0.91

Valve trays
(10 trays)

CS Column
diameter (m)

0.5 1.80 × 104 0.5–4.0 0.97

Structured packing
(5 m height)

SS (low
grade)

Column
diameter (m)

0.5 1.80 × 104 0.5–4.0 1.70

Scrubber
(Including random
packing)

SS (low
grade)

Volume (m3) 0.1 4.92 × 103 0.1–20 0.53

Cyclone CS Diameter (m) 0.4 1.64 × 103 0.4–3.0 1.20
Vacuum filter CS Filter area (m2) 10 8.36 × 104 10–25 0.49
Dryer SS (low

grade)
Evaporation rate

(kg H2O·h−1)

700 2.30 × 105 700–3000 0.65

Shell-and-tube heat
exchanger

CS Heat transfer
area (m2)

80 3.28 × 104 80–4000 0.68

Air-cooled heat
exchanger

CS Plain tube heat
transfer
area (m2)

200 1.56 × 105 200–2000 0.89

Centrifugal pump
(Small, including
motor)

SS (high
grade)

Power (kW) 1 1.97 × 103 1–10 0.35

Centrifugal pump
(Large, including
motor)

CS Power (kW) 4 9.84 × 103 4–700 0.55

Compressor
(Including motor)

Power (kW) 250 9.84 × 104 250–10,000 0.46

Fan
(Including motor)

CS Power (kW) 50 1.23 × 104 50–200 0.76

Vacuum pump
(Including motor)

CS Power (kW) 10 1.10 × 104 10–45 0.44

Electric motor Power (kW) 10 1.48 × 103 10–150 0.85
Storage tank

(Small atmospheric)
SS (low

grade)
Volume (m3) 0.1 3.28 × 103 0.1–20 0.57

Storage tank
(Large atmospheric)

CS Volume (m3) 5 1.15 × 104 5–200 0.53

Silo CS Volume (m3) 60 1.72 × 104 60–150 0.70
Package steam boiler

(Fire-tube boiler)
CS Steam

generation
(kg·h−1)

50,000 4.64 × 105 50,000–350,000 0.96

Field erected
steam boiler
(Water-tube boiler)

CS Steam
generation
(kg·h−1)

20,000 3.28 × 105 10,000–800,000 0.81

Cooling tower
(Forced draft)

Water flowrate
(m3·h−1)

10 4.43 × 103 10–40 0.63

CS = carbon steel; SS (low grade) = low-grade stainless steel, for example, type 304; SS (high grade) = high-grade stainless steel, for example, type 316
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magazine and the Nelson–Farrar Cost Indexes for refinery
construction (1946 index = 100) published in the Oil and
Gas Journal. The Chemical Engineering (CE) Indexes
are particularly useful. CE Indexes are available for
equipment covering:

• Heat Exchangers and Tanks
• Pipes, Valves and Fittings
• Process Instruments
• Pumps and Compressors
• Electrical Equipment
• Structural Supports and Miscellaneous.

A combined CE Index of Equipment is available. CE
Indexes are also available for:

• Construction and Labor Index
• Buildings Index
• Engineering and Supervision Index.

All of the above indexes are combined to produce a CE
Composite Index.

Table 2.1 presents data for a number of equipment items
on the basis of January 2000 costs7 (CE Composite Index =
391.1, CE Index of Equipment = 435.8).

Cost correlations for vessels are normally expressed in
terms of the mass of the vessel. This means that not only
a preliminary sizing of the vessel is required but also a
preliminary assessment of the mechanical design9,10.

Materials of construction have a significant influence
on the capital cost of equipment. Table 2.2 gives some
approximate average factors to relate the different materials
of construction for equipment capital cost.

It should be emphasized that the factors in Table 2.2 are
average and only approximate and will vary, amongst other
things, according to the type of equipment. As an example,
consider the effect of materials of construction on the cap-
ital cost of distillation columns. Table 2.3 gives materials
of construction cost factors for distillation columns.

The cost factors for shell-and-tube heat exchangers are
made more complex by the ability to construct the differ-
ent components from different materials of construction.

Table 2.2 Typical average equipment materials of
construction capital cost factors.

Material Correction factor
fM

Carbon steel 1.0
Aluminum 1.3
Stainless steel (low grades) 2.4
Stainless steel (high grades) 3.4
Hastelloy C 3.6
Monel 4.1
Nickel and inconel 4.4
Titanium 5.8

Table 2.3 Typical materials of construction capital
cost factors for pressure vessels and distillation
columns9,10.

Material Correction factor
fM

Carbon steel 1.0
Stainless steel (low grades) 2.1
Stainless steel (high grades) 3.2
Monel 3.6
Inconel 3.9
Nickel 5.4
Titanium 7.7

Table 2.4 Typical materials of construction capital
cost factors for shell-and-tube heat exchangers2.

Material Correction factor
fM

CS shell and tubes 1.0
CS shell, aluminum tubes 1.3
CS shell, monel tubes 2.1
CS shell, SS (low grade) tubes 1.7
SS (low grade) shell and tubes 2.9

Table 2.4 gives typical materials of construction factors for
shell-and-tube heat exchangers.

Its operating pressure also influences equipment capital
cost as a result of thicker vessel walls to withstand increased
pressure. Table 2.5 presents typical factors to account for
the pressure rating.

As with materials of construction correction factors, the
pressure correction factors in Table 2.5 are average and
only approximate and will vary, amongst other things,
according to the type of equipment. Finally, its operating
temperature also influences equipment capital cost. This is
caused by, amongst other factors, a decrease in the allow-
able stress for materials of construction as the temperature
increases. Table 2.6 presents typical factors to account for
the operating temperature.

Thus, for a base cost for carbon steel equipment at
moderate pressure and temperature, the actual cost can be

Table 2.5 Typical equipment pressure
capital cost factors.

Design pressure
(bar absolute)

Correction factor
fP

0.01 2.0
0.1 1.3
0.5 to 7 1.0

50 1.5
100 1.9



20 Process Economics

Table 2.6 Typical equipment
temperature capital cost factors.

Design
temperature

(◦C)

Correction
factor
fT

0–100 1.0
300 1.6
500 2.1

estimated from:

CE = CB

(
Q

QB

)M

fMfP fT (2.3)

where CE = equipment cost for carbon steel at moderate
pressure and temperature with capacity Q

CB = known base cost for equipment with capacity
QB

M = constant depending on equipment type
fM = correction factor for materials of construction
fP = correction factor for design pressure
fT = correction factor for design temperature

In addition to the purchased cost of the equipment,
investment is required to install the equipment. Installation
costs include:

• cost of installation
• piping and valves
• control systems
• foundations
• structures
• insulation
• fire proofing
• electrical
• painting
• engineering fees
• contingency.

The total capital cost of the installed battery limits
equipment will normally be two to four times the purchased
cost of the equipment11,12.

In addition to the investment within the battery limits,
investment is also required for the structures, equipment
and services outside of the battery limits that are required
to make the process function.

2. Utility investment: Capital investment in utility plant
could include equipment for:

• electricity generation
• electricity distribution
• steam generation
• steam distribution
• process water

• cooling water
• firewater
• effluent treatment
• refrigeration
• compressed air
• inert gas (nitrogen).

The cost of utilities is considered from their sources within
the site to the battery limits of the chemical process served.

3. Off-site investment: Off-site investment includes

• auxiliary buildings such as offices, medical, person-
nel, locker rooms, guardhouses, warehouses and main-
tenance shops

• roads and paths
• railroads
• fire protection systems
• communication systems
• waste disposal systems
• storage facilities for end product, water and fuel not

directly connected with the process
• plant service vehicles, loading and weighing devices.

The cost of the utilities and off-sites (together sometimes
referred to as services) ranges typically from 20 to 40%
of the total installed cost of the battery limits plant13. In
general terms, the larger the plant, the larger will tend to
be the fraction of the total project cost that goes to utilities
and off-sites. In other words, a small project will require
typically 20% of the total installed cost for utilities and
off-sites. For a large project, the figure can be typically up
to 40%.

4. Working capital: Working capital is what must be
invested to get the plant into productive operation. This
is money invested before there is a product to sell
and includes:

• raw materials for plant start-up (including wasted
raw materials)

• raw materials, intermediate and product inventories
• cost of transportation of materials for start-up
• money to carry accounts receivable (i.e. credit extended

to customers) less accounts payable (i.e. credit extended
by suppliers)

• money to meet payroll when starting up.

Theoretically, in contrast to fixed investment, this money is
not lost but can be recovered when the plant is closed down.

Stocks of raw materials, intermediate and product
inventories often have a key influence on the working
capital and are under the influence of the designer. Issues
relating to storage will be discussed in more detail in
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Chapters 13 and 14. For an estimate of the working capital
requirements, take either14:

(a) 30% of annual sales, or
(b) 15% of total capital investment.

5. Total capital cost: The total capital cost of the process,
services and working capital can be obtained by applying
multiplying factors or installation factors to the purchase
cost of individual items of equipment11,12:

CF =
∑

i

fiCE,i (2.4)

where CF = fixed capital cost for the complete system
CE,i = cost of Equipment i

fi = installation factor for Equipment i

If an average installation factor for all types of equipment
is to be used11,

CF = fI

∑
i

CE,i (2.5)

where fI = overall installation factor for the complete
system.

The overall installation factor for new design is broken
down in Table 2.7 into component parts according to the
dominant phase being processed. The cost of the installation
will depend on the balance of gas and liquid processing
versus solids processing. If the plant handles only gases
and liquids, it can be characterized as fluid processing.
A plant can be characterized as solids processing if the
bulk of the material handling is solid phase. For example, a
solid processing plant could be a coal or an ore preparation
plant. Between the two extremes of fluid processing and
solids processing are processes that handle a significant
amount of both solids and fluids. For example, a shale
oil plant involves preparation of the shale oil followed by
extraction of fluids from the shale oil and then separation
and processing of the fluids. For these types of plant, the
contributions to the capital cost can be estimated from
the two extreme values in Table 2.7 by interpolation in
proportion of the ratio of major processing steps that can
be characterized as fluid processing and solid processing.

A number of points should be noted about the various
contributions to the capital cost in Table 2.7. The val-
ues are:

• based on carbon steel, moderate operating pressure and
temperature

• average values for all types of equipment, whereas in
practice the values will vary according to the type
of equipment

• only guidelines and the individual components will vary
from project to project

• applicable to new design only.

Table 2.7 Typical factors for capital cost based on delivered
equipment costs.

Item Type of process

Fluid
processing

Solid
processing

Direct costs

Equipment delivered cost 1 1
Equipment erection, fER 0.4 0.5
Piping (installed), fPIP 0.7 0.2
Instrumentation & controls

(installed), fINST

0.2 0.1

Electrical (installed), fELEC 0.1 0.1
Utilities, fUTIL 0.5 0.2
Off-sites, fOS 0.2 0.2
Buildings (including services),

fBUILD

0.2 0.3

Site preparation, fSP 0.1 0.1

Total capital cost of installed 3.4 2.7
equipment

Indirect costs

Design, engineering and
construction, fDEC

1.0 0.8

Contingency (about 10% of
fixed capital costs), fCONT

0.4 0.3

Total fixed capital cost 4.8 3.8

Working capital

Working capital (15% of total
capital cost), fWC

0.7 0.6

Total capital cost, f I 5.8 4.4

When equipment uses materials of construction other than
carbon steel, or operating temperatures are extreme, the
capital cost needs to be adjusted accordingly. Whilst the
equipment cost and its associated pipework will be changed,
the other installation costs will be largely unchanged,
whether the equipment is manufactured from carbon steel
or exotic materials of construction. Thus, the application of
the factors from Tables 2.2 to 2.6 should only be applied
to the equipment and pipework:

CF =
∑

i

[fMfP fT (1 + fPIP )]iCE,i

+ (fER + fINST + fELEC + fUTIL + fOS + fBUILD

+ fSP + fDEC + fCONT + fWS )
∑

i

CE,i (2.6)

Thus, to estimate the fixed capital cost:

1. list the main plant items and estimate their size;
2. estimate the equipment cost of the main plant items;
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3. adjust the equipment costs to a common time basis using
a cost index;

4. convert the cost of the main plant items to carbon steel,
moderate pressure and moderate temperature;

5. select the appropriate installation subfactors from
Table 2.7 and adjust for individual circumstances;

6. select the appropriate materials of construction, operat-
ing pressure and operating temperature correction factors
for each of the main plant items;

7. apply Equation 2.6 to estimate the total fixed capi-
tal cost.

Equipment cost data used in the early stages of a design will
by necessity normally be based on capacity, materials of
construction, operating pressure and operating temperature.
However, in reality, the equipment cost will depend also
on a number of factors that are difficult to quantify15:

• multiple purchase discounts
• buyer–seller relationships
• capacity utilization in the fabrication shop (i.e. how busy

the fabrication shop is)
• required delivery time
• availability of materials and fabrication labor
• special terms and conditions of purchase, and so on.

Care should also be taken to the geographic location.
Costs to build the same plant can differ significantly
between different locations, even within the same country.
Such differences will result from variations in climate
and its effect on the design requirements and construction
conditions, transportation costs, local regulations, local
taxes, availability and productivity of construction labor,
and so on16. For example, in the United States of America,
Gulf Coast costs tend to be the lowest, with costs in other
areas typically 20 to 50% higher, and those in Alaska two or
three times higher than US Gulf Coast16. In Australia, costs
tend to be the lowest in the region of Sydney and the other
metropolitan cities, with costs in remote areas such as North
Queensland typically 40 to 80% higher15. Costs also differ
from country to country. For example, relative to costs for
a plant located in the US Gulf Coast, costs in India might
be expected to be 20% cheaper, in Indonesia 30% cheaper,
but in the United Kingdom 15% more expensive, because
of labor costs, cost of land, and so on15.

It should be emphasized that capital cost estimates using
installation factors are at best crude and at worst highly
misleading. When preparing such an estimate, the designer
spends most of the time on the equipment costs, which
represents typically 20 to 40% of the total installed cost.
The bulk costs (civil engineering, labor, etc.) are factored
costs that lack definition. At best, this type of estimate can
be expected to be accurate to ±30%. To obtain greater
accuracy requires detailed examination of all aspects of the
investment. Thus, for example, to estimate the erection cost

accurately requires knowledge of how much concrete will
be used for foundations, how much structural steelwork is
required, and so on. Such detail can only be included from
access to a large database of cost information.

The shortcomings of capital cost estimates using instal-
lation factors are less serious in preliminary process design
if used to compare options on a common basis. If used to
compare options, the errors will tend to be less serious as
the errors will tend to be consistent across the options.

Example 2.1 A new heat exchanger is to be installed as part
of a large project. Preliminary sizing of the heat exchanger has
estimated its heat transfer area to be 500 m2. Its material of
construction is low-grade stainless steel, and its pressure rating
is 5 bar. Estimate the contribution of the heat exchanger to the
total cost of the project (CE Index of Equipment = 441.9).

Solution From Equation 2.1 and Table 2.1, the capital cost of a
carbon steel heat exchanger can be estimated from:

CE = CB

(
Q

QB

)M

= 3.28 × 104

(
500

80

)0·68

= $11.4 × 104

The cost can be adjusted to bring it up-to-date using the ratio of
cost indexes:

CE = 11.4 × 104

(
441.9

435.8

)

= $11.6 × 104

The cost of a carbon steel heat exchanger needs to be adjusted for
the material of construction. Because of the low pressure rating, no
correction for pressure is required (Table 2.5), but the cost needs
to be adjusted for the material of construction. From Table 2.4,
fM = 2.9, and the total cost of the installed equipment can be
estimated from Equation 2.6 and Table 2.7. If the project is a
complete new plant, the contribution of the heat exchanger to the
total cost can be estimated to be:

CF = fM(1 + fPIP )CE + (fER + fINST + fELEC + fUTIL

+ fOS + fBUILD + fSP + fDEC + fCONT + fWS )CE

= 2.9(1 + 0.7)11.6 × 104 + (0.4 + 0.2 + 0.1 + 0.5

+ 0.2 + 0.2 + 0.1 + 1.0 + 0.4 + 0.7)11.6 × 104

= 8.73 × 11.6 × 104

= $1.01 × 106

Had the new heat exchanger been an addition to an existing plant
that did not require investment in electrical services, utilities, off-
sites, buildings, site preparation or working capital, then the cost
would be estimated from:

CF = fM(1 + fPIP )CE + (fER + fINST + fDEC + fCONT )CE

= 2.9(1 + 0.7)11.6 × 104 + (0.4 + 0.2 + 1.0 + 0.4)11.6 × 104

= 6.93 × 11.6 × 104

= $8.04 × 105
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Installing a new heat exchanger into an existing plant might
require additional costs over and above those estimated here.
Connecting new equipment to existing equipment, modifying or
relocating existing equipment to accommodate the new equipment
and downtime might all add to the costs.

2.3 CAPITAL COST FOR RETROFIT

Estimating the capital cost of a retrofit project is much
more difficult than for new design. In principle, the cost
of individual items of new equipment will usually be the
same, whether it is a grassroot design or a retrofit. However,
in new design, multiple orders of equipment might lead
to a reduction in capital cost from the equipment vendor
and lower transportation costs. By contrast, installation
factors for equipment in retrofit can be completely different
from grassroot design, and could be higher or lower. If
the new equipment can take advantage of existing space,
foundations, electrical cabling, and so on, the installation
factor might in some cases be lower than in new design.
This will especially be the case for small items of
equipment. However, most often, retrofit installation factors
will tend to be higher than in grassroot design and can
be very much higher. This is because existing equipment
might need to be modified or moved to allow installation
of new equipment. Also, access to the area where the
installation is required is likely to be much more restricted
in retrofit than in the phased installation of new plant.
Smaller projects (as the retrofit is likely to be) tend to bring
higher cost of installation per unit of installed equipment
than larger projects.

As an example, one very common retrofit situation is
the replacement of distillation column internals to improve
the performance of the column. The improvement in
performance sought is often an increase in the throughput.
This calls for existing internals to be removed and then to
be replaced with the new internals. Table 2.8 gives typical

Table 2.8 Modification costs for distillation column retrofit17.

Column modification Cost of modification
(multiply factor by

cost of new hardware)

Removal of trays to
install new trays

0.1 for the same tray spacing
0.2 for different tray spacing

Removal of trays to
install packing

0.1

Removal of packing to
install new trays

0.07

Installation of new trays 1.0–1.4 for the same tray spacing
1.2–1.5 for different tray spacing
1.3–1.6 when replacing packing

Installation of new
structured packing

0.5–0.8

factors for the removal of old internals and the installation
of new ones17.

As far as utilities and off-sites are concerned, it is also
difficult to generalize. Small retrofit projects are likely not
to require any investment in utilities and off-sites. Larger-
scale retrofit might demand a major revamp of the utilities
and off-sites. Such a revamp of utilities and off-sites can be
particularly expensive, because existing equipment might
need to be modified or removed to make way for new
utilities and off-sites equipment.

Working capital is also difficult to generalize. Most often,
there will be no significant working capital associated with
a retrofit project. For example, if a few items of equipment
are replaced to increase the capacity of a plant, this will
not significantly change the raw materials and product
inventories, money to carry accounts receivable, money
to meet payroll, and so on. On the other hand, if the
plant changes function completely, significant new storage
capacity is added, and so on, there might be a significant
element of working capital.

One of the biggest sources of cost associated with
retrofit can be the downtime (the period during which the
plant will not be productive) required to carry out the
modifications. The cost of lost production can be the
dominant feature of retrofit projects. The cost of lost
production should be added to the capital cost of a
retrofit project. To minimize the downtime and cost of lost
production requires that as much preparation as possible is
carried out whilst the plant is operating. The modifications
requiring the plant to be shut down should be minimized.
For example, it might be possible for new foundations
to be installed and new equipment put into place while
the plant is still operating, leaving the final pipework
and electrical modifications for the shutdown. Retrofit
projects are often arranged such that the preparation is
carried out prior to a regular maintenance shutdown,
with the final modifications coinciding with the planned
maintenance shutdown. Such considerations often dominate
the decisions made as to how to modify the process
for retrofit.

Because of all of these uncertainties, it is difficult
to provide general guidelines for capital cost of retrofit
projects. The basis of the capital cost estimate should be
to start with the required investment in new equipment.
Installation factors for the installation of equipment for
grassroot design from Table 2.7 need to be adjusted
according to circumstances (usually increased). If old
equipment needs to be modified to take up a new role
(e.g. move an existing heat exchanger to a new duty), then
an installation cost must be applied without the equipment
cost. In the absence of better information, the installation
cost can be taken to be that for the equivalent piece of new
equipment. Some elements of the total cost breakdown in
Table 2.7 will not be relevant and should not be included.
In general, for the estimation of capital cost for retrofit, a
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detailed examination of the individual features of retrofit
projects is necessary.

Example 2.2 An existing heat exchanger is to be repiped to
a new duty in a retrofit project without moving its location.
The only significant investment is piping modifications. The heat
transfer area of the existing heat exchanger is 500 m2. The
material of construction is low-grade stainless steel, and its design
pressure is 5 bar. Estimate the cost of the project (CE Index of
Equipment = 441.9).

Solution All retrofit projects have individual characteristics, and
it is impossible to generalize the costs. The only way to estimate
costs with any certainty is to analyze the costs of all of the
modifications in detail. However, in the absence of such detail,
a very preliminary estimate can be obtained by estimating the
retrofit costs from the appropriate installation costs for a new
design. In this case, piping costs can be estimated from those for
a new heat exchanger of the same specification, but excluding
the equipment cost. For Example 2.1, the cost of a new stainless
steel heat exchanger with an area of 500 m2 was estimated to be
$11.6 × 104. The piping costs (stainless steel) can therefore be
estimated to be:

Piping cost = fMfPIPCE

= 2.9 × 0.7 × 11.6 × 104

= 2.03 × 11.6 × 104

= $2.35 × 105

This estimate should not be treated with any confidence. It will
give an idea of the costs and might be used to compare retrofit
options on a like-for-like basis, but could be very misleading.

Example 2.3 An existing distillation column is to be revamped
to increase its capacity by replacing the existing sieve trays with
stainless steel structured packing. The column shell is 46 m tall
and 1.5 m diameter and currently fitted with 70 sieve trays with a
spacing of 0.61 m. The existing trays are to be replaced with
stainless steel structured packing with a total height of 30 m.
Estimate the cost of the project (CE Index of Equipment = 441.9).

Solution First, estimate the purchase cost of the new structured
packing from Equation 2.1 and Table 2.1, which gives costs for
a 5-m height of packing:

CE = CB

(
Q

QB

)M

= 1.8 × 104 × 30

5

(
1.5

0.5

)1·7

= $6.99 × 105

Adjusting the cost to bring it up-to-date using the ratio of cost
indexes:

CE = 6.99 × 105

(
441.9

435·8
)

= $7.09 × 105

From Table 2.8, the factor for removing the existing trays is 0.1
and that for installing the new packing is 0.5 to 0.8 (say 0.7).

Estimated total cost of the project:

= (1 + 0.1 + 0.7)7.09 × 105

= $1.28 × 106

2.4 ANNUALIZED CAPITAL COST

Capital for new installations may be obtained from:

a. Loans from banks
b. Issue by the company of common (ordinary) stock,

preferred stock or bonds (debenture stock)
c. Accumulated net cash flow arising from company profit

over time.

Interest on loans from banks, preferred stock and bonds
is paid at a fixed rate of interest. A share of the profit
of the company is paid as a dividend on common stock
and preferred stock (in addition to the interest paid on
preferred stock).

The cost of the capital for a project thus depends
on its source. The source of the capital often will not
be known during the early stages of a project, and yet
there is a need to select between process options and
carry out optimization on the basis of both capital and
operating costs. This is difficult to do unless both capital
and operating costs can be expressed on a common basis.
Capital costs can be expressed on an annual basis if it
is assumed that the capital has been borrowed over a
fixed period (usually 5 to 10 years) at a fixed rate of
interest, in which case the capital cost can be annualized
according to

Annualized capital cost = capital cost × i(1 + i)n

(1 + i)n − 1
(2.7)

where i = fractional interest rate per year
n = number of years

The derivation of Equation 2.7 is given in Appendix A.
As stated previously, the source of capital is often not

known, and hence it is not known whether Equation 2.7 is
appropriate to represent the cost of capital. Equation 2.7
is, strictly speaking, only appropriate if the money for
capital expenditure is to be borrowed over a fixed period
at a fixed rate of interest. Moreover, if Equation 2.7 is
accepted, then the number of years over which the capital
is to be annualized is known, as is the rate of interest.
However, the most important thing is that, even if the source
of capital is not known, and uncertain assumptions are
necessary, Equation 2.7 provides a common basis for the
comparison of competing projects and design alternatives
within a project.

Example 2.4 The purchased cost of a new distillation column
installation is $1 million. Calculate the annual cost of installed
capital if the capital is to be annualized over a five-year period at
a fixed rate of interest of 5%.
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Solution First, calculate the installed capital cost:

CF = fiCE

= 5.8 × (1,000,000)

= $5,800,000

Annualization factor = i(1 + i)n

(1 + i)n − 1

= 0.05(1 + 0.05)5

(1 + 0.05)5 − 1
= 0.2310

Annualized capital cost = 5, 800, 000 × 0.2310

= $1,340,000 y−1

When using annualized capital cost to carry out optimiza-
tion, the designer should not lose sight of the uncertainties
involved in the capital annualization. In particular, changing
the annualization period can lead to very different results
when, for example, carrying out a trade-off between energy
and capital costs. When carrying out optimization, the sen-
sitivity of the result to changes in the assumptions should
be tested.

2.5 OPERATING COST

1. Raw materials cost: In most processes, the largest indi-
vidual operating cost is raw materials. The cost of raw mate-
rials and the product selling prices tend to have the largest
influence on the economic performance of the process. The
cost of raw materials and price of products depends on
whether the materials in question are being bought and sold
under a contractual arrangement (either within or outside
the company) or on the open market. Open market prices
for some chemical products can fluctuate considerably with
time. Raw materials might be purchased and products sold
below or above the open market price when under a con-
tractual arrangement, depending on the state of the market.
Buying and selling on the open market may give the best
purchase and selling prices but give rise to an uncertain
economic environment. A long-term contractual agreement
may reduce profit per unit of production but gives a degree
of certainty over the project life.

The values of raw materials and products can be found in
trade journals such as Chemical Marketing Reporter (pub-
lished by Schnell Publishing Company), European Chemi-
cal News and Asian Chemical News (published by Reed
Business Information). However, the values reported in
such sources will be subject to short-term fluctuations, and
long-term forecasts will be required for investment analysis.

2. Catalysts and chemicals consumed in manufacturing
other than raw materials: Catalysts will need to be replaced
or regenerated though the life of a process (see Chapter 7).
The replacement of catalysts might be on a continuous
basis if homogeneous catalysts are used (see Chapters 5
and 7). Heterogeneous catalysts might also be replaced

continuously if they deteriorate rapidly, and regeneration
cannot fully reinstate the catalyst activity. More often for
heterogeneous catalysts, regeneration or replacement will
be carried out on an intermittent basis, depending on the
characteristics of the catalyst deactivation.

In addition to the cost of catalysts, there might be
significant costs associated with chemicals consumed in
manufacturing that do not form part of the final product.
For example, acids and alkalis might be consumed to adjust
the pH of streams. Such costs might be significant.

3. Utility operating cost: Utility operating cost is usually
the most significant variable operating cost after the cost of
raw materials. This is especially the case for the production
of commodity chemicals. Utility operating cost includes:

• fuel
• electricity
• steam
• cooling water
• refrigeration
• compressed air
• inert gas.

Utility costs can vary enormously between different pro-
cessing sites. This is especially true of fuel and power costs.
Not only do fuel costs vary considerably between different
fuels (coal, oil, natural gas) but costs also tend to be sen-
sitive to market fluctuations. Contractual relationships also
have a significant effect on fuel costs. The price paid for
fuel depends very much on how much is purchased and the
pattern of usage.

When electricity is bought from centralized power-
generation companies under long-term contract, the price
tends to be more stable than fuel costs, since power-
generation companies tend to negotiate long-term contracts
for fuel supply. However, purchased electricity prices (and
sales price if excess electricity is generated and exported)
are normally subject to tariff variations. Electricity tariffs
can depend on the season of the year (winter versus
summer), the time of day (night versus day) and the time
of the week (weekend versus weekday). In hot countries,
electricity is usually more expensive in the summer than in
the winter because of the demand from air conditioning
systems. In cold countries, electricity is usually more
expensive in the winter than in the summer because of
the demand from space heating. The price structure for
electricity can be complex, but should be predictable
if based on contractual arrangements. If electricity is
purchased from a spot market in those countries that have
such arrangements, then prices can vary wildly.

Steam costs vary with the price of fuel and electricity.
If steam is only generated at low pressure and not used
for power generation in steam turbines, then the cost
can be estimated from fuel costs assuming an efficiency
of generation and distribution losses. The efficiency of
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generation depends on the boiler efficiency and the steam
consumed in boiler feedwater production (see Chapter 23).
Losses from the steam distribution system include heat
losses from steam distribution and condensate return
pipework to the environment, steam condensate lost to
drain and not returned to the boilers and steam leaks. The
efficiency of steam generation (including auxiliary boiler-
house requirements, see Chapter 23) is typically around
85 to 90% and distribution losses of perhaps another
10%, giving an overall efficiency for steam generation and
distribution of typically around 75 to 80% (based on the
net calorific value of the fuel). Care should be exercised
when considering boiler efficiency and the efficiency of
steam generation. These figures are most often quoted on
the basis of gross calorific value of the fuel, which includes
the latent heat of the water vapor from combustion. This
latent heat is rarely recovered through condensation of the
water vapor in the combustion gases. The net calorific value
of the fuel assumes that the latent heat of the water vapor
is not recovered and is therefore the most relevant value.
Yet, figures are most often quoted on the basis of gross
calorific value.

If high-pressure steam mains are used, then the cost of
steam should be related in some way to its capacity to
generate power in a steam turbine rather than simply to
its additional heating value. The high-pressure steam is
generated in the utility boilers, and the low-pressure steam
is generated by reducing pressure through steam turbines
to produce power. This will be discussed in more detail in
Chapter 23. One simple way to cost steam is to calculate
the cost of the fuel required to generate the high-pressure
steam (including any losses), and this fuel cost is then the
cost of the high-pressure steam. Low-pressure mains have
a value equal to that of the high-pressure mains minus the
value of power generated by letting the steam down to the
low pressure in a steam turbine. To calculate the cost of
steam that has been expanded though a steam turbine, the
power generated in such an expansion must be calculated.
The simplest way to do this is on the basis of a comparison
between an ideal and a real expansion though a steam
turbine. Figure 2.1 shows a steam turbine expansion on an
enthalpy-entropy plot. In an ideal turbine, steam with an
initial pressure P1 and enthalpy H1 expands isentropically
to pressure P2 and enthalpy H2. In such circumstances, the
ideal work output is (H1 – H2). Because of the frictional
effects in the turbine nozzles and blade passages, the exit
enthalpy is greater than it would be in an ideal turbine,
and the work output is consequently less, given by H ′

2 in
Figure 2.1. The actual work output is given by (H1 – H ′

2).
The turbine isentropic efficiency ηIS measures the ratio of
the actual to ideal work obtained:

ηIS = H1 − H ′
2

H1 − H2
(2.8)

Real Expansion
Isentropic
Expansion

X = 1.0

X = 0.9

X = 0.85

P1

P2

H

S

H1

H2

P1

P2

W

H2′

Figure 2.1 Steam turbine expansion.

The output from the turbine might be superheated or
partially condensed, as is the case in Figure 2.1. The
following example illustrates the approach.

Example 2.5 The pressures of three steam mains have been
set to the conditions given in Table 2.9. High-pressure (HP)
steam is generated in boilers at 41 barg and superheated to
400◦C. Medium-pressure (MP) and low-pressure (LP) steam are
generated by expanding high-pressure steam through a steam
turbine with an isentropic efficiency of 80%. The cost of fuel
is $4.00 GJ−1, and the cost of electricity is $0.07 kW−1·h−1.
Boiler feedwater is available at 100◦C with a heat capacity of
4.2 kJ·kg−1·K−1. Assuming an efficiency of steam generation of
85% and distribution losses of 10%, estimate the cost of steam
for the three levels.

Table 2.9 Steam mains
pressure settings.

Mains Pressure
(barg)

HP 41
MP 10
LP 3

Solution Cost of 41 barg steam. From steam tables, for 41 barg
steam at 400◦C:

Enthalpy = 3212 kJ·kg−1

For boiler feedwater:

Enthalpy = 4.2(100 − 0)(relative to water at 0◦C)

= 420 kJ·kg−1

To generate 41 barg steam at 400◦C:

Heat duty = 3212 − 420 = 2792 kJ·kg−1



Operating Cost 27

For 41 barg steam:

Cost = 4.00 × 10−6 × 2792 × 1

0.75

= $0.01489 kg−1

= $14.89 t−1

Cost of 10 barg steam. Here 41 barg steam is now expanded to
10 barg in a steam turbine. From steam tables, inlet conditions at
41 barg and 400◦C are:

H1 = 3212 kJ·kg−1

S1 = 6.747 kJ·kg−1·K−1

Turbine outlet conditions for isentropic expansion to 10 barg are:

H2 = 2873 kJ·kg−1

S2 = 6.747 kJ·kg−1·K−1

For single-stage expansion with isentropic efficiency of 80%:

H ′
2 = H1 − ηI (H1 − H2)

= 3212 − 0.8(3212 − 2873)

= 2941 kJ·kg−1

From steam tables, the outlet temperature is 2510C, which
corresponds to a superheat of 670C. Although steam for process
heating is preferred at saturated conditions, it is not desirable in
this case to de-superheat by boiler feedwater injection to bring
to saturation conditions. If saturated steam is fed to the main,
then the heat losses from the main will cause a large amount
of condensation in the main, which is undesirable. Hence, it is
standard practice to feed steam to the main with a superheat of at
least 10◦C to avoid condensation in the main.

Power generation = 3212 − 2941

= 271 kJ·kg−1

Value of power generation = 271 × 0.07

3600

= $0.00527 kg−1

Cost of 10 barg steam = 0.01489 − 0.00527

= $0.00962 kg−1

= $9.62 t−1

Cost of 3 barg steam. Here, 10 barg steam from the exit of the first
turbine is assumed to be expanded to 3 barg in another turbine.

From steam tables, inlet conditions of 10 barg and 2510C are:

H1 = 2941 kJ·kg−1

S1 = 6.880 kJ·kg−1·K−1

Turbine outlet conditions for isentropic expansion to 3 barg are:

H2 = 2732 kJ·kg−1

S2 = 6.880 kJ·kg−1·K−1

For a single-stage expansion with isentropic efficiency of 80%

H ′
2 = H1 − ηIS (H1 − H2)

= 2941 − 0.8(2941 − 2732)

= 2774 kJ·kg−1

From steam tables, the outlet temperature is 1600C, which is
superheated by 160C. Again, it is desirable to have some superheat
for the steam fed to the low-pressure main.

Power generation

= 2941 − 2774

= 167 kJ·kg−1

Value of power generation

= 167 × 0.07

3600

= $0.00325 kg−1

Cost of 3 barg steam

= 0.00962 − 0.00325

= $0.00637 kg−1

= $6.37 t−1

If the steam generated in the boilers is at a very high
pressure and/or the ratio of power to fuel costs is high,
then the value of low-pressure steam can be extremely low
or even negative.

This simplistic approach to costing steam is often
unsatisfactory, especially if the utility system already
exists. Steam costs will be considered in more detail in
Chapter 23.

The operating cost for cooling water tends to be low
relative to the value of both fuel and electricity. The
principal operating cost associated with the provision of
cooling water is the cost of power to drive the cool-
ing tower fans and cooling water circulation pumps. The
cost of cooling duty provided by cooling water is in the
order of 1% that of the cost of power. For example,
if power costs $0.07 kW−1·h−1, then cooling water will
typically cost 0.07 × 0.01/3600 = $0.19 × 10−6 kJ−1 or
$0.19 GJ−1. Cooling water systems will be discussed in
more detail in Chapter 24.

The cost of power required for a refrigeration system can
be estimated as a multiple of the power required for an ideal
system:

WIDEAL

QC

= TH − TC

TC

(2.9)

where WIDEAL = ideal power required for the
refrigeration cycle

QC = the cooling duty
TC = temperature at which heat is taken into

the refrigeration cycle (K)
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TH = temperature at which heat is rejected
from the refrigeration cycle (K)

The ratio of ideal to actual power is often around 0.6.
Thus

W = QC

0.6

(
TH − TC

TC

)
(2.10)

where W is the actual power required for the refrigera-
tion cycle.

Example 2.6 A process requires 0.5 MW of cooling at −20◦C.
A refrigeration cycle is required to remove this heat and reject
it to cooling water supplied at 25◦C and returned at 30◦C.
Assuming a minimum temperature difference (�Tmin ) of 5◦C
and both vaporization and condensation of the refrigerant occur
isothermally, estimate the annual operating cost of refrigeration
for an electrically driven system operating 8000 hours per year.
The cost of electricity is $0.07 kW−1·h−1.

Solution

W = QC

0.6

(
TH − TC

TC

)

TH = 30 + 5 = 35◦C = 308 K

TC = −20 − 5 = −25◦C = 248 K

W = 0.5

0.6

(
308 − 248

248

)

= 0.202 MW

Cost of electricity = 0.202 × 103 × 0.07 × 8,000

= $113, 120 y−1

More accurate methods to calculate refrigeration costs will
be discussed in Chapter 24.

4. Labor cost: The cost of labor is difficult to estimate. It
depends on whether the process is batch or continuous, the
level of automation, the number of processing steps and
the level of production. When synthesizing a process, it is
usually only necessary to screen process options that have
the same basic character (e.g. continuous), have the same
level of automation, have a similar number of processing
steps and the same level of production. In this case, labor
costs will be common to all options and hence will not
affect the comparison.

If, however, options are to be compared that are
very different in nature, such as a comparison between
batch and continuous operation, some allowance for the
difference in the cost of labor must be made. Also, if the
location of the plant has not been fixed, the differences
in labor costs between different geographical locations can
be important.

5. Maintenance: The cost of maintenance depends on
whether processing materials are solids on the one hand
or gas and liquid on the other. Handling solids tends

to increase maintenance costs. Highly corrosive pro-
cess fluids increase maintenance costs. Average mainte-
nance costs tend to be around 6% of the fixed capital
investment8.

2.6 SIMPLE ECONOMIC CRITERIA

To evaluate design options and carry out process optimiza-
tion, simple economic criteria are needed. Consider what
happens to the revenue from product sales after the plant
has been commissioned. The sales revenue must pay for
both fixed costs that are independent of the rate of pro-
duction and variable costs, which do depend on the rate
of production. After this, taxes are deducted to leave the
net profit.

Fixed costs independent of the rate of production include:

• Capital cost repayments
• Routine maintenance
• Overheads (e.g. safety services, laboratories, personnel

facilities, administrative services)
• Quality control
• Local taxes
• Labor
• Insurance

Variable costs that depend on the rate of produc-
tion include:

• Raw materials
• Catalysts and chemicals consumed in manufacturing

(other than raw materials)
• Utilities (fuel, steam, electricity, cooling water, process

water, compressed air, inert gases, etc.)
• Maintenance costs incurred by operation
• Royalties
• Transportation costs

There can be an element of maintenance that is a fixed
and an element that is variable. Fixed maintenance costs
cover routine maintenance such as statutory maintenance
on safety equipment that must be carried out irrespective
of the rate of production. Variable maintenance costs result
from certain items of equipment needing more maintenance
as the production rate increases. Also, the royalties that
cover the cost of purchasing another company’s process
technology may have different bases. Royalties may be
a variable cost, since they can sometimes be paid in
proportion to the rate of production or sales revenue.
Alternatively, the royalty might be a single-sum payment
at the beginning of the project. In this case, the single-sum
payment will become part of the project capital investment.
As such, it will be included in the annual capital repayment,
and this becomes part of the fixed cost.



Project Cash Flow and Economic Evaluation 29

Two simple economic criteria are useful in pro-
cess design:

1. Economic potential (EP):

EP = value of products − fixed costs

− variable costs − taxes (2.11)

2. Total annual cost (TAC):

T AC = fixed costs + variable costs + taxes (2.12)

When synthesizing a flowsheet, these criteria are applied at
various stages when the picture is still incomplete. Hence,
it is usually not possible to account for all the fixed and
variable costs listed above during the early stages of a
project. Also, there is little point in calculating taxes until
a complete picture of operating costs and cash flows has
been established.

The preceding definitions of economic potential and
total annual cost can be simplified if it is accepted that
they will be used to compare the relative merits of
different structural options in the flowsheet and different
settings of the operating parameters. Thus, items that
will be common to the options being compared can
be neglected.

2.7 PROJECT CASH FLOW AND
ECONOMIC EVALUATION

As the design progresses, more information is accumulated.
The best methods of assessing the profitability of alterna-
tives are based on projections of the cash flows during the
project life18.

Figure 2.2 shows the cash flow pattern for a typical
project. The cash flow is a cumulative cash flow. Consider
Curve 1 in Figure 2.2. From the start of the project at Point
A, cash is spent without any immediate return. The early
stages of the project consist of development, design and
other preliminary work, which causes the cumulative curve
to dip to Point B. This is followed by the main phase
of capital investment in buildings, plant and equipment,
and the curve drops more steeply to Point C. Working
capital is spent to commission the plant between Points
C and D. Production starts at D, where revenue from
sales begins. Initially, the rate of production is likely to be
below design conditions until full production is achieved
at E. At F , the cumulative cash flow is again zero.
This is the project breakeven point. Toward the end of
the projects life at G, the net rate of cash flow may
decrease owing to, for example, increasing maintenance
costs, a fall in the market price for the product, and
so on.

Ultimately, the plant might be permanently shut down or
given a major revamp. This marks the end of the project,
H . If the plant is shut down, working capital is recovered,
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Figure 2.2 Cash flow pattern for a typical project. (From
Allen DH, 1980, A Guide to the Economic Evaluation of
Projects, IChemE, reproduced by permission of the Institution of
Chemical Engineers.)

and there may be salvage value, which would create a final
cash inflow at the end of the project.

The predicted cumulative cash flow curve for a project
throughout its life forms the basis for more detailed eval-
uation. Many quantitative measures or indices have been
proposed. In each case, important features of the cumula-
tive cash flow curve are identified and transformed into a
single numerical measure as an index.

1. Payback time: Payback time is the time that elapses from
the start of the project (A in Figure 2.2) to the breakeven
point (F in Figure 2.2). The shorter the payback time,
the more attractive is the project. Payback time is often
calculated as the time to recoup the capital investment based
on the mean annual cash flow. In retrofit, payback time is
usually calculated as the time to recoup the retrofit capital
investment from the mean annual improvement in operating
costs.

2. Return on Investment (ROI): Return on investment (ROI)
is usually defined as the ratio of average yearly income
over the productive life of the project to the total
initial investment, expressed as a percentage. Thus, from
Figure 2.2

ROI = KH

KD
× 100

LD
%per year (2.13)

Payback and ROI select particular features of the project
cumulative cash flow and ignore others. They take no
account of the pattern of cash flow during a project.
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The other indices to be described, net present value
and discounted cash flow return, are more comprehensive
because they take account of the changing pattern of project
net cash flow with time. They also take account of the time
value of money.

3. Net present value (NPV): Since money can be invested
to earn interest, money received now has a greater value
than money if received at some time in the future. The net
present value of a project is the sum of the present values
of each individual cash flow. In this case, the present is
taken to be the start of a project.

Time is taken into account by discounting the annual
cash flow ACF with the rate of interest to obtain the annual
discounted cash flow ADCF . Thus at the end of year 1

ADCF1 = ACF1

(1 + i)

at the end of year 2,

ADCF2 = ACF2

(1 + i)2

and at the end of year n,

ADCFn = ACFn

(1 + i)n
(2.14)

The sum of the annual discounted cash flows over n years
�ADCF is known as the net present value (NPV) of the
project.

NPV =
∑

ADCF (2.15)

The value of NPV is directly dependent on the choice of
the fractional interest rate i and project lifetime n.

Returning to the cumulative cash flow curve for a project,
the effect of discounting is shown in Figure 2.2. Curve 1
is the original curve with no discounting, that is, i = 0, and
the project NPV is equal to the final net cash position given
by H . Curve 2 shows the effect of discounting at a fixed
rate of interest, and the corresponding project NPV is given
by J . Curve 3 in Figure 2.2 shows a larger rate of interest,
but it is chosen such that the NPV is zero at the end of
the project.

The greater the positive NPV for a project, the more
economically attractive it is. A project with a negative NPV
is not a profitable proposition.

4. Discounted cash flow rate of return: Discounted cash
flow rate of return is defined as the discount rate i, which
makes the NPV of a project to zero (Curve 3 in Figure 2.2):

NPV =
∑

ADCF = 0 (2.16)

The value of i given by this equation is known as the
discounted cash flow rate of return (DCFRR). It may be
found graphically or by trial and error.

Example 2.7 A company has the alternative of investing in one
of two projects, A or B. The capital cost of both projects is

$10 million. The predicted annual cash flows for both projects
are shown in Table 2.10. Capital is restricted, and a choice is to
be made on the basis of discounted cash flow rate of return, based
on a five-year lifetime.

Table 2.10 Predicted annual cash
flows.

Cash flows ($106)

Year Project A Project B

0 −10 −10
1 1.6 6.5
2 2.8 5.2
3 4.0 4.0
4 5.2 2.8
5 6.4 1.6

Project A

Start with an initial guess for DCFRR of 20% and
increase as detailed in Table 2.11.

Table 2.11 Calculation of DCFRR for Project A.

DCF 20% DCF 30% DCF 25%

Year ACF ADCF �ADCF ADCF �ADCF ADCF �ADCF

0 −10 −10 −10 −10 −10 −10 −10
1 1.6 1.33 −8.67 1.23 −8.77 1.28 −8.72
2 2.8 1.94 −6.73 1.66 −7.11 1.79 −6.93
3 4.0 2.31 −4.42 1.82 −5.29 2.05 −4.88
4 5.2 2.51 −1.91 1.82 −3.47 2.13 −2.75
5 6.4 2.57 0.66 1.72 −1.75 2.10 −0.65

Twenty percent is too low since �ADCF is positive at the
end of year 5. Thirty percent is too large since �ADCF is
negative at the end of year 5, as is the case with 25%. The
answer must be between 20 and 25%. Interpolating on the
basis of �ADCF the DCFRR ≈ 23%.

Project B

Again, start with an initial guess for DCFRR of 20% and
increase as detailed in Table 2.12.

From �ADCF at the end of year 5, 20% is to low, 40%
too high and 35% also too low. Interpolating on the basis
of �ADCF , the DCFRR ≈ 38%. Project B should therefore
be chosen.

2.8 INVESTMENT CRITERIA

Economic analysis should be performed at all stages of an
emerging project as more information and detail become
available. The decision as to whether to proceed with a
project will depend on many factors. There is most often
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Table 2.12 Calculation of DCFRR for Project B.

DCF 20% DCF 40% DCF 35%

Year ACF ADCF �ADCF ADCF �ADCF ADCF �ADCF

0 −10 −10 −10 −10 −10 −10 −10
1 6.4 5.42 −4.58 4.64 −5.36 4.81 −5.19
2 5.2 3.61 −0.97 2.65 −2.71 2.85 −2.34
3 4.0 2.31 1.34 1.46 −1.25 1.63 −0.71
4 2.8 1.35 2.69 0.729 −0.521 0.843 0.133
5 1.6 0.643 3.33 0.297 −0.224 0.357 0.490

stiff competition within companies for any capital available
for investment in projects. The decision as to where to
spend the available capital on a particular project will,
in the first instance but not exclusively, depend on the
economic criteria discussed in the previous section. Criteria
that account for the timing of the cash flows (the NPV and
DCFRR) should be the basis of the decision-making. The
higher the value of the NPV and DCFRR for a project,
the more attractive it is. The absolute minimum acceptable
value of the DCFRR is the market interest rate. If the
DCFRR is lower than market interest rate, it would be better
to put the money in the bank. For a DCFRR value greater
than this, the project will show a profit, for a lesser value
it will show a loss. The essential distinction between NPV
and DCFRR is:

• Net Present Value measures profit but does not indicate
how efficiently capital is being used.

• DCFRR measures how efficiently capital is being used
but gives no indication of how large the profits will be.

If the goal is to maximize profit, NPV is the more important
measure. If the supply of capital is restricted, which is
usual, DCFRR can be used to decide which projects will
use the capital most efficiently. Both measures are therefore
important to characterize the economic value of a project.

Predicting future cash flows for a project is extremely
difficult. There are many uncertainties, including the project
life. Also, the appropriate interest rate will not be known
with certainty. The acceptability of the rate of return will
depend on the risks associated with the project and the
company investment policy. For example, a DCFRR of 20%
might be acceptable for a low risk project. A higher return
of say 30% might be demanded of a project with some
risk, whereas a high-risk project with significant uncertainty
might demand a 50% DCFRR.

The sensitivity of the economic analysis to the underlying
assumptions should always be tested. A sensitivity analysis
should be carried out to test the sensitivity of the economic
analysis to:

• errors in the capital cost estimate
• delays in the start-up of the project after the capital has

been invested (particularly important for a high capital
cost project)

• changes in the cost of raw materials
• changes in the sales price of the product
• reduction in the market demand for the product, and

so on.

When carrying out an economic evaluation, the magnitude
and timing of the cash flows, the project life and interest
rate are not known with any certainty. However, providing
that consistent assumptions are made for projections of
cash flows and the assumed rate of interest, the economic
analysis can be used to choose between competing projects.
It is important to compare different projects and options
within projects, on the basis of consistent assumptions.
Thus, even though the evaluation will be uncertain in an
absolute sense, it can still be meaningful in a relative
sense for choosing between options. Because of this, it is
important to have a reference against which to judge any
project or option within a project.

However, the final decision to proceed with a project
will be influenced as much by business strategy as by
the economic measures described above. The business
strategy might be to gradually withdraw from a particular
market, perhaps because of adverse long-term projections
of excessive competition, even though there might be short-
term attractive investment opportunities. The long-term
business strategy might be to move into different business
areas, thereby creating investment priorities. Priority might
be given to increasing market share in a particular product
to establish business dominance in the area and achieve
long-term global economies of scale in the business.

2.9 PROCESS ECONOMICS –
SUMMARY

Process economics is required to evaluate design options,
carry out process optimization and evaluate overall project
profitability. Two simple criteria can be used:

• economic potential
• total annual cost.

These criteria can be used at various stages in the design
without a complete picture of the process.

The dominant operating cost is usually raw materials.
However, other significant operating costs involve catalysts
and chemicals consumed other than raw materials, utility
costs, labor costs and maintenance.

Capital costs can be estimated by applying installation
factors to the purchase costs of individual items of
equipment. However, there is considerable uncertainty
associated with cost estimates obtained in this way, as
equipment costs are typically only 20 to 40% of the total
installed costs, with the remainder based on factors. Utility
investment, off-site investment and working capital are also
needed to complete the capital investment. The capital cost
can be annualized by considering it as a loan over a fixed
period at a fixed rate of interest.
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As a more complete picture of the project emerges, the
cash flows through the project life can be projected. This
allows more detailed evaluation of project profitability on
the basis of cash flows. Net present value can be used to
measure the profit taking into account the time value of
money. Discounted cash flow rate of return measures how
efficiently the capital is being used.

Overall, there are always considerable uncertainties
associated with an economic evaluation. In addition to
the errors associated with the estimation of capital and
operating costs, the project life or interest rates are not
known with any certainty. The important thing is that
different projects, and options within projects, are compared
on the basis of consistent assumptions. Thus, even though
the evaluation will be uncertain in an absolute sense, it
will still be meaningful in a relative sense for choosing
between options.

2.10 EXERCISES
1. The cost of a closed atmospheric cylindrical storage vessels

can be considered to be proportional to the mass of steel
required. Derive a simple expression for the dimensions of
such a storage tank to give minimum capital cost. Assume
the top and bottom are both flat.

2. A new agitated reactor with new external shell-and-tube heat
exchanger and new centrifugal pump are to be installed
in an existing facility. The agitated reactor is to be glass-
lined, which can be assumed to have an equipment cost
of three times the cost of a carbon steel vessel. The heat
exchanger, pump and associated piping are all high-grade
stainless steel. The equipment is rated for moderate pressure.
The reactor has a volume of 9 m3, the heat exchanger an area
of 50 m2 and the pump has a power of 5 KW. No significant
investment is required in utilities, off-sites, buildings, site
preparation or working capital. Using Equation 2.1 and
Table 2.1 (extrapolating beyond the range of the correlation
if necessary), estimate the cost of the project (CE Index of
Equipment = 441.9).

3. Steam is distributed on a site via a high-pressure and low-
pressure steam mains. The high-pressure mains is at 40
bar and 350◦C. The low-pressure mains is at 4 bar. The
high-pressure steam is generated in boilers. The overall
efficiency of steam generation and distribution is 75%. The
low-pressure steam is generated by expanding the high-
pressure stream through steam turbines with an isentropic
efficiency of 80%. The cost of fuel in the boilers is 3.5
$·GJ−1, and the cost of electricity is $0.05 KW−1·h−1. The
boiler feedwater is available at 100◦C with a heat capacity of
4.2 kJ·kg−1·K−1. Estimate the cost of the high-pressure and
low-pressure steam.

4. A refrigerated distillation condenser has a cooling duty of
0.75 MW. The condensing stream has a temperature of
−10◦C. The heat from a refrigeration circuit can be rejected
to cooling water at a temperature of 30◦C. Assuming a
temperature difference in the distillation condenser of 5◦C and
a temperature difference for heat rejection from refrigeration
to cooling water of 10◦C, estimate the power requirements
for the refrigeration.

5. Acetone is to be produced by the dehydrogenation of an
aqueous solution of isopropanol according to the reaction:

(CH3)2CHOH

Isopropanol

−−−→ CH3COCH3

Acetone

+ H2

Hydrogen

The effluent from the reactor enters a phase separator that
separates vapor from liquid. The liquid contains the bulk of
the product, and the vapor is a waste stream. The vapor stream
is at a temperature of 30◦C and an absolute pressure of 1.1
bar. The component flowrates in the vapor stream are given
in Table 2.13, together with their raw material values and fuel
values. Three options are to be considered:
a. Burn the vapor in a furnace
b. Recover the acetone by absorption in water recycled from

elsewhere in the process with the tail gas being burnt in a
furnace. It is expected that 99% will be recovered by this
method at a cost of 1.8 $·kmol−1 acetone recovered.

c. Recover the acetone by condensation using refrigerated
coolant with the tail gas being burnt in a furnace. It is
anticipated that a temperature of −10◦C will need to be
achieved in the condenser. It can be assumed that the
hydrogen is an inert that will not dissolve in the liquid
acetone. The vapor pressure of acetone is given by

ln P = 10.031 − 2940.5

T − 35.93

where P = pressure (bara)
T = absolute temperature (K)

The cost of refrigerant is $11.5 GJ−1, the mean molal heat
capacity of the vapor is 40 kJ·kmol−1·K−1, and the latent
heat of acetone is 29,100 kJ·kmol−1.

Calculate the economic potential of each option given the
data in Table 2.13.

Table 2.13 Data for exercise 5.

Component Flowrate
in vapor

(kmol·h−1)

Raw material
value

($·kmol−1)

Fuel value
($·kmol−1)

Hydrogen 51.1 0 0.99
Acetone 13.5 34.8 6.85

6. A process for the production of cellulose acetate fiber produces
a waste stream containing mainly air but with a small quantity
of acetone vapor. The flowrate of air is 300 kmol·h−1 and
that of acetone is 4.5 kmol·h−1. It is proposed to recover the
acetone from the air by absorption into water followed by
distillation of the acetone-water mixture. The absorber requires
a flow of water 2.8 times that of the air.
a. Assuming acetone costs 34.8 $·kmol−1, process water

costs $0.004 kmol−1 and the process operates for
8000 h·y−1, calculate the maximum economic potential
assuming complete recovery of the acetone.

b. If the absorber and distillation column both operate at
99% recovery of acetone and the product acetone overhead
from the distillation column must be 99% pure, sketch the
flowsheet for the system and calculate the flows of acetone
and water to and from the distillation column.
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c. Calculate the revised economic potential to allow for
incomplete recovery in the absorption and distillation
columns. In addition, the effluent from the bottom of the
distillation column will cost $50 for each kmol of acetone
plus $0.004 for each kmol of water to treat before it can
be disposed of to sewer.

7. A company has the option of investing in one of the
two projects A or B. The capital cost of both projects is
$1,000,000. The predicted annual cash flows for both projects
are shown in Table 2.14. For each project, calculate the:
a. payback time for each project in terms of the average

annual cash flow
b. return on investment
c. discounted cash flow rate of return
What do you conclude from the result?

Table 2.14 Cash flows for two competing
projects.

Year Cash flows $1000

Project A Project B

0 −1000 −1000
1 150 500
2 250 450
3 350 300
4 400 200
5 400 100

8. A company is considering the projects given in Table 2.15.

Table 2.15 Cash flow for two competing projects.

End of year Project A Project B

Investment ($) 0 210,000 50,000
Net cash inflows ($) 1 70,000 20,000

2 70,000 20,000
3 70,000 20,000
4 70,000 20,000
5 70,000 20,000

For both projects, calculate the following.
a. The payback time for each project in terms of the average

annual cash flow
b. The net present value at the current lending interest rate

of 10%
c. The discounted cash flow rate of return.
On the basis of a comparison of these three measures, which
project would you prefer? Explain your decision.

9. A process has been developed for a new product for which
the market is uncertain. A plant to produce 50,000 t·y−1

requires an investment of $10,000,000, and the expected
project life is five years. Fixed operating costs are expected to
be $750,000 y−1, and variable operating costs (excluding raw
materials) expected to be $40 t−1 product. The stoichiometric
raw material costs are $80 t−1 product. The yield of product
per ton of raw material is 80%. Tax is paid in the same year

as the relevant profit is made at a rate of 35%. Calculate the
selling price of the product to give a minimum acceptable
discounted cash flowrate of return of 15% year.

10. How can the concept of simple payback be improved to give
a more meaningful measure of project profitability?

11. It is proposed to build a plant to produce 170,000 t·y−1 of
a commodity chemical. A study of the supply and demand
projections for the product indicates that current installed
capacity in the industry is 6.8 × 106 t·y−1, whereas total
production is running at 5.0 × 106 t·y−1. Maximum plant
utilization is thought to be around 90%. If the demand for
the product is expected to grow at 8% per year, and it will
take 3 years to commission a new plant from the start of
a project, what do you conclude about the prospect for the
proposed project?
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3 Optimization

3.1 OBJECTIVE FUNCTIONS

Optimization will almost always be required at some stage
in a process design. It is usually not necessary for a designer
to construct an optimization algorithm in order to carry
out an optimization, as general-purpose software is usually
available for this. However, it is necessary for the designer
to have some understanding of how optimization works in
order to avoid the pitfalls that can occur. More detailed
accounts of optimization can be found elsewhere1 – 3.

Optimization problems in process design are usually con-
cerned with maximizing or minimizing an objective func-
tion. The objective function might typically be to maximize
economic potential or minimize cost. For example, con-
sider the recovery of heat from a hot waste stream. A heat
exchanger could be installed to recover the waste heat. The
heat recovery is illustrated in Figure 3.1a as a plot of tem-
perature versus enthalpy. There is heat available in the hot
stream to be recovered to preheat the cold stream. But how
much heat should be recovered? Expressions can be written
for the recovered heat as:

QREC = mH CP ,H (TH ,in −TH ,out) (3.1)

QREC = mCCP ,C (TC ,out − TC ,in) (3.2)

where QREC = recovered heat
mH, mC = mass flowrates of the hot and cold

streams
CP,H , CP,C = specific heat capacity of the hot and

cold streams
TH ,in , TH ,out = hot stream inlet and outlet

temperatures
TC ,in , TC ,out = cold stream inlet and outlet

temperatures

The effect of the heat recovery is to decrease the energy
requirements. Hence, the energy cost of the process:

Energy cost = (QH − QREC )CE (3.3)

where QH = process hot utility requirement prior to heat
recovery from the waste stream

CE = unit cost of energy

There is no change in cost associated with cooling as the
hot stream is a waste stream being sent to the environment.
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An expression can also be written for the heat transfer area
of the recovery exchanger:

A = QREC

U�TLM

(3.4)

where A = heat transfer area
U = overall heat transfer coefficient

�TLM = logarithmic mean temperature difference

= (TH ,in − TC ,out ) − (TH ,out − TC ,in)

ln

[
TH ,in − TC ,out

TH ,out − TC ,in

]

In turn, the area of the heat exchanger can be used to
estimate the annualized capital cost:

Annualized capital cost = (a + bAc)AF (3.5)

where a, b, c = cost coefficients
AF = annualization factor (see Chapter 2)

Suppose that the mass flowrates, heat capacities and
inlet temperatures of both streams are fixed and the
current hot utility requirement, unit cost of energy, overall
heat transfer coefficient, cost coefficients and annualization
factor are known. Equations 3.1 to 3.5, together with the
specifications for the 13 variables mH , mC , CP,H , CP ,C ,
TH ,in , TC ,in , U , a, b, c, AF, QH and CE , constitute 18
equality constraints. In addition to these 13 variables, there
are a further six unknown variables QREC , TH ,out , TC ,out ,
Energy cost, Annualized capital cost and A. Thus, there are
18 equality constraints and 19 variables, and the problem
cannot be solved. For the system of equations (equality
constraints) to be solved, the number of variables must be
equal to the number of equations (equality constraints). It is
underspecified. Another specification (equality constraint)
is required to solve the problem; there is one degree of
freedom. This degree of freedom can be optimized; in this
case, it is the sum of the annualized energy and capital costs
(i.e. the total cost), as shown in Figure 3.1b.

If the mass flowrate of the cold stream through the
exchanger had not been fixed, there would have been one
fewer equality constraint, and this would have provided an
additional degree of freedom and the optimization would
have been a two-dimensional optimization. Each degree of
freedom provides an opportunity for optimization.

Figure 3.1b illustrates how the investment in the heat
exchanger is optimized. As the amount of recovered heat
increases, the cost of energy for the system decreases.
On the other hand, the size and capital cost of the heat
exchange equipment increase. The increase in size of heat
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(a)  Conditions in heat recovery exchanger. (b)  Cost trade-offs.
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Figure 3.1 Recovery of heat from a waste steam involves a trade-off between reduced energy cost and increased capital cost of
heat exchanger.
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(a)  Discontinuous function. (b)  Multimodal function.

Figure 3.2 Objective functions can exhibit complex behavior.

exchanger results from the greater amount of heat to be
transferred. Also, because the conditions of the waste
stream are fixed, as more heat is recovered from the waste
stream, the temperature differences in the heat exchanger
become lower, causing a sharp rise in the capital cost.
In theory, if the recovery was taken to its limit of zero
temperature difference, an infinitely large heat exchanger
with infinitely large capital cost would be needed. The
costs of energy and capital cost can be expressed on an
annual basis, as explained in Chapter 2, and combined as
shown in Figure 3.1b to obtain the total cost. The total
cost shows a minimum, indicating the optimum size of the
heat exchanger.

Given a mathematical model for the objective function
in Figure 3.1b, finding the minimum point should be

straightforward and various strategies could be adopted
for this purpose. The objective function is continuous.
Also, there is only one extreme point. Functions with only
one extreme point (maximum or minimum) are termed
unimodal. By contrast, consider the objective functions
in Figure 3.2. Figure 3.2a shows an objective function to
be minimized that is discontinuous. If the search for the
minimum is started at point x1, it could be easily concluded
that the optimum point is at x2, whereas the true optimum is
at x3. Discontinuities can present problems to optimization
algorithms searching for the optimum. Figure 3.2b shows
an objective function that has a number of points where the
gradient is zero. These points where the gradient is zero
are known as stationary points. Functions that exhibit a
number of stationary points are known as multimodal. If
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(a)  A convex function to be minimized. (b)  A concave function to be maximized.

Figure 3.3 Convex and concave functions.

the function in Figure 3.2b is to be minimized, it has a
local optimum at x2. If the search is started at x1, it could
be concluded that the global optimum is at x2. However,
the global optimum is at x3. The gradient is zero at x4,
which is a saddle point. By considering the gradient only,
this could be confused with a maximum or minimum.
Thus, there is potentially another local optimum at x4.
Like discontinuities, multimodality presents problems to
optimization algorithms. It is clear that it is not sufficient
to find a point of zero gradient in the objective function
in order to ensure that the optimum has been reached.
Reaching a point of zero gradient is a necessary condition
for optimality but not a sufficient condition.

To establish whether an optimal point is a local or a
global optimum, the concepts of convexity and concavity
must be introduced. Figure 3.3a shows a function to be
minimized. In Figure 3.3a, if a straight line is drawn
between any two points on the function, then the function
is convex if all the values of this line lie above the curve.
Similarly, if an objective function is to be maximized, as
shown in Figure 3.3b, and a straight line drawn between
any two points on the function, then if all values on this
line lie below the curve, the function is concave. A convex
or concave function provides a single optimum. Thus, if a
minimum is found for a function that is to be minimized
and is known to be convex, then it is the global optimum.
Similarly, if a maximum is found for a function that is to be
maximized and known to be concave, then it is the global
optimum. On the other hand, a nonconvex or nonconcave
function may have multiple local optima.

Searching for the optimum in Figures 3.1 to 3.3 consti-
tutes a one-dimensional search. If the optimization involves
two variables, say x1 and x2 corresponding to the func-
tion f (x1, x2), it can be represented as a contour plot as
shown in Figure 3.4. Figure 3.4 shows a function f (x1, x2)

to be minimized. The contours represent lines of uniform
values of the objective function. The objective function in
Figure 3.4 is multimodal, involving a local optimum and
a global optimum. The concepts of convexity and con-
cavity can be extended to problems with more than one

200
100
50
20

Local Optimum

x2

x1

Global
Optimum

Figure 3.4 A contour plot of a multimodal function to be
minimized.

dimension1. The objective function in Figure 3.4 is non-
convex. A straight line cannot be drawn between any two
points on the surface represented by the contours to ensure
that all points on the straight line are below the surface.
These concepts can be expressed in a formal way mathe-
matically, but is outside the scope of this text1 – 3.

The optimization might well involve more than two
variables in a multivariable optimization, but in this case,
it is difficult to visualize the problem.

3.2 SINGLE-VARIABLE OPTIMIZATION

Searching for the optimum (minimum) for the objective
function in Figure 3.1b involves a one-dimensional search
across a single variable. In the case of Figure 3.1b, a
search is made for the amount of heat to be recovered.
An example of a method for single-variable search is
region elimination. The function is assumed to be unimodal.
Figure 3.5 illustrates the approach. In Figure 3.5, the
objective function is evaluated at two points. If the function
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Figure 3.5 Region elimination for the optimization of a single variable.

is being minimized, then in the case of Figure 3.5a, x2

is less than x1 and the region to the left of x1 can be
eliminated. This is possible only for the case of a unimodal
function. In Figure 3.5b, the objective function is lower at
x1 than at x2. In this case, the region to the right of x2 can be
eliminated. Finally, in Figure 3.5c, x1 and x2 are equal. In
this case, the regions to the left of x1 and to the right of x2

can be eliminated. If equal intervals are chosen to determine
the objective function, as shown in Figure 3.5, then at least
one-third of the region can be eliminated. This process can
then be repeated in the remaining region in order to identify
more precisely the location of the optimum. A number of
other methods for region elimination are also possible1.

A more sophisticated method for optimization of a
single variable is Newton’s method, which exploits first
and second derivatives of the objective function. Newton’s
method starts by supposing that the following equation
needs to be solved:

f (x) = 0 (3.6)

The solution of this equation needs to start with an initial
guess for the solution as x1. The next guess x2 can be
approximated by:

f (x2) ≈ f (x1) + (x2 − x1)f
′(x) (3.7)

where f ′(x) is the derivative (gradient) of f (x). If x2 is to
solve Equation 3.6, then f (x2) = 0. This is substituted into
Equation 3.7 and rearranged to give:

x2 = x1 − f (x1)

f ′(x1)
for f ′(x1) �= 0 (3.8)

However, x2 is only an approximation to the solution, as
Equation 3.7 is only an approximation. Hence, the appli-
cation of Equation 3.8 must be repeated such that x1 in
Equation 3.8 is replaced by the new approximation (x2).
Solving Equation 3.8 again provides the next approxima-
tion x3, and so on. Equation 3.8 is applied repeatedly until
successive new approximations to the solution change by
less than an acceptable tolerance. However, in a single-
variable optimization, rather than solving Equation 3.6, the

x1

f ′(x)

x2 x3 x

xOPT

.

f ′(x1)

f ′(x2)

Figure 3.6 Newton’s method for the optimization of a sin-
gle variable.

stationary point needs to be found where the gradient is
zero:

f ′(x) = 0 (3.9)

For this, Equation 3.8 takes the form:‘

xk+1 = xk − f ′(xk)

f ′′(xk)
for f ′′(xk) �= 0 (3.10)

where f ′′(xk) is the second derivative of f (x) at xk

on iteration k. Equation 3.10 is applied repeatedly until
the location of the stationary point is identified within
a specified tolerance. This procedure is illustrated in
Figure 3.6. Newton’s method can be an extremely efficient
way to carry out single-variable optimization. However,
if the objective function is not unimodal, the method can
become unstable. In such situations, the stability depends
on the initial guess.

3.3 MULTIVARIABLE OPTIMIZATION

The problem of multivariable optimization is illustrated
in Figure 3.4. Search methods used for multivariable opti-
mization can be classified as deterministic and stochastic.
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1. Deterministic methods. Deterministic methods follow a
predetermined search pattern and do not involve any
guessed or random steps. Deterministic methods can be
further classified into direct and indirect search methods.
Direct search methods do not require derivatives (gradients)
of the function. Indirect methods use derivatives, even
though the derivatives might be obtained numerically rather
than analytically.

(a) Direct search methods. An example of a direct search
method is a univariate search, as illustrated in Figure 3.7.
All of the variables except one are fixed and the remaining
variable is optimized. Once a minimum or maximum point
has been reached, this variable is fixed and another variable
optimized, with the remaining variables being fixed. This
is repeated until there is no further improvement in the
objective function. Figure 3.7 illustrates a two-dimensional
search in which x1 is first fixed and x2 optimized. Then

200
100
50
20

Local Optimum

x1

x2

Global
Optimum

Starting
Point

Figure 3.7 A univariate search.

x2 is fixed and x1 optimized, and so on until no further
improvement in the objective function is obtained. In
Figure 3.7, the univariate search is able to locate the global
optimum. It is easy to see that if the starting point for
the search in Figure 3.7 had been at a lower value of x1,
then the search would have located the local optimum,
rather than the global optimum. For searching multivariable
optimization problems, often the only way to ensure that the
global optimum has been reached is to start the optimization
from different initial points.

Another example of a direct search is a sequential
simplex search. The method uses a regular geometric
shape (a simplex) to generate search directions. In two
dimensions, the simplest shape is an equilateral triangle. In
three dimensions, it is a regular tetrahedron. The objective
function is evaluated at the vertices of the simplex, as
illustrated in Figure 3.8. The objective function must first
be evaluated at the Vertices A, B and C. The general
direction of search is projected away from the worst vertex
(in this case Vertex A) through the centroid of the remaining
vertices (B and C), Figure 3.8a. A new simplex is formed
by replacing the worst vertex by a new point that is the
mirror image of the simplex (Vertex D), as shown in
Figure 3.8a. Then Vertex D replaces Vertex A, as Vertex A

is an inferior point. The simplex vertices for the next step
are B, C and D. This process is repeated for successive
moves in a zigzag fashion, as shown in Figure 3.8b. The
direction of search can change as illustrated in Figure 3.8c.
When the simplex is close to the optimum, there may be
some repetition of simplexes, with the search going around
in circles. If this is the case, then the size of the simplex
should be reduced.

(b) Indirect search methods. Indirect search methods use
derivatives (gradients) of the objective function. The

D

C
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B

D

C
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B

(a)  Reflection of a simplex to a new
       point.

(b)  Search proceeds in a zig–zag
       pattern.

(c)  Change of direction.

.

x1x1x1

x2 x2 x2

Figure 3.8 The simplex search.
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Figure 3.9 Method of steepest descent.

derivatives may be obtained analytically or numerically.
Many methods are available for indirect search. An example
is the method of steepest descent in a minimization
problem. The direction of steepest descent is the search
direction that gives the maximum rate of change for the
objective function from the current point. The method is
illustrated in Figure 3.9. One problem with this search
method is that the appropriate step size is not known, and
this is under circumstances when the gradient might change
significantly during the search. Another problem is that
the search can slow down significantly as it reaches the
optimum point. If a search is made for the maximum in
an objective function, then the analogous search is one of
steepest ascent.

The method of steepest descent uses only first-order
derivatives to determine the search direction. Alternatively,
Newton’s method for single-variable optimization can be
adapted to carry out multivariable optimization, taking
advantage of both first- and second-order derivatives
to obtain better search directions1. However, second-
order derivatives must be evaluated, either analytically
or numerically, and multimodal functions can make the
method unstable. Therefore, while this method is potentially
very powerful, it also has some practical difficulties.

One fundamental practical difficulty with both the direct
and indirect search methods is that, depending on the shape
of the solution space, the search can locate local optima,
rather than the global optimum. Often, the only way to
ensure that the global optimum has been reached is to
start the optimization from different initial points and repeat
the process.

2. Stochastic search methods. In all of the optimization
methods discussed so far, the algorithm searches the objec-
tive function seeking to improve the objective function at
each step, using information such as gradients. Unfortu-
nately, as already noted, this process can mean that the
search is attracted towards a local optimum. On the other

hand, stochastic search methods use random choice to guide
the search and can allow deterioration of the objective func-
tion during the search. It is important to recognize that a
randomized search does not mean a directionless search.
Stochastic search methods generate a randomized path to
the solution on the basis of probabilities. Improvement in
the objective function becomes the ultimate rather than
the immediate goal, and some deterioration in the objec-
tive function is tolerated, especially during the early stages
of the search. In searching for a minimum in the objec-
tive function, rather than the search always attempting to
go downhill, stochastic methods allow the search to also
sometimes go uphill. Similarly, if the objective function
is to be maximized, stochastic methods allow the search to
sometimes go downhill. As the optimization progresses, the
ability of the algorithm to accept deterioration in the objec-
tive function is gradually removed. This helps to reduce the
problem of being trapped in a local optimum.

Stochastic methods do not need auxiliary information,
such as derivatives, in order to progress. They only require
an objective function for the search. This means that
stochastic methods can handle problems in which the
calculation of the derivatives would be complex and cause
deterministic methods to fail.

Two of the most popular stochastic methods are simu-
lated annealing and genetic algorithms.

(a) Simulated annealing. Simulated annealing emulates the
physical process of annealing of metals4,5. In the physical
process, at high temperatures, the molecules of the liquid
move freely with respect to one another. If the liquid is
cooled slowly, thermal mobility is lost. The atoms are able
to line themselves up and form perfect crystals. This crystal
state is one of minimum energy for the system. If the
liquid metal is cooled quickly, it does not reach this state
but rather ends up in a polycrystalline or amorphous state
having higher energy. So the essence of the process is slow
cooling, allowing ample time for redistribution of the atoms
as they lose mobility to reach a state of minimum energy.

With this physical process in mind, an algorithm can
be suggested in which a system moves from one point
to another, with the resulting change in the objective
function from E1 to E2. The probability of this change
can be assumed to follow a relationship similar to the
Boltzmann probability distribution (maintaining the analogy
with physical annealing)4:

P = exp[−(E2 − E1)/T ] (3.11)

where P is the probability, E is the objective function
(the analogy of energy) and T is a control parameter (the
analogy of annealing temperature). Relationships other than
Equation 3.11 can be used. If the objective function is
being minimized and E2 is less than E1 (i.e. the objective
function improves as a result of the move), then the
probability from Equation 3.11 is greater than unity. In
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such cases, the move is arbitrarily assigned to a probability
of unity, and the system should always accept such a
move. If the probability in Equation 3.11 is 0, the move
is rejected. If the probability is between zero and unity
(i.e. the objective function gets worse as a result of the
move), then a criterion is needed to dictate whether the
move is accepted or rejected. An arbitrary cutoff point
(e.g. reject any move with a probability of less than 0.5)
could be made, but the most appropriate value is likely to
change from problem to problem. Instead, the analogy with
physical annealing is maintained, and the probability from
Equation 3.11 is compared with the output of a random
number generator that creates random numbers between
zero and unity. If Equation 3.11 predicts a probability
greater than the random number generator, then the move
is accepted. If it is less, then the move is rejected and
another move is attempted instead. Thus, Equation 3.11
dictates whether a move is accepted or rejected. In this
way, the method will always accept a downhill step when
minimizing an objective function, while sometimes it will
take an uphill step.

However, as the optimization progresses, the possibility
of accepting moves that result in a deterioration of the
objective function needs to be removed gradually. This
is the role of the control parameter (the analogy of
temperature) in Equation 3.11. The control parameter is
gradually decreased, which results in the probability in
Equation 3.11 gradually decreasing for moves in which
the objective function deteriorates. When this is compared
with the random number, it gradually becomes more likely
that the move will be rejected. An annealing schedule is
required that controls how the control parameter is lowered
from high to low values.

Thus, the way the algorithm works is to set an initial
value for the control parameter. At this setting of the
control parameter, a series of random moves are made.
Equation 3.11 dictates whether an individual move is
accepted or rejected. The control parameter (annealing
temperature) is lowered and a new series of random
moves is made, and so on. As the control parameter
(annealing temperature) is lowered, the probability of
accepting deterioration in the objective function, as dictated
by Equation 3.11, decreases. In this way, the acceptability
for the search to move uphill in a minimization or downhill
during maximization is gradually withdrawn.

Whilst simulated annealing can be extremely powerful
in solving difficult optimization problems with many local
optima, it has a number of disadvantages. Initial and final
values of the control parameter, an annealing schedule and
the number of random moves for each setting of the control
parameter must be specified. Also, because each search is
random, the process can be repeated a number of times to
ensure that an adequate search of the solution space has
been made. This can be very useful in providing a number
of solutions in the region of the global optimum, rather

than a single solution. Such multiple solutions can then be
screened not just on the basis of cost but also on many other
issues, such as design complexity, control, safety, and so
on, that are difficult to include in the optimization.

(b) Genetic algorithms. Genetic algorithms draw their
inspiration from biological evolution6. Unlike all of the
optimization methods discussed so far, which move from
one point to another, a genetic algorithm moves from
one set of points (termed a population) to another set
of points. Populations of strings (the analogy of chro-
mosomes) are created to represent an underlying set of
parameters (e.g. temperatures, pressures or concentrations).
A simple genetic algorithm exploits three basic operators:
reproduction, crossover and mutation.

Reproduction is a process in which individual members
of a population are copied according to the objective
function in order to generate new population sets. The
operator is inspired by “natural selection” and the “survival
of the fittest”. The easiest way to understand reproduction
is to make an analogy with a roulette wheel. In a roulette
wheel, the probability of selection is proportional to the
area of the slots in the wheel. In a genetic algorithm, the
probability of reproduction is proportional to the fitness
(the objective function). Although the selection procedure
is stochastic, fitter strings are given a better chance of
selection (survival). The reproduction operator can be
implemented in a genetic algorithm in many ways6.

Crossover involves the combination of genetic mate-
rial from two successful parents to form two offspring
(children). Crossover involves cutting two parent strings
at random points and combining differently to form new
offspring. The crossover point is generated randomly.
Crossover works as a local search operator and spreads
good properties amongst the population. The fraction of
new population generated by crossover is generally large
(as observed in nature) and is controlled stochastically.

Mutation creates new strings by randomly changing
(mutating) parts of strings, but (as with nature) with a
low probability of occurring. A random change is made in
one of the genes in order to preserve diversity. Mutation
creates a new solution in the neighborhood of a point
undergoing mutation.

A genetic algorithm works by first generating an initial
population randomly. The population is evaluated according
to its fitness (value of the objective function). A repro-
duction operator then provides an intermediate population
using stochastic selection but biased towards survival of the
fittest. Crossover and mutation operators are then applied
to the intermediate population to create a new generation
of population. The new population is evaluated according
to its fitness and the search is continued with further repro-
duction, crossover and mutation until the population meets
the required convergence criterion (generally the difference
between the average and maximum fitness value or number
of generations).
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In this way, genetic algorithms create better solutions by
reproduction, crossover and mutation such that candidate
solutions improve from one generation to the next. The
algorithm evolves over many generations and eventually
converges on the fittest string. A parallel search reduces
the chance of being stuck in a local optimum.

The major strengths of stochastic search methods are that
they can tackle the most difficult optimization problems
and guarantee finding an optimal solution. Another major
advantage is that, if the solution space is highly irregular,
they can produce a range of solutions with close to optimal
performance, rather a single optimal point. This opens up
a range of solutions to the designer, rather than having
just one option. However, there are disadvantages with
stochastic optimization methods also. They can be very
slow in converging and usually need to be adapted to solve
particular problems. Tailoring the methods to suit specific
applications makes them much more efficient.

3.4 CONSTRAINED OPTIMIZATION

Most optimization problems involve constraints. For
example, it might be necessary for a maximum tempera-
ture or maximum flowrate not to be exceeded. Thus, the
general form of an optimization problem involves three
basic elements:

1. An objective function to be optimized (e.g. minimize
total cost, maximize economic potential, etc.).

2. Equality constraints, which are equations describing the
model of the process or equipment.

3. Inequality constraints, expressing minimum or maxi-
mum limits on various parameters.

These three elements of the general optimization problem
can be expressed mathematically as

minimize f (x1, x2, . . . . . . , xn)

subject to hi(x1, x2, . . . . . . , xn) = 0 (i = 1, p)

gi(x1, x2, . . . . . . , xn) ≥ 0 (i = 1, q)

(3.12)

In this case, there are n design variables, with p equality
constraints and q inequality constraints. The existence of
such constraints can simplify the optimization problem by
reducing the size of the problem to be searched or avoiding
problematic regions of the objective function. In general
though, the existence of the constraints complicates the
problem relative to the problem with no constraints.

Now consider the influence of the inequality constraints
on the optimization problem. The effect of inequality con-
straints is to reduce the size of the solution space that
must be searched. However, the way in which the con-
straints bound the feasible region is important. Figure 3.10
illustrates the concept of convex and nonconvex regions.
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Figure 3.10 Convex and nonconvex regions.

Figure 3.10a shows a convex region. In a convex region,
a straight line can be drawn between any two points A

and B located within the feasible region and all points
on this straight line will also be located within the fea-
sible region. By contrast, Figure 3.10b shows a nonconvex
region. This time when a straight line is drawn between
two points A and B located within the region, some of
the points on the straight line can fall outside the feasible
region. Figure 3.10c shows a region that is constrained by
a set of linear inequality constraints. The region shown in
Figure 3.10c is convex. But it is worth noting that a set of
linear inequality constraints will always provide a convex
region1. These concepts can be represented mathematically
for the general problem1 – 3.

Now superimpose the constraints onto the objective
function. Figure 3.11a shows a contour diagram that has a
set of inequality constraints imposed. The feasible region is
convex and an appropriate search algorithm should be able
to locate the unconstrained optimum. The unconstrained
optimum lies inside the feasible region in Figure 3.11a.
At the optimum none of the constraints are active. By
contrast, consider Figure 3.11b. In this case, the region is
also convex, but the unconstrained optimum lies outside
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Figure 3.11 Effects of constraint and optimization.

of the feasible region. This time, the optimum point is on
the edge of the feasible region and one of the constraints
is active. When the inequality constraint is satisfied,
as in Figure 3.11b, it becomes an equality constraint.
Figure 3.11c illustrates the potential problem of having a
nonconvex region. If the search is initiated in the right-hand
part of the diagram at high values of x1, then it is likely
that the search will find the global optimum. However, if
the search is initiated to the left of the diagram at low
values of x1, it is likely that the search will locate the local
optimum1.

It should be noted that it is not sufficient to simply have
a convex region in order to ensure that a search can locate
the global optimum. The objective function must also be
convex if it is to be minimized or concave if it is to
be maximized.

It is also worth noting that the stochastic optimization
methods described previously are readily adapted to
the inclusion of constraints. For example, in simulated
annealing, if a move suggested at random takes the solution
outside of the feasible region, then the algorithm can be
constrained to prevent this by simply setting the probability
of that move to 0.

3.5 LINEAR PROGRAMMING

An important class of the constrained optimization prob-
lems is one in which the objective function, equality con-
straints and inequality constraints are all linear. A linear
function is one in which the dependent variables appear
only to the first power. For example, a linear function of
two variables x1 and x2 would be of the general form:

f (x1, x2) = a0 + a1x1 + a2x2 (3.13)

where a0, a1 and a2 are constants. Search methods for such
problems are well developed in linear programming (LP).
Solving such linear optimization problems is best explained
through a simple example.

Example 3.1 A company manufactures two products (Product
1 and Product 2) in a batch plant involving two steps (Step I and
Step II). The value of Product 1 is 3 $·kg−1 and that of Product
2 is 2 $·kg−1. Each batch has the same capacity of 1000 kg per
batch but batch cycle times differ between products. These are
given in Table 3.1.

Step I has a maximum operating time of 5000 h·y−1 and Step
II 6000 h·y−1. Determine the operation of the plant to obtain the
maximum annual revenue.

Solution For Step I, the maximum operating time dictates that:

25n1 + 10n2 ≤ 5000

where n1 and n2 are the number of batches per year manufacturing
Products 1 and 2 on Step I. For Step II, the corresponding
equation is:

10n1 + 20n2 ≤ 6000

The feasible solution space can be represented graphically by
plotting the above inequality constraints as equality constraints:

25n1 + 10n2 = 5000

10n1 + 20n2 = 6000

This is shown in Figure 3.12. The feasible solution space in
Figure 3.12 is given by ABCD.

The total annual revenue A is given by

A = 3000n1 + 2000n2

Table 3.1 Times for different steps
in the batch process.

Step I
(h)

Step II
(h)

Product 1 25 10
Product 2 10 20
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Figure 3.12 Graphical representation of the linear optimization
problem from Example 3.1.

On a plot of n1 versus n2 as shown in Figure 3.12, lines of
constant annual revenue will follow a straight line given by:

n2 = −3

2
n1 + A

2000

Lines of constant annual revenue are shown as dotted lines in
Figure 3.12, with revenue increasing with increasing distance
from the origin. It is clear from Figure 3.12 that the optimum
point corresponds with the extreme point at the intersection of
the two equality constraints at Point C.

At the intersection of the two constraints:

n1 = 100

n2 = 250

As the problem involves discrete batches, it is apparently
fortunate that the answer turns out to be two whole numbers.
However, had the answer turned out not to be a whole number,
then the solution would still have been valid because, even though
part batches might not be able to be processed, the remaining part
of a batch can be processed the following year.

Thus the maximum annual revenue is given by:

A = 3000 × 100 + 2000 × 250

= $800,000 $ y−1

Whilst Example 3.1 is an extremely simple example, it
illustrates a number of important points. If the optimization
problem is completely linear, the solution space is convex
and a global optimum solution can be generated. The
optimum always occurs at an extreme point, as is illustrated
in Figure 3.12. The optimum cannot occur inside the
feasible region, it must always be at the boundary. For linear
functions, running up the gradient can always increase the
objective function until a boundary wall is hit.

Whilst simple two variable problems like the one in
Example 3.1 can be solved graphically, more complex

problems require a more formal nongraphical approach.
This is illustrated by returning to Example 3.1 to solve
it in a nongraphical way.

Example 3.2 Solve the problem in Example 3.1 using an
analytical approach.

Solution The problem in Example 3.1 was expressed as:

A = 3000n1 + 2000n2

25n1 + 10n2 ≤ 5000

10n1 + 20n2 ≤ 6000

To solve these equations algebraically, the inequality signs must
first be removed by introducing slack variables S1 and S2 such
that:

25n1 + 10n2 + S1 = 5000

10n1 + 20n2 + S2 = 6000

In other words, these equations show that if the production of both
products does not absorb the full capacities of both steps, then the
slack capacities of these two processes can be represented by the
variables S1 and S2. Since slack capacity means that a certain
amount of process capacity remains unused, it follows that the
economic value of slack capacity is zero. Realizing that negative
production rates and negative slack variables are infeasible, the
problem can be formulated as:

3000n1 + 2000n2 + 0S1 + 0S2 = A (3.14)

25n1 + 10n2 + 1S1 + 0S2 = 5000 (3.15)

10n1 + 20n2 + 0S1 + 1S2 = 6000 (3.16)

where n1, n2, S1, S2 ≥ 0
Equations 3.15 and 3.16 involve four variables and can there-

fore not be solved simultaneously. At this stage, the solution
can lie anywhere within the feasible area marked ABCD in
Figure 3.12. However, providing the values of these variables are
not restricted to integer values; two of the four variables will
assume zero values at the optimum. In this example, n1, n2, S1

and S2 are treated as real and not integer variables.
The problem is started with an initial feasible solution that is

then improved by a stepwise procedure. The search will be started
at the worst possible solution when n1 and n2 are both zero. From
Equations 3.15 and 3.16:

S1 = 5000 − 25n1 − 10n2 (3.17)

S2 = 6000 − 10n1 − 20n2 (3.18)

When n1 and n2 are zero:

S1 = 5000 S2 = 6000

Substituting in Equation 3.14:

A = 3000 × 0 + 2000 × 0 + 0 × 5000 + 0 × 6000

= 0 (3.19)

This is Point A in Figure 3.12. To improve this initial solution,
the value of n1 and/or the value of n2 must be increased, because
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Figure 3.13 Degenerate linear programming problems.

these are the only variables that possess positive coefficients to
increase the annual revenue in Equation 3.14. But which variable,
n1 or n2, should be increased first? The obvious strategy is to
increase the variable that makes the greatest increase in the annual
revenue, which is n1. According to Equation 3.18, n1 can be
increased by 6000/10 = 600 before S2 becomes negative. If n1 is
assumed to be 600 in Equation 3.17, then S1 would be negative.
Since negative slack variables are infeasible, Equation 3.17 is the
dominant constraint on n1 and it follows that its maximum value
is 5000/25 = 200. Rearranging Equation 3.17:

n1 = 200 − 0.4n2 − 0.04S1 (3.20)

which would give a maximum when n1 and S1 are zero.
Substituting the expression for n1 in the objective function,
Equation 3.14, gives:

A = 600,000 + 800n2 − 120S1 (3.21)

Since n2 is initially zero, the greatest improvement in the
objective function results from making S1 zero. This is equivalent
to making n1 equal to 200 from Equation 3.20, given n2 is
initially zero. For n1 = 200 and n2 = 0, the annual revenue A =
600,000. This corresponds with Point B in Figure 3.12. However,
Equation 3.21 also shows that the profit can be improved further
by increasing the value of n2. Substituting n1 from Equation 3.20
in Equation 3.18 gives:

n2 = 250 + 0.025S1 − 0.0625S2 (3.22)

This means n2 takes a value of 250 if both S1 and S2 are zero.
Substituting n2 from Equation 3.22 in Equation 3.20 gives:

n1 = 100 − 0.05S1 + 0.025S2 (3.23)

This means n1 takes a value of 100 if both S1 and S2 are zero.
Finally, substituting the expression for n1 and n2 in the objective
function, Equation 3.14 gives:

A = 800,000 − 100S1 − 50S2 (3.24)

Equations 3.22 to 3.24 show that the maximum annual revenue
is $800,000 y−1 when n1 = 100 and n2 = 250. This corresponds
with Point C in Figure 3.12.

It is also interesting to note the Equation 3.24 provides some
insight into the sensitivity of the solution. The annual revenue

would decrease by $100 for each hour of production lost through
poor utilization of Step I. The corresponding effect for Step II
would be a reduction of $50 for each hour of production lost.
These values are known as shadow prices. If S1 and S2 are set to
their availabilities of 5000 and 6000 hours respectively, then the
revenue from Equation 3.24 becomes zero.

While the method used for the solution of Example 3.1 is
not suitable for automation, it gives some insights into the
way linear programming problems can be automated. The
solution is started by turning the inequality constraints into
equality constraints by the use of slack variables. Then the
equations are solved to obtain an initial feasible solution.
This is improved in steps by searching the extreme points
of the solution space. It is not necessary to explore all
the extreme points in order to identify the optimum. The
method usually used to automate the solution of such linear
programming problems is the simplex algorithm1,2. Note,
however, that the simplex algorithm for linear programming
should not be confused with the simplex search described
previously, which is quite different. Here the term simplex
is used to describe the shape of the solution space, which
is a convex polyhedron, or simplex.

If the linear programming problem is not formulated
properly, it might not have a unique solution, or even
any solution at all. Such linear programming problems are
termed degenerate1. Figure 3.13 illustrates some degen-
erate linear programming problems1. In Figure 3.13a, the
objective function contours are parallel with one of the
boundary constraints. Here there is no unique solution that
maximizes the objective function within the feasible region.
Figure 3.13b shows a problem in which the feasible region
is unbounded. Hence the objective function can increase
without bound. A third example is shown in Figure 13.3c,
in which there is no feasible region according to the spec-
ified constraints.

3.6 NONLINEAR PROGRAMMING

When the objective function, equality or inequality con-
straints of Equation 3.7 are nonlinear, the optimization
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becomes a nonlinear programming (NLP) problem. The
worst case is when all three are nonlinear. Direct and indi-
rect methods that can be used for nonlinear optimization
have previously been discussed. Whilst it is possible to
include some types of constraints, the methods discussed
are not well suited to the inclusion of complex sets of con-
straints. The stochastic methods discussed previously can
readily handle constraints by restricting moves to infeasi-
ble solutions, for example in simulated annealing by setting
their probability to 0. The other methods discussed are not
well suited to the inclusion of complex sets of constraints.
It has already been observed in Figure 3.11 that, unlike the
linear optimization problem, for the nonlinear optimization
problem the optimum may or may not lie on the edge of the
feasible region and can, in principle, be anywhere within
the feasible region.

One approach that has been adopted for solving the
general nonlinear programming problem is successive
linear programming. These methods linearize the problem
and successively apply the linear programming techniques
described in the previous section. The procedures involve
initializing the problem and linearizing the objective
function and all of the constraints about the initial
point, so as to fit the linear programming format. Linear
programming is then applied to solve the problem. An
improved solution is obtained and the procedure repeated.
At each successive improved feasible solution, the objective
function and constraints are linearized and the linear
programming solution repeated, until the objective function
does not show any significant improvement. If the solution
to the linear programming problem moves to an infeasible
point, then the nearest feasible point is located and the
procedure applied at this new point.

Another method for solving nonlinear programming
problems is based on quadratic programming (QP)1.
Quadratic programming is an optimization procedure that
minimizes a quadratic objective function subject to linear
inequality or equality (or both types) of constraints. For
example, a quadratic function of two variables x1 and x2

would be of the general form:

f (x1, x2) = a0 + a1x1 + a2x2 + a11x
2
1 + a22x

2
2 + a12x1x2

(3.25)

where aij are constants. Quadratic programming problems
are the simplest form of nonlinear programming with
inequality constraints. The techniques used for the solution
of quadratic programming problems have many similarities
with those used for solving linear programming problems1.
Each inequality constraint must either be satisfied as an
equality or it is not involved in the solution of the
problem. The quadratic programming technique can thus
be reduced to a vertex searching procedure, similar to
linear programming1. In order to solve the general nonlinear
programming problem, quadratic programming can be
applied successively, in a similar way to that for successive
linear programming, in successive (or sequential) quadratic

programming (SQP). In this case, the objective function is
approximated locally as a quadratic function. For a function
of two variables, the function would be approximated
by Equation 3.25. By approximating the function as a
quadratic and linearizing the constraints, this takes the form
of a quadratic programming problem that is solved in each
iteration1. In general, successive quadratic programming
tends to perform better than successive linear programming,
because a quadratic rather than a linear approximation is
used for the objective function.

It is important to note that neither successive linear nor
successive quadratic programming are guaranteed to find
the global optimum in a general nonlinear programming
problem. The fact that the problem is being turned into
a linear or quadratic problem, for which global optimality
can be guaranteed, does not change the underlying problem
that is being optimized. All of the problems associated with
local optima are still a feature of the background problem.
When using these methods for the general nonlinear
programming problem, it is important to recognize this
and to test the optimality of the solution by starting the
optimization from different initial conditions.

Stochastic optimization methods described previously,
such as simulated annealing, can also be used to solve the
general nonlinear programming problem. These have the
advantage that the search is sometimes allowed to move
uphill in a minimization problem, rather than always search-
ing for a downhill move. Or, in a maximization problem,
the search is sometimes allowed to move downhill, rather
than always searching for an uphill move. In this way, the
technique is less vulnerable to the problems associated with
local optima.

3.7 PROFILE OPTIMIZATION

There are many situations in process design when it is nec-
essary to optimize a profile. For example, a reactor design
might involve solid catalyst packed into tubes with heat
removal via a coolant on the outside of the tubes. Prior
to designing the heat transfer arrangement in detail, the
designer would like to know the temperature profile along
the tube that optimizes the overall reaction conditions7.
Should it be a constant temperature along the tube? Should
it increase or decrease along the tube? Should any increase
or decrease be linear, exponential, and so on? Should the
profile go through a maximum or minimum? Once the opti-
mum profile has been determined, the catalyst loading and
heat transfer arrangements can then be designed to come as
close as possible to the optimum temperature profile.

Rather than a parameter varying through space, as in
the example of the temperature profile along the reactor,
the profile could vary through time. For example, in a
batch reactor, the reactants might be loaded into the reactor
at the beginning of the batch, the reaction initiated by
heating the contents, adding a catalyst, and so on, and
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the reaction allowed to continue for the required time. The
designer would like to know the optimum temperature of
the batch through time as the reaction proceeds. Should the
temperature be held constant, allowed to increase, decrease,
and so on? This presents a dynamic optimization.

In continuous processes, parameter profiles might be
required to be optimized through space. In batch processes,
parameter profiles might need to be optimized through time.
How can this be achieved?

A profile generator algorithm can be developed to
generate various families of curves that are continuous
functions through space or time. In principle, this can
be achieved in many ways7,8. One way is to exploit
two different profiles to generate a wide variety of
shapes. Although many mathematical expressions could
be used, two types of profile described by the following
mathematical equations can be exploited8.

Type I

x = xF − (xF − x0)

[
1 − t

ttotal

]a1

(3.26)

Type II

x = x0 − (x0 − xF )

[
t

ttotal

]a2

(3.27)

In these equations, x is the instantaneous value of any
control variable at any space or time t . x0 is the initial value
and xF is the final value of the control variable. In principle,
x can be any control variable such as temperature, reactant
feed rate, evaporation rate, heat removed or supplied, and
so on. ttotal is the total distance or time for the profile. The
convexity and concavity of the curves are governed by the
values of a1 and a2. Figures 3.14a and b illustrate typical
forms of each curve.

Combining these two profiles across the space or time
horizon allows virtually all types of continuous curves
to be produced that can be implemented in a practical
design. When the two profiles are combined, two additional
variables are needed. The value of tinter indicates the point
in space or time where the two curves meet and xinter is
the corresponding value of the control variable where the
curves meet. Figure 3.14c illustrates the form of Type I
followed by Type II and Figure 3.14d the form of Type II
followed by Type I.

By combining the two curves together, only six variables
are needed to generate the various profiles. These six
variables are the initial and final values of the control
variable x0 and xF , two exponential constants a1 and a2,
the intermediate point in space or time where the two
profiles converge tinter and the corresponding intermediate
value of the control variable where the profiles converge
xinter . Figure 3.15 illustrates the range of shapes that can
be produced by putting the two curve types together in
different orders and manipulating the six variables. In
limiting cases, only one type of profile will be used, rather
than two.

x (t) = x2 − (x2 − x1)
ttotal− t a1
ttotal

0

x1

x2
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(a)  Type I profile. (b)  Type II profile.

(c)  Type I plus Type II profiles.
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(d)  Type II plus Type I profiles.

x (t) = x2 − (x2 − x1)
tinter− t a1
tinter

x (t) = x2 − (x2 − x3)
t− tinter a2
ttotal−tinter

0 < t <  tinter
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t a1

tinter

x (t) = x3 − (x3 − x2)
ttotal− t a2
ttotal−tinter

x (t) = x1 − (x1 − x2)
t a2

ttotal

Figure 3.14 Two basic profiles can be combined in differ-
ent ways.

In formulating profiles, emphasis should be placed on
searching for profiles that are continuous and easily imple-
mented in practice. Therefore, curves that include serious
discontinuities should normally be avoided. It is mean-
ingless to have a global optimum solution with com-
plex and practically unrealizable profiles. Curve combina-
tions from the above equations such as Type I + Type I
or Type II + Type II should not normally be considered as
there would be a prominent discontinuity at the interme-
diate point. The profile generator can be easily extended
to combine three or more curves across the space or time
horizon instead of two. However, there is little practical use
to employ more than two different curves for the majority
of problems. The complexity of the profiles increases with
the number of curves generated. It should not be forgotten
that a way must be found to realize the profile in practice.
For a continuous process, the equipment must somehow be
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Figure 3.15 Combining the profiles together allows a wide range of profiles to be generated using only seven variables x1, x2, x3,
tinter , ttotal , a1 and a2.

designed to follow the profile through space by adjusting
rates of reaction, mass transfer, heat transfer, and so on. In
a dynamic problem varying through time, a control system
must be designed that will allow the profile to be followed
through time.

At each point along the profile, the process will have
a different performance, depending on the value of the
control variable. The process can be modeled in different
ways along the profile. The profile can be divided into
increments in space, or time in the case of batch processes,
and a model developed for each time increment using
algebraic equations. The size of the increments must be
assessed in such an approach to make sure that the
increments are small enough to follow the changes in the
profile adequately. Alternatively, the rate of change through
space or time can be modeled by differential equations.
The profile functions (Equations 3.26 and 3.27) are readily
differentiated to obtain gradients for the solution of the
differential equations.

Having evaluated the system performance for each
setting of the six variables, the variables are optimized
simultaneously in a multidimensional optimization, using
for example SQP, to maximize or minimize an objective
function evaluated at each setting of the variables. However,
in practice, many models tend to be nonlinear and hence a
stochastic method can be more effective.

The control variables can be constrained to fixed values
(e.g. fixed initial temperature in a temperature profile) or
constrained to be between certain limits. In addition to the
six variables dictating the shape of the profile, ttotal can
also be optimized if required. For example, this can be
important in batch processes to optimize the batch cycle
time in a batch process, in addition to the other variables.

The approach is readily extended to problems involving
multiple profiles. For example, in a batch crystallization
process, the temperature profile and evaporation profile

can be optimized simultaneously9. Each profile optimiza-
tion would involve six variables using the above pro-
file equations.

Once the optimum profile(s) has been established, its
practicality for implementation must be assessed. For a
continuous process, the equipment must be able to be
designed such that the profile can be followed through space
by adjusting rates of reaction, mass transfer, heat transfer,
and so on. In a dynamic problem, a control system must be
designed that will allow the profile to be followed through
time. If the profile is not practical, then the optimization
must be repeated with additional constraints added to avoid
the impractical features.

3.8 STRUCTURAL OPTIMIZATION

In Chapter 1, two alternative ways were discussed that can
be used to develop the structure of a flowsheet. In the
first way, an irreducible structure is built by successively
adding new features if these can be justified technically
and economically. The second way to develop the structure
of a flowsheet is to first create a superstructure. This
superstructure involves redundant features but includes
the structural options that should be considered. This
superstructure is then subjected to optimization. The
optimization varies the settings of the process parameters
(e.g. temperature, flowrate) and also optimizes the structural
features. Thus to adopt this approach, both structural and
parameter optimization must be carried out. So far, the
discussion of optimization has been restricted to parameter
optimization. Consider now how structural optimization can
be carried out.

The methods discussed for linear and nonlinear program-
ming can be adapted to deal with structural optimization by
introducing integer (binary) variables that identify whether
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a feature exists or not. If a feature exists, its binary variable
takes the value 1. If the feature does not exist, then it is
set to 0. Consider how different kinds of decisions can be
formulated using binary variables2.

a. Multiple choice constraints. It might be required to
select only one item from a number of options. This can be
represented mathematically by a constraint:

J∑
j=1

yj = 1 (3.28)

where yj is the binary variable to be set to 0 or 1 and
the number of options is J . More generally, it might be
required to select only m items from a number of options.
This can be represented by:

J∑
j=1

yj = m (3.29)

Alternatively, it might be required to select at most m items
from a number of options, in which case the constraint can
be represented by:

J∑
j=1

yj ≤ m (3.30)

On the other hand, it might be required to select at least
m items from a number of options. The constraint can be
represented by:

J∑
j=1

yj ≥ m (3.31)

b. Implication constraints. Another type of logical con-
straint might be that if Item k is selected, Item j must
be selected, but not vice versa, then this is represented by
the constraint:

yk − yj ≤ 0 (3.32)

A binary variable can be used to set a continuous variable
to 0. If a binary variable y is 0, the associated continuous
variable x must also be 0 if a constraint is applied such
that:

x − Uy ≤ 0, x ≥ 0 (3.33)

where U is an upper limit to x.
c. Either–or constraints. Binary variables can also be

applied to either–or constraints, known as disjunctive
constraints. For example, either constraint g1(x) ≤ 0 or
constraint g2(x) ≤ 0 must hold:

g1(x) − My ≤ 0 (3.34)

g2(x) − M(1 − y) ≤ 0 (3.35)

where M is a large (arbitrary) value that represents an
upper limit g1(x) and g2(x). If y = 0, then g1(x) ≤ 0
must be imposed from Equation 3.34. However, if y =
0, the left-hand side of Equation 3.35 becomes a large

negative number whatever the value of g2(x), and as a
result, Equation 3.35 is always satisfied. If y = 1, then
the left-hand side of Equation 3.34 is a large negative
number whatever the value of g1(x) and Equation 3.34 is
always satisfied. But now g2(x) ≤ 0 must be imposed from
Equation 3.35.

Some simple examples can be used to illustrate the
application of these principles.

Example 3.3 A gaseous waste stream from a process contains
valuable hydrogen that can be recovered by separating the
hydrogen from the impurities using pressure swing adsorption
(PSA), a membrane separator (MS) or a cryogenic condensation
(CC). The pressure swing adsorption and membrane separator
can in principle be used either individually, or in combination.
Write a set of integer equations that would allow one from the
three options of pressure swing adsorption, membrane separator
or cryogenic condensation to be chosen, but also allow the
pressure swing adsorption and membrane separator to be chosen
in combination.

Solution Let yPSA represent the selection of pressure swing
adsorption, yMS the selection of the membrane separator and yCC

the selection of cryogenic condensation. First restrict the choice
between pressure swing adsorption and cryogenic condensation.

yPSA + yCC ≤ 1

Now restrict the choice between membrane separator and
cryogenic condensation.

yMS + yCC ≤ 1

These two equations restrict the choices, but still allow the
pressure swing adsorption and membrane separator to be cho-
sen together.

Example 3.4 The temperature difference in a heat exchanger
between the inlet temperature of the hot stream TH ,in and the
outlet of the cold stream TC ,out is to be restricted to be greater
than a practical minimum value of �Tmin , but only if the option of
having the heat exchanger is chosen. Write a disjunctive constraint
in the form of an integer equation to represent this constraint.

Solution The temperature approach constraint can be written as

TH ,in − TC ,out ≥ �Tmin

But this should apply only if the heat exchanger is selected. Let
yHX represent the option of choosing the heat exchanger.

TH ,in − TC ,out + M(1 − yHX) ≥ �Tmin

where M is an arbitrary large number. If yHX = 0 (i.e. the heat
exchanger is not chosen), then the left-hand side of this equation is
bound to be greater than �Tmin no matter what the values of TH ,in

and TC ,out are. If yHX = 1 (i.e. the heat exchanger is chosen), then
the equation becomes (TH ,in − TC ,out) ≥ �Tmin and the constraint
must apply.

When a linear programming problem is extended to
include integer (binary) variables, it becomes a mixed inte-
ger linear programming problem (MILP). Correspondingly,
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when a nonlinear programming problem is extended to
include integer (binary) variables, it becomes a mixed inte-
ger nonlinear programming problem (MINLP).

First consider the general strategy for solving an MILP
problem. Initially, the binary variables can be treated as
continuous variables, such that 0 ≤ yi ≤ 1. The problem
can then be solved as an LP. The solution is known as
a relaxed solution. The most likely outcome is that some
of the binary variables will exhibit noninteger values at
the optimum LP solution. Because the relaxed solution
is less constrained than the true mixed integer solution
in which all of the binary variables have integer values,
it will in general give a better value for the objective
function than the true mixed integer solution. In general,
the noninteger values of the binary variables cannot simply
be rounded to the nearest integer value, either because
the rounding may lead to an infeasible solution (outside
the feasible region) or because the rounding may render
the solution nonoptimal (not at the edge of the feasible
region). However, this relaxed LP solution is useful in
providing a lower bound to the true mixed integer solution
to a minimization problem. For maximization problems,
the relaxed LP solutions form the upper bound to the
solution. The noninteger values can then be set to either
0 or 1 and the LP solution repeated. The setting of the
binary variables to be either 0 or 1 creates a solution space
in the form of a tree, Figure 3.163. As the solution is
stepped through, the number of possibilities increases by
virtue of the fact that each binary variable can take a value
of 0 or 1, Figure 3.16. At each point in the search, the
best relaxed LP solution provides a lower bound to the
optimum of a minimization problem. Correspondingly, the
best true mixed integer solution provides an upper bound.
For maximization problems the best relaxed LP solution
forms an upper bound to the optimum and the best true
mixed integer solution provides the lower bound. A popular

method of solving MILP problems is to use a branch and
bound search7. This will be illustrated by a simple example
from Edgar, Himmelblau and Lasdon1.

Example 3.5 A problem involving three binary variables y1, y2

and y3 has an objective function to be maximized1.

maximize: f = 86y1 + 4y2 + 40y3

subject to : 774y1 + 76y2 + 42y3 ≤ 875

67y1 + 27y2 + 53y3 ≤ 875

y1, y2, y3 = 0, 1

(3.36)

Solution The solution strategy is illustrated in Figure 3.17a.
First the LP problem is solved to obtain the relaxed solution,
allowing y1, y2 and y3 to vary continuously between 0 and 1.
Both y1 = 1 and y3 = 1 at the optimum of the relaxed solution
but the value of y2 is 0.776, Node 1 in Figure 3.17a. The objective
function for this relaxed solution at Node 1 is f = 129.1. From
this point, y2 can be set to be either 0 or 1. Various strategies
can be adopted to decide which one to choose. A very simple
strategy will be adopted here of picking the closest integer to
the real number. Given that y2 = 0.776 is closer to 1 than 0, set
y2 = 1 and solve the LP at Node 2, Figure 3.17a. Now y2 = 1 and
y3 = 1 at the optimum of the relaxed solution but the value of y1

is 0.978, Node 2 in Figure 3.17a. Given that y1 = 0.978 is closer
to 1 than 0, set y1 = 1 and solve the LP at Node 3. This time
y1 and y2 are integers, but y3 = 0.595 is a noninteger. Setting
y3 = 1 yields an infeasible solution at Node 4 in Figure 3.17a
as it violates the first inequality constraint in Equation 3.36.
Backtracking to Node 3 and setting y3 = 0 yields the first feasible
integer solution at Node 5 for which y1 = 1, y2 = 1, y3 = 0 and
f = 90.0. There is no point in searching further from Node 4 as
it is an infeasible solution, or from Node 5 as it is a valid integer
solution. When the search is terminated at a node for either reason,
it is deemed to be fathomed. The search now backtracks to Node 2
and sets y1 = 0. This yields the second feasible integer solution at
Node 6 for which y1 = 0, y2 = 1, y3 = 1 and f = 44.0. Finally,
backtrack to Node 1 and set y2 = 0. This yields the third feasible

y2 = 1y2 = 1 y2 = 0y2 = 0

y3 = 0 y3 = 0 y3 = 0 y3 = 0y3 = 1 y3 = 1 y3 = 1 y3 = 1

y1 = 0 y1 = 1

Figure 3.16 Setting the binary variables to 0 or 1 creates a tree structure. (Reproduced from Floudas CA, 1995, Nonlinear and
Mixed-Integer Optimization, by permission of Oxford University Press).
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(a)  Depth first search. (b) Breadth first search.

Figure 3.17 Branch and bound search.

integer solution at Node 7 for which y1 = 1, y2 = 0, y3 = 1 and
f = 126.0. Since the objective function is being maximized, Node
7 is the optimum for the problem.

Searching the tree in the way done in Figure 3.17a is known as
a depth first or backtracking approach. At each node, the branch
was followed that appeared to be more promising to solve. Rather
than using a depth first approach, a breadth first or jumptracking
approach can be used, as illustrated in Figure 3.17b. Again start
at Node 1 and solve the relaxed problem in Figure 3.17b. This
gives an upper bound for the maximization problem of f = 129.1.
However, this time the search goes across the tree with the initial
setting of y2 = 0. This yields a valid integer solution at Node 2
with y1 = 1, y2 = 0, y3 = 1 and f = 126.0. Node 2 now forms a
lower bound and is fathomed because it is an integer solution. In
this approach, the search now backtracks to Node 1 whether Node
2 is fathomed or not. From Node 1 now set y2 = 1. The solution
at Node 3 in Figure 3.17b gives y1 = 0.978, y2 = 1, y3 = 1 and
f = 128.1, which is the new upper bound. Setting y1 = 0 and
branching to Node 4 gives the second valid integer solution. Now
backtrack to Node 3 and set y1 = 1. The solution at Node 5 has
y1 = 1, y2 = 1, y3 = 0.595 and f = 113.8. At this point, Node 5
is fathomed, even though it is neither infeasible nor a valid integer
solution. The upper bound of this branch at Node 5 has a value
of the objective function lower than that of the integer solution at
Node 2. Setting the values to be integers from Node 5 can only
result in an inferior solution. In this way, the search is bounded.

In this case, the breadth first search yields the optimum with a
fewer number of nodes to be searched. Different search strategies
than the ones used here can readily be used10. It is likely that
different problems would be suited to different search strategies.

Thus, the solution of the MILP problem is started by
solving the first relaxed LP problem. If integer values
are obtained for the binary variables, the problem has
been solved. However, if integer values are not obtained,
the use of bounds is examined to avoid parts of the
tree that are known to be suboptimal. The node with
the best noninteger solution provides a lower bound for
minimization problems and the node with the best feasible

mixed integer solution provides an upper bound. In the
case of maximization problems, the node with the best
noninteger solution provides an upper bound and the node
with the best feasible mixed integer solution provides a
lower bound. Nodes with noninteger solutions are fathomed
when the value of the objective function is inferior to the
best integer solution (the lower bound). The tree can be
searched by following a depth first approach or a breadth
first approach, or a combination of the two. Given a more
complex problem than Example 3.5, the search could for
example set the values of the noninteger variables to be 0
and 1 in turn and carry out an evaluation of the objective
function (rather than an optimization). This would then
indicate the best direction in which to go for the next
optimization. Many strategies are possible10.

The series of LP solutions required for MILP problems
can be solved efficiently by using one LP to initialize the
next. An important point to note is that, in principle, a
global optimum solution can be guaranteed in the same
way as with LP problems.

The general strategy for solving mixed integer nonlinear
programming problems is very similar to that for linear
problems3. The major difference is that each node requires
the solution of a nonlinear program, rather than the solution
of a linear program. Unfortunately, searching the tree with
a succession of nonlinear optimizations can be extremely
expensive in terms of the computation time required, as
information cannot be readily carried from one NLP to
the next as can be done for LP. Another major problem
is that, because a series of nonlinear optimizations is being
carried out, there is no guarantee that the optimum will even
be close to the global optimum, unless the NLP problem
being solved at each node is convex. Of course, different
initial points can be tried to overcome this problem, but
there can still be no guarantee of global optimality for the
general problem.
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Another way to deal with such nonlinear problems is
to first approximate the solution to be linear and apply
MILP, and then apply NLP to the problem. The method
then iterates between MILP and NLP2.

In some cases, the nonlinearity in a problem can
be isolated in one or two of the functions. If this is
the case, then one simple way to solve the problem
is to linearize the nonlinear function by a series of
straight-line segments. Integer logic can then be used
to ensure that only one of the straight-line segments
is chosen at a time and MILP used to carry out the
optimization. For some forms of nonlinear mathemati-
cal expressions, deterministic optimization methods can
be tailored to find the global optimum through the
application of mathematical transformations and bounding
techniques11.

Stochastic optimization can be extremely effective for
structural optimization if the optimization is nonlinear in
character. This does not require a search through a tree
as branch and bound methods require. For example, when
using simulated annealing, at each setting of the con-
trol parameter (annealing temperature), a series of ran-
dom moves is performed. These moves can be either
step changes to continuous variables or equally well
be changes in structure (either the addition or removal
of a structural feature). Because stochastic optimization
allows some deterioration in the objective function, it is
not as prone to being trapped by a local optimum as
MINLP. However, when optimizing a problem involv-
ing both continuous variables (e.g. temperature and pres-
sure) and structural changes, stochastic optimization algo-
rithms take finite steps for the continuous variables and
do not necessarily find the exact value for the opti-
mum setting. Because of this, a deterministic method
(e.g. SQP) can be applied after stochastic optimiza-
tion to fine-tune the answer. This uses the stochastic
method to provide a good initialization for the determin-
istic method.

Also, it is possible to combine stochastic and determin-
istic methods as hybrid methods. For example, a stochastic
method can be used to control the structural changes and a
deterministic method to control the changes in the contin-
uous variables. This can be useful if the problem involves
a large number of integer variables, as for such problems,
the tree required for branch and bound methods explodes
in size.

3.9 SOLUTION OF EQUATIONS
USING OPTIMIZATION

It is sometimes convenient to use optimization to solve
equations, or sets of simultaneous equations. This arises
from the availability of general-purpose optimization

software, such as that available in spreadsheets. Root find-
ing or equation solving is a special case for the opti-
mization, where the objective is to reach a value of 0.
For example, suppose it is necessary to solve a function
f (x) for the value x that satisfies f (x) = a, where a

is a constant. As illustrated in Figure 3.18a, this can be
solved for

f (x) − a = 0 (3.37)

The objective of the optimization would be for the equality
constraint given by Equation 3.37 to be satisfied as nearly
as possible. There are a number of ways in which this
objective can be made specific for optimization. Three
possibilities are12

1. minimize|f (x) − a| (3.38)

2. minimize[f (x) − a]2 (3.39)

3. minimize(S1 + S2) (3.40)

subject to

f (x) − a + S1 − S2 = 0 (3.41)

S1, S2 ≥ 0 (3.42)

where S1 and S2 are slack variables

Which of these objectives would be the best to use depends
on the nature of the problem, the optimization algorithm
being used and the initial point for the solution. For
example, minimizing Objective 1 in Equation 3.38 can
present problems to optimization methods as a result of the
gradient being discontinuous, as illustrated in Figure 3.18b.
However, the problem can be transformed such that the
objective function for the optimization has no discontinu-
ities in the gradient. One possible transformation is Objec-
tive 2 in Equation 3.39. As illustrated in Figure 3.18c, this
now has a continuous gradient. However, a fundamental
disadvantage in using the transformation in Equations 3.39
is that if the equations to be solved are linear, then
the objective function is transformed from linear to non-
linear. Also, if the equations to be solved are nonlin-
ear, then such transformations will increase the nonlin-
earity. On the other hand, Objective 3 in Equation 3.40
avoids both an increase in the nonlinearity and discon-
tinuities in the gradient, but at the expense of introduc-
ing slack variables. Note that two slack variables are
needed. Slack variable S1 in Equation 3.41 for S1 ≥ 0
ensures that:

f (x) − a ≤ 0 (3.43)

Whereas, slack variable S2 in Equation 3.41 for S2 ≥ 0
ensures that:

f (x) − a ≥ 0 (3.44)

Equations 3.43 and 3.44 are only satisfied simultaneously
by Equation 3.37. Thus, x, S1 and S2 can be varied
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(a)  An equation to be solved.

(b)  Transforming the problem into an optimization problem.

(c)  Transformation of the objective function to make the
      gradient continuous.
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Figure 3.18 Solving equations using optimization.

simultaneously to solve Equations 3.40 to 3.43 without
increasing the nonlinearity.

The approach can be extended to solve sets of simultane-
ous equations. For example, suppose a solution is required
for x1 and x2 such that:

f1(x1, x2) = a1 and f2(x1, x2) = a2 (3.45)

Three possible ways to formulate the objective for opti-
mization are:

1. minimize{|f1(x1, x2) − a1| + |f2(x1, x2) − a2|} (3.46)

2. minimize{[f1(x1, x2) − a1]2 + [f2(x1, x2) − a2]2} (3.47)

3. minimize(S11 + S12 + S21 + S22) (3.48)

subject to

f1(x1, x2) − a1 + S11 − S12 = 0 (3.49)

f2(x1, x2) − a2 + S21 − S22 = 0 (3.50)

S11, S12, S21, S22 ≥ 0 (3.51)

where S11, S12, S21 and S22 are slack variables

As will be seen later, these techniques will prove to be
useful when solving design problems in general-purpose
software, such as spreadsheets. Many of the numerical
problems associated with optimization can be avoided by
appropriate formulation of the model. Further details of
model building can be found elsewhere12.

3.10 THE SEARCH FOR GLOBAL
OPTIMALITY

From the discussion in this chapter, it is clear that the
difficulties associated with optimizing nonlinear problems
are far greater than those for optimizing linear problems.
For linear problems, finding the global optimum can, in
principle, be guaranteed.

Unfortunately, when optimization is applied to most rel-
atively large design problems, the problem usually involves
solving nonlinear optimization. In such situations, standard
deterministic optimization methods will find only the first
local optimum encountered. Starting from different initial-
izations can allow the optimization to explore different
routes through the solution space and might help iden-
tify alternative solutions. However, there is no guarantee of
finding the global optimum. For some forms of nonlinear
mathematical expressions, deterministic optimization meth-
ods can be tailored to find the global optimum through the
application of mathematical transformations and bounding
techniques11.

Alternatively, stochastic optimization (e.g. simulation
annealing or genetic algorithms) can be used. These have
the advantage of, in principle, being able to locate the
global optimum for the most general nonlinear optimization
problems. They do not require good initialization and do
not require gradients to be defined. However, they involve
parameters that are system-dependent and might need to
be adjusted for problems that are different in character.
Another disadvantage is that they can be extremely
slow in solving large complex optimization problems.
The relative advantages of deterministic and stochastic
methods can be combined using hybrid methods by using
stochastic methods to provide a good initial point for a
deterministic method. As mentioned previously, stochastic
and deterministic methods can also be combined to solve
structural optimization problems.

In Chapter 1, an objective function for a nonlinear
optimization was likened to the terrain in a range of
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mountains. If the objective function is to be maximized,
each peak in the mountain range represents a local optimum
in the objective function. The highest peak represents the
global optimum. Optimization requires searching around
the mountains in a thick fog to find the highest peak,
without the benefit of a map and only a compass to tell
direction and an altimeter to show height. On reaching the
top of any peak, there is no way of knowing whether it is
the highest peak because of the fog.

When solving such nonlinear optimization problems, it
is not desirable to terminate the search at a peak that is
grossly inferior to the highest peak. The solution can be
checked by repeating the search but starting from a different
initial point.

However, the shape of the optimum for most optimiza-
tion problems bears a greater resemblance to Table Moun-
tain in South Africa, rather than to Mount Everest. In other
words, for most optimization problems, the region around
the optimum is fairly flat. Although on one hand a grossly
inferior solution should be avoided, on the other hand the
designer should not be preoccupied with improving the
solution by tiny amounts in an attempt to locate exactly
the global optimum. There will be uncertainty in the design
data, especially economic data. Also, there are many issues
to be considered other than simply maximizing economic
potential or minimizing cost. There could be many reasons
why the solution at the exact location of the global optimum
might not be preferred, but a slightly suboptimal solution
preferred for other reasons, such as safety, ease of control,
and so on. Different solutions in the region of the optimum
should be examined, rather than considerable effort being
expended on finding the solution at the exact location of the
global optimum and considering only that solution. In this
respect, stochastic optimization has advantages, as it can
provide a range of solutions in the region of the optimum.

3.11 SUMMARY – OPTIMIZATION

Most design problems will require optimization to be
carried out at some stage. The quality of the design is
characterized by an objective function to be maximized (e.g.
if economic potential is being maximized) or minimized
(e.g. if cost is being minimized). The shape of the objective
function is critical in determining the optimization strategy.
If the objective function is convex in a minimization
problem or concave in a maximization problem, then there
is a single optimum point. If this is not the case, there can
be local optima as well as the global optimum.

Various search strategies can be used to locate the
optimum. Indirect search strategies do not use information
on gradients, whereas direct search strategies require this
information. These methods always seek to improve the
objective function in each step in a search. On the
other hand, stochastic search methods, such as simulated
annealing and genetic algorithms, allow some deterioration

in the objective function, especially during the early stages
of the search, in order to reduce the danger of being
attracted to a local optimum rather than the global optimum.
However, stochastic optimization can be very slow in
converging, and usually needs to be adapted to solve
particular problems. Tailoring the methods to suit specific
applications makes them much more efficient.

The addition of inequality constraints complicates the
optimization. These inequality constraints can form convex
or nonconvex regions. If the region is nonconvex, then
this means that the search can be attracted to a local
optimum, even if the objective function is convex in the
case of a minimization problem or concave in the case of a
maximization problem. In the case that a set of inequality
constraints is linear, the resulting region is always convex.

The general case of optimization in which the objective
function, the equality and inequality constraints are all
linear can be solved as a linear programming problem.
This can be solved efficiently with, in principle, a
guarantee of global optimality. However, the corresponding
nonlinear programming problem cannot, in general, be
solved efficiently and with a guarantee of global optimality.
Such problems are solved by successive linear or successive
quadratic programming. Stochastic optimization methods
can be very effective in solving nonlinear optimization,
because they are less prone to be stuck in a local optimum
than deterministic methods.

One of the approaches that can be used in design is
to carry out structural and parameter optimization of a
superstructure. The structural optimization required can be
carried out using mixed integer linear programming in
the case of a linear problem or mixed integer nonlinear
programming in the case of a nonlinear problem. Stochastic
optimization can also be very effective for structural
optimization problems.

3.12 EXERCISES

1. The overhead of vapor of a distillation column is to be
condensed in the heat exchanger using cooling water. There
is a trade-off involving the flowrate of cooling water and
the size of the condenser. As the flowrate of cooling water
increases, its cost increases. However, as the flowrate increases,
the return temperature of the cooling water to the cooling tower
decreases. This decreases the temperature differences in the
condenser and increases its heat transfer area, and hence its
capital cost. The condenser has a duty of 4.1 MW and the
vapor condenses at a constant temperature of 80◦C. Cooling
water is available at 20◦C with a cost of $ 0.02 t−1. The overall
heat transfer coefficient can be assumed to be 500 W·m−1·K−1.
The cost of the condenser can be assumed to be $2500 m−2

with an installation factor of 3.5. Annual capital charges can
be assumed to be 20% of the capital costs. The heat capacity of
the cooling water can be assumed constant at 4.2 kJ·kg−1·K−1.
The distillation column operates for 8000 h·y−1. Set up an
equation for the heat transfer area of the condenser, and hence
the annual capital cost of the condenser, in terms of the cooling
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water return temperature. Using this equation, carry out a trade-
off between the cost of the cooling water and the cost of the
condenser to determine approximately the optimum cooling
water return temperature. The maximum return temperature
should be 50◦C. The heat exchange area required by the
condenser is given by:

A = Q

U�TLM

where A = heat transfer area (m2)

Q = heat duty (W)
U = overall heat transfer coefficient (W·m−1·K−1)

�TLM = logarithmic mean temperature difference

= (TCOND − TCW2 ) − (TCOND − TCW1 )

ln

(
TCOND − TCW2

TCOND − TCW1

)

TCOND = condenser temperature (◦C)
TCW1 = inlet cooling water temperature (◦C)
TCW2 = outlet cooling water temperature (◦C)

2. A vapor stream leaving a styrene production process contains
hydrogen, methane, ethylene, benzene, water, toluene, styrene
and ethylbenzene and is to be burnt in a furnace. It is
proposed to recover as much of the benzene, toluene, styrene
and ethylbenzene as possible from the vapor using low-
temperature condensation. The low-temperature condensation
requires refrigeration. However, the optimum temperature for
the condensation needs to be determined. This involves a trade-
off in which the amount and value of material recovered
increases as the temperature decreases, but the cost of the
refrigeration increases as the temperature decreases. The
material flows in the vapor leaving the flash drum are given in
Table 3.2, together with their values.

Table 3.2 Stream flowrates and component
values.

Component Flowrate
(kmol·s−1)

Value
($·kmol−1)

Hydrogen 146.0 0
Methane 3.7 0
Ethylene 3.7 0
Benzene 0.67 21.4
Water 9.4 0
Toluene 0.16 12.2
Ethylbenzene 1.6 40.6
Styrene 2.4 60.1
Total 167.63

The low-temperature condensation requires refrigeration, for
which the cost is given by:

Refrigeration cost = 0.033QCOND

(
40 − TCOND

TCOND + 268

)

where QCOND = condenser duty (MW)
TCOND = condenser temperature (◦C)

The fraction of benzene, toluene, styrene and ethylben-
zene condensed can be determined from phase equilibrium
calculations. The percent of the various components entering

Table 3.3 Condenser performance.

Percent of Component Entering Condenser
that Leaves with the Vapor

Condensation temperature (◦C)

40 30 20 10 0 −10 −20 −30 −40 −50 −60

Benzene 100 93 84 72 58 42 27 15 8 3 1
Toluene 100 80 60 41 25 14 7 3 1 1 0
Ethyl- 100 59 33 18 9 4 2 1 0 0 0

benzene
Styrene 100 54 29 15 8 4 2 1 0 0 0

Table 3.4 Stream enthalpy data.

Temperature
(◦C)

Stream enthalpy
(MJ·kmol−1)

40 0.45
30 −1.44
20 −2.69
10 −3.56
0 −4.21

−10 −4.72
−20 −5.16
−30 −5.56
−40 −5.93
−50 −6.29
−60 −6.63

the condenser that leave with the vapor are given in Table 3.3
as a function of temperature. The total enthalpy of the flash
drum vapor stream as a function of temperature is given in
Table 3.4. Calculate the optimum condenser temperature. What
practical difficulties do you foresee in using very low temper-
atures?

3. A tank containing 1500 m3 of naphtha is to be blended with
two other hydrocarbon streams to meet the specifications for
gasoline. The final product must have a minimum research
octane number (RON) of 95, a maximum Reid Vapor Pressure
(RVP) of 0.6 bar, a maximum benzene content of 2% vol and
maximum total aromatics of 25% vol. The properties and costs
of the three streams are given in the Table 3.5.

Table 3.5 Blending streams.

RON RVP
(bar)

Benzene
(% vol)

Total
aromatics
(% vol)

Cost
$·m−3

Naphtha 92 0.80 1.5 15 275
Reformate 98 0.15 15 50 270
Alkylate 97.5 0.30 0 0 350

Assuming that the properties of the mixture blend are in
proportion to the volume of stream used, how much reformate
and alkylate should be blended to minimize cost?
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4. A petroleum refinery has two crude oil feeds available.
The first crude (Crude 1) is high-quality feed and costs
$30 per barrel (1 barrel = 42 US gallons). The second
crude (Crude 2) is a low-quality feed and costs $20 per
barrel. The crude oil is separated into gasoline, diesel,
jet fuel and fuel oil. The percent yield of each of these
products that can be obtained from Crude 1 and Crude 2
are listed in Table 3.6, together with maximum allowable
production flowrates of the products in barrels per day and
processing costs.

Table 3.6 Refinery data.

Yield
(% volume)

Value of
product

Maximum
production

Crude 1 Crude 2
($·bbl−1) (bbl·day−1)

Gasoline 80 47 75 120,000
Jet fuel 4 8 55 8,000
Diesel 10 30 40 30,000
Fuel oil 6 15 30 –
Processing cost

($ bb1−1)

1.5 3.0

The economic potential can be taken to be the difference
between the selling price of the products and the cost of the
crude oil feedstocks. Determine the optimum feed flowrate
of the two crude oils from a linear optimization solved
graphically.

5. Add a constraint to the specifications for Exercise 4 above
such that the production of fuel oil must be greater than
15,000 bbl·day−1. What happens to the problem? How would
you describe the characteristics of the modified linear program-
ming problem?

6. Devise a superstructure for a distillation design involving a
single feed, two products, a reboiler and a condenser that will
allow the number of plates in the column itself to be varied
between 3 and 10 and at the same time vary the location of
the feed tray.

7. A reaction is required to be carried out between a gas and
a liquid. Two different types of reactor are to be considered:
an agitated vessel (AV) and a packed column (PC). Devise
a superstructure that will allow one of the two options to be
chosen. Then describe this as integer constraints for the gas
and liquid feeds and products.
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4 Thermodynamic Properties and Phase Equilibrium

A number of design calculations require a knowledge
of thermodynamic properties and phase equilibrium. In
practice, the designer most often uses a commercial
physical property or a simulation software package to
access such data. However, the designer must understand
the basis of the methods for thermodynamic properties and
phase equilibrium, so that the most appropriate methods
can be chosen and their limitations fully understood.

4.1 EQUATIONS OF STATE

The relationship between pressure, volume and temperature
for fluids is described by equations of state. For example,
if a gas is initially at a specified pressure, volume and
temperature and two of the three variables are changed, the
third variable can be calculated from an equation of state.

Gases at low pressure tend towards ideal gas behavior.
For a gas to be ideal,

• the volume of the molecules should be small compared
with the total volume;

• there should be no intermolecular forces.

The behavior of ideal gases can be described by the ideal
gas law1,2:

PV = NRT (4.1)

where P = pressure (N·m−2)
V = volume occupied by N kmol of gas (m3)
N = moles of gas (kmol)
R = gas constant (8314 N·m·kmol−1·K−1 or

J·kmol−1·K−1)
T = absolute temperature (K)

The ideal gas law describes the actual behavior of most
gases reasonably well at pressures below 5 bar.

If standard conditions are specified to be 1 atm (101,325
N·m−2) and 0◦C (273.15 K), then from the ideal gas law, the
volume occupied by 1 kmol of gas is 22.4 m3.

For gas mixtures, the partial pressure is defined as the
pressure that would be exerted if that component alone
occupied the volume of the mixture. Thus, for an ideal gas,

piV = NiRT (4.2)

where pi = partial pressure (N·m−2)

Ni = moles of Component i (kmol)

Chemical Process Design and Integration R. Smith
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The mole fraction in the gas phase for an ideal gas is
given by a combination of Equations 4.1 and 4.2:

yi = Ni

N
= pi

P
(4.3)

where yi = mole fraction of Component i

For a mixture of ideal gases, the sum of the partial
pressures equals the total pressure (Dalton’s Law):

NC∑
i

pi = P (4.4)

where pi = partial pressure of Component i (N·m−2)

NC = number of components (–)

The behavior of real gases and liquids can be accounted
for by introducing a compressibility factor (Z), such
that1 – 3:

PV = ZRT (4.5)

where Z = compressibility factor (–)
V = molar volume (m3·kmol−1)

Z = 1 for an ideal gas and is a function of temperature,
pressure and composition for mixtures. A model for Z

is needed.
In process design calculations, cubic equations of state

are most commonly used. The most popular of these cubic
equations is the Peng–Robinson equation of state given by3:

Z = V

V − b
− aV

RT (V 2 + 2bV − b2)
(4.6)

where Z = PV

RT
(4.7)

V = molar volume

a = 0.45724
R2T 2

c

Pc

α

b = 0.0778
RTc

Pc

α = (1 + κ(1 − √
TR))2

κ = 0.37464 + 1.54226 ω − 0.26992 ω2

TC = critical temperature

PC = critical pressure

ω = acentric factor

=
[
− log

(
P SAT

PC

)
TR=0.7

]
− 1
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R = gas constant

TR = T /TC

T = absolute temperature

The acentric factor is obtained experimentally. It accounts
for differences in molecular shape, increasing with non-
sphericity and polarity, and tabulated values are available3.
Equation 4.6 can be rearranged to give a cubic equation of
the form:

Z3 + βZ2 + γZ + δ = 0 (4.8)

where Z = PV

RT

β = B − 1

γ = A − 3B2 − 2B

δ = B3 + B2 − AB

A = aP

R2T 2

B = bP

RT

This is a cubic equation in the compressibility factor Z,
which can be solved analytically. The solution of this cubic
equation may yield either one or three real roots4. To obtain
the roots, the following two values are first calculated4:

q = β2 − 3γ

9
(4.9)

r = 2β3 − 9βγ + 27δ

54
(4.10)

If q3 − r2 ≥ 0, then the cubic equation has three roots.
These roots are calculated by first calculating:

θ = arccos

(
r

q3/2

)
(4.11)

Then, the three roots are given by:

Z1 = −2q1/2 cos

(
θ

3

)
− β

3
(4.12)

Z2 = −2q1/2 cos

(
θ + 2π

3

)
− β

3
(4.13)

Z3 = −2q1/2 cos

(
θ + 4π

3

)
− β

3
(4.14)

If q3 − r2<0, then the cubic equation has only one root
given by:

Z1 = −sign(r){[(r2 − q3)1/2 + |r|]1/3

+ q

[(r2 − q3)1/2 + |r|]1/3
} − β

3
(4.15)

where sign(r) is the sign of r , such that sign(r) = 1 if r > 0
and sign(r) = −1 if r < 0.

If there is only one root, there is no choice but to take
this as the compressibility factor at the specified conditions
of temperature and pressure, but if three real values exist,
then the largest corresponds to the vapor compressibility
factor and the smallest is the liquid compressibility factor.
The middle value has no physical meaning. A superheated
vapor might provide only one root, corresponding with
the compressibility factor of the vapor phase. A subcooled
liquid might provide only one root, corresponding with the
compressibility factor of the liquid phase. A vapor–liquid
system should provide three roots, with only the largest
and smallest being significant. Equations of state such as
the Peng–Robinson equation are generally more reliable
at predicting the vapor compressibility than the liquid
compressibility.

For multicomponent systems, mixing rules are needed to
determine the values of a and b3,5:

b =
NC∑
i

xibi (4.16)

a =
NC∑
i

NC∑
j

xixj

√
aiaj (1 − kij ) (4.17)

where kij is a binary interaction parameter found by fitting
experimental data5.

Hydrocarbons : kij very small,
nearly zero

Hydrocarbon/Light gas : kij small and
constant

Polar mixtures : kij large and
temperature
dependent

Some interaction parameters have been published5.

Example 4.1 Using the Peng–Robinson equation of state:

a. determine the vapor compressibility of nitrogen at 273.15 K
and 1.013 bar, 5 bar and 50 bar, and compare with an ideal gas.
For nitrogen, TC = 126.2 K, PC = 33.98 bar and ω = 0.037.
Take R = 0.08314 bar·m3·kmol−1·K−1.

b. determine the liquid density of benzene at 293.15 K and
compare this with the measured value of ρL = 876.5 kg·m−3.
For benzene, TC = 562.05 K, PC = 48.95 bar and ω = 0.210.

Solution

a. For nitrogen, Equation 4.8 must be solved for the vapor
compressibility factor. In this case, q3 − r2 < 0 and there is
one root given by Equation 4.15. The solution is summarized
in Table 4.1.
From Table 4.1, it can be seen that the nitrogen can be
approximated by ideal gas behavior at moderate pressures.

b. For benzene, at 293.15 K and 1.013 bar (1 atm), Equation 4.8
must be solved for the liquid compressibility factor. In
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Table 4.1 Solution of the Peng–Robinson equation of state for nitrogen.

Pressure
1.013 bar

Pressure
5 bar

Pressure
50 bar

κ 0.43133 0.43133 0.43133
α 0.63482 0.63482 0.63482
a 0.94040 0.94040 0.94040
b 2.4023 × 10−2 2.4023 × 10−2 2.4023 × 10−2

A 1.8471 × 10−3 9.1171 × 10−3 9.1171 × 10−2

B 1.0716 × 10−3 5.2891 × 10−3 5.2891 × 10−2

β −0.99893 0.99471 −0.94711
γ −2.9947 × 10−4 −1.5451 × 10−3 −2.3004 × 10−2

δ −8.2984 × 10−7 −2.0099 × 10−5 −1.8767 × 10−3

q 0.11097 0.11045 0.10734
r −3.6968 × 10−2 −3.6719 × 10−2 −3.6035 × 10−2

q3 − r2 −2.9848 × 10−8 −7.1589 × 10−7 −6.1901 × 10−5

Z1 0.9993 0.9963 0.9727
RT/P (m3·kmol−1) 22.42 4.542 0.4542
Z1RT/P (m3·kmol−1) 22.40 4.525 0.4418

this case, q3 − r2 > 0 and there are three roots given by
Equations 4.12 to 4.14. The parameters for the Peng–Robinson
equation are given in Table 4.2.

Table 4.2 Solution of the
Peng–Robinson equation of
state for benzene.

Pressure
1.013 bar

κ 0.68661
α 1.41786
a 28.920
b 7.4270 × 10−2

A 4.9318 × 10−2

B 3.0869 × 10−3

β −0.99691
γ 4.3116 × 10−2

δ −1.4268 × 10−4

q 9.6054 × 10−2

r −2.9603 × 10−2

q3 − r2 9.9193 × 10−6

Z1 0.0036094
Z2 0.95177
Z3 0.04153

From the three roots, only Z1 and Z2 are significant. The
smallest root (Z1) relates to the liquid and the largest root (Z2)

to the vapor. Thus, the density of liquid benzene is given by:

ρL = 78.11

Z1RT/P

= 78.11

0.0036094 × 24.0597

= 899.5 kg m−3

This compares with an experimental value of ρL = 876.5 kg·m−3

(an error of 3%).

4.2 PHASE EQUILIBRIUM FOR SINGLE
COMPONENTS

The phase equilibrium for pure components is illustrated
in Figure 4.1. At low temperatures, the component forms a
solid phase. At high temperatures and low pressures, the
component forms a vapor phase. At high pressures and
high temperatures, the component forms a liquid phase. The
phase equilibrium boundaries between each of the phases
are illustrated in Figure 4.1. The point where the three phase
equilibrium boundaries meet is the triple point, where solid,
liquid and vapor coexist. The phase equilibrium boundary
between liquid and vapor terminates at the critical point.
Above the critical temperature, no liquid forms, no matter
how high the pressure. The phase equilibrium boundary
between liquid and vapor connects the triple point and the

Liquid
Solid

Triple
Point Vapor

Critical Point

Pressure

PSAT

T Temperature

Figure 4.1 Phase equilibrium for a pure component.
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critical point, and marks the boundary where vapor and
liquid coexist. For a given temperature on this boundary, the
pressure is the vapor pressure. When the vapor pressure is
1 atm, the corresponding temperature is the normal boiling
point. If, at any given vapor pressure, the component is at a
temperature less than the phase equilibrium, it is subcooled.
If it is at a temperature above the phase equilibrium, it is
superheated. Various expressions can be used to represent
the vapor pressure curve.

The simplest expression is the Clausius–Clapeyron
equation1,2:

ln P SAT = A − B

T
(4.18)

where A and B are constants and T is the absolute
temperature. This indicates that a plot of ln P SAT versus
1/T should be a straight line. Equation 4.18 gives a good
correlation only over small temperature ranges. Various
modifications have been suggested to extend the range of
application, for example, the Antoine equation1 – 3:

ln P SAT = A − B

C + T
(4.19)

where A, B and C are constants determined by correlating
experimental data3. Extended forms of the Antoine equation
have also been proposed3. Great care must be taken
when using correlated vapor pressure data not to use the
correlation coefficients outside the temperature range over
which the data has been correlated; otherwise, serious errors
can occur.

4.3 FUGACITY AND PHASE
EQUILIBRIUM

Having considered single component systems, multicompo-
nent systems need to be addressed now. If a closed system
contains more than one phase, the equilibrium condition
can be written as:

f I
i = f II

i = f III
i i = 1, 2, . . . , NC (4.20)

where fi is the fugacity of Component i in Phases I , II
and III and NC is the number of components. Fugacity
is a thermodynamic pressure, but has no strict physical
significance. It can be thought of as an “escaping tendency”.
Thus, Equation 4.20 states that if a system of different
phases is in equilibrium, then the “escaping tendency” of
Component i from the different phases is equal.

4.4 VAPOR–LIQUID EQUILIBRIUM

Thermodynamic equilibrium in a vapor–liquid mixture is
given by the condition that the vapor and liquid fugacities
for each component are equal2:

f V
i = f L

i (4.21)

where f V
i = fugacity of Component i in the vapor phase

f L
i = fugacity of Component i in the liquid phase

Thus, equilibrium is achieved when the “escaping ten-
dency” from the vapor and liquid phases for Component
i are equal. The vapor-phase fugacity coefficient, φV

i , can
be defined by the expression:

f V
i = yiφ

V
i P (4.22)

where yi = mole fraction of Component i in the vapor
phase

φV
i = vapor-phase fugacity coefficient
P = system pressure

The liquid-phase fugacity coefficient φL
i can be defined by

the expression:
f L

i = xiφ
L
i P (4.23)

The liquid-phase activity coefficient γi can be defined by
the expression:

f L
i = xiγif

O
i (4.24)

where xi = mole fraction of Component i in the liquid
phase

φL
i = liquid-phase fugacity coefficient
γi = liquid-phase activity coefficient

f O
i = fugacity of Component i at standard state

For moderate pressures, f O
i can be approximated by

the saturated vapor pressure, P SAT
i ; thus, Equation 4.24

becomes3:
f L

i = xiγiP
SAT
i (4.25)

Equations 4.21, 4.22 and 4.23 can be combined to give an
expression for the K-value, Ki , that relates the vapor and
liquid mole fractions:

Ki = yi

xi

= φL
i

φV
i

(4.26)

Equation 4.26 defines the relationship between the vapor
and liquid mole fractions and provides the basis for
vapor–liquid equilibrium calculations on the basis of
equations of state. Thermodynamic models are required
for φV

i and φL
i from an equation of state. Alternatively,

Equations 4.21, 4.22 and 4.25 can be combined to give

Ki = yi

xi

= γiP
SAT
i

φV
i P

(4.27)

This expression provides the basis for vapor–liquid equilib-
rium calculations on the basis of liquid-phase activity coeffi-
cient models. In Equation 4.27, thermodynamic models are
required for φV

i (from an equation of state) and γi from
a liquid-phase activity coefficient model. Some examples
will be given later. At moderate pressures, the vapor phase
becomes ideal, as discussed previously, and φV

i = 1. For
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an ideal vapor phase, Equation 4.27 simplifies to:

Ki = yi

xi

= γiP
SAT
i

P
(4.28)

When the liquid phase behaves as an ideal solution,

• all molecules have the same size;
• all intermolecular forces are equal;
• the properties of the mixture depend only on the proper-

ties of the pure components comprising the mixture.

Mixtures of isomers, such as o-, m- and p-xylene mixtures,
and adjacent members of homologous series, such as
n-hexane–n-heptane and benzene–toluene mixtures, give
close to ideal liquid-phase behavior. For this case, γi = 1,
and Equation 4.28 simplifies to:

Ki = yi

xi

= P SAT
i

P
(4.29)

which is Raoult’s law and represents both ideal vapor-
and liquid-phase behavior. Correlations are available to
relate component vapor pressure to temperature, as dis-
cussed above.

Comparing Equations 4.28 and 4.29, the liquid-phase
nonideality is characterized by the activity coefficient γi .
When γi = 1, the behavior is ideal. If γi �= 1, then the value
of γi can be used to characterize the nonideality:

• γi < 1 represents negative deviations from Raoult’s Law;
• γi > 1 represents positive deviations from Raoult’s Law.

The vapor–liquid equilibrium for noncondensable gases
in equilibrium with liquids can often be approximated by
Henry’s Law1 – 3:

pi = Hixi (4.30)

where pi = partial pressure of Component i

Hi = Henry’s Law constant (determined
experimentally)

xi = mole fraction of Component i in the
liquid phase

Assuming ideal gas behavior (pi = yiP ):

yi = Hixi

P
(4.31)

Thus, the K-value is given by:

Ki = yi

xi

= Hi

P
(4.32)

A straight line would be expected from a plot of yi

against xi .
The ratio of equilibrium K-values for two components

measures their relative volatility:

αij = Ki

Kj

(4.33)

where αij = volatility of Component i relative to Compo-
nent j

These expressions form the basis for two alternative
approaches to vapor–liquid equilibrium calculations:

a. Ki = φL
i /φV

i forms the basis for calculations based
entirely on equations of state. Using an equation of state
for both the liquid and vapor phase has a number of
advantages. Firstly, f O

i need not be specified. Also,
in principle, continuity at the critical point can be
guaranteed with all thermodynamic properties derived
from the same model. The presence of noncondensable
gases, in principle, causes no additional complications.
However, the application of equations of state is largely
restricted to nonpolar components.

b. Ki = γiP
SAT
i /φV

i P forms the basis for calculations
based on liquid-phase activity coefficient models. It is
used when polar molecules are present. For most systems
at low pressures, φV

ι can be assumed to be unity. If
high pressures are involved, then φV

ι must be calculated
from an equation of state. However, care should be taken
when mixing and matching different models for γ i and
φV

ι for high-pressure systems to ensure that appropriate
combinations are taken.

Example 4.2 A gas from a combustion process has a flowrate
of 10 m3·s−1 and contains 200 ppmv of oxides of nitrogen,
expressed as nitric oxide (NO) at standard conditions of 0◦C
and 1 atm. This concentration needs to be reduced to 50 ppmv
(expressed at standard conditions) before being discharged to the
environment. It can be assumed that all of the oxides of nitrogen
are present in the form of NO. One option being considered to
remove the NO is by absorption in water at 20◦C and 1 atm. The
solubility of the NO in water follows Henry’s Law, with HNO =
2.6 × 104 atm at 20◦C. The gas is to be contacted countercurrently
with water such that the inlet gas contacts the outlet water. The
concentration of the outlet water can be assumed to reach 90%
of equilibrium. Estimate the flowrate of water required, assuming
the molar mass of gas in kilograms occupies 22.4 m3 at standard
conditions of 0◦C and 1 atm.

Solution Molar flowrate of gas

= 10 × 1

22.4

= 0.446 kmol·s−1

Assuming the molar flowrate of gas remains constant, the amount
of NO to be removed

= 0.446(200 − 50) × 10−6

= 6.69 × 10−5 kmol·s−1

Assuming the water achieves 90% of equilibrium and contacts
countercurrently with the gas, from

Henry’s Law (Equation 4.38):

xNO = 0.9y∗
NOP

HNO
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where y∗
NO = equilibrium mole fraction in the gas phase

xNO = 0.9 × 200 × 10−6 × 1

2.6 × 104

= 6.9 × 10−9

Assuming the liquid flowrate is constant, water flowrate

= 6.69 × 10−5

6.9 × 10−9 − 0

= 9696 kmol·s−1

= 9696 × 18 kg·s−1

= 174,500 kg·s−1

This is an impractically large flowrate.

4.5 VAPOR–LIQUID EQUILIBRIUM
BASED ON ACTIVITY
COEFFICIENT MODELS

In order to model liquid-phase nonideality at moderate
pressures, the liquid activity coefficient γi must be known:

Ki = γiP
SAT
i

P
(4.34)

γi varies with composition and temperature. There are three
popular activity coefficient models3,

a. Wilson
b. Nonrandom two liquid (NRTL)
c. Universal quasi-chemical (UNIQUAC)

These models are semiempirical and are based on the
concept that intermolecular forces will cause nonrandom
arrangement of molecules in the mixture. The models
account for the arrangement of molecules of different sizes
and the preferred orientation of molecules. In each case,
the models are fitted to experimental binary vapor–liquid
equilibrium data. This gives binary interaction parameters
that can be used to predict multicomponent vapor–liquid
equilibrium. In the case of the UNIQUAC equation, if
experimentally determined vapor–liquid equilibrium data
are not available, the Universal Quasi-chemical Functional
Group Activity Coefficients (UNIFAC) method can be
used to estimate UNIQUAC parameters from the molecular
structures of the components in the mixture3.

a. Wilson equation. The Wilson equation activity coeffi-
cient model is given by3:

ln γi = − ln


 NC∑

j

xjΛij


 + 1 −

NC∑
k

[
xkΛki∑N
j xjΛkj

]

(4.35)

where

Λij = V L
j

V L
i

exp

[
−λij − λii

RT

]
(4.36)

where V L
i = molar volume of pure Liquid i

λij = energy parameter characterizing the
interaction of Molecule i with Molecule j

R = gas constant
T = absolute temperature

Λii = Λjj = Λkk = 1
Λij = 1 for an ideal solution
Λij < 1 for positive deviation from Raoult’s Law
Λij > 1 for negative deviation from Raoult’s Law

For each binary pair, there are two adjustable parameters
that must be determined from experimental data, that is,
(λij – λii ), which are temperature dependent. The ratio of
molar volumes V L

j /V L
i is a weak function of temperature.

For a binary system, the Wilson equation reduces to3:

ln γ1 = − ln[x1 + x2Λ12] + x2

[
Λ12

x1 + Λ12x2
− Λ21

x1Λ21 + x2

]

(4.37)

ln γ2 = − ln[x2 + x1Λ21] − x1

[
Λ12

x1 + Λ12x2
− Λ21

x1Λ21 + x2

]

(4.38)
where

Λ12 = V L
2

V L
1

exp

[
−λ12 − λ11

RT

]

Λ21 = V L
1

V L
2

exp

[
−λ21 − λ22

RT

]
(4.39)

The two adjustable parameters, (λ12 − λ11) and (λ21 − λ22),
must be determined experimentally6.

b. NRTL equation. The NRTL equation is given by3:

ln γi =
∑NC

j τji Gji xj∑NC
k Gki xk

+
NC∑
j

xjGij∑NC
k Gkj xk

×
(

τij −
∑NC

k xkτkj Gkj∑NC
k Gkj xk

)
(4.40)

where Gij = exp(−αij τij ), Gji = exp(−αij τji )

τij = gij − gjj

RT
, τji = gji − gii

RT

Gij �= Gji , τij �= τji , Gii = Gjj = 1, τii = τjj = 0

τij = 0 for ideal solutions

gij and gji are the energies of interactions between
Molecules i and j . αij characterizes the tendency of
Molecule i and Molecule j to be distributed in a random
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fashion, depends on molecular properties and usually lies
in the range 0.2 to 0.5. For each binary pair of components,
there are three adjustable parameters, (gij – gjj ), (gji – gii )

and αij (= αji ), which are temperature dependent. For a
binary system, the NRTL equation reduces to3:

ln γ1 = x2
2

[
τ21

(
G21

x1 + x2G21

)2

+ τ12G12

(x2 + x1G12)2

]

(4.41)

ln γ2 = x2
1

[
τ12

(
G12

x2 + x1G12

)2

+ τ21G21

(x1 + x2G21)2

]

(4.42)
where G12 = exp(−α12τ12), G21 = exp(−α21τ21),

τ12 = g12 − g22

RT
, τ21 = g21 − g11

RT

The three adjustable parameters, (g12 – g22), (g21 – g11)

and α12(= α21), must be determined experimentally6.

c. UNIQUAC equation. The UNIQUAC equation is given
by3:

ln γi = ln

(
Φi

xi

)
+ z

2
qi ln

(
θi

Φi

)
+ li − Φi

xi

NC∑
j

xj lj

+ qi


1 − ln


 NC∑

j

θj τji


 −

NC∑
j

θj τij∑NC
k θkτkj




(4.43)
where Φi = rixi∑NC

k rkxk

, θi = qixi∑NC
k qkxk

li = z

2
(ri − qi) − (ri − 1),

τij = exp −
(

uij − ujj

RT

)

uij = interaction parameter between Molecule i

and Molecule j (uij = uji )

z = coordination number (z = 10)
ri = pure component property, measuring the

molecular van der Waals volume for
Molecule i

qi = pure component property, measuring the
molecular van der Waals surface area for
Molecule i

R = gas constant
T = absolute temperature

uij = uji , τii = τjj = 1

For each binary pair, there are two adjustable parameters
that must be determined from experimental data, that
is, (uij – ujj ), which are temperature dependent. Pure
component properties ri and qi measure molecular van der
Waals volumes and surface areas and have been tabulated6.

For a binary system, the UNIQUAC equation reduces to3:

ln γ1 = ln

(
Φ1

x1

)
+ z

2
q1 ln

(
θ1

Φ1

)
+ Φ2

(
l1 − l2

r1

r2

)

− q1 ln(θ1 + θ2τ21)

+ θ2q1

(
τ21

θ1 + θ2τ21
− τ21

θ2 + θ1τ12

)
(4.44)

ln γ2 = ln

(
Φ2

x2

)
+ z

2
q2 ln

(
θ2

Φ2

)
+ Φ1

(
l2 − l1

r2

r1

)

− q2 ln(θ2 + θ1τ12)

+ θ1q2

(
τ12

θ2 + θ1τ12
− τ21

θ1 + θ2τ21

)
(4.45)

where Φ1 = r1x1

r1x1 + r2x2
,Φ2 = r2x2

r1x1 + r2x2

θ1 = q1x1

q1x1 + q2x2
, θ2 = q2x2

q1x1 + q2x2

l1 = z

2
(r1 − q1) − (r1 − 1),

l2 = z

2
(r2 − q2) − (r2 − 1)

τ12 = exp −
(

u12 − u22

RT

)
,

τ21 = exp −
(

u21 − u11

RT

)

The two adjustable parameters, (u12 – u22) and (u21 – u11),
must be determined experimentally6. Pure component
properties r1, r2, q1 and q2 have been tabulated6.

Since all experimental data for vapor–liquid equilibrium
have some experimental uncertainty, it follows that the
parameters obtained from data reduction are not unique3.
There are many sets of parameters that can represent
the experimental data equally well, within experimental
uncertainty. The experimental data used in data reduction
are not sufficient to fix a unique set of “best” parameters.
Realistic data reduction can determine only a region of
parameters2.

Published interaction parameters are available6. How-
ever, when more than one set of parameters is available
for a binary pair, which should be chosen?

a. Check if the experimental data is thermodynami-
cally consistent. The Gibbs–Duhem equation1,2 can be
applied to experimental binary data to check its ther-
modynamic consistency and it should be consistent with
this equation.

b. Choose parameters fitted at the process pressure.
c. Choose data sets covering the composition range of

interest.
d. For multicomponent systems, choose parameters fitted

to ternary or higher systems, if possible.
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4.6 VAPOR–LIQUID EQUILIBRIUM
BASED ON EQUATIONS OF STATE

Before an equation of state can be applied to calcu-
late vapor–liquid equilibrium, the fugacity coefficient φi

for each phase needs to be determined. The relationship
between the fugacity coefficient and the volumetric proper-
ties can be written as:

ln φi = 1

RT

∫ ∞

V

[(
∂P

∂Ni

)
T,V ,Nj

− RT

V

]
dV − RT ln Z

(4.46)

For example, the Peng–Robinson equation of state for this
integral yields2:

ln φi = bi

b
(Z − 1) − ln(Z − B)

− A

2
√

2B

(
2

∑
xiai

a
+ bi

b

)
ln

(
Z + (1 + √

2)B

Z + (1 − √
2)B

)

(4.47)

where A = aP

R2T 2

B = bP

RT
Thus, given critical temperatures, critical pressures and

acentric factors for each component, as well as a phase
composition, temperature and pressure, the compressibility
factor can be determined and hence component fugacity
coefficients for each phase can be calculated. Taking the
ratio of liquid to vapor fugacity coefficients for each com-
ponent gives the vapor–liquid equilibrium K-value for that
component. This approach has the advantage of consistency
between the vapor- and liquid-phase thermodynamic mod-
els. Such models are widely used to predict vapor–liquid
equilibrium for hydrocarbon mixtures and mixtures involv-
ing light gases.

A vapor–liquid system should provide three roots from
the cubic equation of state, with only the largest and
smallest being significant. The largest root corresponds to
the vapor compressibility factor and the smallest is the
liquid compressibility factor. However, some vapor–liquid
mixtures can present problems. This is particularly so
for mixtures involving light hydrocarbons with significant
amounts of hydrogen, which are common in petroleum
and petrochemical processes. Under some conditions, such
mixtures can provide only one root for vapor–liquid
systems, when there should be three. This means that
both the vapor and liquid fugacity coefficients cannot be
calculated and is a limitation of such cubic equations
of state.

If an activity coefficient model is to be used at high
pressure (Equation 4.27), then the vapor-phase fugacity
coefficient can be predicted from Equation 4.47. However,

this approach has the disadvantage that the thermodynamic
models for the vapor and liquid phases are inconsistent.
Despite this inconsistency, it might be necessary to use an
activity coefficient model if there is reasonable liquid-phase
nonideality, particularly with polar mixtures.

4.7 CALCULATION OF VAPOR–LIQUID
EQUILIBRIUM

In the case of vapor–liquid equilibrium, the vapor and
liquid fugacities are equal for all components at the same
temperature and pressure, but how can this solution be
found? In any phase equilibrium calculation, some of the
conditions will be fixed. For example, the temperature,
pressure and overall composition might be fixed. The task
is to find values for the unknown conditions that satisfy the
equilibrium relationships. However, this cannot be achieved
directly. First, values of the unknown variables must be
guessed and checked to see if the equilibrium relationships
are satisfied. If not, then the estimates must be modified in
the light of the discrepancy in the equilibrium, and iteration
continued until the estimates of the unknown variables
satisfy the requirements of equilibrium.

Consider a simple process in which a multicomponent
feed is allowed to separate into a vapor and a liquid
phase with the phases coming to equilibrium, as shown
in Figure 4.2. An overall material balance and component
material balances can be written as:

F = V + L (4.48)

Fzi = Vyi + Lxi (4.49)

where F = feed flowrate (kmol·s−1)
V = vapor flowrate from the separator (kmol·s−1)
L = liquid flowrate from the separator (kmol·s−1)
zi = mole fraction of Component i in the feed (–)
yi = mole fraction of Component i in vapor (–)
xi = mole fraction of Component i in liquid (–)

The vapor–liquid equilibrium relationship can be defined
in terms of K-values by:

yi = Kixi (4.50)

VaporVyi

Feed

Liquid L
xi

F
zi

Figure 4.2 Vapor–liquid equilibrium.
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Equations 4.48 to 4.50 can now be solved to give
expressions for the vapor- and liquid-phase compositions
leaving the separator:

yi = zi

V

F
+

(
1 − V

F

)
1

Ki

(4.51)

xi = zi

(Ki − 1)
V

F
+ 1

(4.52)

The vapor fraction (V/F) in Equations 4.51 and 4.52 lies
in the range 0 ≤ V/F ≤ 1.

For a specified temperature and pressure, Equations 4.51
and 4.52 need to be solved by trial and error. Given that:

NC∑
i

yi =
NC∑
i

xi = 1 (4.53)

where NC is the number of components, then:

NC∑
i

yi −
NC∑
i

xi = 0 (4.54)

Substituting Equations 4.51 and 4.52 into Equation 4.54,
after rearrangement gives7:

NC∑
i

zi(Ki − 1)

V

F
(Ki − 1) + 1

= 0 = f (V/F ) (4.55)

To solve Equation 4.55, start by assuming a value of V/F

and calculate f (V/F ) and search for a value of V/F until
the function equals zero.

Many variations are possible around the basic flash
calculation. Pressure and V/F can be specified and T

calculated, and so on. Details can be found in King7.
However, two special cases are of particular interest. If
it is necessary to calculate the bubble point, then V/F = 0
in Equation 4.55, which simplifies to:

NC∑
i

zi(Ki − 1) = 0 (4.56)

and given:
NC∑
i

zi = 1 (4.57)

This simplifies to the expression for the bubble point:

NC∑
i

ziKi = 1 (4.58)

Thus, to calculate the bubble point for a given mixture and
at a specified pressure, a search is made for a temperature
to satisfy Equation 4.58. Alternatively, temperature can be

specified and a search made for a pressure, the bubble
pressure, to satisfy Equation 4.58.

Another special case is when it is necessary to calculate
the dew point. In this case, V/F = 1 in Equation 4.55,
which simplifies to:

NC∑
i

zi

Ki

= 1 (4.59)

Again, for a given mixture and pressure, temperature is
searched to satisfy Equation 4.59. Alternatively, tempera-
ture is specified and pressure searched for the dew pressure.

If the K-value requires the composition of both phases
to be known, then this introduces additional complications
into the calculations. For example, suppose a bubble-
point calculation is to be performed on a liquid of known
composition using an equation of state for the vapor–liquid
equilibrium. To start the calculation, a temperature is
assumed. Then, calculation of K-values requires knowledge
of the vapor composition to calculate the vapor-phase
fugacity coefficient, and that of the liquid composition
to calculate the liquid-phase fugacity coefficient. While
the liquid composition is known, the vapor composition
is unknown and an initial estimate is required for the
calculation to proceed. Once the K-value has been estimated
from an initial estimate of the vapor composition, the
composition of the vapor can be reestimated, and so on.

Figure 4.3 shows, as an example, the vapor–liquid
equilibrium behavior for a binary mixture of benzene and
toluene8. Figure 4.3a shows the behavior of temperature
of the saturated liquid and saturated vapor (i.e. equilibrium
pairs) as the mole fraction of benzene is varied (the balance
being toluene). This can be constructed by calculating
the bubble and dew points for different concentrations.
Figure 4.3b shows an alternative way of representing the
vapor–liquid equilibrium in a composition or x–y diagram.
The x–y diagram can be constructed from the relative
volatility. From the definition of relative volatility for a
binary mixture of Components A and B:

αAB = yA/xA

yB/xB

= yA/xA

(1 − yA)/(1 − xA)
(4.60)

Rearranging gives:

yA = xAαAB

1 + xA(αAB − 1)
(4.61)

Thus, by knowing αAB from vapor–liquid equilibrium and
by specifying xA, yA can be calculated. Figure 4.3a also
shows a typical vapor–liquid equilibrium pair, where the
mole fraction of benzene in the liquid phase is 0.4 and that
in the vapor phase is 0.62. A diagonal line across the x–y
diagram represents equal vapor and liquid compositions.
The phase equilibrium behavior shows a curve above the
diagonal line. This indicates that benzene has a higher
concentration in the vapor phase than toluene, that is,



66 Thermodynamic Properties and Phase Equilibrium

80

90

100

110

120

0 0.2 0.4 0.8

Mole Fraction of Benzene

T
em

pe
ra

tu
re

 (
°C

)

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.8

Mole Fraction of Benzene
(Liquid Phase)

M
ol

e 
Fr

ac
tio

n 
of

 B
en

ze
ne

(V
ap

or
 P

ha
se

)

Saturated
Vapor

Saturated
Liquid

0.5 0.6

95

Equilibrium
Pair

P

(a) Temperature−composition behaviour. (b) x−y representation.

Q

1

R

10.6

Figure 4.3 Vapor–liquid equilibrium for a binary mixture of benzene and toluene at a pressure of 1 atm. (From Smith R and Jobson
M, 2000, Distillation, Encyclopedia of Separation Science, Academic Press; reproduced by permission).

benzene is the more volatile component. Figure 4.3b shows
the same vapor–liquid equilibrium pair as that shown in
Figure 4.3a8.

Figure 4.3a can be used to predict the separation in a
single equilibrium stage, given a specified feed to the stage
and a stage temperature. For example, suppose the feed is
a mixture with equal mole fractions of benzene and toluene
of 0.5 and this is brought to equilibrium at 95◦C (Point Q

in Figure 4.3a). Then, the resulting liquid will have a mole
fraction of benzene of 0.4 and the vapor, a mole fraction
of 0.62. In addition, the quantity of each phase formed
can be determined from the lengths of the lines PQ and
QR in Figure 4.3a. An overall material balance across the
separator gives:

mQ = mP + mR (4.62)

A material balance for Component i gives:

mQxi,Q = mpxi,P + mRxi,R (4.63)

Substituting Equation 4.62 into Equation 4.63 and rearrang-
ing gives:

mp

mR

= xi,R − xi,Q

xi,Q − xi,P

(4.64)

Thus, in Figure 4.3:

mp

mR

= PQ

QR
(4.65)

The ratio of molar flowrates of the vapor and liquid phases
is thus given by the ratio of the opposite line segments.
This is known as the Lever Rule, after the analogy with a
lever and fulcrum7.

Consider first, a binary mixture of two Components
A and B; the vapor–liquid equilibrium exhibits only
a moderate deviation from ideality, as represented in
Figure 4.4a. In this case, as pure A boils at a lower
temperature than pure B in the temperature–composition

diagram in Figure 4.4a, Component A is more volatile than
Component B. This is also evident from the vapor–liquid
composition diagram (x–y diagram), as it is above the line
of yA = xA. In addition, it is also clear from Figure 4.4a that
the order of volatility does not change as the composition
changes. By contrast, Figure 4.4b shows a more highly
nonideal behavior in which γi > 1 (positive deviation
from Raoult’s Law) forms a minimum-boiling azeotrope.
At the azeotropic composition, the vapor and liquid are
both at the same composition for the mixture. The lowest
boiling temperature is below that of either of the pure
components and is at the minimum-boiling azeotrope.
It is clear from Figure 4.4b that the order of volatility
of Components A and B changes, depending on the
composition. Figure 4.4c also shows azeotropic behavior.
This time, the mixture shows a behavior in which γi < 1
(negative deviation from Raoult’s Law) forms a maximum-
boiling azeotrope. This maximum-boiling azeotrope boils
at a higher temperature than either of the pure components
and would be the last fraction to be distilled, rather than
the least volatile component, which would be the case with
nonazeotropic behavior. Again, from Figure 4.4c, it can
be observed that the order of volatility of Components A

and B changes depending on the composition. Minimum-
boiling azeotropes are much more common than maximum-
boiling azeotropes.

Some general guidelines for vapor–liquid mixtures in
terms of their nonideality are:

a. Mixtures of isomers usually form ideal solutions.
b. Mixtures of close-boiling aliphatic hydrocarbons are

nearly ideal below 10 bar.
c. Mixtures of compounds close in molar mass and struc-

ture frequently do not deviate greatly from ideality
(e.g. ring compounds, unsaturated compounds, naph-
thenes etc.).

d. Mixtures of simple aliphatics with aromatic compounds
deviate modestly from ideality
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e. Noncondensables such as CO2, H2S, H2, N2, and so
on, that are present in mixtures involving heavier
components tend to behave nonideally with respect to
the other compounds.

f. Mixtures of polar and nonpolar compounds are always
strongly nonideal.

g. Azeotropes and phase separation into liquid–liquid
mixtures represent the ultimate in nonideality.

Moving down the list, the nonideality of the sys-
tem increases.

Example 4.3 A mixture of ethane, propane, n-butane, n-pentane
and n-hexane is given in the Table 4.3. For this calculation, it
can be assumed that the K-values are ideal. For the mixture in
Table 4.3, an equation of state method might have been a more
appropriate choice. However, this makes the calculation of the
K-values much more complex. The ideal K-values for the mixture
can be expressed in terms of the Antoine Equation as:

Ki = 1

P
exp

[
Ai − Bi

T + Ci

]
(4.66)

where P is the pressure (bar), T the absolute temperature (K) and
Ai , Bi and Ci are constants given in the Table 4.3:

a. For a pressure of 5 bar, calculate the bubble point.
b. For a pressure of 5 bar, calculate the dew point.
c. Calculate the pressure needed for total condensation at 313 K.
d. At a pressure of 6 bar and a temperature of 313 K, how much

liquid will be condensed?

Table 4.3 Feed and physical property for components.

Component Formula Feed
(kmol)

Ai Bi Ci

1. Ethane C2H6 5 9.0435 1511.4 −17.16
2. Propane C3H8 25 9.1058 1872.5 −25.16
3. n-Butane C4H10 30 9.0580 2154.9 −34.42
4. n-Pentane C5H12 20 9.2131 2477.1 −39.94
5. n-Hexane C6H14 20 9.2164 2697.6 −48.78

Solution
a. The bubble point can be calculated from Equation 4.58
or from Equation 4.55 by specifying V/F = 0. The bubble
point is calculated from Equation 4.58 in Table 4.4 to be
296.4 K. The search can be readily automated in spread-
sheet software.
b. The dew point can be calculated from Equation 4.59 or 4.55
by specifying V/F = 1. In Table 4.5, the dew point is calculated
from Equation 4.59 to be 359.1 K.
c. To calculate the pressure needed for total condensation at
313 K, the bubble pressure is calculated. The calculation is
essentially the same as that in Part a above, with the temperature
fixed at 313 K and the pressure varied, instead, in an iterative
fashion until Equation 4.64 is satisfied. The resulting bubble
pressure at 313 K is 7.4 bar.

If distillation was carried out giving an overhead composition,
as given in Table 4.3, and if cooling water was used in the
condenser, then total condensation at 313 K (40◦C) would require
an operating pressure of 7.4 bar.
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Table 4.4 Bubble-point calculation.

i zi T = 275 K T = 350 K T = 300 K T = 290 K T = 296.366 K

Ki ziKi Ki ziKi Ki ziKi Ki ziKi KI ziKi

1 0.05 4.8177 0.2409 18.050 0.9025 8.0882 0.4044 6.6496 0.3325 7.5448 0.3772
2 0.25 1.0016 0.2504 5.6519 1.4130 1.9804 0.4951 1.5312 0.3828 1.8076 0.4519
3 0.30 0.2212 0.0664 1.8593 0.5578 0.5141 0.1542 0.3742 0.1123 0.4594 0.1378
4 0.20 0.0532 0.0106 0.6802 0.1360 0.1464 0.0293 0.1000 0.0200 0.1279 0.0256
5 0.20 0.0133 0.0027 0.2596 0.0519 0.0437 0.0087 0.0280 0.0056 0.0373 0.0075

1.00 0.5710 3.0612 1.0917 0.8532 1.0000

Table 4.5 Dew-point calculation.

i zi T = 325 K T = 375 K T = 350 K T = 360 K T = 359.105 K

Ki zi/Ki Ki zi/Ki Ki zi/Ki Ki zi/Ki Ki zi/Ki

1 0.05 12.483 0.0040 24.789 0.0020 18.050 0.0028 20.606 0.0024 20.370 0.0025
2 0.25 3.4951 0.0715 8.5328 0.0293 5.6519 0.0442 6.7136 0.0372 6.6138 0.0378
3 0.30 1.0332 0.2903 3.0692 0.0977 1.8593 0.1614 2.2931 0.1308 2.2517 0.1332
4 0.20 0.3375 0.5925 1.2345 0.1620 0.6802 0.2941 0.8730 0.2291 0.8543 0.2341
5 0.20 0.1154 1.7328 0.5157 0.3879 0.2596 0.7704 0.3462 0.5778 0.3376 0.5924

1.00 2.6911 0.6789 1.2729 0.9773 1.0000

Table 4.6 Flash calculation.

i zi V /F = 0 V/F = 0.5 V/F = 0.1 V/F = 0.05 V/F = 0.0951

Ki

zi(Ki − 1)

V

F
(Ki − 1) + 1

zi(Ki − 1)

V

F
(Ki − 1) + 1

zi(Ki − 1)

V

F
(Ki − 1) + 1

zi(Ki − 1)

V

F
(Ki − 1) + 1

zi(Ki − 1)

V

F
(Ki − 1) + 1

1 0.05 8.5241 0.3762 0.0790 0.2147 0.2734 0.2193
2 0.25 2.2450 0.3112 0.1918 0.2768 0.2930 0.2783
3 0.30 0.6256 −0.1123 −0.1382 −0.1167 −0.1145 −0.1165
4 0.20 0.1920 −0.1616 −0.2711 −0.1758 −0.1684 −0.1751
5 0.20 0.0617 −0.1877 −0.3535 −0.2071 −0.1969 −0.2060

1.00 0.2258 −0.4920 −0.0081 0.0866 0.0000

d. Equation 4.55 is used to determine how much liquid will be
condensed at a pressure of 6 bar and 313 K. The calculation is
detailed in Table 4.6, giving V/F = 0.0951, thus, 90.49% of the
feed will be condensed.

Simple phase equilibrium calculations, like the one illustrated
here, can be readily implemented in spreadsheet software and
automated. In practice, the calculations will most often be carried
out in commercial physical property packages, allowing more
elaborate methods for calculating the equilibrium K-values to
be used.

Example 4.4 Calculate the vapor composition of an equimolar
liquid mixture of methanol and water at 1 atm (1.013 bar)

a. assuming ideal vapor- and liquid-phase behavior, that is, using
Raoult’s Law

b. using the Wilson equation.

Vapor pressure in bar can be predicted for temperature in Kelvin
from the Antoine equation using coefficients in Table 4.73. Data

for the Wilson equation are given in Table 4.86. Assume the gas
constant R = 8.3145 kJ·kmol−1·K−1.

Table 4.7 Antoine coefficients for methanol and
water6.

Ai Bi Ci

Methanol 11.9869 3643.32 −33.434
Water 11.9647 3984.93 −39.734

Table 4.8 Data for methanol (1) and water (2) for the Wilson
equation at 1 atm6.

V1

(m3·kmol−1)

V2

(m3·kmol−1)
(λ12 – λ11)
(kJ·kmol−1)

(λ21 – λ22)
(kJ·kmol−1)

0.04073 0.01807 347.4525 2179.8398



Calculation of Vapor–Liquid Equilibrium 69

Table 4.10 Bubble-point calculation for a methanol–water mixture using the Wilson equation.

zi T = 340 K T = 350 K T = 346.13 K

γi Ki ziKi γi Ki ziKi γi Ki ziKi

0.5 1.1429 1.2501 0.6251 1.1363 1.8092 0.9046 1.1388 1.5727 0.7863
0.5 1.2307 0.3289 0.1645 1.2227 0.5012 0.2506 1.2258 0.4273 0.2136

1.00 0.7896 1.1552 0.9999

Solution

a. K-values assuming ideal vapor and liquid behavior are given
by Raoult’s Law (Equation 4.66). The composition of the liquid is
specified to be x1 = 0.5, x2 = 0.5 and the pressure 1 atm, but the
temperature is unknown. Therefore, a bubble-point calculation is
required to determine the vapor composition. The procedure is the
same as that in Example 4.2 and can be carried out in spreadsheet
software. Table 4.9 shows the results for Raoult’s Law.

Table 4.9 Bubble-point calculation for an ideal methanol–water
mixture.

zi T = 340 K T = 360 K T = 350 K

Ki ziKi Ki ziKi Ki ziKi

0.5 1.0938 0.5469 2.2649 1.1325 1.5906 0.7953
0.5 0.2673 0.1336 0.6122 0.3061 0.4094 0.2047

1.00 0.6805 1.4386 1.0000

Thus, the composition of the vapor at 1 atm is y1 = 0.7953,
y2 = 0.2047, assuming an ideal mixture.
b. The activity coefficients for the methanol and water can be
calculated using the Wilson equation (Equations 4.37 to 4.38).
The results are summarized in Table 4.10.

Thus, the composition of the vapor phase at 1 atm is y1 =
0.7863, y2 = 0.2136 from the Wilson Equation. For this mixture,
at these conditions, there is not much difference between the
predictions of Raoult’s Law and the Wilson equation, indicating
only moderate deviations from ideality at the chosen conditions.

Example 4.5 2-Propanol (isopropanol) and water form an
azeotropic mixture at a particular liquid composition that results in
the vapor and liquid compositions being equal. Vapor–liquid equi-
librium for 2-propanol–water mixtures can be predicted by the
Wilson equation. Vapor pressure coefficients in bar with tempera-
ture in Kelvin for the Antoine equation are given in Table 4.113.
Data for the Wilson equation are given in Table 4.126. Assume
the gas constant R = 8.3145 kJ·kmol−1·K−1. Determine the
azeotropic composition at 1 atm.

Table 4.11 Antoine equation coefficients for 2-propanol
and water6.

Ai Bi Ci

2-propanol 13.8228 4628.96 −20.524
Water 11.9647 3984.93 −39.734

Table 4.12 Data for 2-propanol (1) and water (2) for the Wilson
equation at 1 atm6.

V1

(m3·kmol−1)

V2

(m3·kmol−1)
(λ12 – λ11)
(kJ·kmol−1)

(λ21 – λ22)
(kJ·kmol−1)

0.07692 0.01807 3716.4038 5163.0311

Solution To determine the location of the azeotrope for a spec-
ified pressure, the liquid composition has to be varied and a
bubble-point calculation performed at each liquid composition
until a composition is identified, whereby xi = yi . Alternatively,
the vapor composition could be varied and a dew-point calcu-
lation performed at each vapor composition. Either way, this
requires iteration. Figure 4.5 shows the x–y diagram for the 2-
propanol–water system. This was obtained by carrying out a
bubble-point calculation at different values of the liquid com-
position. The point where the x–y plot crosses the diagonal line
gives the azeotropic composition. A more direct search for the
azeotropic composition can be carried out for such a binary sys-
tem in a spreadsheet by varying T and x1 simultaneously and by
solving the objective function (see Section 3.9):

(x1K1 + x2K2 − 1)2 + (x1 − x1K1)
2 = 0

0
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Figure 4.5 x–y plot for the system 2-propanol (1) and water
(2) from the Wilson equation at 1 atm.
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The first bracket in this equation ensures that the bubble-point
criterion is satisfied. The second bracket ensures that the vapor
and liquid compositions are equal. The solution of this is given
when x1 = y1 = 0.69 and x2 = y2 = 0.31 for the system of
2-propanol-water at 1 atm.

4.8 LIQUID–LIQUID EQUILIBRIUM

As the components in a liquid mixture become more
chemically dissimilar, their mutual solubility decreases.
This is characterized by an increase in their activity
coefficients (for positive deviation from Raoult’s Law). If
the chemical dissimilarity, and the corresponding increase
in activity coefficients, become large enough, the solution
can separate into two-liquid phases.

Figure 4.6 shows the vapor–liquid equilibrium behav-
ior of a system exhibiting two-liquid phase behav-
ior. Two-liquid phases exist in the areas abcd in
Figures 4.6a and 4.6b. Liquid mixtures outside of this two-
phase region are homogeneous. In the two-liquid phase
region, below ab, the two-liquid phases are subcooled.
Along ab, the two-liquid phases are saturated. The area
of the two-liquid phase region becomes narrower as the
temperature increases. This is because the mutual sol-
ubility normally increases with increasing temperature.
For a mixture within the two-phase region, say Point

Q in Figures 4.6a and 4.6b, at equilibrium, two-liquid
phases are formed at Points P and R. The line PR is
the tie line. The analysis for vapor–liquid separation in
Equations 4.56 to 4.59 also applies to a liquid–liquid sepa-
ration. Thus, in Figures 4.6a and 4.6b, the relative amounts
of the two-liquid phases formed from Point Q at P and R

follows the Lever Rule given by Equation 4.65.
In Figure 4.6a, the azeotropic composition at Point e lies

outside the region of two-liquid phases. In Figure 4.6b,
the azeotropic composition lies inside the region of two-
liquid phases. Any two-phase liquid mixture vaporizing
along ab, in Figure 4.6b, will vaporize at the same tem-
perature and have a vapor composition corresponding with
Point e. This results from the lines of vapor–liquid equi-
librium being horizontal in the vapor–liquid region, as
shown in Figure 4.3. A liquid mixture of composition e,
in Figure 4.6b, produces a vapor of the same composi-
tion and is known as a heteroazeotrope. The x –y diagrams
in Figure 4.6c and 4.6d exhibit a horizontal section, corre-
sponding with the two-phase region.

For liquid–liquid equilibrium, the fugacity of each
component in each phase must be equal:

(xiγi)
I = (xiγi)

II (4.67)

where I and II represent the two-liquid phases in equi-
librium. The equilibrium K-value or distribution coefficient
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for Component i can be defined by

Ki = xI
i

xII
i

= γ II
i

γ I
i

(4.68)

4.9 LIQUID–LIQUID EQUILIBRIUM
ACTIVITY COEFFICIENT MODELS

A model is needed to calculate liquid–liquid equilibrium
for the activity coefficient from Equation 4.67. Both the
NRTL and UNIQUAC equations can be used to predict
liquid–liquid equilibrium. Note that the Wilson equation is
not applicable to liquid–liquid equilibrium and, therefore,
also not applicable to vapor–liquid–liquid equilibrium.
Parameters from the NRTL and UNIQUAC equations
can be correlated from vapor–liquid equilibrium data6 or
liquid–liquid equilibrium data9,10. The UNIFAC method
can be used to predict liquid–liquid equilibrium from the
molecular structures of the components in the mixture3.

4.10 CALCULATION OF LIQUID–
LIQUID EQUILIBRIUM

The vapor–liquid x–y diagram in Figures 4.6c and d can
be calculated by setting a liquid composition and calculating
the corresponding vapor composition in a bubble point
calculation. Alternatively, vapor composition can be set
and the liquid composition determined by a dew point
calculation. If the mixture forms two-liquid phases, the
vapor–liquid equilibrium calculation predicts a maximum
in the x–y diagram, as shown in Figures 4.6c and d.
Note that such a maximum cannot appear with the
Wilson equation.

To calculate the compositions of the two coexisting liquid
phases for a binary system, the two equations for phase
equilibrium need to be solved:

(x1γ1)
I = (x1γ1)

II , (x2γ2)
I = (x2γ2)

II (4.69)

where xI
1 + xI

2 = 1, xII
1 + xII

2 = 1 (4.70)

Given a prediction of the liquid-phase activity coeffi-
cients, from say the NRTL or UNIQUAC equations, then
Equations 4.69 and 4.70 can be solved simultaneously for
xI

1 and xII
1 . There are a number of solutions to these

equations, including a trivial solution corresponding with
xI

1 = xII
1 . For a solution to be meaningful:

0 < xI
1 <1, 0 < xII

1 <1, xI
1 �= xII

1 (4.71)

For a ternary system, the corresponding equations to be
solved are:

(x1γ1)
I = (x1γ1)

II ,

(x2γ2)
I = (x2γ2)

II , (x3γ3)
I = (x3γ3)

II (4.72)
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Figure 4.7 Liquid–liquid equilibrium.

These equations can be solved simultaneously with the
material balance equations to obtain xI

1 , xI
2 , xII

1 and xII
2 . For

a multicomponent system, the liquid–liquid equilibrium is
illustrated in Figure 4.7. The mass balance is basically the
same as that for vapor–liquid equilibrium, but is written for
two-liquid phases. Liquid I in the liquid–liquid equilibrium
corresponds with the vapor in vapor–liquid equilibrium
and Liquid II corresponds with the liquid in vapor–liquid
equilibrium. The corresponding mass balance is given by
the equivalent to Equation 4.55:

NC∑
i

zi(Ki − 1)

LI

F
(Ki − 1) + 1

= 0 = f (LI /F ) (4.73)

where F = feed flowrate (kmol·s−1)

LI = flowrate of Liquid I from the separator
(kmol·s−1)

LII = flowrate of Liquid II from the separator
(kmol·s−1)

zi = mole fraction of Component i in the feed (–)
xI

i = mole fraction of Component i in Liquid I (–)
xII

i = mole fraction of Component i in Liquid II
(–)

Ki = K-value, or distribution coefficient, for
Component i (–)

Also, the liquid–liquid equilibrium K-value needs to be
defined for equilibrium to be

Ki = xI
i

xII
i

= γ II
i

γ I
i

(4.74)

xI
1 , xI

2 , . . . , xI
NC −1; xII

1 , xII
2 , . . . , xII

NC −1 and LI/F need to
be varied simultaneously to solve Equations 4.73 and 4.74.

Example 4.6 Mixtures of water and 1-butanol (n-butanol) form
two-liquid phases. Vapor–liquid equilibrium and liquid–liquid
equilibrium for the water–1-butanol system can be predicted
by the NRTL equation. Vapor pressure coefficients in bar
with temperature in Kelvin for the Antoine equation are given
in Table 4.136. Data for the NRTL equation are given in
Table 4.14, for a pressure of 1 atm6. Assume the gas constant
R = 8.3145 kJ·kmol−1·K−1.
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Table 4.13 Antoine coefficient for water and 1-butanol6.

Ai Bi Ci

Water 11.9647 3984.93 −39.734
1-butanol 10.3353 3005.33 −99.733

Table 4.14 Data for water (1) and 1-butanol
(2) for the NRTL equation at 1 atm6.

(g12 – g22) (g21 – g11) αij

(kJ·kmol−1) (kJ·kmol−1) (–)

11,184.9721 1649.2622 0.4362

a. Plot the x –y diagram at 1 atm.
b. Determine the compositions of the two-liquid phase region for

saturated vapor–liquid–liquid equilibrium at 1 atm.

Solution

a. For a binary system, the calculations can be performed in
spreadsheet software. As with Example 4.4, a series of bubble-
point calculations can be performed at different liquid-phase
compositions (or dew-point calculations at different vapor-
phase compositions). The NRTL equation is modeled using
Equations 4.41 and 4.42. The resulting x–y diagram is shown
in Figure 4.8. The x–y diagram displays the characteristic
maximum for two-liquid phase behavior.
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Figure 4.8 x–y plot for the system water (1) and 1-butanol
(2) from the NRTL equation at 1 atm.

b. To determine the compositions of the two-liquid phase region,
the NRTL equation is set up for two-liquid phases by writing
Equations 4.41 and 4.42 for each phase. The constants are

given in Table 4.12. Note that if xI
1 and xII

1 are specified, then:

xI
2 = 1 − xI

1 and xII
2 = 1 − xII

1

A search is then made by varying xI
1 and xII

1 simultaneously
(e.g. using a spreadsheet solver) to solve the objective function
(see Section 3.9):

(xI
1 γ I

1 − xII
1 γ II

1 )2 + (xI
2 γ I

2 − xII
2 γ II

2 )2 = 0

This ensures liquid–liquid equilibrium. Trivial solutions
whereby xI

1 = xII
1 need to be avoided. The results are shown

in Figure 4.8 to be xI
1 = 0.59, xII

1 = 0.98. The system forms a
heteroazeotrope.

To ensure that the predicted two-phase region corresponds
with that for the saturated vapor–liquid–liquid equilibrium, the
temperature must be specified to be bubble-point predicted by
the NRTL equation at either x1 = 0.59 or x1 = 0.98 (366.4 K in
this case).

Care should be exercised in using the coefficients from
Table 4.14 to predict two-liquid phase behavior under subcooled
conditions. The coefficients in Table 4.14 were determined from
vapor–liquid equilibrium data at saturated conditions.

Although the methods developed here can be used
to predict liquid–liquid equilibrium, the predictions will
only be as good as the coefficients used in the activ-
ity coefficient model. Such predictions can be critical
when designing liquid–liquid separation systems. When
predicting liquid–liquid equilibrium, it is always better to
use coefficients correlated from liquid–liquid equilibrium
data, rather than coefficients based on the correlation of
vapor–liquid equilibrium data. Equally well, when predict-
ing vapor–liquid equilibrium, it is always better to use
coefficients correlated to vapor–liquid equilibrium data,
rather than coefficients based on the correlation of liq-
uid–liquid equilibrium data. Also, when calculating liq-
uid–liquid equilibrium with multicomponent systems, it is
better to use multicomponent experimental data, rather than
binary data.

4.11 CALCULATION OF ENTHALPY

The calculation of enthalpy is required for energy balance
calculations. It might also be required for the calculation of
other derived thermodynamic properties. The absolute value
of enthalpy for a substance cannot be measured and only
changes in enthalpy are meaningful. Consider the change
in enthalpy with pressure. At a given temperature T , the
change in enthalpy of a fluid can be determined from the
derivative of enthalpy with pressure at fixed temperature,
(∂H/∂P )T . Thus, the change in enthalpy relative to a
reference is given by:

[HP − HPO
]T =

∫ P

PO

(
∂H

∂P

)
T

dP (4.75)
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where H = enthalpy at pressure P (kJ·kmol−1)

HPO
= enthalpy at reference pressure PO

(kJ·kmol−1)

P = pressure (bar)
PO = reference pressure (bar)

The change in enthalpy with pressure is given by1:

(
∂H

∂P

)
T

= V − T

(
∂V

∂T

)
P

(4.76)

Also:
(

∂V

∂T

)
P

=
[

∂

∂T

(
ZRT

P

)]
P

= R

P

[
Z + T

(
∂Z

∂T

)
P

]

(4.77)

where Z = compressibility (–)
R = universal gas constant

Combining Equations 4.75 to 4.77 gives the difference
between the enthalpy at pressure P and that at the standard
pressure PO and is known as the enthalpy departure.

[HP − HPO
]T = −

∫ P

PO

[
RT 2

P

(
∂Z

∂T

)
P

]
T

dP (4.78)

Equation 4.78 defines the enthalpy departure from a
reference state at temperature T and pressure PO .

The value of (∂Z/∂T )P can be obtained from an equation
of state, such as the Peng–Robinson equation of state,
and the integral in Equation 4.78 evaluated3. The enthalpy
departure for the Peng–Robinson equation of state is given
by3:

[HP − HPO
]T = RT (Z − 1) + T (da/ dT ) − a

2
√

2b

× ln

[
Z + (1 + √

2)B

Z + (1 − √
2)B

]
(4.79)

where da/dT = −0.45724
R2T 2

C

PC

κ

√
α

T ·TC

B = bP

RT

Equations of state, such as the Peng–Robinson equation,
are capable of predicting both liquid and vapor behavior.
The appropriate root for the equation of a liquid or vapor
must be taken, as discussed previously. Equation 4.79
is therefore capable of predicting both liquid and vapor
enthalpy3. Equations of state such as the Peng–Robinson
equation are generally more reliable at predicting the
vapor compressibility than the liquid compressibility,
and hence, more reliable predicting vapor enthalpy than
liquid enthalpy.

Critical Point
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Enthalpy
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P = P

Saturated
Liquid Enthalpy
Departure

Saturated
Vapor Enthalpy
Departure

Ideal Gas
Enthalpy

Saturated Liquid
Enthalpy

Latent Heat of
Vaporization

Enthalpy 
Departure for
Pressure PSaturated

Vapor
Enthalpy

Figure 4.9 The enthalpy departure function.

One problem remains. The reference enthalpy must be
defined at temperature T and pressure PO . The reference
state for enthalpy can be taken as an ideal gas. At zero
pressure, fluids are in their ideal gaseous state and the
enthalpy is independent of pressure. The ideal gas enthalpy
can be calculated from ideal gas heat capacity data3:

HO
T = HO

TO
+

∫ T

TO

CO
P dT (4.80)

where HO
T = enthalpy at zero pressure and temperature T

(kJ kmol−1)

HO
TO

= enthalpy at zero pressure and temperature
TO , defined to be zero (kJ·kmol−1)

TO = reference temperature (K)
CO

P = ideal gas enthalpy (kJ·kmol−1·K−1)

The ideal gas enthalpy can be correlated as a function of
temperature, for example3:

CO
P

R
= αo + α1T + α2T

2 + α3T
3 + α4T

4 (4.81)

where α1, α2, α3, α4 = constants determined by fitting
experimental data

To calculate the enthalpy of liquid or gas at temper-
ature T and pressure P , the enthalpy departure func-
tion (Equation 4.78) is evaluated from an equation of
state2. The ideal gas enthalpy is calculated at tempera-
ture T from Equation 4.81. The enthalpy departure is then
added to the ideal gas enthalpy to obtain the required
enthalpy. Note that the enthalpy departure function cal-
culated from Equation 4.78 will have a negative value.
This is illustrated in Figure 4.9. The calculations are
complex and usually carried out using physical property
or simulation software packages. However, it is impor-
tant to understand the basis of the calculations and their
limitations.
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4.12 CALCULATION OF ENTROPY

The calculation of entropy is required for compression
and expansion calculations. Isentropic compression and
expansion is often used as a reference for real compression
and expansion processes. The calculation of entropy might
also be required in order to calculate other derived
thermodynamic properties. Like enthalpy, entropy can also
be calculated from a departure function:

[SP − SPO
]T =

∫ P

PO

(
∂S

∂P

)
T

dP (4.82)

where SP = entropy at pressure P

SPO
= entropy at pressure PO

The change in entropy with pressure is given by2:

(
∂S

∂P

)
T

= −
(

∂V

∂T

)
P

(4.83)

Combining Equations 4.89 and 4.90 with Equation 4.83
gives:

[SP − SPO
]T = −

∫ P

PO

[
RZ

P
+ RT

P

(
∂Z

∂T

)
P

]
T

dP

(4.84)

The integral in Equation 4.84 can be evaluated from an
equation of state3. However, before this entropy departure
function can be applied to calculate entropy, the reference
state must be defined. Unlike enthalpy, the reference state
cannot be defined at zero pressure, as the entropy of a gas
is infinite at zero pressure. To avoid this difficulty, the
standard state can be defined as a reference state at low
pressure PO (usually chosen to be 1 bar or 1 atm) and at
the temperature under consideration. Thus,

ST = STO
+

∫ T

TO

CO
P

T
dT (4.85)

where ST = entropy at temperature T and reference
pressure PO

STO
= entropy of gas at reference temperature TO

and reference pressure PO

To calculate the entropy of a liquid or gas at temper-
ature T and pressure P , the entropy departure function
(Equation 4.84) is evaluated from an equation of state3.
The entropy at the reference state is calculated at temper-
ature T from Equation 4.85. The entropy at the reference
state is then added to the entropy departure function to
obtain the required entropy. The entropy departure function
is illustrated in Figure 4.10. As with enthalpy departure,
the calculations are complex and are usually carried out in
physical property or simulation software packages.
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Figure 4.10 The entropy departure function.

4.13 PHASE EQUILIBRIUM AND
THERMODYNAMIC
PROPERTIES – SUMMARY

Phase equilibrium and thermodynamic properties are
required for many design calculations. Vapor and liquid
equilibrium can be calculated on the basis of activity coef-
ficient models or equations of state. Activity coefficient
models are required when the liquid phase shows a sig-
nificant deviation from ideality. Equation of state mod-
els are required when the vapor phase shows a signifi-
cant deviation from ideality. Equations of state are nor-
mally applied to vapor–liquid equilibrium for hydrocar-
bon systems and light gases under significant pressure.
Such vapor–liquid equilibrium calculations are normally
carried out using physical property or simulation soft-
ware packages.

Prediction of liquid–liquid equilibrium also requires
an activity coefficient model. The choice of models of
liquid–liquid equilibrium is more restricted than that for
vapor–liquid equilibrium, and predictions are particularly
sensitive to the model parameters used.

Both enthalpy and entropy can be calculated from an
equation of state to predict the deviation from ideal gas
behavior. Having calculated the ideal gas enthalpy or
entropy from experimentally correlated data, the enthalpy
or entropy departure function from the reference state can
then be calculated from an equation of state.

Finally, it should be noted that the methods outlined in
this chapter are not appropriate for systems in which the
components exhibit chemical association in the vapor phase
(e.g. acetic acid) or to electrolytic systems.

4.14 EXERCISES

1. For the following mixtures, suggest suitable models for both the
liquid and vapor phases to predict vapor–liquid equilibrium.
a. H2S and water at 20◦C and 1.013 bar.
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b. Benzene and toluene (close to ideal liquid-phase behavior)
at 1.013 bar.

c. Benzene and toluene (close to ideal liquid-phase behavior)
at 20 bar.

d. A mixture of hydrogen, methane, ethylene, ethane, propy-
lene and propane at 20 bar.

e. Acetone and water (nonideal liquid phase) at 1.013 bar.
f. A mixture of 2-propanol, water and diiospropyl ether

(nonideal liquid phase forming two-liquid phases) at
1.013 bar.

2. Air needs to be dissolved in water under pressure at 20◦C
for use in a dissolved-air flotation process (see Chapter 8).
The vapor–liquid equilibrium between air and water can be
predicted by Henry’s Law with a constant of 6.7 × 104 bar.
Estimate the mole fraction of air that can be dissolved at 20◦C,
at a pressure of 10 bar.

3. For the mixture of aromatics in Table 4.15, determine:

Table 4.15 Data for mixture of aromatics.

Component Feed
(kmol)

Aί Bί Cί

Benzene 1 9.2806 2789.51 −52.36
Toluene 26 9.3935 3096.52 −53.67
Ethylbenzene 6 9.3993 3279.47 −59.95
Xylene 23 9.5188 3366.99 −59.04

a. The bubble point at a pressure of 1 bar.
b. The bubble point at a pressure of 5 bar.
c. The pressure needed for total condensation at a temperature

of 313 K.
d. At a pressure of 1 bar and a temperature of 400 K, how

much liquid will be condensed?
Assume that K-values can be correlated by Equation 4.66 with

pressure in bar, temperature in Kelvin and constants Aί, Bί and
Cί given Table 4.15.
4. Acetone is to be produced by the dehydrogenation of 2-

propanol. In this process, the product from the reactor
contains hydrogen, acetone, 2-propanol and water, and is
cooled before it enters a flash drum. The purpose of
the flash drum is to separate hydrogen from the other
components. Hydrogen is removed in the vapor stream and
sent to a furnace to be burnt. Some acetone is, however,
carried over in the vapor steam. The minimum temperature
that can be achieved in the flash drum using cooling
water is 35◦C. The operating pressure is 1.1 bar absolute.
The component flowrates to the flash drum are given in
Table 4.16. Assume that the K-values can be correlated by

Table 4.16 Flowrate and vapor–liquid equilibrium data for
acetone production.

Component Flowrate
(kmol·h−1)

Aί Bί Cί

Hydrogen 76.95 7.0131 164.90 3.19
Acetone 76.95 10.0311 2940.46 −35.93
2-propanol 9.55 12.0727 3640.20 −53.54
Water 36.6 11.6834 3816.44 −46.13

Equation 4.66 with pressure in bar, temperature in Kelvin
and constants Ai, Bi and Ci given in Table 4.16 for the
individual components:
a. Estimate the flow of acetone and 2-propanol in the

vapor stream.
b. Estimate the flow of hydrogen in the liquid stream.
c. Would another method for calculating K-values have been

more appropriate?
5. A mixture of benzene and toluene has a relative volatility of

2.34. Sketch the x –y diagram for the mixture, assuming the
relative volatility to be constant.

6. The system methanol–cyclohexane can be modeled using the
NRTL equation. Vapor pressure coefficients for the Antoine
equation for pressure in bar and temperature in Kelvin
are given in Table 4.176. Data for the NRTL equation at
1 atm are given in Table 4.186. Assume the gas constant
R = 8.3145 kJ·kmol−1·K−1. Set up a spreadsheet to cal-
culate the bubble point of liquid mixtures and plot the
x–y diagram.

Table 4.17 Antoine coefficients for methanol and
cyclohexane at 1 atm6.

Ai Bi Ci

Methanol 11.9869 3643.32 −33.434
Cyclohexane 9.1559 2778.00 −50.024

Table 4.18 Data for methanol (1) and cyclo-
hexane (2) for the NRTL equation at 1 atm6.

(g12 − g22)

(kJ·kmol−1)

(g21 − g11)

(kJ·kmol−1)

αij

(–)

5714.00 6415.36 0.4199

7. At an azeotrope yi = xi , and Equation 4.34 simplifies to give:

γι = P

P SAT
ι

(4.86)

Thus, if the saturated vapor pressure is known at the azeotropic
composition, the activity coefficient can be calculated. If the
composition of the azeotrope is known, then the compositions
and activity of the coefficients at the azeotrope can be sub-
stituted into the Wilson equation to determine the interaction
parameters. For the 2-propanol–water system, the azeotropic
composition of 2-propanol can be assumed to be at a mole
fraction of 0.69 and temperature of 353.4 K at 1 atm. By com-
bining Equation 4.93 with the Wilson equation for a binary sys-
tem, set up two simultaneous equations and solve Λ12 and Λ21.
Vapor pressure data can be taken from Table 4.11 and the uni-
versal gas constant can be taken to be 8.3145 kJ·kmol−1·K−1.
Then, using the values of molar volume in Table 4.12, cal-
culate the interaction parameters for the Wilson equation and
compare with the values in Table 4.12.

8. Mixtures of 2-butanol (sec-butanol) and water form two-
liquid phases. Vapor–liquid equilibrium and liquid–liquid
equilibrium for the 2-butanol–water system can be predicted
by the NRTL equation. Vapor pressure coefficients for the
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Antoine equation for pressure in bar and temperature in Kelvin
are given in Table 4.196. Data for the NRTL equation at
1 atm are given in Table 4.206. Assume the gas constant
R = 8.3145 kJ·kmol−1·K−1.

a. Plot the x–y diagram for the system.
b. Determine the compositions of the two-liquid phase region

for saturated vapor–liquid–liquid equilibrium.
c. Does the system form a heteroazeotrope?

Table 4.19 Antoine coefficients for 2-butanol and
water6.

Ai Bi Ci

2-butanol 9.9614 2664.0939 −104.881
Water 11.9647 3984.9273 −39.734

Table 4.20 Data for 2-butanol (1) and water
(2) for the NRTL equation at 1 atm6.

(g12 − g22)
(kJ·kmol−1)

(g21 − g11)

(kJ·kmol−1)
αij

(–)

1034.30 10,098.50 0.4118
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5 Choice of Reactor I – Reactor Performance

Since process design starts with the reactor, the first deci-
sions are those that lead to the choice of reactor. These deci-
sions are amongst the most important in the whole process
design. Good reactor performance is of paramount impor-
tance in determining the economic viability of the overall
design and fundamentally important to the environmental
impact of the process. In addition to the desired products,
reactors produce unwanted byproducts. These unwanted
byproducts not only lead to a loss of revenue but can
also create environmental problems. As will be discussed
later, the best solution to environmental problems is not
to employ elaborate treatment methods, but to not produce
waste in the first place.

Once the product specifications have been fixed, some
decisions need to be made regarding the reaction path.
There are sometimes different paths to the same product.
For example, suppose ethanol is to be manufactured.
Ethylene could be used as a raw material and reacted
with water to produce ethanol. An alternative would be
to start with methanol as a raw material and react it with
synthesis gas (a mixture of carbon monoxide and hydrogen)
to produce the same product. These two paths employ
chemical reactor technology. A third path could employ
a biochemical reaction (or fermentation) that exploits the
metabolic processes of microorganisms in a biochemical
reactor. Ethanol could therefore also be manufactured by
fermentation of a carbohydrate.

Reactors can be broadly classified as chemical or bio-
chemical. Most reactors, whether chemical or biochemical,
are catalyzed. The strategy will be to choose the catalyst, if
one is to be used, and the ideal characteristics and operating
conditions needed for the reaction system. The issues that
must be addressed for reactor design include:

• Reactor type
• Catalyst
• Size
• Operating conditions (temperature and pressure)
• Phase
• Feed conditions (concentration and temperature).

Once basic decisions have been made regarding these
issues, a practical reactor is selected, approaching as nearly
as possible the ideal in order that the design can proceed.
However, the reactor design cannot be fixed at this stage,
since, as will be seen later, it interacts strongly with the

Chemical Process Design and Integration R. Smith
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rest of the flowsheet. The focus here will be on the choice
of reactor and not its detailed sizing. For further details of
sizing, see, for example, Levenspiel1, Denbigh and Turner2

and Rase3.

5.1 REACTION PATH
As already noted, given that the objective is to manufacture
a certain product, there are often a number of alternative
reaction paths to that product. Reaction paths that use
the cheapest raw materials and produce the smallest
quantities of byproducts are to be preferred. Reaction
paths that produce significant quantities of unwanted
byproducts should especially be avoided, since they can
create significant environmental problems.

However, there are many other factors to be considered
in the choice of reaction path. Some are commercial, such
as uncertainties regarding future prices of raw materials and
byproducts. Others are technical, such as safety and energy
consumption.

The lack of suitable catalysts is the most common reason
preventing the exploitation of novel reaction paths. At the
first stage of design, it is impossible to look ahead and
see all of the consequences of choosing one reaction path
or another, but some things are clear even at this stage.
Consider the following example.

Example 5.1 Given that the objective is to manufacture vinyl
chloride, there are at least three reaction paths that can be readily
exploited4.

Path 1
C2H2

acetylene
+ HCl

hydrogen
chloride

−−−→ C2H3Cl
vinyl

chloride

Path 2

C2H4

ethylene
+ Cl2

chlorine
−−−→ C2H4Cl2

dichloroethane

C2H4Cl2
dichloroethane

heat−−−→ C2H3Cl
vinyl

chloride

+ HCl
hydrogen
chloride

Path 3

C2H4

ethylene
+ 1/2O2

oxygen
+ 2HCl

hydrogen
chloride

−−−→ C2H4Cl2
dichloroethane

+ H2O
water

C2H4Cl2
dichloroethane

heat−−−→ C2H3Cl
vinyl

chloride

+ HCl
hydrogen
chloride
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The market values and molar masses of the materials involved
are given in Table 5.1.

Table 5.1 Molar masses and values of materials in
Example 5.1.

Material Molar mass Value
(kg·kmol−1) ($·kg−1)

Acetylene 26 1.0
Chlorine 71 0.23
Ethylene 28 0.53
Hydrogen chloride 36 0.39
Vinyl chloride 62 0.46

Oxygen is considered to be free at this stage, coming from the
atmosphere. Which reaction path makes most sense on the basis
of raw material costs, product and byproduct values?

Solution Decisions can be made on the basis of the economic
potential of the process. At this stage, the best that can be done
is to define the economic potential (EP ) as (see Chapter 2):

EP = (value of products) − (raw materials costs)

Path 1

EP = (62 × 0.46) − (26 × 1.0 + 36 × 0.39)

= −11.52 $·kmol−1 vinyl chloride product

Path 2

EP = (62 × 0.46 + 36 × 0.39) − (28 × 0.58 + 71 × 0.23)

= 9.99 $·kmol−1 vinyl chloride product

This assumes the sale of the byproduct HCl. If it cannot be sold,
then:

EP = (62 × 0.46) − (28 × 0.58 + 71 × 0.23)

= −4.05 $·kmol−1vinyl chloride product

Path 3

EP = (62 × 0.46) − (28 × 0.58 + 36 × 0.39)

= −1.76 $·kmol−1vinyl chloride product

Paths 1 and 3 are clearly not viable. Only Path 2 shows a positive
economic potential when the byproduct HCl can be sold. In
practice, this might be quite difficult, since the market for HCl
tends to be limited. In general, projects should not be justified on
the basis of the byproduct value.

The preference is for a process based on ethylene rather than
the more expensive acetylene, and chlorine rather than the more
expensive hydrogen chloride. Electrolytic cells are a much more
convenient and cheaper source of chlorine than hydrogen chloride.
In addition, it is preferred to produce no byproducts.

Example 5.2 Devise a process from the three reaction paths in
Example 5.1 that uses ethylene and chlorine as raw materials and

produces no byproducts other than water4. Does the process look
attractive economically?

Solution A study of the stoichiometry of the three paths shows
that this can be achieved by combining Path 2 and Path 3 to obtain
a fourth path.

Paths 2 and 3

C2H4

ethylene
+ Cl2

chlorine
−−−→ C2H4Cl2

dichloroethane

C2H4

ethylene
+ 1/2O2

oxygen
+ 2HCl

hydrogen
chloride

−−−→ C2H4Cl2

dichloroethane
+ H2O

water

2C2H4Cl2
dichloroethane

heat−−−→ 2C2H3Cl
vinyl

chloride

+ 2HCl
hydrogen
chloride

These three reactions can be added to obtain the overall
stoichiometry.

Path 4

2C2H4

ethylene
+ Cl2

chlorine
+ 1/2O2

oxygen
−−−→ 2C2H3Cl

vinyl
chloride

+ H2O
water

or

C2H4

ethylene
+ 1/2Cl2

chlorine
+ 1/4O2

oxygen
−−−→ C2H3Cl

vinyl
chloride

+ 1/2H2O
water

Now the economic potential is given by:

EP = (62 × 0.46) − (28 × 0.58 + 1/2 × 71 × 0.23)

= 4.12 $·kmol−1 vinyl chloride product

In summary, Path 2 from Example 5.1 is the most attractive
reaction path if there is a large market for hydrogen chloride.
In practice, it tends to be difficult to sell the large quantities of
hydrogen chloride produced by such processes. Path 4 is the usual
commercial route to vinyl chloride.

5.2 TYPES OF REACTION SYSTEMS

Having made a choice of the reaction path, a choice of
reactor type must be made, together with some assessment
of the conditions in the reactor. This allows assessment
of the reactor performance for the chosen reaction path in
order for the design to proceed.

Before proceeding to the choice of reactor and operating
conditions, some general classifications must be made
regarding the types of reaction systems likely to be
encountered. Reaction systems can be classified into six
broad types:
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1. Single reactions. Most reaction systems involve multiple
reactions. In practice, the secondary reactions can some-
times be neglected, leaving a single primary reaction to
consider. Single reactions are of the type:

FEED −−−→ PRODUCT (5.1)

or

FEED −−−→ PRODUCT + BYPRODUCT (5.2)

or
FEED1 + FEED2 −−−→ PRODUCT (5.3)

and so on.
An example of this type of reaction that does not produce

a byproduct is isomerization (the reaction of a feed to a
product with the same chemical formula but a different
molecular structure). For example, allyl alcohol can be
produced from propylene oxide5:

CHCH2OHCH3HC CH2

O
allyl alcoholpropylene oxide

CH2

An example of a reaction that does produce a byproduct
is the production of acetone from isopropyl alcohol, which
produces a hydrogen byproduct:

(CH3)2CHOH
isopropyl
alcohol

−−−→ CH3COCH3

acetone
+ H2

2. Multiple reactions in parallel producing byproducts.
Rather than a single reaction, a system may involve
secondary reactions producing (additional) byproducts in
parallel with the primary reaction. Multiple reactions in
parallel are of the type:

FEED −−−→ PRODUCT

FEED −−−→ BYPRODUCT
(5.4)

or

FEED −−−→ PRODUCT + BYPRODUCT 1

FEED −−−→ BYPRODUCT 2 + BYPRODUCT3
(5.5)

or

FEED1 + FEED2 −−−→ PRODUCT

FEED1 + FEED2 −−−→ BYPRODUCT
(5.6)

and so on.
An example of a parallel reaction system occurs in the

production of ethylene oxide5:

H2C CH2

O
ethylene ethylene oxide

CH2 = CH2 + 1/2O2

oxygen

with the parallel reaction:

CH2 = CH2

ethylene
+ 3O2

oxygen
−−−→ 2CO2

carbon
dioxide

+ 2H2O
water

Multiple reactions might not only lead to a loss of materials
and useful product but might also lead to byproducts being
deposited on, or poisoning catalysts (see Chapters 6 and 7).

3. Multiple reactions in series producing byproducts.
Rather than the primary and secondary reactions being in
parallel, they can be in series. Multiple reactions in series
are of the type:

FEED −−−→ PRODUCT

PRODUCT −−−→ BYPRODUCT
(5.7)

or

FEED −−−→ PRODUCT + BYPRODUCT 1

PRODUCT −−−→ BYPRODUCT 2 + BYPRODUCT 3
(5.8)

or

FEED1 + FEED2 −−−→ PRODUCT

PRODUCT −−−→ BYPRODUCT 1 + BYPRODUCT 2
(5.9)

and so on.
An example of a series reaction system is the production

of formaldehyde from methanol:

CH3OH
methanol

+ 1/2O2

oxygen
−−−→ HCHO

formaldehyde
+ H2O

water

A series reaction of the formaldehyde occurs:

HCHO
formaldehyde

−−−→ CO
carbon

monoxide

+ H2

hydrogen

As with parallel reactions, series reactions might not only
lead to a loss of materials and useful products, but might
also lead to byproducts being deposited on, or poisoning
catalysts (see Chapters 6 and 7).

4. Mixed parallel and series reactions producing
byproducts. In more complex reaction systems, both paral-
lel and series reactions can occur together. Mixed parallel
and series reactions are of the type:

FEED −−−→ PRODUCT

FEED −−−→ BYPRODUCT (5.10)

PRODUCT −−−→ BYPRODUCT
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or

FEED −−−→ PRODUCT

FEED −−−→ BYPRODUCT 1 (5.11)

PRODUCT −−−→ BYPRODUCT 2

or

FEED1 + FEED2 −−−→ PRODUCT

FEED1 + FEED2 −−−→ BYPRODUCT 1 (5.12)

PRODUCT −−−→ BYPRODUCT 2 + BYPRODUCT 3

An example of mixed parallel and series reactions is the
production of ethanolamines by reaction between ethylene
oxide and ammonia5:

NH2CH2CH2OHH2C CH2

O
monoethanolamineethylene oxide

+  NH3

ammonia

NH2CH2CH2OH

monoethanolamine

+ H2C - CH2

O
ethylene oxide

−−−→ NH(CH2CH2OH)3
diethanolamine

NH(CH2CH2OH)2

diethanolamine

+ H2C - CH2

O
ethylene oxide

−−−→ N(CH2CH2OH)3
triethanolamine

Here the ethylene oxide undergoes parallel reactions,
whereas the monoethanolamine undergoes a series reaction
to diethanolamine and triethanolamine.

5. Polymerization reactions. In polymerization reactions,
monomer molecules are reacted together to produce a
high molar mass polymer. Depending on the mechanical
properties required of the polymer, a mixture of monomers
might be reacted together to produce a high molar mass
copolymer. There are two broad types of polymerization
reactions, those that involve a termination step and those
that do not2. An example that involves a termination step is
free-radical polymerization of an alkene molecule, known
as addition polymerization. A free radical is a free atom
or fragment of a stable molecule that contains one or
more unpaired electrons. The polymerization requires a free
radical from an initiator compound such as a peroxide. The
initiator breaks down to form a free radical (e.g. •CH3

or •OH), which attaches to a molecule of alkene and
in so doing generates another free radical. Consider the

polymerization of vinyl chloride from a free-radical initiator
•R. An initiation step first occurs:

•
R

initiator
+ CH2 = CHCl

vinyl
chloride

−−−→ RCH2 − •
CHCl

vinyl chloride
free radical

A propagation step involving growth around an active
center follows:

RCH2 − •
CHCl + CH2 = CHCl −−−→ RCH2

− CHCl − CH2 − •
CHCl

and so on, leading to molecules of the structure:

R − (CH2 − CHCl)n − CH2 − •
CHCl

Eventually, the chain is terminated by steps such as the
union of two radicals that consume but do not generate
radicals:

R − (CH2 − CHCl)n − CH2 − •
CHCl + •

CHCl

− CH2 − (CHCl − CH2)m − R −−−→ R

− (CH2 − CHCl)n − CH2 − CHCl − CHCl

− CH2 − (CHCl − CH2)m − R

This termination step stops the subsequent growth of the
polymer chain. The period during which the chain length
grows, that is, before termination, is known as the active
life of the polymer. Other termination steps are possible.

The orientation of the groups along the carbon chain,
its stereochemistry, is critical to the properties of the
product. The stereochemistry of addition polymerization
can be controlled by the use of catalysts. A polymer where
repeating units have the same relative orientation is termed
stereoregular.

An example of a polymerization without a termination
step is polycondensation2.

HO − (CH2)n − COOH + HO − (CH2)n − COOH

−−−→ HO − (CH2)n − COO − (CH2)n

− COOH + H2O etc.

Here the polymer grows by successive esterification with
elimination of water and no termination step. Polymers
formed by linking monomers with carboxylic acid groups
and those that have alcohol groups are known as polyesters.
Polymers of this type are widely used for the manufac-
ture of artificial fibers. For example, the esterification of
terephthalic acid with ethylene glycol produces polyethy-
lene terephthalate.

6. Biochemical reactions. Biochemical reactions, often re-
ferred to as fermentations, can be divided into two broad
types. In the first type, the reaction exploits the metabolic
pathways in selected microorganisms (especially bacteria,
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yeasts, moulds and algae) to convert feed material (often
called substrate in biochemical reactor design) to the
required product. The general form of such reactions is:

FEED
microorganisms−−−−−−−→ PRODUCT

+ [More microorganisms] (5.13)

or

FEED1 + FEED2
microorganisms−−−−−−−→ PRODUCT

+ [More microorganisms] (5.14)

and so on.
In such reactions, the microorganisms reproduce them-

selves. In addition to the feed material, it is likely that
nutrients (e.g. a mixture containing phosphorus, magne-
sium, potassium, etc.) will need to be added for the survival
of the microorganisms. Reactions involving microorgan-
isms include:

• hydrolysis
• oxidation
• esterification
• reduction.

An example of an oxidation reaction is the production of
citric acid from glucose:

C6H12O6 + 3/2O2

glucose

−−−→ HOOCCH2COH(COOH)CH2COOH + 2H2O
citric acid

In the second group, the reaction is promoted by enzymes.
Enzymes are the catalyst proteins produced by microorgan-
isms that accelerate chemical reactions in microorganisms.
The biochemical reactions employing enzymes are of the
general form:

FEED
enzyme−−−→ PRODUCT (5.15)

and so on.
Unlike reactions involving microorganisms, in enzyme
reactions the catalytic agent (the enzyme) does not repro-
duce itself. An example in the use of enzymes is the iso-
merization of glucose to fructose:

CH2OH(CHOH)4CHO
glucose

enzyme−−−→ CH2OHCO(CHOH)3CH2OH
fructose

Although nature provides many useful enzymes, they can
also be engineered for improved performance and new
applications. Biochemical reactions have the advantage of
operating under mild reaction conditions of temperature and

pressure and are usually carried out in an aqueous medium
rather than using an organic solvent.

5.3 REACTOR PERFORMANCE

Before exploring how reactor conditions can be chosen,
some measure of reactor performance is required.

For polymerization reactors, the main concern is the
characteristics of the product that relate to the mechanical
properties. The distribution of molar masses in the polymer
product, orientation of groups along the chain, cross-linking
of the polymer chains, copolymerization with a mixture
of monomers, and so on, are the main considerations.
Ultimately, the main concern is the mechanical properties
of the polymer product.

For biochemical reactions, the performance of the reactor
will normally be dictated by laboratory results, because
of the difficulty of predicting such reactions theoretically6.
There are likely to be constraints on the reactor performance
dictated by the biochemical processes. For example, in
the manufacture of ethanol using microorganisms, as the
concentration of ethanol rises, the microorganisms multiply
more slowly until at a concentration of around 12% it
becomes toxic to the microorganisms.

For other types of reactors, three important parameters
are used to describe their performance7:

Conversion = (reactant consumed in the reactor)

(reactant fed to the reactor)

(5.16)

Selectivity = (desired product produced)

(reactant consumed in the reactor)

× stoichiometric factor (5.17)

Reactor yield = (desired product produced)

(reactant fed to the reactor)

× stoichiometric factor (5.18)

in which the stoichiometric factor is the stoichiometric
moles of reactant required per mole of product. When more
than one reactant is required (or more than one desired
product produced) Equations 5.16 to 5.18 can be applied
to each reactant (or product).

The following example will help clarify the distinctions
among these three parameters.

Example 5.3 Benzene is to be produced from toluene according
to the reaction8:

C6H5CH3

toluene
+ H2

hydrogen
−−−→ C6H6

benzene
+ CH4

methane

Some of the benzene formed undergoes a number of secondary
reactions in series to unwanted byproducts that can be character-
ized by the reaction to diphenyl, according to the reaction:

2C6H6

benzene
−−−→←−−− C12H10

diphenyl
+ H2

hydrogen
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Table 5.2 gives the compositions of the reactor feed and
effluent streams.

Table 5.2 Reactor feed and effluent streams.

Component Inlet flowrate
(kmol·h−1)

Outlet flowrate
(kmol·h−1)

H2 1858 1583
CH4 804 1083
C6H6 13 282
C6H5CH3 372 93
C12H10 0 4

Calculate the conversion, selectivity and reactor yield with respect
to the:

a. toluene feed
b. hydrogen feed.

Solution

a. Toluene conversion = (toluene consumed in the reactor)

(toulene fed to the reactor)

= 372 − 93

372
= 0.75

Stoichiometric factor = stoichiometric moles of toluene required

per mole of benzene produced

= 1

Benzene selectivity from toluene

= (benzene produced in the reactor)

(toluene consumed in the reactor)

× stoichiometric factor

= 282 − 13

372 − 93
× 1

= 0.96

Reactor yield of benzene from toluene

= (benzene produced in the reactor)

(toluene fed to the reactor)

× stoichiometric factor

= 282 − 13

372
× 1

= 0.72

b. Hydrogen conversion

= (hydrogen consumed in the reactor)

(hydrogen fed to the reactor)

= 1858 − 583

1858
= 0.15

Stoichiometric factor

= stoichiometric moles of hydrogen required

per mole of benzene produced

= 1

Benzene selectivity from hydrogen

= (benzene produced in the reactor)

(hydrogen consumed in the reactor)

× stoichiometric factor

= 282 − 13

1858 − 1583
× 1

= 0.98

Reactor yield of benzene from hydrogen

= (benzene produced in the reactor)

(hydrogen fed to the reactor)

× stoichiometric factor

= 282 − 13

1858
× 1

= 0.14

Because there are two feeds to this process, the reactor
performance can be calculated with respect to both feeds.
However, the principal concern is performance with respect to
toluene, since it is more expensive than hydrogen.

As will be discussed in the next chapter, if a reaction
is reversible there is a maximum conversion, the equi-
librium conversion, that can be achieved, which is less
than 1.0.

In describing reactor performance, selectivity is often
a more meaningful parameter than reactor yield. Reactor
yield is based on the reactant fed to the reactor rather
than on that which is consumed. Part of the reactant fed
might be material that has been recycled rather than fresh
feed. Reactor yield takes no account of the ability to
separate and recycle unconverted raw materials. Reactor
yield is only a meaningful parameter when it is not possible
for one reason or another to recycle unconverted raw
material to the reactor inlet. However, the yield of the
overall process is an extremely important parameter when
describing the performance of the overall plant, as will be
discussed later.

5.4 RATE OF REACTION

To define the rate of a reaction, one of the components
must be selected and the rate defined in terms of that
component. The rate of reaction is the number of moles
formed with respect to time, per unit volume of reaction
mixture:

ri = 1

V

(
dNi

dt

)
(5.19)
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where ri = rate of reaction of Component
i (kmol·m−3·s−1)

Ni = moles of Component i formed (kmol)
V = reaction volume (m3)

t = time (s)

If the volume of the reactor is constant (V = constant):

ri = 1

V

(
dNi

dt

)
= dNi/V

dt
= dCi

dt
(5.20)

where Ci = molar concentration of Component i (kmol·m−3)
The rate is negative if the component is a reactant and

positive if it is a product. For example, for the general
irreversible reaction:

bB + cC + · · · −−−→ sS + tT + · · · (5.21)

The rates of reaction are related by:

− rB

b
= − rC

c
= − · · · = rS

s
= rT

t
= · · · (5.22)

If the rate-controlling step in the reaction is the collision
of the reacting molecules, then the equation to quantify the
reaction rate will often follow the stoichiometry such that:

−rB = kBCb
BCc

C . . . . (5.23)

−rC = kCCb
BCc

C . . . . (5.24)

rS = kSC
b
BCc

C . . . . (5.25)

rT = kT Cb
BCc

C . . . . (5.26)

where ri = reaction rate for Component i

(kmol·m−3·s−1)

ki = reaction rate constant for Component
i([kmol·m−3]NC –b –c-...s−1)

NC = is the number of components in the rate
expression

Ci = molar concentration of Component
i(kmol·m−3)

The exponent for the concentration (b, c, . . .) is known as
the order of reaction. The reaction rate constant is a function
of temperature, as will be discussed in the next chapter.

Thus, from Equations 5.22 to 5.26:

kB

b
= kC

c
= . . . .

kS

s
= kT

t
= . . . . (5.27)

Reactions for which the rate equations follow the stoi-
chiometry as given in Equations 5.23 to 5.26 are known as
elementary reactions. If there is no direct correspondence
between the reaction stoichiometry and the reaction rate,
these are known as nonelementary reactions and are often
of the form:

−rB = kBC
β

BCδ
C . . . Cε

SC
ξ

T . . . . (5.28)

−rC = kCC
β

BCδ
C . . . .Cε

SC
ξ

T . . . . (5.29)

rS = kSC
β

BCδ
C . . . .Cε

SC
ξ

T . . . . (5.30)

rT = kT C
β

BCδ
C . . . .Cε

SC
ξ

T . . . . (5.31)

where β, δ, ε, ξ = order of reaction
The reaction rate constant and the orders of reaction must

be determined experimentally. If the reaction mechanism
involves multiple steps involving chemical intermediates,
then the form of the reaction rate equations can be of a
more complex form than Equations 5.28 to 5.31.

If the reaction is reversible, such that:

bB + cC + . . . −−−→←−−− sS + tT + . . . (5.32)

then the rate of reaction is the net rate of the forward and
reverse reactions. If the forward and reverse reactions are
both elementary, then:

−rB = kBCb
BCc

C . . . . − k′
BCs

SC
t
T . . . . (5.33)

−rC = kCCb
BCc

C . . . . − k′
CCs

CCt
T . . . . (5.34)

rS = kSC
b
BCc

C . . . . − k′
SC

s
SC

t
T . . . . (5.35)

rT = kT Cb
BCc

C . . . . − k′
T Cs

SC
t
T . . . . (5.36)

where ki = reaction rate constant for Component i for the
forward reaction

k′
i = reaction rate constant for Component i for the

reverse reaction.

If the forward and reverse reactions are nonele-
mentary, perhaps involving the formation of chemi-
cal intermediates in multiple steps, then the form of
the reaction rate equations can be more complex than
Equations 5.33 to 5.36.

5.5 IDEALIZED REACTOR MODELS

Three idealized models are used for the design of
reactors1 – 3. In the first (Figure 5.1a), the ideal-batch
model, the reactants are charged at the beginning of the
operation. The contents are subjected to perfect mixing for
a certain period, after which the products are discharged.
Concentration changes with time, but the perfect mixing
ensures that at any instant the composition and temperature
throughout the reactor are both uniform.

In the second model (Figure 5.1b), the mixed-flow or
continuous well-mixed or continuous-stirred-tank (CSTR)
model, feed and product takeoff are both continuous, and
the reactor contents are assumed to be perfectly mixed. This
leads to uniform composition and temperature throughout
the reactor. Because of the perfect mixing, a fluid element
can leave the instant it enters the reactor or stay for an
extended period. The residence time of individual fluid
elements in the reactor varies.

In the third model (Figure 5.1c), the plug-flow model,
a steady uniform movement of the reactants is assumed,
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Reactor
Feed

Reactor
Feed

Reactor
Feed

Time

Reactor
Product

Reactor
Product

Reactor
Product

(a) Ideal batch model.

(b) Mixed-flow reactor.

(c) Plug-flow reactor (PFR).

(d) A series of mixed-flow reactors approaches
     plug-flow

Figure 5.1 The idealized models used for reactor design
(From Smith R and Petela EA, 1991, The Chemical Engineer,
No. 509/510:12, reproduced by permission of the Institution of
Chemical Engineers).

with no attempt to induce mixing along the direction of
flow. Like the ideal-batch reactor, the residence time in a
plug-flow reactor is the same for all fluid elements. Plug-
flow operation can be approached by using a number of
mixed-flow reactors in series (Figure 5.1d). The greater the
number of mixed-flow reactors in series, the closer is the
approach to plug-flow operation.

1. Ideal-batch reactor. Consider a batch reactor in which
the feed is charged at the beginning of the batch and no
product is withdrawn until the batch is complete. Given
that: [

moles of reactant
converted

]
= −ri = − 1

V

dNi

dt
(5.37)

Integration of Equation 5.37 gives:

t =
∫ Nit

Ni0

dNι

rιV
(5.38)

where t = batch time
Ni0 = initial moles of Component i
Nit = final moles of Component i after time t

Alternatively, Equations 5.37 can be written in terms of
reactor conversion Xi :

dNi

dt
= d[Ni0 (1 − Xi)]

dt
= −Ni0

dXi

dt
= riV (5.39)

Integration of Equation 5.39 gives:

t = Ni0

∫ Xi

0

dXi

−riV
(5.40)

Also, from the definition of reactor conversion, for the
special case of a constant density reaction mixture:

Xi = Ni0 − Nit

Ni0
= Ci0 − Cit

Ci0
(5.41)

where Ci = molar concentration of Component i
Ci0 = initial molar concentration of Component i
Cit = final molar concentration of Component i at

time t

Substituting Equation 5.41 into Equation 5.39 and noting
that Ni0 /V = Ci0 gives:

−dCi

dt
= −ri (5.42)

Integration of Equation 5.42 gives:

t = −
∫ Cit

Ci0

dCi

−ri

(5.43)

2. Mixed-flow reactor. Consider now the mixed-flow reac-
tor in Figure 5.2b in which a feed of Component i is
reacting. A material balance for Component i per unit time
gives:

[
moles of reactant in
feed per unit time

]
−

[
moles of reactant
converted per unit time

]

=
[

moles of reactant
in product per unit time

]
(5.44)

Equation 5.44 can be written per unit time as:

Ni,in − (−riV ) = Ni,out (5.45)

where Ni ,in = inlet moles of Component i per unit time
Ni ,out = outlet moles of Component i per unit time

Rearranging Equation 5.45 gives:

Ni ,out = Ni ,in + riV (5.46)

Substituting Ni ,out = Ni ,in(1−Xi ) into Equation 5.46 gives:

V = Ni,inXi

−ri

(5.47)

For the special case of a constant density system,
Equation 5.41 can be substituted to give:

V = Ni ,in(Ci ,in − Ci .out)

−riCi ,in
(5.48)
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(b) Concentration versus reaction rate.(a) Mixed-flow reactor.
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Figure 5.2 Rate of reaction in a mixed-flow reactor.
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ri,out

V/F
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Ci Ci + dCi

dV

(a) Plug-flow reactor. (b) Concentration versus reaction rate.

Figure 5.3 Rate of reaction in a plug-flow reactor.

Analogous to time as a measure of batch process perfor-
mance, space–time (τ ) can be defined for a continuous
reactor:

τ

= [Time required to process one reactor volume of feed]

(5.49)
If the space–time is based on the feed conditions:

τ = V

F
= Ci ,outV

Ni ,in
(5.50)

where F = volumetric flowrate of the feed (m3·s−1)
The reciprocal of space–time is space–velocity (s):

s = 1

τ

= [Number of reactor volumes processed in a unit time]

(5.51)
Combining Equations 5.48 for the mixed-flow reactor with
constant density and 5.50 gives:

τ = Ci ,in − Ci ,out

−ri

(5.52)

Figure 5.2b is a plot of Equation 5.52. From Ci,in to Ci,out ,
the rate of reaction decreases to a minimum at Ci,out . As
the reactor is assumed to be perfectly mixed, Ci,out is

the concentration throughout the reactor, that is, this gives
the lowest rate throughout the reactor. The shaded area in
Figure 5.2b represents the space–time (V/F ).

3. Plug-flow reactor. Consider now the plug-flow reactor
in Figure 5.3a, in which Component i is reacting. A
material balance can be carried out per unit time across
the incremental volume dV in Figure 5.3a:

 moles of reactant
entering incremental
volume per unit time


 −


 moles of reactant

converted per unit
time




=

 moles of reactant

leaving incremental
volume per unit time


 (5.53)

Equation 5.53 can be written per unit time as:

Ni − (−ridV ) = Ni + dNi (5.54)

where Ni = moles of Component i per unit time
Rearranging Equation 5.54 gives:

dNi = ri dV (5.55)

Substituting the reactor conversion into Equation 5.55
gives:

dNi = d[Ni ,in(1 − Xi)] = ri dV (5.56)

where Ni ,in = inlet moles of Component i per unit time
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Rearranging Equation 5.56 gives:

Ni ,indXi = −ri dV (5.57)

Integration of Equation 5.57 gives:

V = Ni,in

∫ Xi

0

dXi

−ri

(5.58)

Writing Equation 5.58 in terms of the space–time:

τ = Ci ,in

∫ Xi

0

dXi

−ri

(5.59)

For the special case of constant density systems, substitu-
tion of Equation 5.50 gives:

V = −Ni,in

Ci,in

∫ Ci,out

Ci,in

dCi

−ri

(5.60)

τ = −
∫ Ci,out

Ci,in

dCi

−ri

(5.61)

Figure 5.3b is a plot of Equation 5.61. The rate of reaction
is high at Ci,in and decreases to Ci,out where it is the lowest.
The area under the curve now represents the space–time.

It should be noted that the analysis for an ideal-batch
reactor is the same as that for a plug-flow reactor (compare
Equations 5.43 and 5.61). All fluid elements have the same
residence time in both cases. Thus

tIdeal−batch = τPlug−flow (5.62)

Figure 5.4a compares the profiles for a mixed-flow and
plug-flow reactor between the same inlet and outlet
concentrations, from which it can be concluded that the
mixed-flow reactor requires a larger volume. The rate
of reaction in a mixed-flow reactor is uniformly low as
the reactant is instantly diluted by the product that has
already been formed. In a plug-flow or ideal-batch reactor,

the rate of reaction is high initially and decreases as the
concentration of reactant decreases.

By contrast, in an autocatalytic reaction, the rate
starts low, as little product is present, but increases as
product is formed. The rate reaches a maximum and then
decreases as the reactant is consumed. This is illustrated
in Figure 5.4b. In such a situation, it would be best
to use a combination of reactor types, as illustrated in
Figure 5.4b, to minimize the volume for a given flowrate.
A mixed-flow reactor should be used until the maximum
rate is reached and the intermediate product fed to a plug-
flow (or ideal-batch) reactor. Alternatively, if separation
and recycle of unconverted material is possible, then a
mixed-flow reactor could be used up to the point where
maximum rate is achieved, then unconverted material
separated and recycled back to the reactor inlet. Whether
this separation and recycle option is cost-effective or
not will depend on the cost of separating and recycling
material. Combinations of mixed-flow reactors in series
and plug-flow reactors with recycle can also be used for
autocatalytic reactions, but their performance will always
be inferior to either a combination of mixed and plug-
flow reactors or a mixed-flow reactor with separation and
recycle1.

Example 5.4 Benzyl acetate is used in perfumes, soaps, cosmet-
ics and household items where it produces a fruity, jasminelike
aroma, and it is used to a minor extent as a flavor. It can be man-
ufactured by the reaction between benzyl chloride and sodium
acetate in a solution of xylene in the presence of triethylamine as
catalyst9.

C6H5CH2Cl + CH3COONa −−−→ CH3COOC6H5CH2 + NaCl

or
A + B −−−→ C + D

The reaction has been investigated experimentally by Huang and
Dauerman9 in a batch reaction carried out with initial conditions
given in Table 5.39.

V
F Plug-flow

V
F Mixed-flow

V
F Mixed-flow

V
F Plug-flow

− 1
ri

− 1
ri

Ci,out Ci,in Ci Ci,out Ci,in Ci

(a) Comparison of mixed-flow and plug-flow reactors. (b) Reaction rate goes through a maximum.

Figure 5.4 Use of mixed-flow and plug-flow reactors.
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Figure 5.5 Kinetic model for the production of benzyl acetate.

Table 5.3 Initial reaction mix-
ture for the production of benzyl
acetate.

Component Moles

Benzyl chloride 1
Sodium acetate 1
Xylene 10
Triethylamine 0.0508

The solution volume was 1.321 × 10−3m3 and the temperature
maintained to be 102◦C. The measured mole per cent benzyl
chloride versus time in hours are given in Table 5.4.9

Table 5.4 Experimental data for
the production of benzyl acetate.

Reaction time
(h)

Benzyl chloride
(mole%)

3.0 94.5
6.8 91.2

12.8 84.6
15.2 80.9
19.3 77.9
24.6 73.0
30.4 67.8
35.2 63.8
37.15 61.9
39.1 59.0

Derive a kinetic model for the reaction on the basis of
the experimental data. Assume the volume of the reactor to
be constant.

Solution The equation for a batch reaction is given by
Equation 5.38:

t =
∫ NAf

NA0

dNA

rAV

Initially, it could be postulated that the reaction could be zero
order, first order or second order in the concentration of A and
B. However, given that all the reaction stoichiometric coefficients
are unity, and the initial reaction mixture has equimolar amounts
of A and B, it seems sensible to first try to model the kinetics in
terms of the concentration of A. This is because, in this case, the
reaction proceeds with the same rate of change of moles for the
two reactants. Thus, it could be postulated that the reaction could
be zero order, first order or second order in the concentration of
A. In principle, there are many other possibilities. Substituting the
appropriate kinetic expression into Equation 5.47 and integrating
gives the expressions in Table 5.5:

Table 5.5 Expressions for a batch reaction with different kinetic
models.

Order of reaction Kinetic expression Ideal-batch model

Zero order −rA = kA

1

V
(NA0 − NA) = kAt

First order −rA = kACA ln
NA0

NA

= kAt

Second order −rA = kAC2
A V

(
1

NA

− 1

NA0

)
= kAt

The experimental data have been substituted into the three models
and presented graphically in Figure 5.5. From Figure 5.5, all three
models seem to give a reasonable representation of the data, as all
three give a reasonable straight line. It is difficult to tell from the
graph which line gives the best fit. The fit can be better judged
by carrying out a least squares fit to the data for the three models.
The difference between the values calculated from the model and
the experimental values are summed according to:

minimize R2 =
10∑
j

[(NA,j )calc − (NA,j )exp]2

where R = residual
(NA,j )calc = calculated moles of A for Measurement j

(NA,j )exp = experimentally measured moles of A for
Measurement j
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However, the most appropriate value of the rate constant for
each model needs to be determined. This can be determined, for
example, in a spreadsheet by setting up a function for R2 in the
spreadsheet and then using the spreadsheet solver to minimize R2

by manipulating the value of kA. The results are summarized in
Table 5.6.

Table 5.6 Results of a least squares fit for the three
kinetic models.

Order of reaction Rate constant R2

Zero order kAV = 1.066 26.62
First order kA = 0.01306 6.19
Second order kA/V = 0.0001593 15.65

From Table 5.6, it is clear that the best fit is given by a first-
order reaction model: rA = kACA with kA = 0.01306 h−1.

Example 5.5 Ethyl acetate is widely used in formulating print-
ing inks, adhesives, lacquers and used as a solvent in food pro-
cessing. It can be manufactured from the reaction between ethanol
and acetic acid in the liquid phase according to the reaction:

CH3COOH
acetic acid

+ C2H5OH
ethanol

−−−→←−−− CH3COOC2H5

ethyl acetate
+ H2O

water

or
A + B −−−→←−−− C + D

Experimental data are available using an ion-exchange resin
catalyst based on batch experiments at 60◦C10. These data are
presented in Table 5.710.

Table 5.7 Experimental data for the production of ethyl acetate.

Sample
point

Time
(min)

A
(mass%)

B
(mass%)

C
(mass%)

D
(mass%)

1 0 56.59 43.41 0.00 0.00
2 5 49.70 38.10 10.00 2.20
3 10 46.30 35.50 15.10 3.10
4 15 42.50 32.50 20.70 4.30
5 30 35.40 27.20 30.90 6.50
6 60 28.10 21.90 41.40 8.60
7 90 24.20 18.60 47.60 9.60
8 120 22.70 17.40 49.80 10.10
9 150 21.20 17.00 51.10 10.70

10 180 20.90 16.50 51.70 10.90
11 210 20.50 16.20 52.30 11.00
12 240 20.30 15.70 52.90 11.10

Molar masses and densities for the components are given in
Table 5.8.

Initial conditions are such that the reactants are equimolar with
product concentrations of initially zero. From the experimental
data, assuming a constant density system:

a. Fit a kinetic model to the experimental data.
b. For a plant producing 10 tons of ethyl acetate per day, calculate

the volume required by a mixed-flow reactor and a plug-flow

Table 5.8 Molar masses for the components involved
in the manufacture of ethyl acetate.

Component Molar mass
(kg·kmol−1)

Density at 60◦C
(kg·m−3)

Acetic acid 60.05 1018
Ethanol 46.07 754
Ethyl acetate 88.11 847
Water 18.02 980

reactor operating at 60◦C. Assume no product is recycled to
the reactor and the reactor feed is an equimolar mixture of
ethanol and acetic acid. Also, assume the reactor conversion
to be 95% of the conversion at equilibrium.

Solution

a. To fit a model to the data, first convert the mass percent data
from Table 5.7 into molar concentrations.
Volume of reaction mixture per kg of reaction mixture (assuming
no volume change of solution)

= 0.566

1018
+ 0.434

754

= 1.1316 × 10−3 m3

Molar concentrations are given in Table 5.9.

Table 5.9 Molar concentrations for the manufacture of ethyl
acetate.

Time
(min)

A
(kmol·m−3)

B
(kmol·m−3)

C
(kmol·m−3)

D
(kmol·m−3)

0 8.3277 8.3266 0.0000 0.0000
5 7.3138 7.3081 1.0029 1.0789

10 6.8134 6.8094 1.5144 1.5202
15 6.2542 6.2339 2.0761 2.1087
30 5.2094 5.2173 3.0991 3.1875
60 4.1352 4.2007 4.1522 4.2174
90 3.5612 3.5677 4.7740 4.7078

120 3.3405 3.3376 4.9946 4.9530
150 3.1198 3.2608 5.1250 5.2472
180 3.0756 3.1649 5.1852 5.3453
210 3.0167 3.1074 5.2454 5.3943
240 2.9873 3.0115 5.3055 5.4434

A reaction rate expression can be assumed of the form:

−rA = kACα
AC

β

B − k′
ACδ

CC
γ

D

α, β, δ, γ can be 0, 1 or 2 such that n1 = α + β and n2 = δ + γ .
Many other forms of model could be postulated. The equation for
an ideal-batch reactor is given by Equation 5.38.

t = −
∫ CA

CA0

dCA

−rA

Substituting the kinetic model and integrating give the results in
Table 5.10 depending on the values of the order of reaction. The
integrals can be found from tables of standard integrals11.
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Table 5.10 Kinetic models used to fit the data for the manufacture of ethyl acetate.

n1 n2 Rate equation Final concentration from the model

1 1 −rA = kACA − k′CC

−rA = kACB − k′
ACC CA = kA exp(−(kA + k′

A)t) + k′
A

kA + k′
A

CA0

−rA = kACA − k′
ACD

−rA = kACB − k′
ACD

2 1 −rA = kAC2
A − k′

ACC

−rA = kAC2
B − k′

ACC

−rA = kAC2
A − k′

ACD CA = (k′
A − a)(2kACA0 + k′

A + a) − (k′
A + a)(2kACA0 + k′

A − a) exp(−at)

2kA(2kACA0 + k′
A − a) exp(−at) − 2kA(2kACA0 + k′

A + a)

−rA = kAC2
B − k′

ACD

−rA = kACACB − k′
ACC a = √

k′
Ak′

A + 4kAk′
ACA0

−rA = kACACB − k′
ACD

1 2 −rA = kACA − k′
AC2

C

−rA = kACB − k′
AC2

C CA = (kA + 2k′
ACA0 + b)(kA − b) exp(−bt) − (kA + 2k′

ACA0 − b)(kA + b)

−2k′
A(kA + b) + 2k′

A(kA − b) exp(−bt)

−rA = kACA − k′
AC2

D

−rA = kACB − k′
AC2

D b =
√

k2
A + 4kAk′

ACA0

−rA = kACA − k′
ACCCD

−rA = kACB − k′
ACCCD

2 2 −rA = kAC2
A − k′

AC2
C

−rA = kAC2
B − k′

AC2
C

−rA = kAC2
A − k′

AC2
D

−rA = kAC2
B − k′

AC2
D CA =

√
kAk′

A(1 + exp(2CA0

√
kAk′

At))

(kA + √
kAk′

A) exp(2CA0

√
kAk′

At) − (kA − √
kAk′

A)
CA0

−rA = kACACB − k′
AC2

C

−rA = kACACB − k′
AC2

D

−rA = kC2
A − k′CCCD

−rA = kAC2
B − k′

ACCCD

−rA = kACACB − k′
ACCCD

Note in Table 5.10 that many of the integrals are common to
different kinetic models. This is specific to this reaction where
all the stoichiometric coefficients are unity and the initial reaction
mixture was equimolar. In other words, the change in the number
of moles is the same for all components. Rather than determine
the integrals analytically, they could have been determined numer-
ically. Analytical integrals are simply more convenient if they can
be obtained, especially if the model is to be fitted in a spreadsheet,
rather than purpose-written software. The least squares fit varies
the reaction rate constants to minimize the objective function:

minimize R2 =
4∑

i=1

11∑
j=1

[(Ci,j )calc − (Ci,j )exp]2

where R = residual
(Ci,j )calc = calculated molar concentration of Component

i for Measurement j

(Ci,j )exp = experimentally measured molar concentration
of Component i for Measurement j

Again, this can be carried out, for example, in spreadsheet
software, and the results are given in Table 5.11.

Table 5.11 Results of model fitting for the manufacture
of ethyl acetate.

n1 n2 kA k′
A R2

1 1 0.01950 0.01172 1.01108
2 1 0.002688 0.004644 0.3605
1 2 0.01751 0.002080 1.7368
2 2 0.002547 0.0008616 0.5554

From Table 5.11, there is very little to choose between the best
two models. The best fit is given by a second-order model for the
forward and a first-order model for the reverse reaction with:

kA = 0.002688 m3·kmol−1·min−1

k′
A = 0.004644 min−1
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However, there is little to choose between this model and a
second-order model for both forward and reverse reactions.
b. Now use the kinetic model to size a reactor to produce 10 tons
per day of ethyl acetate. First, the conversion at equilibrium needs
to be calculated. At equilibrium, the rates of forward and reverse
reactions are equal:

kAC2
A = k′

ACC

Substituting for the conversion at equilibrium XE gives:

kA[CA0(1 − XE)]2 = k′
ACA0XE

Rearranging gives:

(1 − XE)2

XE

= k′
A

kACA0

Substituting kA = 0.002688, k′
A = 0.004644 and CA0 = 8.3277

and solving for XE by trial and error gives:

XE = 0.6366

Assume the actual conversion to be 95% of the equilibrium
conversion:

X = 0.95 × 0.6366

= 0.605

A production rate of 10 tons per day equates to 0.0788 kmol·min−1.
For a mixed-flow reactor with equimolar feed CA0 = CB0 =
8.33 kmol·m−3 at 60◦C:

V = NA,inXA

−rA

= NC,out

kAC2
A0(1 − XA)2 − k′

ACA0XA

= 0.0788

0.002688 × 8.332 × (1 − 0.605)2

−0.004644 × 8.33 × 0.605

= 13.83 m3

For a plug-flow reactor:

τ = V CA0

NA0
=

∫ XA

0

CA0dXA

−kACA0
2(1 − XA)2 + k′

ACA0XA

From tables of standard integrals10, this can be integrated to give:

τ = − 1

a
ln

(2kACA0(1 − XA) + k′
A − a)(2kACA0 + k′

A + a)

(2kACA0(1 − XA) + k′
A + a)(2kACA0 + k′

A − a)

where a = √
k′
Ak′

A + 4kAk′
ACA0

Substituting the values of kA, k′
A, CA0 and XA gives:

τ = 120.3 min

The reactor volume is given by:

V = τNA0

CA0
= τNC

XACA0
= 120.3 × 0.0788

0.605 × 8.33
= 1.88 m3

Alternatively, the residence time in the plug-flow reactor could
be calculated from the batch equations given in Table 5.10. This

results from the residence time being equal for both. Thus the final
concentration in a plug-flow reactor is given by (Table 5.10):

CA =
(k′

A − a)(2kACA0 + k′
A + a)

−(k′
A + a)(2kACA0 + k′

A − a) exp(−aτ)

2kA(2kACA0 + k′
A − a) exp(−aτ)

−2kA(2kACA0 + k′
A + a)

where a = √
k′
Ak′

A + 4kAk′
ACA0

The final concentration of CA from the conversion is 8.33 ×
0.395 = 3.29 kmol·m3 (assuming no volume change). Thus, the
above equation can be solved by trial and error to give the
residence time of 120.3 min.

As expected, the result shows that the volume required by a
mixed-flow reactor is much larger than that for plug-flow.

A number of points should be noted regarding Examples
5.4 and 5.5:

1. The kinetic models were fitted to experimental data at
specific conditions of molar feed ratio and temperature.
The models are only valid for these conditions. Use for
nonequimolar feeds or at different temperatures will not
be valid.

2. Given that kinetic models are only valid for the range
of conditions over which they are fitted, it is better
that the experimental investigation into the reaction
kinetics and the reactor design are carried out in
parallel. If this approach is followed, then it can be
assured that the range of experimental conditions used
in the laboratory cover the range of conditions used in
the reactor design. If the experimental programme is
carried out and completed prior to the reactor design,
then there is no guarantee that the kinetic model
will be appropriate for the conditions chosen in the
final design.

3. Different models often give very similar predictions over
a limited range of conditions. However, the differences
between different models are likely to become large if
used outside the range over which they were fitted to
experimental data.

5.6 CHOICE OF IDEALIZED
REACTOR MODEL

Consider now which of the idealized models is preferred
for the six categories of reaction systems introduced in
Section 5.2.

1. Single reactions. Consider the single reaction from
Equation 5.1:

FEED −−−→ PRODUCT r = kCa
FEED (5.63)
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where r = rate of reaction
k = reaction rate constant

CFEED = molar concentration of FEED
a = order of reaction

Clearly, the highest rate of reaction is maintained by
the highest concentration of feed (CFEED , kmol·m−3). As
already discussed, in the mixed-flow reactor the incoming
feed is instantly diluted by the product that has already been
formed. The rate of reaction is thus lower in the mixed-flow
reactor than in the ideal-batch and plug-flow reactors, since
it operates at the low reaction rate corresponding with the
outlet concentration of feed. Thus, a mixed-flow reactor
requires a greater volume than an ideal-batch or plug-flow
reactor. Consequently, for single reactions, an ideal-batch
or plug-flow reactor is preferred.

2. Multiple reactions in parallel producing byproducts.
Consider the system of parallel reactions from Equation 5.4
with the corresponding rate equations1 – 3:

FEED −−−→ PRODUCT r1 = k1C
a1
FEED

FEED −−−→ BYPRODUCT r2 = k2C
a2
FEED

(5.64)

where r1, r2 = rates of reaction for primary and
secondary reactions

k1, k2 = reaction rate constants for primary and
secondary reactions

CFEED = molar concentration of FEED in the
reactor

a1, a2 = order of reaction for primary and
secondary reactions

The ratio of the rates of the secondary and primary
reactions gives 1 – 3:

r2

r1
= k2

k1
C

a2−a1
FEED (5.65)

Maximum selectivity requires a minimum ratio r2/r1 in
Equation 5.65. A batch or plug-flow reactor maintains
higher average concentrations of feed (CFEED ) than a
mixed-flow reactor, in which the incoming feed is instantly
diluted by the PRODUCT and BYPRODUCT. If a1 >

a2 in Equations 5.64 and 5.65 the primary reaction to
PRODUCT is favored by a high concentration of FEED. If
a1 < a2 the primary reaction to PRODUCT is favored by
a low concentration of FEED. Thus, if

• a2 < a1, use a batch or plug-flow reactor.
• a2 > a1, use a mixed-flow reactor.

In general terms, if the reaction to the desired product has
a higher order than the byproduct reaction, use a batch or
plug-flow reactor. If the reaction to the desired product has
a lower order than the byproduct reaction, use a mixed-
flow reactor.

If the reaction involves more than one feed, the picture
becomes more complex. Consider the reaction system from
Equation 5.6 with the corresponding rate equations:

FEED1 + FEED2 −−−→ PRODUCT

r1 = k1C
a1
FEED1C

b1
FEED2

FEED1 + FEED2 −−−→ BYPRODUCT

r2 = k2C
a2
FEED1C

b2
FEED2

(5.66)

where CFEED1, CFEED2 = molar concentrations of FEED 1
and FEED 2 in the reactor

a1, b1 = order of reaction for the primary
reaction

a2, b2 = order of reaction for the
secondary reaction

Now the ratio that needs to be minimized is given by1 – 3:

r2

r1
= k2

k1
C

a2−a1
FEED1C

b2−b1
FEED2 (5.67)

Given this reaction system, the options are:

• Keep both CFEED1 and CFEED2 low (i.e. use a mixed-
flow reactor).

• Keep both CFEED1 and CFEED2 high (i.e. use a batch or
plug-flow reactor).

• Keep one of the concentrations high while maintaining
the other low (this is achieved by charging one of the
feeds as the reaction progresses).

Figure 5.6 summarizes these arguments to choose a reactor
for systems of multiple reactions in parallel12.

3. Multiple reactions in series producing byproducts.
Consider the system of series reactions from Equation 5.7:

FEED −−−→ PRODUCT r1 = k1C
a1
FEED

PRODUCT −−−→ BYPRODUCT r2 = k2C
a2
PRODUCT

(5.68)
where r1, r2 = rates of reaction for primary and

secondary reactions
k1, k2 = reaction rate constants

CFEED = molar concentration of FEED
CPRODUCT = molar concentration of PRODUCT

a1, a2 = order of reaction for primary and
secondary reactions

For a certain reactor conversion, the FEED should have
a corresponding residence time in the reactor. In the mixed-
flow reactor, FEED can leave the instant it enters or
remains for an extended period. Similarly, PRODUCT
can remain for an extended period or leave immediately.
Substantial fractions of both FEED and PRODUCT leave
before and after what should be the specific residence time



92 Choice of Reactor I – Reactor Performance

Reaction
System

Rate
Equations

Ratio to
Minimize

PRODUCT
BYPRODUCT

PRODUCT
BYPRODUCT

r1 = k1  CFEED

r2 = k2  CFEED

Mixed-Flow

FEED

FEED

FEED

FEED
FEED

a2 > a1

a2 < a1

BATCH

Plug-Flow

a1 a1

a2

b1

b2a2

r1 = k1  CFEED 1  CFEED 2

r2 = k2  CFEED 1  CFEED 2

r1     k1

r2     k2  CFEED
a2 − a1 a2 − a1 b2 − b1

Semi-Batch

Semi-Batch

Semi-Plug-
Flow

Semi-Plug-
Flow

FEED1 + FEED2
FEED1 + FEED2

FEED 1

b2 > b1

b2 > b1

b2 < b1

b2 < b1

FEED 1

FEED 1
FEED 2

FEED 1

FEED 2

FEED 2

FEED 1

FEED 1 FEED 2

FEED 1

FEED 2

FEED 2

FEED 2

Plug-
Flow

Batch

Mixed-Flow

=
r1      k1

r2     k2  CFEED 1 CFEED 2 =

Figure 5.6 Reactor choice for parallel reaction systems. (From Smith R and Petela EA, 1991, The Chemical Engineer, No. 509/510:12,
reproduced by permission of the Institution of Chemical Engineers).

for a given conversion. Thus, the mixed-flow model would
be expected to give a poorer selectivity or yield than a batch
or plug-flow reactor for a given conversion.

A batch or plug-flow reactor should be used for multiple
reactions in series.

4. Mixed parallel and series reactions producing
byproducts. Consider the mixed parallel and series reaction
system from Equation 5.10 with the corresponding kinetic
equations:

FEED −−−→ PRODUCT

r1 = k1C
a1
FEED

FEED −−−→ BYPRODUCT

r2 = k2C
a2
FEED (5.69)

PRODUCT −−−→ BYPRODUCT

r3 = k3C
a3
PRODUCT

As far as the parallel byproduct reaction is concerned, for
high selectivity, if:

• a1 > a2, use a batch or plug-flow reactor
• a1 < a2, use a mixed-flow reactor

The series byproduct reaction requires a plug-flow reactor.
Thus, for the mixed parallel and series system above, if:

• a1 > a2, use a batch or plug-flow reactor

But what is the correct choice if a1 < a2? Now the parallel
byproduct reaction calls for a mixed-flow reactor. On the
other hand, the byproduct series reaction calls for a plug-
flow reactor. It would seem that, given this situation, some
level of mixing between a plug-flow and a mixed-flow
reactor will give the best overall selectivity12. This could
be obtained by a:

• series of mixed-flow reactors (Figure 5.7a)
• plug-flow reactor with a recycle (Figure 5.7b)
• series combination of plug-flow and mixed-flow reactors

(Figures 5.7c and 5.7d).

The arrangement that gives the highest overall selectivity
can only be deduced by a detailed analysis and optimization
of the reaction system. This will be dealt with in Chapter 7.

5. Polymerization reactions. Polymers are characterized
mainly by the distribution of molar mass about the mean
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(a)  Series of continuous mixed-flow reactors.

(b)  Plug-flow reactor with recycle.

(c)  Plug-flow followed by mixed-flow  reactor.

(d)  Mixed-flow  followed by plug-flow reactor.

Figure 5.7 Choice of reactor type for mixed parallel and series
reactions when the parallel reaction has a higher order than the
primary reaction.

as well as by the mean itself. Orientation of groups along
chains, cross-linking of the polymer chains, and so on, also
affect the properties. The breadth of distribution of molar
mass depends on whether a batch or plug-flow reactor or a
mixed-flow reactor is used. The breadth has an important
influence on the mechanical and other properties of the
polymer, and this is an important factor in the choice
of reactor.

Two broad classes of polymerization reactions can be
identified2:

(a) In a batch or plug-flow reactor, all molecules have
the same residence time, and without the effect
of termination (see Section 5.2) all will grow to
approximately equal lengths, producing a narrow
distribution of molar masses. By contrast, a mixed-flow
reactor will cause a wide distribution because of the
distribution of residence times in the reactor.

(b) When polymerization takes place by mechanisms
involving free radicals, the life of these actively
growing centers may be extremely short because of
termination processes such as the union of two free
radicals (see Section 5.2). These termination processes
are influenced by free-radical concentration, which in
turn is proportional to monomer concentration. In batch
or plug-flow reactors, the monomer and free-radical
concentrations decline. This produces increasing chain
lengths with increasing residence time and thus a broad

distribution of molar masses. The mixed-flow reactor
maintains a uniform concentration of monomer and
thus a constant chain-termination rate. This results in a
narrow distribution of molar masses. Because the active
life of the polymer is short, the variation in residence
time does not have a significant effect.

6. Biochemical reactions. As discussed previously, there
are two broad classes of biochemical reactions: reactions
that exploit the metabolic pathways in selected microorgan-
isms and those catalyzed by enzymes. Consider microbial
biochemical reactive of the type:

A
C−−−→ R + C

where A is the feed, R is the product and C represents the
cells (microorganisms). The kinetics of such reactions can
be described by the Monod Equation1,6:

−rA = k
CCCA

CA + CM

(5.70)

where rA = rate of reaction
k = rate constant

CC = concentration of cells (microorganisms)
CA = concentration of feed
CM = a constant (Michaeli’s constant that is a

function of the reaction and conditions)

The rate constant can depend on many factors, such
as temperature, the presence of trace elements, vitamins,
toxic substances, light intensity, and so on. The rate of
reaction depends not only on the availability of feed
(food for the microorganisms) but also on the buildup
of wastes from the microorganisms that interfere with
microorganism multiplication. There comes a point at
which their waste inhibits growth. An excess of feed
material or microorganisms can slow the rate of reaction.
Without poisoning of the kinetics due to the buildup of
waste material, Equation 5.70 gives the same characteristic
curve as autocatalytic reactions as shown in Figure 5.4b.
Thus, depending on the concentration range, mixed-flow,
plug-flow, a combination of mixed-flow and plug-flow
or mixed-flow with separation and recycle might be
appropriate.

For enzyme-catalyzed biochemical reactions of the form

A
enzymes−−−→ R

The kinetics can be described by the Monod Equation in
the form1,6:

−rA = k
CECA

CM + CA

(5.71)

where CE = enzyme concentration
The presence of some substances can cause the reaction

to slow down. Such substances are known as inhibitors.
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This is caused either by the inhibitor competing with
the feed material for active sites on the enzyme or by
the inhibitor attacking an adjacent site and, in so doing,
inhibiting the access of the feed material to the active site.

High reaction rate in Equation 5.71 is favored by a high
concentration of enzymes (CE) and high concentration of
feed (CA). This means that a plug-flow or ideal-batch
reactor is favored if both the feed material and enzymes
are to be fed to the reactor.

5.7 CHOICE OF REACTOR
PERFORMANCE

It is now possible to define the goals for the choice of the
reactor at this stage in the design. Unconverted material
usually can be separated and recycled later. Because of
this, the reactor conversion cannot be fixed finally until
the design has progressed much further than just choosing
the reactor. As shall be seen later, the choice of reactor
conversion has a major influence on the rest of the process.
Nevertheless, some decisions must be made regarding the
reactor for the design to proceed. Thus, some guess for the
reactor conversion must be made in the knowledge that this
is likely to change once more detail is added to the total
system design.

Unwanted byproducts usually cannot be converted back
to useful products or raw materials. The reaction to
unwanted byproducts creates both raw materials costs due
to the raw materials that are wasted in their formation
and environmental costs for their disposal. Thus, maximum
selectivity is required for the chosen reactor conversion.
The objectives at this stage can be summarized as follows:

1. Single reactions. In a single reaction, such as Equa-
tion 5.2 that produces a byproduct, there can be no influence
on the relative amounts of product and byproduct formed.
Thus, with single reactions such as Equations 5.1 to 5.3,
the goal is to minimize the reactor capital cost, which often
(but not always) means minimizing reactor volume, for a
given reactor conversion. Increasing the reactor conversion
increases size and hence cost of the reactor but, as will be
discussed later, decreases the cost of many other parts of
the flowsheet. Because of this, the initial setting for reactor
conversion for single irreversible reactions is around 95%
and that for a single reversible reaction is around 95% of
the equilibrium conversion12. Equilibrium conversion will
be considered in more detail in the next chapter.

For batch reactors, account must be taken of the time
required to achieve a given conversion. Batch cycle time is
addressed later.

2. Multiple reactions in parallel producing byproducts.
Raw materials costs usually will dominate the economics
of the process. Because of this, when dealing with multiple

reactions, whether parallel, series or mixed, the goal
is usually to minimize byproduct formation (maximize
selectivity) for a given reactor conversion. Chosen reactor
conditions should exploit differences between the kinetics
and equilibrium effects in the primary and secondary
reactions to favor the formation of the desired product rather
than the byproduct, that is, improve selectivity. Making an
initial guess for conversion is more difficult than with single
reactions, since the factors that affect conversion also can
have a significant effect on selectivity.

Consider the system of parallel reactions from Equa-
tions 5.64 and 5.65. A high conversion in the reactor tends
to decrease CFEED . Thus:

• a2 > a1 selectivity increases as conversion increases
• a2 < a1 selectivity decreases as conversion increases

If selectivity increases as conversion increases, the initial
setting for reactor conversion should be in the order of
95%, and that for reversible reactions should be in the
order of 95% of the equilibrium conversion. If selectivity
decreases with increasing conversion, then it is much
more difficult to give guidance. An initial setting of 50%
for the conversion for irreversible reactions or 50% of
the equilibrium conversion for reversible reactions is as
reasonable as can be guessed at this stage. However,
these are only initial guesses and will almost certainly be
changed later.

3. Multiple reactions in series producing byproduct.
Consider the system of series reactions from Equation 5.68.
Selectivity for series reactions of the types given in
Equation 5.7 to 5.9 is increased by low concentrations
of reactants involved in the secondary reactions. In the
preceding example, this means reactor operation with a
low concentration of PRODUCT, in other words, with low
conversion. For series reactions, a significant reduction in
selectivity is likely as the conversion increases.

Again, it is difficult to select the initial setting of the
reactor conversion with systems of reactions in series. A
conversion of 50% for irreversible reactions or 50% of
the equilibrium conversion for reversible reactions is as
reasonable as can be guessed at this stage.

Multiple reactions also can occur with impurities that
enter with the feed and undergo reaction. Again, such
reactions should be minimized, but the most effective
means of dealing with byproduct reactions caused by feed
impurities is not to alter reactor conditions but to carry out
feed purification.

5.8 CHOICE OF REACTOR
PERFORMANCE – SUMMARY

Some initial guess for the reactor conversion must be made
in order that the design can proceed. This is likely to change
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later in the design because, as will be seen later, there is a
strong interaction between the reactor conversion and the
rest of the flowsheet.

1. Single reactions. For single reactions, a good initial
setting is 95% conversion for irreversible reactions and 95%
of the equilibrium conversion for reversible reactions.

2. Multiple reactions. For multiple reactions where the
byproduct is formed in parallel, the selectivity may increase
or decrease as conversion increases. If the byproduct
reaction is a higher order than the primary reaction,
selectivity increases for increasing reactor conversion. In
this case, the same initial setting as single reactions should
be used. If the byproduct reaction of the parallel system is
a lower order than the primary reaction, a lower conversion
than that for single reactions is expected to be appropriate.
The best initial guess at this stage is to set the conversion to
50% for irreversible reactions or to 50% of the equilibrium
conversion for reversible reactions.

For multiple reactions where the byproduct is formed in
series, the selectivity decreases as conversion increases. In
this case, lower conversion than that for single reactions
is expected to be appropriate. Again, the best guess at
this stage is to set the conversion to 50% for irreversible
reactions or to 50% of the equilibrium conversion for
reversible reactions.

It should be emphasized that these recommendations for
the initial settings of the reactor conversion will almost
certainly change at a later stage, since reactor conversion
is an extremely important optimization variable.

When dealing with multiple reactions, selectivity or
reactor yield is maximized for the chosen conversion. The
choice of mixing pattern in the reactor and feed addition
policy should be chosen to this end.

5.9 EXERCISES

1. Acetic anhydride is to be produced from acetone and acetic
acid. In the first stage of the process, acetone is decomposed
at 700◦C and 1.013 bar to ketene via the reaction:

CH3COCH3

acetone
−−−→ CH2CO

ketene
+ CH4

methane

Unfortunately, some of the ketene formed decomposes further
to form unwanted ethylene and carbon monoxide via the
reaction:

CH2CO
ketene

−−−→ 1/2C2H4

ethylene
+ CO

carbon monoxide

Laboratory studies of these reactions indicate that the ketene
selectivity S (kmol ketene formed per kmol acetone converted)

varies with conversion X (kmol acetone reacted per kmol
acetone fed) follows the relationship13:

S = 1 − 1.3X

The second stage of the process requires the ketene to be
reacted with glacial acetic acid at 80◦C and 1.013 bar to
produce acetic anhydride via the reaction:

CH2CO
ketene

+ CH3COOH
acetic acid

−−−→ CH3COOCOCH3

acetic anhydride

The values of the chemicals involved, together with their molar
masses are given in Table 5.12.

Table 5.12 Data for acetic anhydride production.

Chemical Molar mass Value
(kg·kmol−1) ($·kg−1)

Acetone 58 0.60
Ketene 42 0
Methane 16 0
Ethylene 28 0
Carbon monoxide 28 0
Acetic acid 60 0.54
Acetic anhydride 102 0.90

Assuming that the plant will produce 15,000 t·y−1 acetic
anhydride:
a. Calculate the economic potential assuming the side reaction

can be suppressed and hence obtain 100% yield.
b. Determine the range of acetone conversions (X) over which

the plant will be profitable if the side reaction cannot
be suppressed.

c. Published data indicates that the capital cost for the project
will be at least $35 m. If annual fixed charges are assumed
to be 15% of the capital cost, revise the range of conversions
over which the plant will be profitable.

2. Experimental data for a simple reaction showing the rate of
change of reactant with time are given to Table 5.13.

Table 5.13 Experimental
data for a simple reaction.

Time
(min)

Concentration
(kg·m−3)

0 16.0
10 13.2
20 11.1
35 8.8
50 7.1

Show that the data gives a kinetic equation of order 1.5 and
determine the rate constant.

3. Component A reacts to Component B in an irreversible
reaction in the liquid phase. The kinetics are first order with
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respect to A with reaction rate constant kA = 0.003 min−1.
Find the residence times for 95% conversion of A for:
a. a mixed-flow reactor
b. 3 mixed-flow reactors in series of equal volume
c. a plug-flow reactor

4. Styrene (A) and Butadiene (B) are to be polymerized in a
series of mixed-flow reactors, each of volume 25 m3. The rate
equation is first order with respect to A and B:

−rA = kACACB

where kA = 10−5 m3·kmol−1·s−1

The initial concentration of styrene is 0.8 kmol·m−3 and
of butadiene is 3.6 kmol·m−3. The feed rate of reactants
is 20 t·h−1. Estimate the total number of reactors required
for polymerization of 85% of the limiting reactant. Assume
the density of reaction mixture to be 870 kg·m−3 and the
molar mass of styrene is 104 kg·kmol−1 and that of butadiene
54 kg·kmol−1.

5. It is proposed to react 1 t·h−1 of a pure liquid A to a desired
product B. Byproducts C and D are formed through series and
parallel reactions:

A
k1−−−→ B

k2−−−→ C

B
k3−−−→ D

k1 = k2 = k3 = 0.1 min−1

Assuming an average density of 800 kg·m−3, estimate the size
of reactor that will give the maximum yield of B for:
a. a mixed-flow reactor
b. 3 equal-sized mixed-flow reactors in series
c. a plug-flow reactor.

6. What reactor configuration would you use to maximize the
selectivity in the following parallel reactions:

A + B −−−→ R rR = 15C0.5
A CB

A + B −−−→ S rS = 15CACB

where R is the desired product and S is the undesired product.
7. A desired liquid-phase reaction:

A + B
k1−−−→ R rR = k1 C0.3

A CB

is accompanied by a parallel reaction:

A + B
k2−−−→ S rS = k2 C1.5

A C0.5
B

a. A number of reactor configurations are possible. Ideal-
batch, semi-batch, plug-flow and semi-plug-flow could all

be used. In the case of the semi-batch and semi-plug-
flow reactors, the order of addition of A and B can be
changed. Order the reactor configurations from the least
desirable to the most desirable to maximize production of
the desired product.

b. The feed stream to a mixed-flow reactor is an equimolar
mixture of pure A and B (each has a density of
20 kmol·m−3). Assuming k1 = k2 = 1.0 kmol·m−3·min−1,
calculate the composition of the exit stream from the mixed-
flow reactor for a conversion of 90%.

8. For a free-radical polymerization and a condensation polymer-
ization process, explain why the molar mass distribution of
the polymer product will be different depending on whether a
mixed-flow or a plug-flow reactor is used. What will be the
difference in the distribution of molar mass?
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6.1 REACTION EQUILIBRIUM

In the preceding chapter, the choice of reactor type was
made on the basis of the most appropriate concentration
profile as the reaction progressed, in order to minimize
reactor volume for single reactions or maximize selectivity
(or yield) for multiple reactions for a given conversion.
However, there are still important effects regarding reaction
conditions to be considered. Before considering reaction
conditions, some basic principles of chemical equilibrium
need to be reviewed.

Reactions can be considered to be either reversible or
essentially irreversible. An example of a reaction that is
essentially irreversible is:

C2H4

ethylene
+ Cl2

chlorine
−−−→ C2H4Cl2

dichloroethane
(6.1)

An example of a reversible reaction is:

3H2

hydrogen
+ N2

nitrogen
−−−→←−−− 2NH3

ammonia
(6.2)

For reversible reactions:

a. For a given mixture of reactants at a given temperature
and pressure, there is a maximum conversion (the
equilibrium conversion) that cannot be exceeded and is
independent of the reactor design.

b. The equilibrium conversion can be changed by appro-
priate changes to the concentrations of reactants, tem-
perature and pressure.

The key to understanding reaction equilibrium is the Gibbs
free energy, or free energy, defined as1 – 4:

G = H − TS (6.3)

where G = free energy (kJ)
H = enthalpy (kJ)
T = absolute temperature (K)
S = entropy (kJ·K−1)

Like enthalpy, the absolute value of G for a substance
cannot be measured, and only changes in G are meaningful.
For a process occurring at constant temperature, the change
in free energy from Equation 6.3 is:

�G = �H − T �S (6.4)

Chemical Process Design and Integration R. Smith
 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

A negative value of �G implies a spontaneous reaction
of reactants to products. A positive value of �G implies
the reverse reaction is spontaneous. This is illustrated in
Figure 6.1. A system is in equilibrium when1 – 4:

�G = 0 (6.5)

The free energy can also be expressed in differential
form1 – 4:

dG = −SdT + VdP (6.6)

where V is the system volume. At constant temperature,
dT = 0 and Equation 6.6 becomes:

dG = VdP (6.7)

For N moles of an ideal gas PV = NRT , where R is the
universal gas constant. Substituting this in Equation 6.7
gives:

dG = NRT
dP

P
(6.8)

For a change in pressure from P1 to P2 Equation 6.8 can
be integrated to give:

�G = G2 − G1 = NRT
∫ P2

P1

dP

P
(6.9)

Values for free energy are usually referred to the standard
free energy GO . The standard state is arbitrary and
designates the datum level. A gas is considered here to
be at a standard state if it is at a pressure of 1 atm or 1 bar
for the designated temperature of an isothermal process.
Thus, integrating Equation 6.9 from standard pressure PO

to pressure P gives:

G = GO + NRT ln
P

PO

(6.10)

For a real system, rather than an ideal gas, Equation 6.10
is written as:

G = GO + NRT ln
f

f O

= GO + NRT ln a

(6.11)

where f = fugacity (N·m2 or bar)
f O = fugacity at standard conditions

(N·m2 or bar)
a = activity (−)

= f/f O

The concepts of fugacity and activity have no strict
physical significance but are introduced to transform
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∆G < 0

Free Energy
(G )

Pure
Reactants

Equilibrium
Pure
Products

Conversion (X)

∆G > 0

∆G = 0

Figure 6.1 Variation of free energy of a reaction mixture.

equations for ideal systems to real systems. However,
it does help to relate them to something that does
have physical significance. Fugacity can be regarded as
an “effective pressure”, and activity can be regarded
as an “effective concentration” relative to a standard
state4.

Consider the general reaction:

bB + cC + . . . . −−−→←−−− sS + tT + . . . . (6.12)

The free energy change for the reaction is given by:

�G = sGS + tGT + . . . . − bGB − cGC − . . . . (6.13)

where �G = free energy change of reaction (kJ)
Gi = partial molar free energy of Component i

(kJ·kmol−1)

Note that the partial molar free energy is used to
designate the molar free energy of the individual component
as it exists in the mixture. This is necessary because,
except in ideal systems, the properties of a mixture
are not additive properties of the pure components. As
a result, G = ∑

i NiGi for a mixture. The free energy
change for reactants and products at standard conditions
is given by:

�GO = sG
O

S + tG
O

T + . . . . − bG
O

B − cG
O

C − . . . .

(6.14)

where �GO = free energy change of reaction when all of the
reactants and products are at their respective
standard conditions (kJ)

G
O

i = partial molar free energy of Component i at
standard conditions (kJ·kmol−1)

Combining Equations 6.13 and 6.14:

�G − �GO = s(GS − G
O

S ) + t (GT − G
O

T ) + . . . .

− b(GB − G
O

B ) − c(Gc − G
O

C ) − . . . .
(6.15)

Writing Equation 6.11 for the partial molar free energy of
Component i in a mixture:

Gi − G
O

i = RT ln ai (6.16)

where ai refers to the activity of Component i in the
mixture. Substituting Equation 6.16 in Equation 6.15 gives:

�G − �GO = sRT ln aS + tRT ln aT + . . . .

− bRT ln aB − cRT ln ac − . . . .
(6.17)

Since s ln aS = ln as
S , t ln aT = ln at

T . . ., Equation 6.17 can
be arranged to give:

�G − �GO = RT ln

(
as

Sa
t
T . . . .

ab
Bac

C . . . .

)
(6.18)

Note that in rearranging s ln aS to ln as
S , the units of

RT ln as
S remain kJ and as

S is dimensionless. At equilibrium
�G = 0 and Equation 6.18 becomes:

�GO = −RT ln

(
as

S at
T . . . .

ab
B ac

C . . . .

)
= −RT ln Ka (6.19)

where Ka = as
Sa

t
T . . . .

ab
Bac

C . . . .
(6.20)

Ka is known as the equilibrium constant. It represents
the equilibrium activities for a system under standard
conditions and is a constant at constant temperature.

1. Homogeneous gaseous reactions
Substituting for the fugacity in Equation 6.20 gives:

Ka =
(

f s
S f t

T . . . .

f b
B f c

C . . . .

)(
f Ob

B f Oc
C . . . .

f Os
S f To

T . . . .

)
(6.21)

For homogeneous gaseous reactions, the standard state
fugacities can be considered to be unity, that is, f O

i = 1.
If the fugacity is expressed as the product of partial
pressure and fugacity coefficient1 – 4:

fi = φi pi (6.22)

where fi = fugacity of Component i

φi = fugacity coefficient of Component i

pi = partial pressure of Component i

Substituting Equation 6.22 into Equation 6.21, assuming
f O

i = 1:

Ka =
(

φs
S φt

T . . . .

φb
B φc

C . . . .

)(
ps

S pt
T . . . .

pb
B pc

C . . . .

)
= KφKP (6.23)
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Also, by definition (see Chapter 4):

pi = yiP (6.24)

where yi = mole fraction of Component i

P = system pressure

Substituting Equation 6.24 into Equation 6.23 gives:

Ka =
(

φs
S φt

T . . . .

φb
B φc

C . . . .

)(
ys

S yt
T . . . .

yb
B yc

C . . . .

)
P �N = KϕKyP

�N

(6.25)

where�N = s + t + . . . − b − c − . . .

For an ideal gas φi = 1, thus:

Ka = Kp =
(

ps
S pt

T . . . .

pb
B pc

C . . . .

)
(6.26)

Ka = KyP
�N =

(
ys

S yt
T . . . .

yb
B yc

C . . . .

)
P �N (6.27)

2. Homogeneous liquid reactions
For homogeneous liquid reactions, the activity can be
expressed as1 – 4

ai = γixi (6.28)

where ai = activity of Component i

γi = activity coefficient for Component i

xi = mole fraction of Component i

The activity coefficient in Equation 6.28 (γi = ai/xi)

can be considered to be the ratio of the effective
to actual concentration. Substituting Equation 6.28 into
Equation 6.20 gives:

Ka =
(

γ s
S γ t

T . . . .

γ b
B γ c

C . . . .

)(
xs

S xt
T . . . .

xb
B xc

C . . . .

)
= Kγ Kx (6.29)

For ideal solutions, the activity coefficients are unity,
giving:

Ka =
(

xs
Sx

t
T . . . . . .

xb
Bxc

C . . . . . .

)
(6.30)

3. Heterogeneous reactions
For a heterogeneous reaction, the state of all components
is not uniform, for example, a reaction between a gas
and a liquid. This requires standard states to be defined
for each component. The activity of a solid in the
equilibrium constant can be taken to be unity.

Consider now an example to illustrate the application of
these thermodynamic principles.

Example 6.1 A stoichiometric mixture of nitrogen and hydro-
gen is to be reacted at 1 bar:

3H2

hydrogen
+ N2

nitrogen
−−−→←−−− 2NH3

ammonia

Assuming ideal gas behavior (R = 8.3145 kJ·K−1·kmol−1),
calculate:

a. equilibrium constant
b. equilibrium conversion of hydrogen
c. composition of the reaction products at equilibrium

at 300 K. Standard free energy of formation data are given in
Table 6.15.

Table 6.1 Standard free energy of
formation data for ammonia synthesis.

G
O

300 (kJ·kmol−1)

H2 0
N2 0
NH3 −16,223

Solution

a. 3H2 + N2 −−−→←−−− 2NH3

�GO = 2G
O

NH3
− 3G

O

H2
− G

O

N2

= −RT ln Ka

ln Ka = −(2G
O

NH3
− 3G

O

H2
− G

O

N2
)

RT

At 300 K:

ln Ka = −(−2 × 16223 − 0 − 0)

8.3145 × 300

= 13.008

Ka = 4.4597 × 105

Also:

Ka = p2
NH3

p3
H2

pN2

Note that whilst Ka appears to be dimensional, it is actually
dimensionless, since f O

i = 1 bar. Note also that Ka depends on
the specification of the number of moles in the stoichiometric
equation. For example, if the stoichiometry is written as:

3

2
H2 + 1

2
N2 −−−→←−−− NH3

K ′
a = pNH3

p
3/2
H2

p
1/2
N2

K ′
a = √

Ka

It does not matter which specification is adopted as long as
one specification is used consistently.

b. The number of moles and mole fractions, initially and at
equilibrium, are given in Table 6.2.

Ka = y2
NH3

y3
H2

yN2

P −2

For P = 1 bar:

Ka = 16X2(2 − X)2

27(1 − X)4
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At 300 K:

4.4597 × 105 = 16X2(2 − X)2

27(1 − X)4

This can be solved by trial and error or using spreadsheet
software (see Section 3.9):

X = 0.97

c. To calculate the composition of the reaction products at
equilibrium, X = 0.97 is substituted in the expressions from
Table 6.2 at equilibrium:

yH2 = 0.0437

yN2 = 0.0146

yNH3 = 0.9418

Table 6.2 Moles and mole fractions for ammonia synthesis.

H2 N2 NH3

Moles in initial mixture 3 1 0
Moles at equilibrium 3 − 3X 1 − X 2X

Mole fraction at equilibrium
3(1 − X)

4 − 2X

1 − X

4 − 2X

2X

4 − 2X

Some points should be noted from this example. Firstly, ideal
gas behavior has been assumed. This is an approximation,
but it is reasonable for the low pressure assumed in the
calculation. Later the calculation will be repeated at higher
pressure when the ideal gas approximation will be poor. Also,
it should be clear that the calculation is very sensitive to the
thermodynamic data. Errors in the thermodynamic data can
lead to a significantly different result. Thermodynamic data,
even from reputable sources, should be used with caution.

Equation 6.19 can be interpreted qualitatively to give
guidance on the equilibrium conversion. If �GO is
negative, the position of the equilibrium will correspond to
the presence of more products than reactants (ln Ka > 0). If
�GO is positive (ln Ka < 0), the reaction will not proceed
to such an extent and reactants will predominate in the
equilibrium mixture. Table 6.3 presents some guidelines as

Table 6.3 Variation of equilibrium composition with �GO and
the equilibrium constant at 298 K.

�GO (kJ) Ka Composition of
equilibrium mixture

−50,000 6 × 108 Negligible reactants
−10,000 57 Products dominate
−5000 7.5
0 1.0
+5000 0.13
+10,000 0.02 Reactants dominate
+50,000 1.7 × 10−9 Negligible products

Source: Reproduced from Smith EB, 1982, Basic Chemical Thermody-
namics, 3rd Edition, by permission of Oxford University Press.

to the composition of the equilibrium mixture for various
values of �GO and the equilibrium constant4.

When setting the conditions in chemical reactors, equilib-
rium conversion will be a major consideration for reversible
reactions. The equilibrium constant Ka is only a function
of temperature, and Equation 6.19 provides the quantita-
tive relationship. However, pressure change and change in
concentration can be used to shift the equilibrium by chang-
ing the activities in the equilibrium constant, as will be
seen later.

A basic principle that allows the qualitative prediction of
the effect of changing reactor conditions on any chemical
system in equilibrium is Le Châtelier’s Principle:

“If any change in the conditions of a system in equilibrium
causes the equilibrium to be displaced, the displacement will
be in such a direction as to oppose the effect of the change.”

Le Châtelier’s Principle allows changes to be directed to
increase equilibrium conversion. Now consider the setting
of conditions in chemical reactors.

6.2 REACTOR TEMPERATURE

The choice of reactor temperature depends on many factors.
Consider first the effect of temperature on equilibrium
conversion. A quantitative relationship can be developed as
follows. Start by writing Equation 6.6 at constant pressure:

dG = −S dT (6.31)

Equation 6.31 can be written as:

(
∂G

∂T

)
P

= −S (6.32)

Substituting Equation 6.31 into Equation 6.3 gives, after
rearranging: (

∂G

∂T

)
P

= G

T
− H

T
(6.33)

At standard conditions G and H are not functions of
pressure, by definition. Thus, Equation 6.33 can be written
at standard conditions for finite changes in GO and HO as:

d�GO

dT
= �GO

T
− �HO

T
(6.34)

Also, because:

d

dT

(
�GO

T

)
= 1

T

d�GO

dT
+ �GO d(1/T )

dT

= 1

T

d�GO

dT
− �GO

T 2
(6.35)
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Figure 6.2 Calculation of standard heat of formation at any temperature from data at standard temperature.

Combining Equations 6.34 and 6.35 gives:

d

dT

(
�GO

T

)
= −�HO

T 2
(6.36)

Substituting �GO (kJ) from Equation 6.19 into Equa-
tion 6.36 gives:

d ln Ka

dT
= �HO

RT 2
(6.37)

Equation 6.37 can be integrated to give:

ln Ka2 − ln Ka1 = 1

R

∫ T2

T1

�HO

T 2
dT (6.38)

If it is assumed that �HO is independent of temperature,
Equation 6.38 gives

ln
Ka2

Ka1
= −�HO

R

(
1

T2
− 1

T1

)
(6.39)

In this expression, Ka1 is the equilibrium constant at T1, and
Ka2 is the equilibrium constant at T2. �HO is the standard
heat of reaction (kJ) when all the reactants and products are
at standard state, given by:

�HO = (sH
O

S + tH
O

T + . . . .) − (bH
O

B + cH
O

C + . . . .)

(6.40)

where H
O

i is the molar standard enthalpy of formation of
Component i (kJ·kmol−1).

Equation 6.39 implies that a plot of (ln Ka) against
(1/T ) should be a straight line with a slope of (�HO/R).
For an exothermic reaction, �HO < 0 and Ka decreases
as temperature increases. For an endothermic reaction,
�HO > 0 and Ka increases with increasing temperature.

Equation 6.39 can be used to estimate the equilibrium
constant at the required temperature given enthalpy of for-
mation data at some other temperature. Enthalpy of for-
mation data is usually available at standard temperature,
and therefore Equation 6.39 can be used to estimate the
equilibrium constant at the required temperature given data
at standard temperature. However, Equation 6.39 assumes
�HO is constant. If data is available for �HO at standard

temperature, together with heat capacity data, the equilib-
rium constant can be calculated more accurately using the
thermodynamic path shown in Figure 6.2. Thus1 – 4:

�HO
T = �HO

TO
+

∫ T

TO

CP,proddT −
∫ T

TO

CP,reactdT

(6.41)

where �HO
TO

= standard enthalpy of formation at TO

CP,prod = heat capacity of reaction products as a
function of temperature

CP,react = heat capacity of reactants as a function of
temperature

Heat capacity data are often available in some form of
polynomial as a function of temperature, for example6:

CP

R
= αo + α1T + α2T

2 + α3T
3 + α4T

4 (6.42)

where CP = heat capacity (kJ·K−1·kmol−1)
R = gas constant (kJ·K−1·kmol−1)
T = absolute temperature (K)

α0, α1, α2, α3, α4 = constants determined by fitting
experimental data

Thus, Equation 6.41 can be written as:

�HO
T = �HO

TO
+

∫ T

TO

�CP dT (6.43)

For the general reaction given in Equation 6.12:

�CP

R
= �α0 + �α1T + �α2T

2 + �α3T
3 + �α4T

4

(6.44)

where

�α0 = sα0 + tα0 + . . . − bα0 − cα0 − . . .

�α1 = sα1 + tα1 + . . . − bα1 − cα1 − . . .

and so on.
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From Equations 6.43 and 6.44:

�HO
T = �HO

TO
+ R

∫ T

TO

(�α0 + �α1T + �α2T
2

+ �α3T
3 + �α4T

4)dT

= �HO
TO

+ R

[
�α0T + �α1T

2

2
+ �α2T

3

3

+ �α3T
4

4
+ �α4T

5

5

]T

TO

= �HO
TO

+ R

(
�α0T + �α1T

2

2
+ �α2T

3

3

+ �α3T
4

4
+ �α4T

5

5

)
− I (6.45)

where

I = R

(
�α0TO + �α1TO

2

2
+ �α2TO

3

3

+ �α3TO
4

4
+ �α4TO

5

5

)
(6.46)

Substituting Equation 6.45 into Equation 6.38 gives:

[ln Ka]KaT

KaTO
= 1

R

∫ T

TO

(
�HO

TO

T 2
+ R

T 2

[
�α0T

+ �α1T
2

2
+ �α2T

3

3

+ �α3T
4

4
+ �α4T

5

5

]
− I

T 2

)
dT

ln KaT − ln KaTO
=

∫ T

TO

(
�HO

TO

RT 2
− I

RT 2

+ �α0

T
+ �α1

2
+ �α2T

3

+ �α3T
2

4
+ �α4T

3

5

)
dT

ln
KaT

KaTO

=
[
−�HO

TO

RT
+ I

RT
+ �α0 ln T

+ �α1T

2
+ �α2T

2

6

+ �α3T
3

12
+ �α4T

4

20

]T

TO

(6.47)

Substituting for KaTO
:

ln KaT =
[
−�HO

TO

RT
+ I

RT
+ �α0 ln T + �α1T

2
+ �α2T

2

6

+ �α3T
3

12
+ �α4T

4

20

]T

TO

− �GO
TO

RTO

(6.48)

Given �GO
TO

, �HO
TO

and α0, α1, α2, α3, α4, for each
component, Equation 6.48 is used to calculate Ka,T .

Alternatively, Equation 6.48 can be written for standard
conditions at temperature T :

�GO
T = �HO

T − T �SO
T (6.49)

Substituting Equation 6.19 into Equation 6.47 gives:

ln KaT = �SO
T

R
− �HO

T

RT
(6.50)

The analogous expression to Equation 6.43 for �HO
T for

�SO
T is given by1 – 4:

�SO
T = �SO

TO
+

∫ T

TO

�Cp

T
dT (6.51)

Substituting Equation 6.44:

�SO
T = �SO

TO
+

∫ T

TO

R

T
(�α0 + �α1T + �α2T

2

+ �α3T
3 + �α4T

4)dT

= �SO
TO

+ R

∫ T

TO

(
�α0

T
+ �α1 + �α2T

+ �α3T
2 + �α4T

3) dT

= �SO
TO

+ R

[
�α0 ln T + �α1T + �α2T

2

2

+ �α3T
3

3
+ �α4T

4

4

]T

TO

(6.52)

Thus �HO
T can be calculated from Equation 6.45 and

�SO
T from Equation 6.52 and the results substituted in

Equation 6.50.

Example 6.2 Following Example 6.1:

a. Calculate ln(Ka) at 300 K, 400 K, 500 K, 600 K and 700 K
at 1 bar and test the validity of Equation 6.39. Standard free

Table 6.4 Thermodynamic data for ammonia at various
temperatures5.

T (K) G
O

NH3
(kJ·kmol−1) H

O
(kJ·kmol−1)

298.15 −16,407 −45,940
300 −16,223 −45,981
400 −5980 −48,087
500 4764 −49,908
600 15,846 −51,430
700 27,161 −52,682
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Table 6.5 Heat capacity data6.

CP (kJ·kmol−1·K−1)

α0 α1 × 103 α2 × 105 α3 × 108 α4 × 1011

H2 2.883 3.681 −0.772 0.692 −0.213
N2 3.539 −0.261 0.007 0.157 −0.099
NH3 4.238 −4.215 2.041 −2.126 0.761

energy of formation and enthalpy of formation data for NH3

are given in Table 6.46. Free energy of formation data for H2

and N2 is zero.
b. Calculate the values of ln(Ka) from Equation 6.39 and

Equation 6.48 from standard data at 298.15 K and compare
with values calculated from Table 6.4. Heat capacity coeffi-
cients are given in Table 6.56.

c. Determine the effect of temperature on equilibrium conversion
of hydrogen using the data in Table 6.4.

Again assume ideal gas behavior and R = 8.3145 kJ·K−1·kmol−1.

Solution

a. ln Ka = −(2G
o

NH3
− 3G

o

H2
− G

o

N2
)/RT

At 300 K ln Ka = 13.008 (from Example 6.1)
400 K ln Ka = 3.5961
500 K ln Ka = −2.2919
600 K ln Ka = −6.3528
700 K ln Ka = −9.3334

Figure 6.3a shows a plot of ln Ka versus 1/T . This is a straight
line and appears to be in good agreement with Equation 6.39.
From the slope of the graph it can be deduced that �HO

has a value of −97,350 kJ. The standard heat of reaction for
ammonia synthesis is given by:

�HO = 2H
O

NH3
− 3H

O

H2
− H

O

N2

= 2H
O

NH3
− 0 − 0

This implies a standard enthalpy of formation of
−48,675 kJ·kmol−1. From standard enthalpy of formation
data, �HO varies from −45,981 kJ·kmol−1 at 300 K to
−52,682 kJ·kmol−1 at 700 K, with an average value over the
range of −49,332 kJ·kmol−1. This again appears to be in good
agreement with the average value from Figure 6.3a. However,
this is on the basis of averages across the range of temperature.
In the next calculation, the accuracy of Equation 6.37 will be
examined in more detail.

b. As a datum, first calculate ln KaT from the tabulated data for
G

O
listed in Table 6.4:

ln KaT = −�GO
T

RT

where �GO
T = 2G

O

NH3,T
− 3G

O

H2,T
− G

O

N2,T

Substituting values of G
O

and T leads to the results in
Table 6.6. Next calculate KaT for a range of temperatures from
Equation 6.37:

ln KaT = −�HO
TO

R

(
1

T
− 1

TO

)
+ ln KaTO

= −�HO
TO

R

(
1

T
− 1

TO

)
− �GO

TO

RTO

�GO = 2G
O

NH3
− 3G

O

H2
− G

O

N2

�GTO
= 2 × (−16,407) − 0 − 0 = 32,814 kJ

�HO = 2H
O

NH3
− 3H

O

H2
− H

O

N2

�HO
TO

= 2 × (−45,940) − 0 − 0 = −91,880 kJ

ln KaT = −−91,880

8.3145

(
1

T
− 1

298.15

)
− −32,814

8.3145 × 298.15

Substituting the values of T leads to the results in Table 6.6.
Next calculate KaT from Equation 6.46 using the coefficients
in Table 6.5:

�αi = 2αiNH3 − 3αiH2 − αiN2

Thus

�α0 = −3.7120

�α1 = −1.9212 × 10−2

1

0.8

0.6
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0
200 400 600 800

1/T × 103
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(b) Variation of equilibrium conversion with temperature.(a) Plot of lnK versus 1/T.

T (K)

X

∆HO = −97,350 kJ

1.0 1.5 2.0 2.5 3.0 3.5

Figure 6.3 The effect of temperature on the ammonia synthesis reaction.
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Table 6.6 Comparison of the methods to calculate ln KaT at
various temperatures.

T (K) ln KaT

−�GO
T

RT
GO

T from
Table 6.4

−�HTO

R

×
(

1

T
− 1

T0

)
− �GO

T

RT0

Equation 6.48

300 13.0078 13.0084 13.0083
400 3.5961 3.7996 3.5977
500 −2.2919 −1.7257 −2.2891
600 −6.3528 −6.4092 −6.3497
700 −9.3334 −8.0403 −9.3300

�α2 = 6.3910 × 10−5

�α3 = −6.4850 × 10−8

�α4 = 2.2600 × 10−11

Substitute these values in Equation 6.46:

I = −12,583 kJ·kmol−1

Substituting the values of temperature into Equation 6.48 leads
to the results in Table 6.6. From Table 6.6, it can be seen that
calculation of ln KaT from heat capacity data on the basis of
�HO

TO
maintains a good agreement with ln KaT calculated from

tabulated values of G
O

T even for large ranges in temperature.
On the other hand, calculation from Equation 6.39 assuming
a constant value of �HO

TO
can lead to significant errors when

extrapolated over large ranges of temperature.

c. At 300 K Ka = 4.4597 × 105 (from Example 6.1)
400 K Ka = 36.456
500 K Ka = 0.10107
600 K Ka = 1.7419 × 10−3

700 K Ka = 8.8421 × 10−5

Also from Example 6.1:

Ka = 16X2(2 − X)2

27(1 − X)4

Substitute Ka and solve for X. This can again be conveniently
carried out in spreadsheet software (see Section 3.9):

At 300 K X = 0.97 (from Example 6.1)
400 K X = 0.66
500 K X = 0.16
600 K X = 0.026
700 K X = 0.0061

Figure 6.3b shows a plot of equilibrium conversion versus
temperature. It can be seen that as the temperature increases,
the equilibrium conversion decreases (for this reaction). This
is consistent with the fact that this is an exothermic reaction.

However, it should not necessarily be concluded that the reactor
should be operated at low temperature, as the rate of reaction
has yet to be considered. Also, catalysts and the deactivation of
catalysts have yet to be considered.

It should also be again noted that firstly ideal gas behavior
has been assumed, which is reasonable at this pressure, and
secondly that small data errors might lead to significant errors
in the calculations.

Example 6.2 shows that for an exothermic reaction, the
equilibrium conversion decreases with increasing temper-
ature. This is consistent with Le Châtelier’s Principle. If
the temperature of an exothermic reaction is decreased, the
equilibrium will be displaced in a direction to oppose the
effect of the change, that is, increase the conversion.

Now consider the effect of temperature on the rate of
reaction. A qualitative observation is that most reactions
go faster as the temperature increases. An increase in
temperature of 10◦C from room temperature typically
doubles the rate of reaction for organic species in solution.
It is found in practice that if the logarithm of the reaction
rate constant is plotted against the inverse of absolute
temperature, it tends to follow a straight line. Thus, at the
same concentration, but at two different temperatures:

ln k = intercept + slope × 1

T
(6.53)

If the intercept is denoted by ln k0 and the slope by −E/R,
where k0 is called the frequency factor , E is the activation
energy of the reaction and R is the universal gas constant,
then:

ln k = ln k0 − E

RT
(6.54)

or

k = k0 exp

[
− E

RT

]
(6.55)

At the same concentration, but at two different temperatures
T1 and T2:

ln
r2

r1
= ln

k2

k1
= E

R

(
1

T1
− 1

T2

)
(6.56)

This assumes E to be constant.
Generally, the higher the rate of reaction, the smaller

is the reactor volume. Practical upper limits are set by
safety considerations, materials-of-construction limitations,
maximum operating temperature for the catalyst or catalyst
life. Whether the reaction system involves single or multiple
reactions, and whether the reactions are reversible, also
affects the choice of reactor temperature.

1. Single reactions.
(a) Endothermic reactions. If an endothermic reaction
is reversible, then Le Châtelier’s Principle dictates that
operation at a high temperature increases the maximum
conversion. Also, operation at high temperature increases



Reactor Temperature 105

the rate of reaction, allowing reduction of reactor volume.
Thus, for endothermic reactions, the temperature should be
set as high as possible, consistent with safety, materials-of-
construction limitations and catalyst life.

Figure 6.4a shows the behavior of an endothermic
reaction as a plot of equilibrium conversion against
temperature. The plot can be obtained from values of �GO

over a range of temperatures and the equilibrium conversion
calculated as illustrated in Examples 6.1 and 6.2. If it
is assumed that the reactor is operated adiabatically, a
heat balance can be carried out to show the change in
temperature with reaction conversion. If the mean molar
heat capacity of the reactants and products are assumed
constant, then for a given starting temperature for the
reaction Tin , the temperature of the reaction mixture will
be proportional to the reactor conversion X for adiabatic
operation, Figure 6.4a. As the conversion increases, the
temperature decreases because of the reaction endotherm.
If the reaction could proceed as far as equilibrium, then it
would reach the equilibrium temperature TE . Figure 6.4b
shows how equilibrium conversion can be increased by
dividing the reaction into stages and reheating the reactants

between stages. Of course, the equilibrium conversion
could also have been increased by operating the reactor
nonadiabatically and adding heat as the reaction proceeds so
as to maximize conversion within the constraints of feasible
heat transfer, materials of construction, catalyst life, safety,
and so on.

(b) Exothermic reactions. For single exothermic irrevers-
ible reactions, the temperature should be set as high as
possible, consistent with materials of construction, catalyst
life and safety, in order to minimize reactor volume.

For reversible exothermic reactions, the situation is more
complex. Figure 6.5a shows the behavior of an exothermic
reaction as a plot of equilibrium conversion against temper-
ature. Again, the plot can be obtained from values of �GO

over a range of temperatures and the equilibrium conversion
calculated as discussed previously. If it is assumed that the
reactor is operated adiabatically, and the mean molar heat
capacity of the reactants and products is constant, then for
a given starting temperature for the reaction Tin , the tem-
perature of the reaction mixture will be proportional to the
reactor conversion X for adiabatic operation, Figure 6.5a.

XE

T

1.0

XE

1.0

TE Tin TTin

Isothermal
Equilibrium

Adiabatic
Equilibrium Interstage

Heating

(a) Adiabatic equilibrium. (b) Multi-stage adiabatic reaction with intermediate
      heating.

Figure 6.4 Equilibrium behavior with change in temperature for endothermic reactions.

T

Equilibrium
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0 Tin TTinTE

Interstage
Heating

(a) Adiabatic equilibrium (b) Multi-stage adiabatic reaction with intermediate
      cooling

XE

1.0

XE

1.0
Isothermal
Equilibrium

Adiabatic
Equilibrium

Figure 6.5 Equilibrium behavior with change in temperature for exothermic reactions.
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As the conversion increases, the temperature rises because
of the reaction exotherm. If the reaction could proceed as far
as equilibrium, then it would reach the equilibrium temper-
ature TE , Figure 6.5a. Figure 6.5b shows how equilibrium
conversion can be increased by dividing the reaction into
stages and cooling the reactants between stages. Rather than
adiabatic operation, the equilibrium conversion could also
have been increased by operating the reactor nonadiabati-
cally and removing heat as the reaction proceeds so as to
maximize conversion within the constraints of feasible heat
transfer, materials of construction, catalyst life, safety, and
so on.

Thus, if an exothermic reaction is reversible, then
Le Châtelier’s principle dictates that operation at a low
temperature increases maximum conversion. However,
operation at a low temperature decreases the rate of
reaction, thereby increasing the reactor volume. Then
ideally, when far from equilibrium, it is advantageous to
use a high temperature to increase the rate of reaction.
As equilibrium is approached, the temperature should
be lowered to increase the maximum conversion. For
reversible exothermic reactions, the ideal temperature is
continuously decreasing as conversion increases.

2. Multiple reactions. The arguments presented for mini-
mizing reactor volume for single reactions can be used for
the primary reaction when dealing with multiple reactions.
However, the goal at this stage of the design, when deal-
ing with multiple reactions, is to maximize selectivity or
reactor yield rather than to minimize volume, for a given
conversion.

Consider Equations 5.64 and 5.65 for parallel reactions:

FEED −−−→ PRODUCT r1 = k1C
a1
FEED

FEED −−−→ BYPRODUCT r2 = k2C
a2
FEED

(5.64)

r2

r1
= k2

k1
C

a2−a1
FEED (5.65)

and Equation 5.68 for series reactions:

FEED −−−→ PRODUCT r1 = k1C
a1
FEED

PRODUCT −−−→ BYPRODUCT r2 = k2C
a2
PRODUCT

(5.68)
The rates of reaction for the primary and secondary
reactions both change with temperature, since the reaction
rate constants k1 and k2 both increase with increasing
temperature. The rate of change with temperature might
be significantly different for the primary and secondary
reactions.

• If k1 increases faster than k2, operate at high temperature
(but beware of safety, catalyst life and materials-of-
construction constraints).

• If k2 increases faster than k1, operate at low temperature
(but beware of capital cost, since low temperature,

although increasing selectivity, also increases reactor
size). Here there is an economic trade-off between
decreasing by product formation and increasing capital
cost.

Example 6.3 Example 5.4 developed a kinetic model for the
manufacture of benzyl acetate from benzyl chloride and sodium
acetate in a solution of xylene in the presence of triethylamine as
catalyst, according to:

C6H5CH2Cl + CH3COONa −−−→ CH3COOC6H5CH2 + NaCl

or
A + B −−−→ C + D

Example 5.4 developed a kinetic model for an equimolar feed at
a temperature of 102◦C, such that:

−rA = kACA with kA = 0.01306 h−1

Further experimental data are available at 117◦C. The measured
mole per cent benzyl chloride versus time in hours at 117◦C are
given in Table 6.7.

Again, assume the volume of the reactor to be constant.
Determine the activation energy for the reaction.

Solution The same three kinetic models as Example 5.4 can be
subjected to a least squares fit given by:

minimize R2 =
11∑
j

[(NA,j )calc − (NA,j )exp]2

Table 6.7 Experimental data for the production
of benzyl acetate at 117◦C.

Reaction time (h) Benzyl chloride
(mole %)

0.00 100.0
3.00 94.5
6.27 88.1
7.23 87.0
9.02 83.1

10.02 81.0
12.23 78.8
13.23 76.9
16.60 69.0
18.00 69.4
23.20 63.0
27.20 57.8

Table 6.8 Results of a least squares fit for the three kinetic
models at 117◦C.

Order of reaction Rate constant R2

Zero order kAV = 1.676 37.64
First order kA = 0.02034 7.86
Second order kA/V = 0.0002432 24.94
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where R = residual
(NA,j )calc = calculated moles of A for Measurement j

(NA,j )exp = experimentally measured moles of A for
Measurement j

As in Example 5.4, one way this can be carried out is by
setting up a function for R2 in the spreadsheet, and then using the
spreadsheet solver to minimize R2 by manipulating the value of
kA (see Section 3.9). The results are given in Table 6.8.

Again it is clear from Table 6.8 that the best fit is given by a
first-order reaction model:

−rA = kACA with kA = 0.02034 h−1

Next, substitute the results at 102◦C (375 K) and 117◦C (390 K)
in Equation 6.56:

ln
r2

r1
= ln

k2

k1
= E

R

(
1

T1
− 1

T2

)

ln
0.02034

0.01306
= E

8.3145

(
1

375
− 1

390

)

E = 35,900 kJ·kmol−1

6.3 REACTOR PRESSURE

Now consider the effect of pressure. For reversible reac-
tions, pressure can have a significant effect on the equilib-
rium conversion. Even though the equilibrium constant is
only a function of temperature and not a function of pres-
sure, equilibrium conversion can still be influenced through
changing the activities (fugacities) of the reactants and
products.

Consider again the ammonia synthesis example from
Examples 6.1 and 6.2

Example 6.4 Following Example 6.2, the reactor temperature
will be set to 700 K. Examine the effect of increasing the reactor
pressure by calculating the equilibrium conversion of hydrogen
at 1 bar, 10 bar, 100 bar and 300 bar. Assume initially ideal gas
behavior.

Solution From Equation 6.26 and 6.27:

Ka = pNH3
2

pH2
3pN2

= yNH3
2

yH2
3yN2

P −2

Note again that Ka is dimensionless and depends on the
specification of the number of moles in the stoichiometric
equation. From Example 6.2 at 700 K:

Ka = 8.8421 × 10−5

Thus:

8.8421 × 10−5 = yNH3
2

yH2
3yN2

P −2

8.8421 × 10−5 = 16X2(2 − X)2

27(1 − X)4
P −2

This can be solved by trial and error as before.

At 1 bar X = 0.0061 (from Example 6.2)
10 bar X = 0.056
100 bar X = 0.33
300 bar X = 0.54

It is clear that a very significant improvement in the equilibrium
conversion for this reaction can be achieved through an increase
in pressure.

It should again be noted that ideal gas behavior has been
assumed. Carrying out the calculations for real gas behavior using
an equation of state and including Kφ could change the results
significantly, especially at the higher pressures, as will now be
investigated.

Example 6.5 Repeat the calculations from Example 6.4 taking
into account vapor-phase nonideality. Fugacity coefficients can be
calculated from the Peng–Robinson Equation of State (see Poling,
Prausnitz and O’Connell6 and Chapter 4).

Solution The ideal gas equilibrium constants can be corrected
for real gas behavior by multiplying the ideal gas equilibrium
constant by Kφ , as defined by Equation 6.23, which for this
problem is:

Kφ = φNH3
2

φH2
3φN2

The fugacity coefficients φi can be calculated from the
Peng–Robinson Equation of State. The values of φi are functions
of temperature, pressure and composition, and the calculations are
complex (see Pohling, Prausnitz and O’Connell6 and Chapter 4).
Interaction parameters between components are here assumed to
be zero. The results showing the effect of nonideality are given
in Table 6.9:
It can be seen in Table 6.9 that as pressure increases, nonideal
behavior changes the equilibrium conversion. Note that like Ka ,
Kφ also depends on the specification of the number of moles in
the stoichiometric equation. For example, if the stoichiometry is
written as:

3

2
H2 + 1

2
N2 −−−→←−−− NH3

then

K ′
φ = φNH3

φN2
1/2φH2

3/2

K ′
φ = √

Kφ

Table 6.9 Equilibrium conversion versus pressure for real gas
behavior.

Pressure (bar) XIDEAL Kφ XREAL

1 0.0061 0.9990 0.0061
10 0.056 0.9897 0.056

100 0.33 0.8772 0.34
300 0.54 0.6182 0.58
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The selection of reactor pressure for vapor-phase reversible
reactions depends on whether there is a decrease or an
increase in the number of moles. The value of �N in
Equation 6.25 dictates whether the equilibrium conversion
will increase or decrease with increasing pressure. If �N

is negative, the equilibrium conversion will increase with
increasing pressure. If �N is positive, it will decrease. The
choice of pressure must also take account of whether the
system involves multiple reactions.

Increasing the pressure of vapor-phase reactions increases
the rate of reaction and hence decreases reactor volume both
by decreasing the residence time required for a given reac-
tor conversion and increasing the vapor density. In general,
pressure has little effect on the rate of liquid-phase reac-
tions.

1. Single reactions.
(a) Decrease in the number of moles. A decrease in the
number of moles for vapor-phase reactions decreases the
volume as reactants are converted to products. For a
fixed reactor volume, this means a decrease in pressure
as reactants are converted to products. The effect of
an increase in pressure of the system is to cause a
shift of the composition of the gaseous mixture toward
one occupying a smaller volume. Increasing the reactor
pressure increases the equilibrium conversion. Increasing
the pressure increases the rate of reaction and also reduces
reactor volume. Thus, if the reaction involves a decrease in
the number of moles, the pressure should be set as high as
practicable, bearing in mind that the high pressure might
be costly to obtain through compressor power, mechanical
construction might be expensive and high pressure brings
safety problems.

(b) Increase in the number of moles. An increase in the
number of moles for vapor-phase reactions increases
the volume as reactants are converted to products. Le
Châtelier’s principle dictates that a decrease in reactor pres-
sure increases equilibrium conversion. However, operation
at a low pressure decreases the rate of reaction in vapor-
phase reactions and increases the reactor volume. Thus,
initially, when far from equilibrium, it is advantageous
to use high pressure to increase the rate of reaction. As
equilibrium is approached, the pressure should be low-
ered to increase the conversion. The ideal pressure would
continuously decrease as conversion increases to the desired
value. The low pressure required can be obtained by operat-
ing the system at reduced absolute pressure or by introduc-
ing a diluent to decrease the partial pressure. The diluent is
an inert material (e.g. steam) and is simply used to lower
the partial pressure in the vapor phase. For example, ethyl
benzene can be dehydrogenated to styrene according to the
reaction7:

C6H5CH2CH3

ethylbenzene
−−−→←−−− C6H5CH = CH2 + H2

styrene

This is an endothermic reaction accompanied by an increase
in the number of moles. High conversion is favored by high
temperature and low pressure. The reduction in pressure is
achieved in practice by the use of superheated steam as
a diluent and by operating the reactor below atmospheric
pressure. The steam in this case fulfills a dual purpose by
also providing heat for the reaction.

2. Multiple reactions producing by products. The argu-
ments presented for the effect of pressure on single vapor-
phase reactions can be used for the primary reaction when
dealing with multiple reactions. Again, selectivity and reac-
tor yield are likely to be more important than reactor volume
for a given conversion.

If there is a significant difference between the effect
of pressure on the primary and secondary reactions, the
pressure should be chosen to reduce as much as possible
the rate of the secondary reactions relative to the primary
reaction. Improving the selectivity or reactor yield in this
way may require changing the system pressure or perhaps
introducing a diluent.

For liquid-phase reactions, the effect of pressure on the
selectivity and reactor volume is less pronounced, and the
pressure is likely to be chosen to:

• prevent vaporization of the products;
• allow vaporization of liquid in the reactor so that it can

be condensed and refluxed back to the reactor as a means
of removing the heat of reaction;

• allow vaporization of one of the components in a
reversible reaction in order that removal increases
maximum conversion (to be discussed in Section 6.5);

• allow vaporization to feed the vapor directly into a dis-
tillation operation to combine reactions with separation
(to be discussed in Chapter 13).

6.4 REACTOR PHASE

Having considered reactor temperature and pressure, the
reactor phase can now be considered. The reactor phase can
be gas, liquid or multiphase. Given a free choice between
gas and liquid-phase reactions, operation in the liquid phase
is usually preferred. Consider the single reaction system:

FEED −−−→ PRODUCT r = kCa
FEED

Clearly, in the liquid phase much higher concentrations of
CFEED (kmol·m−3) can be maintained than in the gas phase.
This makes liquid-phase reactions in general more rapid
and hence leads to smaller reactor volumes for liquid-phase
reactors.

However, a note of caution should be added. In many
multiphase reaction systems, as will be discussed in the
next chapter, rates of mass transfer between different phases
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can be just as important as, or even more important than,
reaction kinetics in determining the reactor volume. Mass
transfer rates are generally higher in gas-phase than liquid-
phase systems. In such situations, it is not so easy to judge
whether gas or liquid phase is preferred.

Very often the choice is not available. For example, if
reactor temperature is above the critical temperature of the
chemical species, then the reactor must be in the gas phase.
Even if the temperature can be lowered below critical, an
extremely high pressure may be required to operate in the
liquid phase.

The choice of reactor temperature, pressure and hence
phase must, in the first instance, take account of the desired
equilibrium and selectivity effects. If there is still freedom
to choose between gas and liquid phase, operation in the
liquid phase is preferred.

6.5 REACTOR CONCENTRATION

When more than one reactant is used, it is often desirable to
use an excess of one of the reactants. It is also sometimes
desirable to feed an inert material to the reactor or to
separate the product partway through the reaction before
carrying out further reaction. Sometimes it is desirable to
recycle unwanted by products to the reactor. These cases
will now be examined.

1. Single irreversible reactions. An excess of one feed
component can force another component toward complete
conversion. As an example, consider the reaction between
ethylene and chlorine to dichloroethane:

C2H4

ethylene
+ Cl2

chlorine
−−−→ C2H4Cl2

dichloroethane

An excess of ethylene is used to ensure essentially
complete conversion of the chlorine, which is thereby
eliminated as a problem for the downstream separation
system. In a single irreversible reaction (where selectivity
is not a problem), the usual choice of excess reactant is to
eliminate the component that is more difficult to separate
in the downstream separation system. Alternatively, if one
of the components is more hazardous (as is chlorine in this
example), complete conversion has advantages for safety.

2. Single reversible reactions. The maximum conversion
in reversible reactions is limited by the equilibrium
conversion, and conditions in the reactor are usually chosen
to increase the equilibrium conversion:

(a) Feed ratio. If to a system in equilibrium, an excess of
one of the feeds is added, then the effect is to shift the
equilibrium to decrease the feed concentration. In other
words, an excess of one feed can be used to increase the
equilibrium conversion. Consider the following examples.

Example 6.6 Ethyl acetate can be produced by the esterification
of acetic acid with ethanol in the presence of a catalyst such as
sulfuric acid or an ion-exchange resin according to the reaction:

CH3COOH
acetic acid

+ C2H5OH
ethanol

−−−→←−−− CH3COOC2H5

ethyl acetate
+ H2O

Laboratory studies have been carried out to provide design data on
the conversion. A stoichiometric mixture of 60 g acetic acid and
45 g ethanol was reacted and held at constant temperature until
equilibrium was achieved. The reaction products were analyzed
and found to contain 63.62 g ethyl acetate.

a. Calculate the equilibrium conversion of acetic acid.
b. Estimate the effect of using a 50% and 100% excess of ethanol.

Assume the liquid mixture to be ideal and the molar masses
of acetic acid and ethyl acetate to be 60 kg·kmol−1 and
88 kg·kmol−1 respectively.

Solution
a. Moles of acetic acid in reaction mixture = 60/60 = 1.0

Moles of ethyl acetate formed = 63.62/88 = 0.723
Equilibrium conversion of acetic acid = 0.723

b. Let r be the molar ratio of ethanol to acetic acid. Table 6.10
presents the moles initially and at equilibrium and the mole
fractions.
Assuming an ideal solution (i.e. Kγ = 1 in Equation 6.29):

Ka = X2

(1 − X)(r − X)

For the stoichiometric mixture, r = 1 and X = 0.723 from the
laboratory measurements:

Ka = 0.7232

(1 − 0.723)2

= 6.813

Table 6.10 Mole fractions at equilibrium for the production of
ethyl acetate.

CH3COOH C2H5OH CH3COOC2H5 H2O

Moles in initial
mixture

1 r 0 0

Moles at
equilibrium

1 − X r − X X X

Mole fraction at
equilibrium

1 − X

1 + r

r − X

1 + r

X

1 + r

X

1 + r

Table 6.11 Variation of equilib-
rium conversion with feed ration
for the production of ethyl acetate.

r X

1.0 0.723
1.5 0.842
2.0 0.894
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For excess ethanol:

6.813 = X2

(1 − X)(r − X)

Substitute r = 1.5 and 2.0 and solve for X by trial and error.
The results are presented in Table 6.11.
Increasing the excess of ethanol increases the conversion of

acetic acid to ethyl acetate. To carry out the calculation more
accurately would require activity coefficients to be calculated for
the mixture (see Poling, Prausnitz and O’Connell6 and Chapter 4).
The activity coefficients depend on correlating coefficients
between each binary pair in the mixture, the concentrations and
temperature.

Example 6.7 Hydrogen can be manufactured from the reaction
between methane and steam over a catalyst. Two principal
reactions occur:

CH4

methane
+ H2O

water
−−−→←−−− 3H2

hydrogen
+ CO

carbon
monoxide

CO
carbon

monoxide

+ H2O
water

−−−→←−−− H2

hydrogen
+ CO2

carbon
dioxide

Assuming the reaction takes place at 1100 K and 20 bar, calculate
the equilibrium conversion for a molar ratio of steam to methane
in the feed of 3, 4, 5 and 6. Assume ideal gas behavior (Kφ =
1, R = 8.3145 kJ·K−1·kmol−1). Thermodynamic data are given in
Table 6.12.

Table 6.12 Thermodynamic data for hydrogen
manufacture6.

G
O

1100K (kJ·kmol−1)

CH4 30,358
H2O −187,052
H2 0.0
CO −209,084
CO2 −359,984

Solution For the first reaction:

�GO
1 = 3�G

O

H2
+ �G

O

CO − �G
O

CH4
− �G

O

H2O

= 3 × 0 + (−209,084) − 30,358 − (−187,052)

= −52,390 kJ

−RT ln Ka1 = −52,390 kJ

Ka1 = 307.42

For the second reaction:

�GO
2 = �G

O

H2
+ �G

O

CO2
− �G

O

CO − �G
O

H2O

= 0 + (−359,984) − (−209,084) − (−187,052)

= 36,152 kJ

−RT ln Ka2 = 36,152

Ka2 = 1.9201 × 10−2

Let r be the molar ratio of water to methane in the feed, X1 be
the conversion of the first reaction and X2 be the conversion of
the second reaction.

CH4

1 − X1

+ H2O
r − X1 − X2

−−−→←−−− 3H2

3X1

+ CO
X1 − X2

CO
X1 − X2

+ H2O
r − X1 − X2

−−−→←−−− H2

X2

+ CO2

X2

Total moles at equilibrium

= (1 − X1) + (r − X1 − X2) + 3X1 + (X1 − X2) + X2 + X2

= r + 1 + 2X1

Mole fractions are presented in Table 6.13.

Ka1 = y3
H2

yCO

yCH4 yH2O
P 2

=

(
3X1 + X2

r + 1 + 2X1

)3 (
X1 − X2

r + 1 + 2X1

)
(

1 − X1

r + 1 + 2X1

)(
r − X1 − X2

r + 1 + 2X1

) P 2

= (3X1 + X2)
3(X1 − X2)

(1 − X1)(r − X1 − X2)(r + 1 + 2X1)2
P 2 (6.57)

Ka2 = yH2 yCO2

yCO yH2O
P 0

=

(
3X1 + X2

r + 1 + 2X1

)(
X2

r + 1 + 2X1

)
(

X1 − X2

r + 1 + 2X1

)(
r − X1 − X2

r + 1 + 2X1

)P 0

= (3X1 + X2)X2

(X1 − X2)(r − X1 − X2)
P 0 (6.58)

Knowing P,Ka1 and Ka2 and setting a value for r , these two
equations can be solved simultaneously for X1 and X2. However,
X1 or X2 cannot be eliminated by substitution in this case, and
the equations must be solved numerically. This can be done by
assuming a value for X1 and substituting this in both equations,

Table 6.13 Mole fractions at equilibrium for the manufacture of hydrogen.

CH4 H2O H2 CO CO2

Moles at equilibrium 1 − X1 r − X1 − X2 3X1 + X2 X1 − X2 X2

Mole fraction at equilibrium
1 − X1

r + 1 + 2X1

r − X1 − X2

r + 1 + 2X1

3X1 + X2

r + 1 + 2X1

X1 − X2

r + 1 + 2X1

X2

r + 1 + 2X1
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thus yielding values of X2 from both equations. X1 is then
varied until the values of X2 predicted by both equations are
equal. Alternatively, X1 and X2 can be varied simultaneously
in a nonlinear optimization algorithm to minimize the errors in
the two equations. If spreadsheet software is used, this can be
done by taking Ka1 to the right-hand side of Equation 6.57 and
giving the right-hand side a value of say Objective 1, which must
ultimately be zero. Also, Ka2 can be taken to the right-hand side
of Equation 6.58 and the right-hand side given a value of say
Objective 2, which must also ultimately be zero. Values of X1 and
X2 must then be determined such that Objective 1 and Objective
2 are both zero. The spreadsheet solver can then be used to vary
X1 and X2 simultaneously to search for (see Section 3.9):

(Objective 1 )2 + (Objective 2 )2 = 0 (within a tolerance)

The results are shown in Table 6.14.
From Table 6.14, the mole fraction of CH4 and H2 decrease

as the molar ratio of H2O/CH4 increases. The picture becomes
clearer when the results are presented on a dry basis as shown in
Table 6.15.

From Table 6.14, the mole fraction of CH4 and H2 decrease
as the molar ratio of H2O/CH4 increases. The picture becomes
clearer when the results are presented on a dry basis as shown in
Table 6.15.

From Table 6.15, on a dry basis as the molar ratio H2O/CH4

increases, the mole fraction of CH4 decreases and that of H2

increases.
The next two stages in the process carry out shift conversion

at lower temperatures in which the second reaction above is used
to convert CO to H2 to higher conversion.

(b) Inert concentration. Sometimes, an inert material is
present in the reactor. This might be a solvent in a liquid-
phase reaction or an inert gas in a gas-phase reaction.
Consider the reaction

A −−−→←−−− B + C

Table 6.14 Equilibrium conversions and product mole fractions
for the manufacture of hydrogen.

H2O/CH4 X1 X2 yCH4 yH2O yH2 yCO yCO2

3 0.80 0.015 0.0357 0.3902 0.4313 0.1402 0.0027
4 0.86 0.019 0.0208 0.4644 0.3868 0.1251 0.0028
5 0.91 0.025 0.0115 0.5198 0.3523 0.1132 0.0032
6 0.93 0.031 0.0079 0.5687 0.3184 0.1015 0.0035

Table 6.15 Product mole fractions
for the manufacture of hydrogen on
a dry basis.

H2O/CH4 yCH4 yH2

3 0.0586 0.7072
4 0.0389 0.7221
5 0.0240 0.7337
6 0.0183 0.7383

The effect of the increase in moles can be artificially
decreased by adding an inert material. Le Châtelier’s
Principle dictates that this will increase the equilibrium
conversion. For example, if the above reaction is in the
ideal gas phase:

Ka = pBpC

pA

= yByC

yA

P = NBNC

NANT

P (6.59)

where:

Ni = number of moles of Component i

NT = total number of moles

Thus:
NBNC

NA

= KaNT

P
(6.60)

Increasing NT as a result of adding inert material will
increase the ratio of products to reactants. Adding an inert
material causes the number of moles per unit volume to be
decreased, and the equilibrium will be displaced to oppose
this by shifting to a higher conversion. If inert material
is to be added, then ease of separation is an important
consideration. For example, steam is added as an inert to
hydrocarbon cracking reactions and is an attractive material
in this respect because it is easily separated from the
hydrocarbon components by condensation.

Consider the reaction:

E + F −−−→←−−− G

For example, if the above reaction is in the ideal gas phase:

Ka = pG

pEpF

= yG

yEyF

1

P
= NGNT

NENF

1

P
(6.61)

Thus:
NG

NENF

= KaP

NT

(6.62)

Decreasing NT as a result of removing inert material will
increase the ratio of products to reactants. Removing inert
material causes the number of moles per unit volume to be
increased, and the equilibrium will be displaced to oppose
this by shifting to a higher conversion.

If the reaction does not involve any change in the
number of moles, inert material has no effect on equilibrium
conversion.

(c) Product removal during reaction. Sometimes the equi-
librium conversion can be increased by removing the prod-
uct (or one of the products) continuously from the reactor
as the reaction progresses, for example, by allowing it to
vaporize from a liquid-phase reactor. Another way is to
carry out the reaction in stages with intermediate separation
of the products. As an example of intermediate separation,
consider the production of sulfuric acid as illustrated in
Figure 6.6. Sulfur dioxide is oxidized to sulfur trioxide:

2SO2

sulphur dioxide
+ O2 −−−→←−−− 2SO3

sulphur trioxide
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This reaction can be forced to effective complete conver-
sion by first carrying out the reaction to approach equilib-
rium. The sulfur trioxide is then separated (by absorption).
Removal of sulfur trioxide shifts the equilibrium, and fur-
ther reaction of the remaining sulfur dioxide and oxygen
allows effective complete conversion of the sulfur dioxide,
Figure 6.6.

Intermediate separation followed by further reaction is
clearly most appropriate when the intermediate separation
is straightforward, as in the case of sulfuric acid production.

3. Multiple reactions in parallel producing by products.
After the reactor type is chosen for parallel reaction systems
in order to maximize selectivity or reactor yield, conditions
can be altered further to improve selectivity. Consider the
parallel reaction system from Equation 5.66. To maximize
selectivity for this system, the ratio given by Equation 5.67
is minimized:

r2

r1
= k2

k1
C

a2−a1
FEED1C

b2−b1
FEED2 (5.67)

Even after the type of reactor is chosen, excess of FEED 1
or FEED 2 can be used.

• If (a2 − a1) > (b2 − b1) use excess FEED 2.
• If (a2 − a1) < (b2 − b1) use excess FEED 1.

If the secondary reaction is reversible and involves a
decrease in the number of moles, such as:

FEED1 + FEED2 −−−→ PRODUCT

FEED1 + FEED2 −−−→←−−− BYPRODUCT
(6.63)

then, if inerts are present, increasing the concentration of
inert material will decrease by product formation. If the
secondary reaction is reversible and involves an increase in
the number of moles, such as:

FEED1 + FEED2 −−−→ PRODUCT

FEED1 −−−→←−−− BYPRODUCT 1

+ BYPRODUCT 2 (6.64)

then, if inert material is present, decreasing the concentra-
tion of inert material will decrease by product formation.
If the secondary reaction has no change in the number
of moles, then concentration of inert material does not
affect it.

For all reversible secondary reactions, deliberately feed-
ing BY PRODUCT to the reactor inhibits its formation at
source by shifting the equilibrium of the secondary reaction.
This is achieved in practice by separating and recycling
BY PRODUCT rather than separating and disposing of it
directly.

An example of such recycling in a parallel reaction
system is in the “Oxo” process for the production of C4
alcohols. Propylene and synthesis gas (a mixture of carbon
monoxide and hydrogen) are first reacted to n- and iso-
butyraldehydes using a cobalt-based catalyst. Two parallel
reactions occur7:

C3H6

propylene
+ CO

carbon
monoxide

+ H2

hydrogen
−−−→←−−− CH3CH2CH2CHO

n − butyraldehyde

C3H6

propylene
+ CO

carbon
monoxide

+ H2

hydrogen
−−−→←−−− CH3CH(CH3)CHO

iso − butyraldehyde

The n-isomer is more valuable. Recycling the iso-isomer
can be used as a means of suppressing its formation7.

4. Multiple reactions in series producing by products. For
the series reaction system in Equation 5.68, the series
reaction is inhibited by low concentrations of PRODUCT.
It has been noted already that this can be achieved by
operating with a low conversion.

If the reaction involves more than one feed, it is not
necessary to operate with the same low conversion on all
the feeds. Using an excess of one of the feeds enables
operation with a relatively high conversion of other feed
material and still inhibits series reactions. Consider again
the series reaction system from Example 5.3:

C6H5CH3

toluene
+ H2

hydrogen
−−−→ C6H6

benzene
+ CH4

methane

SO2

H2O H2O

O2
(+N2)

React Absorb

H2SO4

React Absorb

H2SO4

Figure 6.6 The equilibrium conversion for sulfuric acid production can be increased by intermediate separation of the product followed
by further reaction.



Reactor Concentration 113

2C6H6

benzene
−−−→←−−− C12H10

dyphenyl
+ H2

hydrogen

It is usual to operate this reactor with a large excess of
hydrogen7. The molar ratio of hydrogen to toluene entering
the reactor is of the order 5 : 1. The excess of hydrogen
encourages the primary reaction directly and discourages
the secondary reaction by reducing the concentration of the
benzene product. Also, in this case, because hydrogen is a
by product of the secondary reversible reaction, an excess
of hydrogen favors the reverse reaction to benzene. In fact,
unless a large excess of hydrogen is used, series reactions
that decompose the benzene all the way to carbon become
significant, known as coke formation.

Another way to keep the concentration of PRODUCT
low is to remove the product as the reaction progresses, for
example, by intermediate separation followed by further
reaction. For example, in a reaction system such as
Equation 5.68, intermediate separation of the PRODUCT
followed by further reaction maintains a low concentration
of PRODUCT as the reaction progresses. Such intermediate
separation is most appropriate when separation of the
product from the reactants is straightforward.

If the series reaction is also reversible, such as

FEED −−−→ PRODUCT

PRODUCT −−−→←−−− BY PRODUCT
(6.65)

then, again, removal of the PRODUCT as the reaction
progresses, for example, by intermediate separation of the
PRODUCT, maintains a low concentration of PRODUCT
and at the same time shifts the equilibrium for the secondary
reaction toward PRODUCT rather than BY PRODUCT
formation.

If the secondary reaction is reversible and inert material
is present, then to improve the selectivity:

• increase the concentration of inert material if the BY
PRODUCT reaction involves a decrease in the number
of moles;

• decrease the concentration of inert material if the BY
PRODUCT reaction involves an increase in the number
of moles.

An alternative way to improve selectivity for the reaction
system in Equation 6.65 is again to deliberately feed BY
PRODUCT to the reactor to shift the equilibrium of the
secondary reaction away from BY PRODUCT formation.

An example of where recycling can be effective in
improving selectivity or reactor yield is in the production
of benzene from toluene. The series reaction is reversible.
Hence, recycling diphenyl to the reactor can be used to
suppress its formation at the source.

5. Mixed parallel and series reactions producing by
products. As with parallel and series reactions, use of an

excess of one of the feeds can be effective in improving
selectivity with mixed reactions. As an example, consider
the chlorination of methane to produce chloromethane7. The
primary reaction is:

CH4

methane
+ Cl2

chlorine
−−−→ CH3Cl

chloro
−methane

+ HCl
hydrogen
chloride

Secondary reactions can occur to higher chlorinated com-
pounds:

CH3Cl
chloromethane

+ Cl2 −−−→ CH2Cl2
dichloro

−methane

+ HCl

CH2Cl2
dichloromethane

+ Cl2 −−−→ CHCl3
chloroform

+ HCl

CHCl3
chloroform

+ Cl2 −−−→ CCl4
carbon

tetrachloride

+ HCl

The secondary reactions are series with respect to the
chloromethane but parallel with respect to chlorine. A very
large excess of methane (molar ratio of methane to chlorine
is of the order 10 : 1) is used to suppress selectivity losses7.
The excess of methane has two effects. First, because it
is only involved in the primary reaction, it encourages
the primary reaction. Second, by diluting the product
chloromethane, it discourages the secondary reactions,
which prefer a high concentration of chloromethane.

Removal of the product as the reaction progresses is also
effective in suppressing the series element of the by product
reactions, providing the separation is straightforward.

If the by product reaction is reversible and inert material
is present, then changing the concentration of inert material
if there is a change in the number of moles should be
considered, as discussed above. Whether or not there is
a change in the number of moles, recycling by products
can in some cases suppress their formation if the by
product–forming reaction is reversible. An example is
in the production of ethyl benzene from benzene and
ethylene7:

C6H6

benzene
+ C2H4

ethylene
−−−→←−−− C6H5CH2CH3

ethylbenzene

Polyethylbenzenes (diethylbenzene, triethylbenzene, etc.)
are also formed as unwanted by products through reversible
reactions in series with respect to ethyl benzene but parallel
with respect to ethylene. For example:

C6H5CH2CH3

ethylbenzene
+ C2H4

ethylene
−−−→←−−− C6H4(C2H5)2

diethylbenzene

These polyethylbenzenes are recycled to the reactor to
inhibit formation of fresh polyethylbenzenes7. However, it
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should be noted that recycling of by products is by no means
always beneficial as by products can break down to cause
deterioration in catalyst performance.

6.6 BIOCHEMICAL REACTIONS

Biochemical reactions must cater for living systems and
as a result are carried out in an aqueous medium within a
narrow range of conditions. Each species of microorganism
grows best under certain conditions. Temperature, pH,
oxygen levels, concentrations of reactants and products and
possibly nutrient levels must be carefully controlled for
optimum operation.

1. Temperature. Microorganisms can be classified accord-
ing to the optimum temperature ranges for their growth8:

• Psychrophiles have an optimum growth temperature of
around 15◦C and a maximum growth temperature below
20◦C.

• Mesophiles grow best between 20 and 45◦C.
• Thermophiles have optimum growth temperatures bet-

ween 45 and 80◦C.
• Extremphiles grow under extreme conditions, some

species above 100◦C, other species as low as 0◦C.

Yeasts, moulds and algae typically have a maximum
temperature around 60◦C.

2. pH. The pH requirements of microorganisms depend on
the species. Most microorganisms prefer pH values not far
from neutrality. However, some microorganisms can grow
in extremes of pH.

3. Oxygen levels. Reactions can be carried out under
aerobic conditions in which free oxygen is required or
under anaerobic conditions in the absence of free oxygen.
Bacteria can operate under aerobic or anaerobic conditions.
Yeasts, moulds and algae prefer aerobic conditions but can
grow with reduced oxygen levels.

4. Concentration. The rate of reaction depends on the
concentrations of feed, trace elements, vitamins and toxic
substances. The rate also depends on the build-up of wastes
from the microorganisms that interfere with microorganism
multiplication. There comes a point where their waste
inhibits growth.

6.7 CATALYSTS

Most processes are catalyzed where catalysts for the
reaction are known. The choice of catalyst is crucially

important. Catalysts increase the rate of reaction but are
ideally unchanged in quantity and chemical composition
at the end of the reaction. If the catalyst is used to
accelerate a reversible reaction, it does not by itself alter
the position of the equilibrium. However, it should be
noted if a porous solid catalyst is used, then different
rates of diffusion of different species within a catalyst can
change the concentration of the reactants at the point where
the reaction takes place, thus influencing the equilibrium
indirectly.

When systems of multiple reactions are involved, the
catalyst may have different effects on the rates of the
different reactions. This allows catalysts to be developed
that increase the rate of the desired reactions relative to the
undesired reactions. Hence the choice of catalyst can have
a major influence on selectivity.

The catalytic process can be homogeneous, heteroge-
neous or biochemical.

1. Homogeneous catalysts. With a homogeneous catalyst,
the reaction proceeds entirely in either the vapor or liquid
phase. The catalyst may modify the reaction mechanism
by participation in the reaction but is regenerated in a
subsequent step. The catalyst is then free to promote further
reaction. An example of such a homogeneous catalytic
reaction is the production of acetic anhydride. In the first
stage of the process, acetic acid is pyrolyzed to ketene in
the gas phase at 700◦C.

CH3COOH
acetic acid

−−−→ CH2 = C = O
ketene

+ H2O
water

The reaction uses triethyl phosphate as a homogeneous
catalyst7.

In general, heterogeneous catalysts are preferred to
homogeneous catalysts because the separation and recycling
of homogeneous catalysts often can be very difficult. Loss
of homogeneous catalyst not only creates a direct expense
through loss of material but also creates an environmental
problem.

2. Heterogeneous catalysts. In heterogeneous catalysis, the
catalyst is in a different phase from the reacting species.
Most often, the heterogeneous catalyst is a solid, acting on
species in the liquid or gas phase. The solid catalyst can be
either of the following.

• Bulk catalytic materials, in which the gross composition
does not change significantly through the material, such
as platinum wire mesh.

• Supported catalysts, in which the active catalytic material
is dispersed over the surface of a porous solid.
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Catalytic gas-phase reactions play an important role in
many bulk chemical processes, such as in the production
of methanol, ammonia, sulfuric acid and most petroleum
refinery processes. In most processes, the effective area of
the catalyst is critically important. Industrial catalysts are
usually supported on porous materials, since this results in
a much larger active area per unit of reactor volume.

As well as depending on catalyst porosity, the reaction
rate is some function of the reactant concentrations,
temperature and pressure. However, this function may not
be as simple as in the case of uncatalyzed reactions.
Before a reaction can take place, the reactants must diffuse
through the pores to the solid surface. The overall rate of a
heterogeneous gas–solid reaction on a supported catalyst is
made up of a series of physical steps as well as the chemical
reaction. The steps are as follows.

(a) Mass transfer of reactant from the bulk gas phase to
the external solid surface.

(b) Diffusion from the solid surface to the internal active
sites.

(c) Adsorption on solid surface.
(d) Activation of the adsorbed reactants.
(e) Chemical reaction.
(f) Desorption of products.
(g) Internal diffusion of products to the external solid

surface.
(h) Mass transfer to the bulk gas phase.

All of these steps are rate processes and are temperature
dependent. It is important to realize that very large
temperature gradients may exist between active sites and
the bulk gas phase. Usually, one step is slower than the
others, and it is this rate-controlling step. The effectiveness
factor is the ratio of the observed rate to that which would
be obtained if the whole of the internal surface of the pellet
were available to the reagents at the same concentrations
as they have at the external surface. Generally, the higher
the effectiveness factor, the higher the rate of reaction.

The effectiveness factor depends on the size and shape
of the catalyst pellet and the distribution of active material
within the pellet.

(a) Size of pellet. If active material is distributed uniformly
throughout the pellet, then the smaller the pellet, the
higher the effectiveness. However, smaller pellets can
produce an unacceptably high-pressure drop through
packed bed reactors. For gas-phase reactions in packed
beds, the pressure drop is usually less than 10% of the
inlet pressure9.

(b) Shape of pellet. Active material can be distributed
on pellets with different shapes. The most commonly
used shapes are spheres, cylinders and slabs. If the

same amount of active material is distributed uniformly
throughout the pellet, then for the same volume of
pellet, the effectiveness factor is in the order:

slab > cylinder > sphere

(c) Distribution of active material. During the catalyst
preparation, it is possible to control the distribution of
the active material within the catalyst pellet9. Nonuni-
form distribution of the active material can increase
the conversion, selectivity or resistance to deactivation
compared to uniformly active catalysts. It is possi-
ble, in principle, to distribute the active material with
almost any profile by the use of suitable impregnation
techniques10. Figure 6.7 illustrates some of the possible
distributions through the pellet. In addition to uniform
distribution (Figure 6.7a), it is possible to distribute as
egg-shell in which the active material is located toward
the outside of the pellet (Figure 6.7b), or egg yolk in
which the active material is located toward the core of
the pellet (Figure 6.7c). A middle distribution locates
the active material between the core and the outside of
the pellet (Figure 6.7d). For a single reaction involv-
ing a fixed amount of active material, it can be shown
that for conditions in which there are no catalyst deac-
tivation mechanisms, the effectiveness of a supported
catalyst is maximized when the active sites are concen-
trated at a precise location with zero width as a Dirac
Delta Function11, as illustrated in Figure 6.7e. The opti-
mal performance of the catalyst is obtained by locating
the Dirac Delta catalyst distribution so as to maximize
the reaction rate by taking advantage of both tempera-
ture and concentration gradients within the pellet. The
Dirac Delta Function could be located at the surface,
in the center or anywhere between. Unfortunately, it is
not possible from a practical point of view to locate the
catalyst as a Dirac Delta Function. However, it can be
approximated as a step function in a layered catalyst,
as shown in Figure 6.7f. Providing the thickness of the
active layer is less than ∼5% of the pellet character-
istic dimension (e.g. radius for a spherical pellet), the
behavior of the Dirac Delta and step distributions is
virtually the same11. The location of the active material
needs to be optimized. However, it should be empha-
sized that if the catalyst is subject to degradation in
its performance because of surface deposits, and so on,
the Dirac Delta (and its step function equivalent) can be
subject to a sharp deterioration in performance and is
not necessarily the best choice under those conditions.

More often than not, solid-catalyzed reactions are multiple
reactions. For reactions in parallel, the key to high
selectivity is to maintain the appropriate high or low
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Figure 6.7 Catalyst distribution within a pellet of supported catalyst.

concentration and temperature levels of reactants at the
catalyst surface, to encourage the desired reaction and
to discourage the byproduct reactions. For reactions in
series, the key is to avoid the mixing of fluids of
different compositions. These arguments for the gross flow
pattern of fluid through any reactor have already been
developed.

However, before extrapolating the arguments from the
gross patterns through the reactor for homogeneous reac-
tions to solid-catalyzed reactions, it must be recognized that
in catalytic reactions the concentration and temperature in
the interior of catalyst pellets may differ from the main
body of the gas. Local nonhomogeneity caused by lowered
reactant concentration or change in temperature within the
catalyst pellets results in a product distribution different
from what would otherwise be observed for a homogeneous
system. Consider two extreme cases:

(a) Surface reaction controls. If surface reaction is rate
controlling, then the concentrations of reactant within
the pellets and in the main gas stream are essentially
the same. In this situation, the considerations for the
gross flow pattern of fluid through the reactor would
apply.

(b). Diffusion controls. If diffusional resistance controls,
then the concentration of reactant at the catalyst
surface would be lower than in the main gas stream.
Referring back to Equation 5.64, for example, lowered
reactant concentration favors the reaction of lower
order. Hence, if the desired reaction is of lower order,
operating under conditions of diffusion control would
increase selectivity. If the desired reaction is of higher
order, the opposite holds.

For multiple reactions, in cases where there is no catalyst
deactivation, as with single reactions, the optimal catalyst
distribution within the pellet is a Dirac Delta Function10.
This time the location within the pellet needs to be
optimized for maximum selectivity or yield. Again, in
practice, a step function approximates the performance of
a Dirac Delta Function as long as it is less than ∼5%
of the pellet characteristic dimension11. However, a word
of caution must again be added. As will be discussed in
the next chapter, the performance of supported catalysts
deteriorates through time for a variety of reasons. The
optimal location of the step function should take account of
this deterioration of performance through time. Indeed, as
discussed previously, if the catalyst is subject to degradation
in its performance because of surface deposits, and so on,
the Dirac Delta (and its step function equivalent) might be
subject to a sharp deterioration in performance and is not
necessarily the best choice when considering the whole of
the catalyst life.

Heterogeneous catalysts can thus have a major influence
on selectivity. Changing the catalyst can change the relative
influence on the primary and by product reactions. This
might result directly from the reaction mechanisms at the
active sites or the relative rates of diffusion in the support
material or a combination of both.

3. Biochemical catalysts. Some reactions can catalyzed be
by enzymes. The attraction in using enzymes rather than
microorganisms is an enormous rate enhancement that can
be obtained in the absence of the microorganisms. This is
restricted to situations when the enzyme can be isolated and
is also stable. In addition, the chemical reaction does not
have to cater for the special requirements of living cells.
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However, just like microorganisms, enzymes are sensitive,
and care must be exercised in the conditions under which
they are used. A disadvantage in using enzymes is that use
of the isolated enzyme is frequently more expensive on a
single-use basis than the use of propagated microorganisms.
Another disadvantage in using enzymes is that the enzymes
must be removed from the product once the reaction
has been completed, which might involve an expensive
separation. Long reaction times may be necessary if a
low concentration of enzyme is used to decrease enzyme
cost.

Some of these difficulties in using enzymes can be
overcome by fixing, or immobilizing, the enzyme in some
way. A number of methods for enzyme immobilization have
been developed. These can be classified as follows.

(a) Adsorption. The enzyme can be adsorbed onto an ion-
exchange resin, insoluble polymer, porous glass or
activated carbon.

(b) Covalent bonding. Reactions of side groups or cross-
linking of enzymes can be used.

(c) Entrapment. Enzymes can be entrapped in a gel that
is permeable to both the feeds and products, but not
to the enzyme. Alternatively, a membrane can be used
within which the enzymes have been immobilized, and
feed material is made to flow through the membrane by
creating a pressure difference across the membrane.

There are many other possibilities.
Whatever the nature of the reaction, the choice of

catalyst and the conditions of reaction can be critical to
the performance of the process, because of the resulting
influence on the selectivity of the reaction and reactor cost.

6.8 CHOICE OF REACTOR
CONDITIONS – SUMMARY

Chemical equilibrium can be predicted from data for the
free energy. There are various sources for data on free
energy.

1. Tabulated data are available for standard free energy of
formation at different temperatures.

2. Tabulated data are available for �HO and �SO at
different temperatures and can be used to calculate �GO

from Equation 6.4 written at standard conditions:

�GO = �HO − T �SO

3. Tabulated data are available for �GO and �HO at
standard temperature. This can be extrapolated to other
temperatures using heat capacity data.

4. Methods are available to allow the thermodynamic
properties of compounds to be estimated from their
chemical structure6.
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     conversion.

→→

Figure 6.8 Various measures can be taken to increase equilib-
rium conversion in reversible reactions. (From Smith R and Petela
EA, 1991, The Chemical Engineer, No. 509/510:12, reproduced
by permission of the Institution of Chemical Engineers).

The equilibrium conversion can be calculated from knowl-
edge of the free energy, together with physical properties to
account for vapor and liquid-phase nonidealities. The equi-
librium conversion can be changed by appropriate changes
to the reactor temperature, pressure and concentration. The
general trends for reaction equilibrium are summarized in
Figure 6.8.

For reaction systems involving multiple reactions pro-
ducing by products, selectivity and reactor yield can also
be enhanced by appropriate changes to the reactor temper-
ature, pressure and concentration. The appropriate choice
of catalyst can also influence selectivity and reactor yield.
The arguments are summarized in Figure 6.912.

For supported layered catalysts, optimizing the location
of the active sites within the catalyst pellets maximizes the
effectiveness or the selectivity or reactor yield.

Reactions can be catalyzed using the metabolic pathways
in microorganisms or the direct use of enzymes in
biochemical reactors. The use of enzymes directly can have
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Figure 6.9 Choosing the reactor to maximize security for multiple reactants producing by products. (From Smith R and Petela EA,
1991, The Chemical Engineer, No. 509/510:12, reproduced by permission of the Institution of Chemical Engineers).

significant advantages if the enzymes can be isolated and
immobilized in some way.

6.9 EXERCISES

1. Ethylene oxide is produced from ethylene by the following
reaction:

CH2 = CH2

ethylene

+ 1

2
O2

oxygen

−−−→ H2C-CH2

O
ethylene oxide

�HO = −119,950 kJ

A parallel reaction occurs leading to a selectivity loss:

CH2 = CH2

ethylene
+ 3O2

oxygen
−−−→ 2CO2

carbon
dioxide

+ 2H2O
water

�HO = −1,323,950 kJ

The reactor conversion is 20% and selectivity 80%. Find the
heat removal rate from a plant producing 100 tons per day
of ethylene oxide (see Table 6.16). Excess oxygen of 10%

Table 6.16 Data for exercise 1.

Component Molar mass
(kg·kmol−1)

Mean heat capacity
(kJ·kmol−1·K−1)

C2H4 28 63.7
O2 32 31.3
C2H4O 44 80.2
CO2 44 45.5
H2O 18 36.7

above stoichiometric is used. The oxygen enters at 150◦C,
the ethylene at 200◦C, and the products leave at 280◦C.

2. Ammonia is to be produced by passing a gaseous mixture
containing 60% H2, 20% N2, and the remainder inert gas
is passed over a catalyst at a pressure of 50 bar pressure.
Estimate the maximum conversion if KP = 0.0125 for the
reaction:

N2 + 3H2 −−−→←−−− 2 NH3

If the system follows ideal gas behavior, what are the
equilibrium conversions of nitrogen and hydrogen for a feed
containing 65%H2, 15%N2 and the balance inert material?
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3. A gas mixture of 25 mole% CO2 and 75% CO is mixed with
the stoichiometric H2 for the following reactions:

CO2 + 3H2 −−−→←−−− CH3OH + H2O KP = 2.82 × 10−6

CO + 2H2 −−−→←−−− CH3OH KP = 2.80 × 10−5

The conversion to equilibrium is effected in the presence of
a catalyst at a pressure of 300 bar. Assuming the behavior
to remain ideal, calculate the fractional conversion for each
reaction and hence the volume composition of the equilibrium
mixture.

4. For the reaction:

2CO + 4H2 −−−→←−−− C2H5OH + H2O

The feed consists of r moles of H2 per mole of CO. Find an
expression for the fractional conversion of CO in the presence
of excess hydrogen (i.e. for r > 2) at 20 atm pressure
and 573 K for which �G

◦ = 8, 900 kJ·kmol−1. Develop the
corresponding expression for the fractional conversion of H2

when CO is in excess.
5. The following temperature-time-conversion data was obtained

for the batch experiments in the gas phase for the isomeriza-
tion of reactant A to product B. The equilibrium constant for
the reaction is large over the temperature range concerned in
Table 6.17.

Table 6.17 Data for isomerization reaction.

Temperature Conversion at time (s)

0 100 500 1000 2000 5000

100◦C 0 0.053 0.220 0.363 0.550 0.781
125◦C 0 0.101 0.374 0.550 0.737 0.924
150◦C 0 0.184 0.550 0.734 0.880 1.000

Show that the reaction is first order with respect to A and
deduce the activation energy for the forward reaction.

6. The flow through a plug-flow reactor effecting a first-order
forward reaction is increased by 20%, and in order to maintain
the fractional conversion at its former value it is decided
to increase the reactor operating temperature. If the reaction
has an activation energy of 18,000 kJ·kmol−1 and the initial
temperature is 150◦C, find the new operating temperature.
Would the required elevation of temperature be different if
the reactor was mixed-flow?

7. The flue gas from a combustion process contains oxides of
nitrogen NOx (principally NO and NO2). The flow of flue gas
is 10 Nm3·s−1 and contains 0.1% vol NOx (expressed as NO2

at 0◦C and 1 atm) and 3% vol oxygen. There is a reversible
reaction in the gas phase between the two principal oxides of
nitrogen according to:

NO + 1
2 O2 −−−→←−−− NO2

The equilibrium relationship for the reaction is given by:

Ka = pNO2

pNOp0.5
O2

where Ka is the equilibrium constant for the reaction and
p the partial pressure. At 25◦C the equilibrium constant is
1.4 × 106 and at 725◦C is 0.14.
a. Calculate the molar ratio of NO2 to NO assuming chemical

equilibrium at 25◦C and 725◦C.
b. Calculate the mass flowrate of NO2 to NO assuming

chemical equilibrium at 25◦C and at 725◦C. Assume
the kilogram molar mass occupies 22.4 m3 at standard
conditions and the molar masses of NO and NO2 are 30
and 46 kg·kmol−1 respectively.

8. In the manufacture of sulfuric acid, a mixture of sulfur dioxide
and air is passed over a series of catalyst beds, and sulfur
trioxide is produced according to the reaction:

2SO2 + O2 −−−→←−−− 2SO3

The sulfur dioxide enters the reactor with an initial con-
centration of 10% by volume, the remainder being air. At
the exit of the first bed, the temperature is 620◦C. Assume
ideal gas behavior, the reactor operates at 1 bar and R =
8.3145 kJ·K−1·kmol−1. Assume air to be 21% O2 and 79%
N2. Thermodynamic data at standard conditions at 298.15 K
are given in Table 6.186.

Table 6.18 Thermodynamic data at standard conditions and
298.15 K for sulfuric acid production.

H
O

(kJ·kmol−1) G
O

(kJ·kmol−1)

O2 0 0
SO2 −296,800 −300,100
SO3 −395,700 −371,100

a. Calculate the equilibrium conversion and equilibrium
concentrations for the reactor products after the first
catalyst bed at 620◦C assuming �HO is constant over
temperature range.

b. Is the reaction exothermic or endothermic?
c. From Le Châtelier’s Principle, how would you expect

the equilibrium conversion to change as the temperature
increases?

d. How would you expect the equilibrium conversion to
change as the pressure increases?

9. Repeat the calculation in Exercise 8 for equilibrium conver-
sion and equilibrium concentration, but taking into account
variation of �HO with temperature. Again assume ideal gas
behavior. Heat capacity coefficients for Equation 6.42 are
given in Table 6.196.
Compare your answer with the result from Exercise 8.

Table 6.19 Heat capacity data for sulfuric acid production.

CP (kJ·kmol−1·K−1)

α0 α1 × 103 α2 × 105 α3 × 108 α4 × 1011

O2 3.630 −1.794 0.658 −0.601 0.179
SO2 4.417 −2.234 2.344 −3.271 1.393
SO3 3.426 6.479 1.691 −3.356 1.590



120 Choice of Reactor II - Reactor Conditions

10. In Exercises 8 and 9, it was assumed that the feed to the
reactor was 10% SO2 in air. However, the nitrogen in the
air is an inert and takes no part in the reaction. In practice,
oxygen-enriched air could be fed.
a. From Le Châtelier’s Principle, what would you expect to

happen to the equilibrium conversion if oxygen-enriched
air was used for the same O2 to SO2 ratio?

b. Repeat the calculation from Exercise 8 assuming the same
O2 to SO2 ratio in the feed but using an air feed enriched
from 21% purity to 50%, 70%, 90% and 99% purity.

c. Apart from any potential advantages on equilibrium
conversion, what advantages would you expect from
feeding enriched air?
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By contrast with ideal models, practical reactors must
consider many factors other than variations in temperature,
concentration and residence time. Consider the temperature
control of the reactor first.

7.1 TEMPERATURE CONTROL

In the first instance, adiabatic operation of the reactor
should be considered since this leads to the simplest
and cheapest reactor design. If adiabatic operation pro-
duces an unacceptable rise in temperature for exother-
mic reactions or an unacceptable fall in temperature for
endothermic reactions, this can be dealt with in a number
of ways:

a. Cold shot and hot shot. The injection of cold fresh feed
directly into the reactor at intermediate points, known
as cold shot, can be extremely effective for control of
temperature in exothermic reactions. This not only controls
the temperature by direct contact heat transfer through
mixing with cold material but also controls the rate of
reaction by controlling the concentration of feed material.
If the reaction is endothermic, then fresh feed that has been
preheated can be injected at intermediate points, known
as hot shot. Again the temperature control is through a
combination of direct contact heat transfer and control of
the concentration.

b. Indirect heat transfer with the reactor. Indirect heating
or cooling can also be considered. This might be by a heat
transfer surface inside the reactor, such as carrying out the
reaction inside a tube and providing a heating or cooling
medium outside of the tube. Alternatively, material could
be taken outside of the reactor at an intermediate point to
a heat transfer device to provide the heating or cooling
and then returned to the reactor. Different arrangements are
possible and will be considered in more detail later.

c. Heat carrier. An inert material can be introduced with
the reactor feed to increase its heat capacity flowrate (i.e.
the product of mass flowrate and specific heat capacity) and
to reduce the temperature rise for exothermic reactions or
reduce temperature fall for endothermic reactions. Where
possible, one of the existing process fluids should be
used as heat carrier. For example, an excess of feed
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material could be used to limit the temperature change,
effectively decreasing the conversion, but for temperature-
control purposes. Product or by product could be recycled to
the reactor to limit the temperature change, but care must
be taken to ensure that this does not have a detrimental
effect on the selectivity or reactor yield. Alternatively, an
extraneous inert material such as steam can be used to limit
the temperature rise or fall.

d. Catalyst profiles. If the reactor uses a heterogeneous
catalyst in which the active material is supported on a
porous base, the size, shape and distribution of active
material within the catalyst pellets can be varied, as
discussed in Chapter 6. For a uniform distribution of active
material, smaller pellets increase the effectiveness at the
expense of an increased pressure drop in packed beds, and
the shape for the same pellet volume generally provides
effectiveness in the order

slab > cylinder > sphere

Cylinders have the advantage that they are cheap to manu-
facture. In addition to varying the shape, the distribution of
the active material within the pellets can be varied, as illus-
trated in Figure 6.7. For packed-bed reactors, the size and
shape of the pellets and the distribution of active material
within the pellets can be varied through the length of the
reactor to control the rate of heat release (for exothermic
reactions) or heat input (for endothermic reactions). This
involves creating different zones in the reactor, each with
its own catalyst designs.

For example, suppose the temperature of a highly
exothermic reaction needs to be controlled by packing the
catalyst inside the tubes and passing a cooling medium
outside of the tubes. If a uniform distribution of catalyst
is used, a high heat release would be expected close
to the reactor inlet, where the concentration of feed
material is high. The heat release would then gradually
decrease through the reactor. This typically manifests
itself as an increasing temperature from the reactor inlet,
because of a high level of heat release that the cooling
medium does not remove completely in the early stages,
reaching a peak and then decreasing towards the reactor
exit as the rate of heat release decreases. Using a
zone with a catalyst design with low effectiveness at
the inlet and zones with increasing effectiveness through
the reactor would control the rate of reaction to a
more even profile through the reactor, allowing better
temperature control.
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Alternatively, rather than using a different design of
pellet in different zones through the reactor, a mixture of
catalyst pellets and inert pellets can be used to effectively
“dilute” the catalyst. Varying the mixture of active and
inert pellets allows the rate of reaction in different parts
of the bed to be controlled more easily. Using zones with
decreasing amounts of inert pellets through the reactor
would control the rate of reaction to a more even profile
through the reactor, allowing better temperature control.

As an example, consider the production of ethylene
oxide, which uses a silver-supported catalyst1:

CH2 CH2 + 1/2O2 H2C CH2

O
ethylene oxygen ethylene oxide

�HO = −119,950 kJ

A parallel reaction occurs leading to a selectivity loss:

CH2 = CH2

ethylene
+ 3O2

oxygen
−−−→ 2CO2

carbon
dioxide

+ 2H2O
water

�HO = −1,323,950 kJ

The reaction system is highly exothermic and is carried out
inside tubes packed with catalyst, and a coolant is circulated
around the exterior of the tubes to remove the heat of
reaction. If a uniform catalyst design is used throughout
the tubes, a high peak in temperature occurs close to the
inlet. The peak in the temperature promotes the secondary
reaction, leading to a high selectivity loss. Using a catalyst
with lower effectiveness at the reactor inlet can reduce the
temperature peak and increase the selectivity. It is desirable
to vary the catalyst design in different zones through the
reactor to obtain an even temperature profile along the
reactor tubes.

As another example, consider the application of a
fixed-bed tubular reactor for the production of methanol.
Synthesis gas (a mixture of hydrogen, carbon monoxide and
carbon dioxide) is reacted over a copper-based catalyst2.
The main reactions are

CO
carbon

monoxide

+ 2H2

hydrogen
−−−→←−−− CH3OH

methanol

CO2

carbon
monoxide

+ H2

hydrogen
−−−→ CO

carbon
dioxide

+ H2O
water

The first reaction is exothermic, and the second is
endothermic. Overall, the reaction evolves considerable
heat. Figure 7.1 shows two alternative reactor designs2.
Figure 7.1a shows a shell-and-tube type of device that
generates steam on the shell side. The temperature profile
shows a peak shortly after the reactor inlet because of a

4°C
230 250 270 °C 230 250 270 °C

(a) Tubular reactor. (b) Cold shot reactor.

Reactants

Steam
Catalyst

Boiler
Feedwater

Products

Reactants

Catalyst

ProductsGas Inlet
Temperature

Water
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Figure 7.1 Two alternative reactor designs for methanol produc-
tion give quite different thermal profiles.

high rate of reaction close to the inlet. The temperature then
comes back into control. The temperature profile through
the reactor in Figure 7.1a is seen to be relatively smooth.
Figure 7.1b shows an alternative reactor design that uses
cold-shot cooling. By contrast with the tubular reactor,
the cold-shot reactor in Figure 7.1b experiences significant
temperature fluctuations. Such fluctuations can, under some
circumstances, cause accidental catalyst overheating and
shorten catalyst life.

Even if the reactor temperature is controlled within
acceptable limits, the reactor effluent may need to be
cooled rapidly, or quenched, for example, to stop the
reaction quickly to prevent excessive by product formation.
This quench can be accomplished by indirect heat transfer
using conventional heat transfer equipment or by direct
heat transfer by mixing with another fluid. A commonly
encountered situation is one in which gaseous products
from a reactor need rapid cooling and this is accomplished
by mixing with a liquid that evaporates. The heat required
to evaporate the liquid causes the gaseous products to cool
rapidly. The quench liquid can be a recycled, cooled product
or an inert material such as water.

In fact, cooling of the reactor effluent by direct heat
transfer can be used for a variety of reasons:

• The reaction is very rapid and must be stopped quickly
to prevent excessive byproduct formation.
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• The reactor products are so hot or corrosive that if
passed directly to a heat exchanger, special materials of
construction or an expensive mechanical design would
be required.

• The reactor product cooling would cause excessive
fouling in a conventional exchanger.

The liquid used for the direct heat transfer should be chosen
such that it can be separated easily from the reactor product
and hence recycled with the minimum expense. Use of
extraneous materials, that is, materials that do not already
exist in the process, should be avoided if possible because
of the following reasons:

• Extraneous material can create additional separation
problems, requiring new separations that do not exist
inherently within the process.

• The introduction of extraneous material can create new
problems in achieving product purity specifications.

• It is often difficult to separate and recycle extraneous
material with high efficiency. Any material not recycled
can become an environmental problem. As shall be
discussed later, the best way to deal with effluent
problems is not to create them in the first place.

7.2 CATALYST DEGRADATION

The performance of most catalysts deteriorates with
time3 – 5. The rate at which the deterioration takes place is
not only an important factor in the choice of catalyst and
reactor conditions but also the reactor configuration.

Loss of catalyst performance can occur in a number
of ways:

a. Physical loss. Physical loss is particularly important with
homogeneous catalysts, which need to be separated from
reaction products and recycled. Unless this can be done with
high efficiency, it leads to physical loss (and subsequent
environmental problems). However, physical loss, as a
problem, is not restricted to homogeneous catalysts. It also
can be a problem with heterogeneous catalysts. This is
particularly the case when catalytic fluidized-bed reactors
(to be discussed later) are employed. Catalyst particles are
held in suspension and are mixed by the upward flow
of a gas stream that is blown through the catalyst bed.
Attrition of the particles causes the catalyst particles to
be broken down in size. Particles carried over from the
fluidized bed by entrainment are normally separated from
the reactor effluent and recycled to the bed. However,
the finest particles are not separated and recycled, and
are lost.

b. Surface deposits. The formation of deposits on the
surface of solid catalysts introduces a physical barrier to
the reacting species. The deposits are most often insoluble

(in liquid-phase reactions) or nonvolatile (in gas-phase
reactions) by products of the reaction. An example of this
is the formation of carbon deposits (known as coke) on
the surface of catalysts involved in hydrocarbon reactions.
Such coke formation can sometimes be suppressed by
suitable adjustment of the feed composition. If coke
formation occurs, the catalyst can often be regenerated
by air oxidation of the carbon deposits at elevated
temperatures.

c. Sintering. With high-temperature gas-phase reactions
that use solid catalysts, sintering of the support or the active
material can occur. Sintering is a molecular rearrangement
that occurs below the melting point of the material and
causes a reduction in the effective surface area of the
catalyst. This problem is accelerated if poor heat transfer
or poor mixing of reactants leads to local hot spots in the
catalyst bed. Sintering can also occur during regeneration
of catalysts to remove surface deposits of carbon by
oxidation at elevated temperatures. Sintering can begin at
temperatures as low as half the melting point of the catalyst.

d. Poisoning. Poisons are materials that chemically react
with, or form strong chemical bonds, with the catalyst.
Such reactions degrade the catalyst and reduce its activity.
Poisons are usually impurities in the raw materials or
products of corrosion. They can either have a reversible
or irreversible effect on the catalyst.

e. Chemical change. In theory, a catalyst should not
undergo chemical change. However, some catalysts can
slowly change chemically, with a consequent reduction
in activity.

The rate at which the catalyst is lost or degrades has a major
influence on the design of the reactor. Deterioration in
performance lowers the rate of reaction, which, for a given
reactor design, manifests itself as a lowering of conversion
with time. An operating policy of gradually increasing the
temperature of the reactor through time can often be used to
compensate for this deterioration in performance. However,
significant increases in temperature can degrade selectivity
considerably and can often accelerate the mechanisms that
cause catalyst degradation.

If degradation is rapid, the reactor configuration must
make provision either by having standby capacity or by
removing the catalyst from the bed on a continuous
basis. This will be discussed in more detail later, when
considering reactor configuration. In addition to the cost
implications, there are also environmental implications,
since the lost or degraded catalyst represents waste. While
it is often possible to recover useful materials from
the degraded catalyst and recycle those materials in the
manufacture of new catalyst, this still inevitably creates
waste since the recovery of material can never be complete.
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7.3 GAS–LIQUID AND LIQUID–LIQUID
REACTORS

There are many reactions involving more than one reactant,
where the reactants are fed in different phases as gas–liquid
or liquid–liquid mixtures. This might be inevitable because
the feed material is inherently in different phases at the
inlet conditions. Alternatively, it might be desirable to
create two-phase behavior in order to remove an unwanted
component from one of the phases or to improve the
selectivity. If the reaction is two-phase, then it is necessary
that the phases be intimately mixed so that mass transfer
of the reactants between phases can take place effectively.
The overall rate of reaction must take account of the
mass transfer resistance in order to bring the reactants
together as well as the resistance of the chemical reactions.
The three aspects of mixing, mass transfer and reaction
can present widely differing difficulties, depending on
the problem.

1. Gas–liquid reactors. Gas–liquid reactors are quite com-
mon. Gas-phase components will normally have a small
molar mass. Consider the interface between a gas and a
liquid that is assumed to have a flow pattern giving a
stagnant film in the liquid and the gas on each side of
the interface, as illustrated in Figure 7.2. The bulk of the
gas and the liquid are assumed to have a uniform con-
centration. It will be assumed here that Reactant A must
transfer from the gas to the liquid for the reaction to occur.
There is diffusional resistance in the gas film and the liq-
uid film.

Consider an extreme case in which there is no resistance
to reaction and all of the resistance is due to mass
transfer. The rate of mass transfer is proportional to the
interfacial area and the concentration of the driving force.
An expression can be written for the rate of transfer of
Component i from gas to liquid through the gas film per
unit volume of reaction mixture:

NG,i = kG,iAI (pG,i – pI,i ) (7.1)

Gas
Film

Gas Liquid
Interface

PA

PAI

CAI

CA

PAI = HACAI

Liquid
Film

Figure 7.2 The gas–liquid interface.

where NG,i = rate of transfer of Component i in the gas
film (kmol·s−1·m−3)

kG,i = mass transfer coefficient in the gas film
(kmol·Pa−1·m−2·s−1)

AI = interfacial area per unit volume (m2·m−3)

pG,i = partial pressure of Component i in the bulk
gas phase (Pa)

pI,i = partial pressure of Component i at the
interface (Pa)

An expression can also be written for the rate of transfer
of Component i through the liquid film, per unit volume of
reaction mixture:

NL,i = kL,iAI (CI,i – C L,i) (7.2)

where NL,i = rate of transfer of Component i in the
liquid film (kmol·s−1·m−3)

kL,i = mass transfer coefficient in the gas film
(m·s−1)

AI = interfacial area per unit volume (m2·m−3)

CI,i = concentration of Component i at the
interface (kmol·m−3)

CL,i = concentration of Component i in the bulk
liquid phase (kmol·m−3)

If equilibrium conditions at the interface are assumed to
be described by Henry’s Law (see Chapter 4):

pI,i = HixI,i

= Hi

ρL

CI,i

(7.3)

where HA = Henry’s Law constant (Pa)
xI,i = mole fraction of Component i in the liquid

at the interface (–)
CI,i = concentration of Component i in the liquid

at the interface (kmol·m−3)

ρL = molar density of the liquid phase
(kmol·m−3)

The Henry’s Law constant varies between different gases
and must be determined experimentally. If steady state is
assumed (NG,i = NL,i = Ni), then Equations 7.1, 7.2 and
7.3 can be combined to obtain

Ni = 1[
1

kG,iAI

+ 1

kL,iAI

Hi

ρL

]
(

pG,i − Hi

ρL

CL,i

)
(7.4)

or

Ni = KGL,iAI

(
pG,i − Hi

ρL

CL,i

)
(7.5)

where
1

KGL,iAI

= 1

kG,iAI

+ 1

kL,iAI

Hi

ρL

(7.6)

KGL,i = overall mass transfer coefficient

(kmol·Pa−1·m−2·s−1)



Gas–Liquid and Liquid–Liquid Reactors 125

G L

G L

G L

G L G L

G L G L

G L

G L

G L

G G

L

G

L

G + L

G

L

G

L

G

G

L

L

L
GL

L

(a) Countercurrent
      packed bed or plate
     column.

(b) Cocurrent
      packed bed. 

(d) Spray column. (e) Bubble column. (f) Agitated tanks.

LG

G L

G

G

G

(c) In-line static
      mixer.

L

L

Figure 7.3 Contacting patterns for gas–liquid reactors.

kG,i , kL,i and AI are functions of physical properties and
the contacting arrangement. The first term on the right-
hand side of Equation 7.6 represents the gas-film resistance
and the second term, the liquid-film resistance. If kG,i is
large relative to kL,i/Hi , the mass transfer is liquid-film
controlled. This is the case for low solubility gases (Hi

is large). If kL,i/Hi is large relative to kG,i , it is gas-film
controlled. This is the case for highly soluble gases (Hi

is small).
The solubility of gases varies widely. Gases with a low

solubility (e.g. N2, O2) have large values of the Henry’s
Law coefficient. This means that the liquid-film resistance
in Equation 7.6 is large relative to the gas-film resistance.
On the other hand, if the gas is highly soluble (e.g. CO2,
NH3), the Henry’s Law coefficient is small. This leads to
the gas-film resistance being large relative to the liquid-film
resistance in Equation 7.6. Thus,

• liquid-film resistance controls for gases with low
solubility;

• gas-film resistance controls for gases with high solubility.

The capacity of a gas to dissolve in a liquid is determined
by the solubility of the gas. The capacity of a liquid to
dissolve a gas is increased if it reacts with a species in
the liquid.

Now consider the effect of chemical reaction. If the
reaction is fast, its effect is to reduce the liquid-film
resistance. The result is an effective increase in the overall

mass transfer coefficient. The capacity of the liquid is
also increased.

If the reaction is slow, there is a small effect on the
overall mass transfer coefficient. The driving force for mass
transfer will be greater than that for physical absorption
alone, as a result of the dissolving gas reacting and not
building up in the bulk liquid to the same extent as with
pure physical absorption.

Figure 7.3 illustrates some of the arrangements that
can be used to carry out gas–liquid reactions. The
first arrangement in Figure 7.3a shows a countercurrent
arrangement where plug-flow is induced in both the gas
and the liquid. Packing material or trays can be used to
create interfacial area between the gas and the liquid. In
some cases, the packed bed might be a heterogeneous solid
catalyst rather than an inert material.

Figure 7.3b shows a packed-bed arrangement where
plug-flow is induced in both the gas and the liquid, but both
phases are flowing cocurrently. This, in general, will give a
poorer performance than the countercurrent arrangement in
Figure 7.3a. However, the cocurrent arrangement, known as
a trickle-bed reactor, might be necessary if the flow of gas is
much greater than the flow of liquid. This can be the case
for some gas–liquid reactions involving a heterogeneous
catalyst with a large excess of the gas phase. A continuous
gas phase and a liquid phase in the form of films and rivulets
characterize the flow pattern. Countercurrent contacting
might well be preferred but a large flow of gas makes this
extremely difficult.
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Another way to provide cocurrent plug-flow for both
phases is to feed both phases to a pipe containing an in-line
static mixer, as shown in Figure 7.3c. Various designs of
static mixer are available, but mixing is usually promoted
by repeatedly changing the direction of flow within the
device as the liquid and gas flow through. This will give
a good approximation to plug-flow in both phases with
cocurrent flow. Static mixers are particularly suitable when
a short residence time is required.

Figure 7.3d shows a spray column. This approximates
mixed-flow behavior in the gas phase and plug-flow in
the liquid phase. The arrangement tends to induce a high
gas-film mass transfer coefficient and a low liquid-film
mass transfer coefficient. As the liquid film will tend
to be controlling, the arrangement should be avoided
when reacting a gas that has a low solubility (large
values of Henry’s Law coefficient). The spray column will
generally give a lower driving force than a countercurrent
packed column, but might be necessary if, for example,
the liquid contains solids or solids are formed in the
reaction. If the reaction has a tendency to foul a packed
bed, a spray column might be preferred for reasons of
practicality.

Figure 7.3e shows a bubble column. This approximates
plug-flow in the gas phase and mixed-flow in the liquid
phase. The arrangement tends to induce a low gas-film mass
transfer coefficient and a high liquid-film mass transfer
coefficient. As the gas film will tend to be controlling,
the arrangement should be avoided when reacting a gas
with a high solubility (small values of Henry’s Law
coefficient). Although the bubble column will tend have
a lower performance than a countercurrent packed bed, the
arrangement has two advantages over a packed bed. Firstly,
the liquid hold-up per unit reactor volume is higher than a
packed bed, which gives greater residence time for a slow
reaction for a given liquid flowrate. Secondly, if the liquid
contains a dispersed solid (e.g. a biochemical reaction using
microorganisms), then a packed bed will rapidly become
clogged. A disadvantage is that it will be ineffective if the
liquid is highly viscous.

Finally, Figure 7.3f shows an agitated tank in which the
gas is sparged through the liquid. This approximates mixed-
flow behavior in both phases. The driving force is low
relative to a countercurrent packed bed. However, there
may be practical reasons to use a sparged agitated vessel.
If the liquid is viscous (e.g. a biochemical reaction using
microorganisms), the agitator allows the gas to be dispersed
as small bubbles and the liquid to be circulated to maintain
good contact between the gas and the liquid.

Of the contacting patterns in Figure 7.3, countercurrent
packed beds offer the largest mass transfer driving force
and agitated tanks the lowest.

The influence of temperature on gas–liquid reactions
is more complex than homogeneous reactions. As the
temperature increases,

• rate of reaction increases,
• solubility of the gas in the liquid decreases,
• rates of mass transfer increase;
• volatility of the liquid phase increases, decreasing the

partial pressure of the dissolving gas in Equation 7.4.

Some of these effects have an enhancing influence on the
overall rate of reaction. Others will have a detrimental
effect. The relative magnitude of these effects will depend
on the system in question. To make matters worse, if mul-
tiple reactions are being considered that are reversible and
that also produce by products, all of the factors discussed in
Chapter 6 regarding the influence of temperature also apply
to gas–liquid reactions.

Added to this, the mass transfer can also influence
the selectivity. For example, consider a system of two
parallel reactions in which the second reaction produces
an unwanted by product and is slow relative to the primary
reaction. The dissolving gas species will tend to react in
the liquid film and not reach the bulk liquid in significant
quantity for further reaction to occur there to form the
by product. Thus, in this case, the selectivity would be
expected to be enhanced by the mass transfer between the
phases. In other cases, little or no influence can be expected.

2. Liquid–liquid reactors. Examples of liquid–liquid reac-
tions are the nitration and sulfonation of organic liquids.
Much of the discussion for gas–liquid reactions also applies
to liquid–liquid reactions. In liquid–liquid reactions, mass
needs to be transferred between two immiscible liquids
for the reaction to take place. However, rather than gas-
and liquid-film resistance as shown in Figure 7.2, there are
two liquid-film resistances. The reaction may occur in one
phase or both phases simultaneously. Generally, the solu-
bility relationships are such that the extent of the reactions
in one of the phases is so small that it can be neglected.

For the mass transfer (and hence, reaction) to take place,
one liquid phase must be dispersed in the other. A decision
must be made as to which phase should be dispersed in
a continuous phase of the other. In most cases, the liquid
with the smaller volume flowrate will be dispersed in the
other. The overall mass transfer coefficient depends on the
physical properties of the liquids and the interfacial area. In
turn, the size of the liquid droplets and the volume fraction
of the dispersed phase in the reactor govern the interfacial
area. Dispersion requires the input of power either through
an agitator or by pumping of the liquids. The resulting
degree of dispersion depends on the power input, interfacial
tension between the liquids and their physical properties.
While it is generally desirable to have a high interfacial
area and, therefore, small droplets, too effective a dispersion
might lead to the formation of an emulsion that is difficult
to separate after the reactor.

Figure 7.4 illustrates some of the arrangements that can
be used for liquid–liquid reactors. The first arrangement
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Figure 7.4 Contacting patterns for liquid–liquid reactors.

shown in Figure 7.4a is a packed bed in which the two
liquids flow countercurrently. This is similar to Figure 7.3a
for gas–liquid reactions. Plates can also be used to create
the contact between the two liquid phases, rather than a
packed bed. This arrangement will approximate plug-flow
in both phases.

Figure 7.4b shows a multistage agitated contactor. A
large number of stages and low backmixing will tend
to approximate plug-flow in both phases. However, the
closeness to plug-flow will depend on the detailed design.

Figure 7.4c shows an in-line static mixer. Dispersion
is usually promoted by repeatedly changing the direction
of flow locally within the mixing device as the liquids
are pumped through. This will give a good approximation
to plug-flow in both phases in cocurrent flow. As with
gas–liquid reactors, static mixers are particularly suitable
when a short residence time is required.

Figure 7.4d shows a spray column in which the light
liquid is dispersed. This approximates plug-flow in the
light liquid phase and mixed-flow behavior in the heavy
liquid phase. Figure 7.4e shows a spray column in which
the heavy liquid is dispersed. This approximates mixed-
flow in the light liquid phase and plug-flow behavior in
the heavy liquid phase. Spray columns will generally give
a lower driving force than countercurrent packed columns,
multistage agitated contactors and in-line static mixers.

Figure 7.4f shows an agitated tank followed by a
settler in a mixer–settler arrangement, which will exhibit

mixed-flow in both phases. Although Figure 7.4f shows
a single-stage agitated tank and settler, a number of
agitated tanks, each followed by a settler, can be connected
together. For such a cascade of mixer–settler devices, the
two liquid phases can be made to flow countercurrently
through the cascade. The more stages that are used, the
more the cascade will tend to countercurrent plug-flow
behavior. Rather than a countercurrent flow arrangement
through the cascade, a cross-flow arrangement can be used
in which one of the phases is progressively added and
removed at different points through the cascade. Such a
flow arrangement can be useful if the reaction is limited by
chemical equilibrium. If removal of the liquid removes the
product that has formed, the reaction can be forced to higher
conversion than that of a countercurrent arrangement, as
discussed in Chapter 6.

7.4 REACTOR CONFIGURATION

Consider now some of the more common types of reactor
configuration and their use:

1. Tubular reactors. Although tubular reactors often take
the actual form of a tube, they can be any reactor in which
there is steady movement only in one direction. If heat
needs to be added or removed as the reaction proceeds, the
tubes may be arranged in parallel, in a construction similar
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to a shell-and-tube heat exchanger. Here, the reactants are
fed inside the tubes and a cooling or heating medium is
circulated around the outside of the tubes. If a high tem-
perature or high heat flux into the reactor is required, then
the tubes are constructed in the radiant zone of a furnace.

Because tubular reactors approximate plug-flow, they are
used if careful control of residence time is important, as is
the case where there are multiple reactions in series. A high
ratio of heat transfer surface area to volume is possible,
which is an advantage if high rates of heat transfer are
required. It is sometimes possible to approach isothermal
conditions or a predetermined temperature profile by careful
design of the heat transfer arrangements.

Tubular reactors can be used for multiphase reactions,
as discussed in the previous section. However, it is often
difficult to achieve good mixing between phases, unless
static mixer tube inserts are used.

One mechanical advantage tubular devices have is when
high pressure is required. Under high-pressure conditions,
a small-diameter cylinder requires a thinner wall than a
large-diameter cylinder.

2. Stirred-tank reactors. Stirred-tank reactors consist sim-
ply of an agitated tank and are used for reactions involving
a liquid. Applications include:

• homogeneous liquid-phase reactions
• heterogeneous gas–liquid reactions
• heterogeneous liquid–liquid reactions
• heterogeneous solid–liquid reactions
• heterogeneous gas–solid–liquid reactions.

Stirred-tank reactors can be operated in batch, semi-batch,
or continuous mode. In batch or semi-batch mode:

• operation is more flexible for variable production rates
or for manufacture of a variety of similar products in the
same equipment;

• labor costs tend to be higher (although this can be
overcome to some extent by use of computer control).

In continuous operation, automatic control tends to be
more straightforward (leading to lower labor costs and
greater consistency of operation).

In practice, it is often possible with stirred-tank reactors
to come close to the idealized mixed-flow model, providing
the fluid phase is not too viscous. For homogenous
reactions, such reactors should be avoided for some
types of parallel reaction systems (see Figure 5.6) and
for all systems in which byproduct formation is via
series reactions.

Stirred-tank reactors become unfavorable if the reaction
must take place at high pressure. Under high-pressure
conditions, a small-diameter cylinder requires a thinner
wall than a large-diameter cylinder. Under high-pressure
conditions, use of a tubular reactor is preferred; although
mixing problems with heterogeneous reactions and other
factors may prevent this. Another important factor to
the disadvantage of the continuous stirred-tank reactor is
that for a given conversion, it requires a large inventory
of material relative to a tubular reactor. This is not
desirable for safety reasons if the reactants or products are
particularly hazardous.

Heat can be added to or removed from stirred-tank
reactors via external jackets (Figure 7.5a), internal coils
(Figure 7.5b) or separate heat exchangers by means of a
flow loop (Figure 7.5c). Figure 7.5d shows vaporization of
the contents being condensed and refluxed to remove heat.
A variation on Figure 7.5d would not reflux the evaporated

(a) Stirred tank with external jacket. 

(c) Stirred tank with external heat exchanger.

(b) Stirred tank with internal coil.

(d) Stirred tank with reflux for heat removal.
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Figure 7.5 Heat transfer to and from stirred tanks.
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material back to the reactor, but would remove it as a
product. Removing evaporated material in this way if it is a
product or byproduct of a reversible reaction can be used to
increase equilibrium conversion, as discussed in Chapter 6.

If plug-flow is required, but the volume of the reactor
is large, then plug-flow operation can be approached by
using stirred tanks in series, since large volumes are
often more economically arranged in stirred tanks than in
tubular devices. This can also offer the advantage of better
temperature control than the equivalent tubular reactor
arrangement.

3. Fixed-bed catalytic reactors. Here, the reactor is packed
with particles of solid catalyst. Most designs approximate
to plug-flow behavior. The simplest form of fixed-bed
catalytic reactor uses an adiabatic arrangement, as shown in
Figure 7.6a. If adiabatic operation is not acceptable because
of a large temperature rise for an exothermic reaction or
a large decrease for an endothermic reaction, then cold
shot or hot shot can be used, as shown in Figure 7.6b.
Alternatively, a series of adiabatic beds with intermediate
cooling or heating can be used to maintain temperature
control, as shown in Figure 7.6c. The heating or cooling
can be achieved by internal or external heat exchangers.
Tubular reactors similar to a shell-and-tube heat exchanger
can be used, in which the tubes are packed with catalyst,

as shown in Figure 7.6d. The heating or cooling medium
circulates around the outside of the tubes.

Generally, temperature control in fixed beds is difficult
because heat loads vary through the bed. The temperature
inside catalyst pellets can be significantly different from
the bulk temperature of the reactants flowing through
the bed, due to the diffusion of reactants through the
catalyst pores to the active sites for reaction to occur. In
exothermic reactors, the temperature in the catalyst can
become locally excessive. Such “hot spots” can cause the
onset of undesired reactions or catalyst degradation. In
tubular devices such as shown in Figure 7.6d, the smaller
the diameter of tube, the better is the temperature control.
As discussed in Section 7.1, temperature-control problems
also can be overcome by using a profile of catalyst through
the reactor to even out the rate of reaction and achieve
better temperature control.

If the catalyst degrades (e.g. as a result of coke formation
on the surface), then a fixed-bed device will have to be
taken off-line to regenerate the catalyst. This can either
mean shutting down the plant or using a standby reactor. If
a standby reactor is to be used, two reactors are periodically
switched, keeping one online while the other is taken off-
line to regenerate the catalyst. Several reactors might be
used in this way to maintain an overall operation that is

Reactants
Cold Shot Cooling or
Hot Shot Heating

Products
Products

Products

Products

Reactants

Reactants
Reactants

Catalyst
Catalyst

Catalyst

Cooling/Heating
Cooling/Heating
Fluid

(a) Adiabatic fixed bed.
(b) Cold shot or hot shot.

(c) Fixed bed with intermediate
      cooling/heating.

(d) Turbular reactor with
      indirect cooling/heating.

Figure 7.6 Heat transfer arrangements for fixed-bed catalytic reactors.
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close to steady state. However, if frequent regeneration is
required, then fixed beds are not suitable, and under these
circumstances, a moving bed or a fluidized bed is preferred,
as will be discussed later.

Gas–liquid mixtures are sometimes reacted in catalytic
packed beds. Different contacting methods for gas–liquid
reactions have been discussed in Section 7.3.

4. Fixed-bed noncatalytic reactors. Fixed-bed noncatalytic
reactors can be used to react a gas and a solid. For
example, hydrogen sulfide can be removed from fuel gases
by reaction with ferric oxide:

Fe2O3

ferricoxide
+ 3H2S

hydrogen sulfide

−−−→ Fe2S3

ferricsulfide
+ 3H2O

The ferric oxide is regenerated using air:

2Fe2S3 + 3O2 −−−→ 2Fe2O3 + 6S

Two fixed-bed reactors can be used in parallel, one
reacting and the other regenerating. However, there are
many disadvantages in carrying out this type of reaction
in a packed bed. The operation is not under steady
state conditions, and this can present control problems.
Eventually, the bed must be taken off line to replace the
solid. Fluidized beds (to be discussed later) are usually
preferred for gas–solid noncatalytic reactions.

Fixed-bed reactors in the form of gas absorption equip-
ment are used commonly for noncatalytic gas–liquid reac-
tions. Here, the packed bed serves only to give good contact
between the gas and liquid. Both cocurrent and countercur-
rent operation are used. Countercurrent operation gives the
highest reaction rates. Cocurrent operation is preferred if a
short liquid residence time is required or if the gas flowrate
is so high that countercurrent operation is difficult.

For example, hydrogen sulfide and carbon dioxide
can be removed from natural gas by reaction with
monoethanolamine in an absorber, according to the follow-
ing reactions6

HOCH2CH2NH2

monoethanolamine
+ H2S

hydrogen
sulfide

−−−→←−−− HOCH2CH2NH3HS
monoethanolamine
hydrogen sulfide

HOCH2CH2NH2

monoethanolamine
+ CO2

carbon
dioxide

+ H2O

−−−→←−−− HOCH2CH2NH3HCO3

monoethanolamine
hydrogen carbonate

These reactions can be reversed in a stripping column.
The input of heat in the stripping column releases the
hydrogen sulfide and carbon dioxide for further processing.
The monoethanolamine can then be recycled.

5. Moving-bed catalytic reactors. If a solid catalyst de-
grades in performance, the rate of degradation in a fixed bed
might be unacceptable. In this case, a moving-bed reactor
can be used. Here, the catalyst is kept in motion by the
feed to the reactor and the product. This makes it possible
to remove the catalyst continuously for regeneration. An
example of a refinery hydrocracker reactor is illustrated in
Figure 7.7a.

6. Fluidized-bed catalytic reactors. In fluidized-bed reac-
tors, solid material in the form of fine particles is held in
suspension by the upward flow of the reacting fluid. The
effect of the rapid motion of the particles is good heat trans-
fer and temperature uniformity. This prevents the formation
of the hot spots that can occur with fixed-bed reactors.

The performance of fluidized-bed reactors is not approx-
imated by either the mixed-flow or plug-flow idealized
models. The solid phase tends to be in mixed-flow, but
the bubbles lead to the gas phase behaving more like plug-
flow. Overall, the performance of a fluidized-bed reactor
often lies somewhere between the mixed-flow and plug-
flow models.

In addition to the advantage of high heat transfer
rates, fluidized beds are also useful in situations where
catalyst particles need frequent regeneration. Under these
circumstances, particles can be removed continuously from
the reactor bed, regenerated and recycled back to the bed.
In exothermic reactions, the recycling of catalyst can be
used to remove heat from the reactor, or in endothermic
reactions, it can be used to add heat.

One disadvantage of fluidized beds, as discussed pre-
viously, is that attrition of the catalyst can cause the
generation of catalyst fines, which are then carried over
from the bed and lost from the system. This carryover
of catalyst fines sometimes necessitates cooling the reac-
tor effluent through direct contact heat transfer by mixing
with a cold fluid, since the fines tend to foul conventional
heat exchangers.

Figure 7.7b shows the essential features of a refinery
catalytic cracker. Large molar mass hydrocarbon molecules
are made to crack into smaller hydrocarbon molecules in
the presence of a solid catalyst. The liquid hydrocarbon feed
is atomized as it enters the catalytic cracking reactor and is
mixed with the catalyst particles being carried by a flow of
steam or light hydrocarbon gas. The mixture is carried up
the riser and the reaction is essentially complete at the top
of the riser. However, the reaction is accompanied by the
deposition of carbon (coke) on the surface of the catalyst.
The catalyst is separated from the gaseous products at the
top of the reactor. The gaseous products leave the reactor
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Figure 7.7 A moving bed or fluidized bed allows the catalyst to be continuously withdrawn and regenerated.

and go on for separation. The catalyst flows to a regenerator
in which air is contacted with the catalyst in a fluidized bed.
The air oxidizes the carbon that has been deposited on the
surface of the catalyst, forming carbon dioxide and carbon
monoxide. The regenerated catalyst then flows back to the
reactor. The catalytic cracking reaction is endothermic and
the catalyst regeneration is exothermic. The hot catalyst
leaving the regenerator provides the heat of reaction to the
endothermic cracking reactions. The catalyst, in this case,
provides a dual function of both catalyzing the reaction and
exchanging heat between the reactor and regenerator.

7. Fluidized-bed noncatalytic reactors. Fluidized beds are
also suited to gas–solid noncatalytic reactions. All the
advantages described earlier for gas–solid catalytic reac-
tions apply here. As an example, limestone (principally,
calcium carbonate) can be heated to produce calcium oxide
in a fluidized-bed reactor according to the reaction

CaCO3
heat−−−→ CaO + CO2

Air and fuel fluidize the solid particles, which are fed to the
bed and burnt to produce the high temperatures necessary
for the reaction.

8. Kilns. Reactions involving free-flowing solid, paste and
slurry materials can be carried out in kilns. In a rotary
kiln, a cylindrical shell is mounted with its axis making a
small angle to the horizontal and rotated slowly. The solid
material to be reacted is fed to the elevated end of the
kiln and it tumbles down the kiln as a result of the rotation.
The behavior of the reactor usually approximates plug-flow.
High-temperature reactions demand refractory lined steel

shells and are usually heated by direct firing. An example
of a reaction carried out in such a device is the production
of hydrogen fluoride.

CaF2

calcium
flouride

+ H2SO4

sulfuric
acid

−−−→ 2HF
hydrogen
flouride

+ CaSO4

calcium
sulfate

Other designs of kilns use static shells rather than rotating
shells and rely on mechanical rakes to move solid material
through the reactor.

Having discussed the choice of reactor type and operating
conditions, consider two examples.

Example 7.1 Monoethanolamine is required as a product. This
can be produced from the reaction between ethylene oxide and
ammonia1:

NH2CH2CH2OHH2C CH2

O
monoethanolamineethylene oxide

+  NH3

ammonia

Two principal secondary reactions occur to form diethanolamine
and triethanolamine:

NH(CH2CH2OH)2H2C CH2

O
diethanolamineethylene oxide

+NH2CH2CH2OH

monoethanolamine

N(CH2CH2OH)3H2C CH2

O
triethanolamineethylene oxide

+NH(CH2CH2OH)2

diethanolamine
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The secondary reactions are parallel with respect to ethylene
oxide but are in series with respect to monoethanolamine.
Monoethanolamine is more valuable then both the di- and
triethanolamine. As a first step in the flowsheet synthesis, make
an initial choice of a reactor, which will maximize the production
of monoethanolamine relative to di- and triethanolamine.

Solution As much as possible, the production of di- and
triethanolamine needs to be avoided. These are formed by series
reactions with respect to monoethanolamine. In a mixed-flow
reactor, part of the monoethanolamine formed in the primary
reaction could stay for extended periods, thus increasing its
chances of being converted to di- and triethanolamine. The ideal
batch or plug-flow arrangement is preferred to carefully control
the residence time in the reactor.

Further consideration of the reaction system reveals that the
ammonia feed takes part only in the primary reaction and in
neither of the secondary reactions. Consider the rate equation for
the primary reaction:

r1 = klC
a1
EOC

b1
NH 3

where r1 = reaction rate of primary reaction
k1 = reaction rate constant for the primary reaction

CEO = molar concentration of ethylene oxide in the
reactor

CNH 3 = molar concentration of ammonia in the reactor
a1, b1 = order of primary reaction

Operation with an excess of ammonia in the reactor has the effect
of increasing the rate due to the C

b1
NH 3

term. However, operation
with excess ammonia decreases the concentration of ethylene oxide,
and the effect is to decrease the rate due to the C

al

EO term. Whether
the overall effect is a slight increase or decrease in reaction rate
depends on the relative magnitude of a1 and b1. Consider now the
rate equations for the by product reactions:

r2 = k2C
a2
MEAC

b2
EO

r3 = k3C
a3
DEAC

b3
EO

where r2, r3 = rates of reaction to diethanolamine and
triethanolamine, respectively

k2, k3 = reaction rate constants for the diethanolamine
and triethanolamine reactions, respectively

CMEA = molar concentration of monoethanolamine
CDEA = molar concentration of diethanolamine
a2, b2 = order of reaction for the diethanolamine reaction
a3, b3 = order of reaction for the triethanolamine reaction

An excess of ammonia in the reactor decreases the concentra-
tions of monoethanolamine, diethanolamine and ethylene oxide
and decreases the rates of reaction for both secondary reactions.

Thus, an excess of ammonia in the reactor has a marginal effect
on the primary reaction but significantly decreases the rate of the
secondary reactions. Using excess ammonia can also be thought
of as operating the reactor with a low conversion with respect
to ammonia.

The use of an excess of ammonia is borne out in practice1.
A mole ratio of ammonia to ethylene oxide of 10 : 1 yields 75%
monoethanolamine, 21% diethanolamine and 4% triethanolamine.
Using equimolar proportions, under the same reaction conditions,
the respective proportions become 12, 23 and 65%.

Another possibility to improve selectivity is to reduce the
concentration of monoethanolamine in the reactor by using
more than one reactor with an intermediate separation of
the monoethanolamine. Considering the boiling points of the
components given in Table 7.1, then separation by distillation is
apparently possible. Unfortunately, repeated distillation operations
are likely to be very expensive. Also, there is a market to sell
both di- and triethanolamine even though their value is lower
than monoethanolamine. Thus, in this case, repeated reaction and
separation is probably not justified and the choice is a single
plug-flow reactor.

Table 7.1 Normal boiling points of the components.

Component Normal boiling
point (K)

Ammonia 240
Ethylene oxide 284
Monoethanolamine 444
Diethanolamine 542
Triethanolamine 609

An initial guess for the reactor conversion is difficult to make. A
high conversion increases the concentration of monoethanolamine
and increases the rates of the secondary reactions. A low
conversion has the effect of decreasing the reactor capital cost but
increasing the capital cost of many other items of equipment in the
flowsheet. Thus, an initial value of 50% conversion is probably
as good a guess as can be made at this stage.

Example 7.2 Tert-butyl hydrogen sulfate is required as an
intermediate in a reaction sequence. This can be produced by
the reaction between isobutylene and moderately concentrated
sulfuric acid:

CH

isobutylene sulfuric
acid

tert-butyl
hydrogen sulfate

3

CCH3 CH2 + H2SO4

CH3

OSO3H

CH3 C CH3

Series reactions occur where the tert-butyl hydrogen sulfate reacts
to form unwanted tert-butyl alcohol:

water sulfuric
acid

tert-butyl
hydrogen sulfate

tert-butyl
alcohol

CH3

OSO3H

CH3 C CH3

CH3

OH

CH3 C CH3+ H2O + H2SO4
heat

Other series reactions form unwanted polymeric material. Further
information on the reaction is

• The primary reaction is rapid and exothermic.
• Laboratory studies indicate that the reactor yield is maximum

when the concentration of sulfuric acid is maintained at 63%7.
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• The temperature should be maintained around 0◦C or excessive
by product formation occurs7,8.

Make an initial choice of reactor.

Solution The byproduct reactions to avoid are all series in
nature. This suggests that a mixed-flow reactor should not be
used, rather either a batch or plug-flow reactor should be used.

However, the laboratory data seem to indicate that maintaining
a constant concentration in the reactor to maintain 63% sulfuric
acid in the reactor would be beneficial. Careful temperature
control is also important. These two factors would suggest that
a mixed-flow reactor is appropriate. There is a conflict. How
can a well-defined residence time and a constant concentration
of sulfuric acid be simultaneously maintained?

Using a batch reactor, a constant concentration of sulfuric
acid can be maintained by adding concentrated sulfuric acid
as the reaction progresses, that is, semi-batch operation. Good
temperature control of such systems can be maintained.

By choosing to use a continuous rather than a batch reactor,
plug-flow behavior can be approached using a series of mixed-
flow reactors. This again allows concentrated sulfuric acid to be
added as the reaction progresses, in a similar way as suggested
for some parallel systems in Figure 4.7. Breaking the reactor
down into a series of mixed-flow reactors also allows good
temperature control.

To make an initial guess for the reactor conversion is again
difficult. The series nature of the byproduct reactions suggests
that a value of 50% is probably as good as can be suggested at
this stage.

7.5 REACTOR CONFIGURATION
FOR HETEROGENEOUS
SOLID-CATALYZED REACTIONS

Heterogeneous reactions involving a solid supported cata-
lyst form an important class of reactors and require special
consideration. As discussed in the previous section, such
reactors can be configured in different ways:

• fixed-bed adiabatic
• fixed-bed adiabatic with intermediate cold shot or hot

shot
• tubular with indirect heating or cooling
• moving bed
• fluidized bed

Of these, fixed-bed adiabatic reactors are the cheapest in
terms of capital cost. Tubular reactors are more expensive
than fixed-bed adiabatic reactors, with the highest capital
costs associated with moving and fluidized beds. The choice
of reactor configuration for reactions involving a solid
supported catalyst is often dominated by the deactivation
characteristics of the catalyst.

If deactivation of the catalyst is very short, then moving-
or fluidized-bed reactors are required so that the catalyst
can be withdrawn continuously, regenerated and returned to

the reactor. The example of refinery catalytic cracking was
discussed previously, as illustrated in Figure 7.7b, where
the catalyst is moved rapidly from the reaction zone in the
riser to regeneration. Here, the catalyst deactivates in a few
seconds and must be removed from the reactor rapidly and
regenerated. If the deactivation is slower, then a moving
bed can be used, as illustrated in Figure 7.7a. This still
allows the catalyst to be removed continuously, regenerated
and returned to the reactor. If the catalyst deactivation is
slower, of the order of a year or longer, then a fixed-
bed adiabatic or tubular reactor can be used. Such reactors
must be taken off-line for the catalyst to be regenerated.
Multiple reactors can be used with standby reactors, such
that one of the reactors can be taken off-line to regenerate
the catalyst, with the process kept running. However, there
are significant capital cost implications associated with
standby reactors.

Thus, the objective of the designer should be to use
a fixed-bed adiabatic reactor if possible. The reactor
conditions and the catalyst design can be manipulated
to minimize the deactivation. Reactor inlet temperature,
pressure, composition of the reactants in the feed, catalyst
shape and size, mixtures of inert catalyst, profiles of active
material within the catalyst pellets, hot shot, cold shot
and the introduction of inert gases in the feed can all
be manipulated with this objective. There are often trade-
offs to be considered between reactor size, selectivity
and catalyst deactivation, as well as interactions with the
rest of the process. If the temperature control requires
indirect heating or cooling, then a tubular reactor should
be considered, with the same variables being manipulated
along with the heat transfer characteristics. If everything
else fails, then continuous catalytic regeneration needs to
be considered (risers, fluidized beds and moving beds).

7.6 REACTOR CONFIGURATION FROM
OPTIMIZATION OF A
SUPERSTRUCTURE

The factors influencing the choice of reactor configuration
and conditions have been reviewed at length. This has been
based on the development of the conceptual issues affecting
those decisions. However, there is another approach that
can be adopted to make these decisions, based on the
optimization of a superstructure. The basis of this approach
to process design was discussed in Chapter 1. To apply
this approach to reactor design, a superstructure must
first be suggested that has all the structural features that
might be candidates for the final design. The superstructure
will contain redundant features that need to be removed.
Subjecting it to a combined structural and parameter
optimization carries out the evolution of the superstructure
to the final design. Consider the case of isothermal
reactors first.
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(a) A simple superstructure for a homogeneous reaction.

Product 1

Product 2
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(b) A simple superstructure for a two phase reaction.

Figure 7.8 Simple superstructure for single- and two-phase
reaction involving plug-flow and mixed-flow options.

1. Isothermal reactors. Figure 7.8a shows a simple case for
a homogeneous reaction where only the two options of
using either a plug-flow or mixed-flow reactor are consid-
ered. Both options are incorporated into a superstructure
in which they operate in parallel. A model of the reactors
needs to be created and optimized for maximum yield, max-
imum selectivity, minimum cost, and so on, in a combined
structural and parameter optimization. Such optimizations
have been discussed in Chapter 3. If it is desirable that only
a plug-flow or mixed-flow reactor is chosen, then an inte-
ger constraint would have to be introduced to ensure this,
as discussed in Chapter 3. Otherwise, the solution might
incorporate two reactors in parallel.

The superstructure can be extended to multiphase
reactors by introducing separate superstructures for each
phase and by allowing mass transfer between the phases,
as illustrated in Figure 7.8b. This allows either plug-
flow or mixed-flow in each phase, and mass transfer
between the phases. If the superstructure in Figure 7.8b
was optimized, the various flow arrangements shown
in Figure 7.3 for gas–liquid reactors and Figure 7.4
for liquid–liquid reactors might be obtained by the
optimization choosing between different combinations of
plug-flow and mixed-flow in each phase.

However, the arrangements such as those shown in
Figures 7.3 and 7.4 are all conventional reactor designs.
To open up the possibility of novel reactor arrangements
being developed, further options need to be allowed in
the superstructure. For example, a combination of different
mixing patterns, as shown in Figure 7.9a, might lead to
the novel design in Figure 7.9b. If a greater number of
combinations of mixing patterns is allowed, this might
result in a much better overall performance of the reactor.
Complex reactor designs, such as that shown in Figure 7.9a,
should be viewed as the ideal mixing pattern in the reactor
that can, in principle, be interpreted in different ways in the
final reactor design9.

A more complex superstructure for single-phase reac-
tion can be developed10. A superstructure is shown in
Figure 7.10a. This involves a set of mixed-flow reactors
with intermediate feed and another single mixed-flow reac-
tor. Now, the options include semi-plug-flow with vari-
ous feed addition policies, plug-flow (by elimination of
intermediate feed points), or a mixed-flow reactor. How-
ever, if only one option from the semi-plug-flow, plug-
flow or mixed-flow options in the superstructure is allowed
on an exclusive basis, complex arrangements cannot be
obtained, such as the reactor in Figure 7.9. A more complex

Gas

Liquid

Gas
Liquid

Gas

Liquid

(a) A complex mixing pattern from optimization.

(b) One possible interpretation of the mixing pattern.

Figure 7.9 Complex patterns can be interpreted as novel reactor designs.
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(a) A simple superstructure with plug-flow, semi-plug-flow and mixed-flow options.

(b) A superstructure of reactor components allows series, parallel, series-parrallel and  parralled-series
     arrangements of plug-flow, semi plug-flow and mixed-flow options.
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Figure 7.10 More complex superstructures can lead to more complex mixing arrangements.
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Figure 7.11 Superstructure for two-phase reactions with three reactor compartments in each phase. Mass transfer is only allowed with
the corresponding shadow compartment.

superstructure that includes further options for a single
phase is shown in Figure 7.10b9,10. The superstructure
involves three compartments9. Within each compartment,
there is a structure, as shown in Figure 7.10a, leading
to one of plug-flow, semi-plug-flow or mixed-flow. The
three compartments can then be connected in different
possible ways to allow the plug-flow, semi-plug-flow or
mixed-flow compartments to be connected in series, paral-
lel, series – parallel or parallel–series arrangements. Recy-
cle streams are also allowed. For a three-compartment
superstructure, as shown in Figure 7.10b, up to three dif-
ferent reactor compartments can be connected in differ-
ent arrangements of mixing patterns. If a greater number
of possibilities were desirable, then the superstructure in
Figure 7.10b could be extended to include a greater number
of reactor compartments. So far, the superstructure shown in
Figure 7.10b is restricted to a single phase. Now, consider
how this might be extended to multiple phases9.

In adding a greater number of options to the superstruc-
ture, care should be taken to ensure that the complexity

does not increase unnecessarily by adding combinations of
mixing patterns and mass transfer between phases that can
never be possible in a practical reactor. For example, in the
mixing pattern in Figure 7.9, it is not possible for every
part of the liquid phase throughout the design to exchange
mass with every part of the gas phase throughout the design.
Mass can only be exchanged where reactor compartments
are adjacent. Figure 7.11 shows a superstructure involving
two phases, with three compartments in each phase. Mass
transfer is limited to be between a reactor compartment
in one phase and a single partner reactor compartment in
the other phase, termed its shadow reactor compartment9.
The superstructures in Figures 7.10b and 7.11 involve one
feed and one product from each phase. It is straightfor-
ward to extend the superstructure to include multiple feeds
and products.

When optimizing a superstructure for a multiphase
reaction, the rate of mass transfer must be specified. This
will, to a large extent, be determined by the design of
the equipment. Yet, the objective of the superstructure



136 Choice of Reactor III – Reactor Configuration

optimization is to design the equipment. Thus, some
assumption must be made regarding the mass transfer coef-
ficient for the design to proceed. Once a design emerges, the
assumption can be refined and the optimization repeated to
ensure that another configuration is not appropriate. Also,
the superstructures for multiphase reactions assume mass
transfer between shadow compartments. This assumes that
the reaction will occur in the bulk phase. This is a rea-
sonable assumption for slow reactions, but fast reactions
will occur near the interface. This can be allowed for by
artificially enhancing the mass transfer coefficient.

Setting up superstructures like the one in Figure 7.11
is one thing, but carrying out a satisfactory optimization
is another. The discussion of optimization techniques in
Chapter 3 noted the difficulty of finding a solution close
to the global optimum if aspects of the problem to be
optimized are nonlinear. In this case, the mathematical
models for the reaction kinetics, mass transfer and any
hydrodynamic models included are likely to be highly
nonlinear. In addition, the optimization is a combined
structural and parameter optimization. Methods based
on mixed integer nonlinear programming (MINLP) have
been found to be inappropriate to solve such problems9.
However, stochastic optimization has proved to be a
reliable method. Simulated annealing, as described in
Chapter 3, has been used successfully to solve complex
reactor design problems9,11. This starts by first initializing
the problem. For example, for a gas–liquid reaction,
both phases could be initialized arbitrarily with plug-flow
behavior. This is a simple configuration, with other options
in the superstructure initially switched off. The simulated
annealing is then initiated, as described in Chapter 3, and
both the structural and parameter settings are changed in
a series of random moves. New structural features can
be added from the superstructure, and existing structural
features can be removed by the optimization moves.
The acceptance criterion for a move can be taken from
the Metropolis criterion described in Chapter 3. During
the course of the optimization, the objective function is
allowed to deteriorate during the initial stages of the
optimization. As the optimization progresses, the possibility
of deterioration in the objective function is gradually
removed according to the annealing schedule, as described
in Chapter 3. In this way, the optimization reduces the
problem of being trapped in a local optimum and allows
confidence that solutions close to the global optimum
can be obtained. However, it should be noted that there
are usually a number of competitive solutions that are
close to the global optimum, rather than there being
a single global optimum solution far better than other
neighboring solutions.

2. Nonisothermal reactors. Nonisothermal operation
brings additional complexity to the superstructure ap-
proach11,12. In the first instance, the optimum temperature

policy could be explored without consideration of how this
might be engineered in practice. For this, the optimum tem-
perature profile through the reactor is determined using pro-
file optimization, as described in Chapter 3. The approach
adopted here is to impose a temperature profile and opti-
mize the shape of this profile, its inlet temperature, exit
temperature and the maximum or minimum temperature (if
the shape has a maximum or minimum) until optimum per-
formance has been achieved9. Dimensionless length must
be used to describe the profile because of the way the reac-
tors (even plug-flow reactors) are modeled as a combination
of mixed-flow reactors. The dimensionless length then rep-
resents the proportion of the total reactor volume.

The objective function is maximized or minimized
by varying the shape of the temperature profile. This
takes no account of whether the optimum profile can be
achieved in a practical design. It might be that the heat
transfer engineering will not allow the target profile to
be followed exactly, but it provides an ultimate target
to aim for in the final design. If the optimum profile
cannot be achieved in the final design, this will result in
a suboptimal performance. Alternatively, the optimization
can be repeated with additional constraints imposed to avoid
the impractical features of the profile.

3. Nonisothermal reactors with adiabatic beds. Optimi-
zation of the temperature profile described above assumes
that heat can be added or removed wherever required and
at whatever rate required so that the optimal temperature
profile can be achieved. A superstructure can be set up
to examine design options involving adiabatic reaction
sections. Figure 7.12 shows a superstructure for a reactor
with adiabatic sections9,12 that allows heat to be transferred
indirectly or directly through intermediate feed injection.

As with isothermal reactor design, the optimization of
superstructures for nonisothermal reactors can be carried
out reliably, using simulated annealing.

One final comment needs to be made regarding the
data for the optimization calculations described here. It
obviously requires a model of the chemistry and the reaction
kinetics. It might also require data on mass transfer. If
the models are based on data that was measured under
conditions different than those in the region of the optimum,
then this introduces uncertainty in the design and might
invalidate the conclusions of the optimization. Whether
there is considered to be uncertainty in the model or not,
the outcome from the optimization needs to be validated
by detailed simulation or laboratory work or pilot plant
work. The best strategy is to carry out experimental work
for the model development and the design and optimization
in parallel. In this way, the experimental work and model
development will focus on conditions that are appropriate
for the final design.

Example 7.3 Monochlorinated carboxylic acids are important
intermediates for the chemical industry in the production of
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Figure 7.12 Superstructure for a Nonisothermal reactor with adiabatic sections.

pharmaceuticals, dyes, herbicides and cellulose derivatives. The
chlorination of butanoic acid (BA) involves two parallel reactions
that take place in the liquid phase13.

BA + Cl2 → MBA + HCl

BA + 2Cl2 → DBA + 2HCl

where MBA is α-monochlorobutanoic acid and DBA is α, α-
dichlorobutanoic acid. These reactions are catalyzed and carried
out in the organic phase but are accomplished by the absorption
of Cl2 and the desorption of the volatile product, HCl. Kinetic
equations have been developed13,14:

r1 = β
k1

√
CL,MBA + k2

1 + k3CL,Cl2
(7.7)

r2 = k3r1CL,Cl2 (7.8)

where

β =
√

CTOT − (1 + k3CL,Cl2)CL,MBA√
CTOT − (1 + k3CL,Cl2)CL,MBA + k4C

1/2
L,MBA

(7.9)

CTOT = CL,BA + CL,MBA + CL,DBA (7.10)

CL,ί = molar concentration of Component

ί in the liquid phase(kmol·m−3)

Table 7.2 gives details of the kinetic data. The catalyst mole
fraction xcat is assumed to be constant at 0.03713.

Table 7.2 Kinetic parameters and physical data for the
chlorination of butanic acid.

k1 = 0.0456x
1/2
cat exp[5.76 − 3260/T ] (kmol·m−3)1/2·s−1

k2 = 0.4758xcat exp[5.34 − 3760/T ] kmol·m−3·s−1

k3 = 1.3577 m3·kmol−1

k4 = 0.01
T = temperature (K)

Both reactions are slow compared to the film diffusion in the
liquid phase13 – 15. Hence, the reactions can be assumed to take
place predominantly in the bulk phase of the liquid. The rate of
mass transfer can be calculated using Equation 7.2. The interfacial
concentration can be calculated using Henry’ Law. Mass transfer
coefficients, interfacial area and gas hold-up data are required.
Gas hold-up is defined as:

Gas hold-up = volume of gas

volume of reaction mixture

The hydrodynamic data will depend on the mixing characteristics
of the reactor. In terms of the modeling of the reactor, the
hydrodynamic data will depend on the mixing characteristics of
each phase and the combinations of mixing characteristics for the
phases. Table 7.3 gives typical data for various combinations of
mixing characteristics for gas–liquid reactors16.

Table 7.3 Typical hydrodynamic data for various types of gas–liquid reactors16.

Mixing characteristics of phase Practical device Gas hold-up (%) kL A (s−1)

Gas Liquid

Plug-flow Plug-flow Packed column 95 0.005–0.02
Plug-flow Plug-flow Plate column 85 0.01–0.05
Plug-flow Mixed-flow Bubble column 5 0.005–0.0
Mixed-flow Mixed-flow Mechanically agitated vessel 10 0.02–0.2
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Table 7.4 gives the hydrodynamic data used for the calcula-
tions. Gas hold-ups were taken from Table 7.3.

Table 7.4 Hydrodynamic data
for the chlorination of butanic
acid.

HCl2 = 212 bar
HHCl = 212 bar
ρL,BA = 9.750 kmol·m−3

ρL,MBA = 8.857 kmol·m−3

ρL,DBA = 6.824 kmol·m−3

A = 255 m2·m−3

kL,Cl2 = 0.666 × 10−4 m·s−1

kL,HCl = 0.845 × 10−4 m·s−1

The reactions are assumed to take place under isothermal
conditions at 130◦C at 10 bar. The liquid feed of BA is
0.0133 kmol·s−1 and the gaseous feed of chlorine is 0.1
kmol·s−1. The objective is to maximize the fractional yield
of α-monochlorobutanoic acid with respect to butanoic acid.
Specialized software is required to perform the calculations, in
this case, using simulated annealing.

Solution Start by assuming three standard design configurations:

• countercurrent packed bed
• bubble column
• mechanically agitated vessel.

A countercurrent packed bed is modeled with one plug-flow
compartment in each phase (Figure 7.3a). A bubble column is
modeled as mixed-flow in the liquid phase and plug-flow in
the gas phase (Figure 7.3e). A mechanically agitated vessel is
modeled as a mixed-flow compartment in the liquid phase and its
shadow mixed-flow compartment in the gas phase (Figure 7.3f).
The performances of these configurations with initial flowrates
are given in Table 7.5 for a 99% conversion of BA.

From Table 7.5, the mechanically agitated vessel gives the best
performance, not only in terms of selectivity and yield but also
in terms of the reactor volume. The reactor volumes in Table 7.5
are only indicative as they are based on an assumed hold-up of
the gas in the reactor.

Table 7.5 Initial yields of MBA from BA for different reactor
configurations.

Reactor Selectivity (%) Yield (%) Volume (m3)

Countercurrent
packed bed

65.8 65.1 163.9

Bubble column 77.6 77.9 7.05
Mechanically

agitated vessel
78.9 78.2 7.35

It would be expected from the reaction stoichiometry that the
concentration of chlorine in the liquid would affect the yield as a
high concentration of chlorine will help promote the secondary
reaction to α, α-dichlorobutanoic acid. This indicates that the
flowrate of chlorine to the reactor should be optimized rather
than kept to a fixed flowrate, as assumed so far. A superstructure
model can be set up, as illustrated in Figure 7.11. This is then
subjected to optimization. In this case, the flowrate of BA will
be fixed, but the flowrate of chlorine will be allowed to be
optimized, in addition to optimization of the reactor network
structure. Given the highly nonlinear nature of the model, this
is not suited to a deterministic MINLP optimization method.
The problem is better suited to a stochastic method. In this
case, the superstructure is optimized by simulated annealing
to search for the optimum design for continuous operation in
the form of a continuous reactor network. Specialist software
is required for this. One of the virtues of stochastic methods
is that they provide not just a single answer at the optimum
point, as is the case with deterministic methods, but, rather, a
range of solutions with near-optimum performance. When using
simulated annealing, multiple solutions are obtained by carrying
out multiple optimizations. Because of the random nature of
the search, different solutions are obtained from the multiple
runs in the region of the optimum. For this problem, many
different reactor networks are possible to give near-optimum
answers. However, the preferred answers are always the simplest
network structures, as complex network structures will be difficult
to engineer. In this case, it turns out that a reactor network
with mixed-flow characteristics in both phases gives a good
performance, in other words, a mechanically agitated vessel.
Table 7.6 presents a summary of the relative performance of three
standard configurations after optimization.

Table 7.6 Optimized yields of MBA from BA for different
reactor configurations.

Reactor Selectivity
(%)

Yield
(%)

Flowrate
of chlorine
(kmol·s−1)

Volume
(m3)

Countercurrent
packed bed

79.6 78.8 0.0230 594

Bubble column 99.8 98.8 0.0146 5.3
Mechanically

agitated vessel
99.9 98.9 0.0190 5.6

It can be seen that the bubble column and mechanically agitated
vessel, both give a good performance. In this case there is
no need to resort to more complex designs. The performance
of a countercurrent packed bed after optimization is shown in
Table 7.6 for comparison. The performance after optimization is
significantly improved relative to a fixed flowrate of chlorine. It is
not surprising that the bubble column and mechanically agitated
vessel are the same (at least, as far as the model predictions are
concerned). Both assume a well-mixed liquid phase. Given that
the reaction is assumed to occur in the liquid phase, it therefore
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makes no difference that one model assumes plug-flow in the gas
phase and the other, mixed-flow.

There are many assumptions in the calculations and there
are also many uncertainties. Designers should take great care
when carrying out such calculations to test the sensitivity of
the model to different assumptions. For example, there are
major uncertainties regarding the mass transfer coefficients,
Henry’s Law constants and hold-up, in addition to all of the
uncertainties regarding the kinetic model. The designer should
repeat the calculations, changing the assumptions to test whether
the optimized configuration changes as a result of changing the
underlying assumptions. Once the designer is satisfied with the
result, the design would need to be investigated further; either
using detailed simulation of the multiphase reactor (e.g. using
computational fluid dynamics) and experimental investigation in
the laboratory or through plant trials.

7.7 CHOICE OF REACTOR
CONFIGURATION – SUMMARY

In choosing the reactor, the overriding consideration is
usually the raw materials efficiency (bearing in mind
materials of construction, safety, etc.). Raw materials costs
are usually the most important costs in the whole process.
Also, any inefficiency in the use of raw materials is likely
to create waste streams that become an environmental
problem. The reactor creates inefficiency in the use of raw
materials in the following ways.

• If low conversion is obtained and unreacted feed material
is difficult to separate and recycle.

• Through the formation of unwanted by products. Some-
times, the by product has value as a product in its own
right; sometimes, it simply has value as fuel. Sometimes,
it is a liability and requires disposal in expensive waste
treatment processes.

• Impurities in the feed can undergo reaction to form addi-
tional by products. This is best avoided by purification
of the feed before reaction.

Temperature control of the reactor can be achieved through

• cold shot and hot shot
• indirect heat transfer
• heat carriers
• catalyst profiles.

In addition, it is common to have to quench the reactor
effluent to stop the reaction quickly or to avoid problems
with conventional heat transfer equipment.

Catalyst degradation can be a dominant issue in the
choice of reactor configuration, depending on the rate
of deactivation. Slow deactivation can be dealt with by

periodic shutdown and regeneration or by replacement of
the catalyst. If this is not acceptable, then standby reactors
can be used to maintain plant operation. If deactivation is
rapid, then moving-bed and fluidized-bed reactors, in which
catalyst is removed continuously for regeneration, might be
the only option.

When dealing with gas–liquid and liquid–liquid reac-
tions, mass transfer can be as equally important a consid-
eration as reaction.

Reactor configurations for conventional designs can be
categorized as

• tubular
• stirred-tank
• fixed-bed catalytic
• fixed-bed noncatalytic
• moving-bed catalytic
• fluidized-bed catalytic
• fluidized-bed noncatalytic
• kilns

The choice of reactor configuration and conditions can
also be based on the optimization of a superstructure.
Combinations of complexities can be included in the
optimization. An added advantage of the approach is that
it also allows novel configurations to be identified, as well
as standard configurations.

The decisions made in the reactor design are often the
most important in the whole flowsheet. The design of the
reactor usually interacts strongly with the rest of the flow-
sheet. Hence, a return to the decisions for the reactor must
be made when the process design has progressed further to
understand the full consequences of those decisions.

7.8 EXERCISES

1. Chlorobenzene is manufactured by the reaction between
benzene and chlorine. A number of secondary reactions occur
to form undesired by products.

C6H6 + Cl2 −−−→ C6H5Cl + HCl

C6H5Cl + Cl2 −−−→ C6H4Cl2 + HCl

C6H5Cl2 + Cl2 −−−→ C6H3Cl3 + HCl

Make an initial choice of reactor type.
2. 1000 kmol of A and 2000 kmol of B react at 400 K to form

C and D, according to the reversible scheme

A + B −−−→←−−− C + D

The reaction takes place in a gas phase. Component C is
the desired product and the equilibrium constant at 400 K is
Ka = 1. Calculate the equilibrium conversion and explain what
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advantage may be gained by employing a reactor in which C

is continuously removed from the reaction mixture so as to
keep its partial pressure low.

3. Components A and G react by three simultaneous reactions
to form three products, one that is desired (D) and two that
are undesired (W and U). These gas-phase reactions, together
with their corresponding rate laws, are given below.
Desired product,

A + G → D

rD =
{

0.0156 exp

[
18,200

(
1

300
− 1

T

)]
CACG

First unwanted byproduct,

A + G → U

rU =
{

0.0234 exp

[
17,850

(
1

300
− 1

T

)]
C1.5

A CG

Second unwanted byproduct,

A + G → W

rW =
{

0.0588 exp

[
3,500

(
1

300
− 1

T

)]
C0.5

A CG

T is the temperature (K) and CA and CG are the concentrations
of A and G.
The objective is to select conditions to maximize the yield of D.
a. Select the type of the reactor that appears appropriate for

the given reaction kinetics. What are the drawbacks of the
reactor types you would not recommend?

b. It has been suggested to introduce inert material. What
would be the effect of inerts on the yield?

c. Assess whether the yield can be improved by operating the
reactor at:
• high or low temperatures
• high or low pressures

4. Pure reactant A is fed at 330 K into an adiabatic reactor where
it converts reversibly to useful product B:

A −−−→←−−− B

The reactor brings the reaction mixture to equilibrium at
the outlet temperature. The reaction is exothermic and the
equilibrium constant K is given by:

K = 120,000 exp

[
−20.0

(
T − 298

T

)]

T is the temperature in K. The heat of reaction is
−60,000 kJ·kmol−1. The heat capacities of A and B are
190 kJ·kmol−1·K−1.
a. Use an enthalpy balance to calculate the temperature of the

reaction mixture as a function of the conversion. Plot the
temperature along the reactor length.

b. Calculate the exit temperature and the equilibrium conver-
sion.

c. A choice is required between different reactors of volume V :
• a single adiabatic reactor

• two adiabatic reactors
• four adiabatic reactors
Which of these choices will lead to a better conversion?

5. In the reaction of ethylene to ethanol:

CH2 = CH2

ethylene
+ H2O

water
−−−→←−−− CH3 − CH2 − OH

ethanol

A side reaction occurs, where diethyl ether is formed:

2CH3−CH2−OH
ethanol

−−−→←−−− CH3CH2−O−CH2CH3

diethylether
+ H2O

water

a. Make an initial choice of reactor as a first step. How
would the reactor be able to maximize selectivity to a
desired product?

b. What operating pressure would be suitable in this reactor?
c. How would an excess of water (steam) in the reactor feed

affect the selectivity of the reactor?
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8 Choice of Separator for Heterogeneous Mixtures

8.1 HOMOGENEOUS AND
HETEROGENEOUS SEPARATION

Having made an initial specification for the reactor,
attention is turned to separation of the reactor effluent.
In some circumstances, it might be necessary to carry
out separation before the reactor to purify the feed.
Whether before or after the reactor, the overall separation
task might need to be broken down into a number of
intermediate separation tasks. Consider now the choice of
separator for the separation tasks. Later in Chapters 11
to 14, consideration will be given as to how separation tasks
should be connected together and connected to the reactor.
As with reactors, emphasis will be placed on the choice of
separator, together with its preliminary specifications, rather
than its detailed design.

When choosing between different types of reactors, both
continuous and batch reactors were considered from the
point of view of the performance of the reactor (continuous
plug-flow and ideal batch being equivalent in terms of
residence time). If a batch reactor is chosen, it will often
lead to a choice of separator for the reactor effluent that
also operates in batch mode, although this is not always
the case as intermediate storage can be used to overcome
the variations with time. Batch separations will be dealt
with in Chapter 14.

If the mixture to be separated is homogeneous, separation
can only be performed by the creation of another phase
within the system or by the addition of a mass separation
agent. For example, if a vapor mixture is leaving a reactor,
another phase could be created by partial condensation. The
vapor resulting from the partial condensation will be rich
in the more volatile components and the liquid will be rich
in the less volatile components, achieving a separation.
Alternatively, rather than creating another phase, a mass
separation agent can be added. Returning to the example of
a vapor mixture leaving a reactor, a liquid solvent could
be contacted with the vapor mixture to act as a mass
separation agent to preferentially dissolve one or more of
the components from the mixture. Further separation is
required to separate the solvent from the process materials
so as to recycle the solvent, and so on. A number of physical
properties can be exploited to achieve the separation of
homogeneous mixtures1,2.

If a heterogeneous or multiphase mixture needs to be sep-
arated, then separation can be done physically by exploiting

Chemical Process Design and Integration R. Smith
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the differences in density between the phases. Separation of
the different phases of a heterogeneous mixture should be
carried out before homogeneous separation, taking advan-
tage of what already exists. Phase separation tends to be
easier and should be done first. The phase separations likely
to be carried out are:

• Gas–liquid (or vapor–liquid)
• Gas–solid (or vapor–solid)
• Liquid–liquid (immiscible)
• Liquid–solid
• Solid–solid.

A fully comprehensive survey is beyond the scope of this
text, and many good surveys are already available1 – 6.

The principal methods for the separation of heteroge-
neous mixtures are:

• Settling and sedimentation
• Inertial and centrifugal separation
• Electrostatic precipitation
• Filtration
• Scrubbing
• Flotation
• Drying.

8.2 SETTLING AND SEDIMENTATION

In settling processes, particles are separated from a fluid
by gravitational forces acting on the particles. The particles
can be liquid drops or solid particles. The fluid can be a
gas, vapor or liquid.

Figure 8.1a shows a simple device used to separate
by gravity a gas–liquid (or vapor–liquid) mixture. The
velocity of the gas or vapor through the vessel must be
less than the settling velocity of the liquid drops.

When a particle falls under the influence of gravity, it
will accelerate until the combination of the frictional drag
in the fluid and buoyancy force balances the opposing
gravitational force. If the particle is assumed to be a rigid
sphere, at this terminal velocity, a force balance gives3,4,7,8

ρP

π d3

6
g = ρF

π d3

6
g + cD

π d2

4

ρF v2
T

2
gravitational buoyancy drag

force force force

(8.1)
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Gas–liquid or
Vapor–liquid

Feed

Liquid

Gas or Vapor

Liquid–liquid

Feed

Heavy
Liquid

Light
Liquid

Feed

Fluid–solid Fluid

(c)  Gravity settler for the
       separation of fluid–solid
       mixtures.

(a)  Gravity settler for the separation of
       gas–liquid and vapor–liquid mixtures.

(b)  Gravity settler for the
        separation of liquid–liquid
       mixtures.

Figure 8.1 Settling processes used for the separation of heterogeneous mixtures.

where ρP = density of particles (kg·m−3)
ρF = density of dispersing fluid (kg·m−3)
d = particle diameter (m)
g = the gravitational constant (9.81 m·s−2)

cD = drag coefficient (−)
vT = terminal settling velocity (m·s−1)

Rearranging Equation 8.1 gives:

vT =
√(

4gd

3cD

) (
ρP − ρF

ρF

)
(8.2)

More generally, Equation 8.2 can be written as:

vT = KT

√
ρP − ρF

ρF

(8.3)

where KT = parameter for the terminal velocity (m·s−1)

If the particles are assumed to be rigid spheres, then from
Equations 8.2 and 8.33,4,7,8:

KT =
(

4gd

3cD

)1/2

(8.4)

However, more general correlations can be found for KT

in Equation 8.3. If in addition to assuming the particles
to be rigid spheres, it is also assumed that the flow is in
the laminar region, known as the Stoke’s Law region, for
Reynolds number less than 1 (but can be applied up to a
Reynolds number of 2 without much error):

cD = 24

Re
= 24

dVT ρF /µF

0 < Re < 2 (8.5)

where Re = Reynolds Number
µF = fluid viscosity (kg·m−1·s−1)

Substituting Equation 8.5 into Equation 8.2 gives:

vT = gd2(ρP − ρF )

18µF

0 < Re < 2 (8.6)

When applying Equation 8.6, there is a tacit assumption
that there is no turbulence in the settler. In practice, any
turbulence will mean that a settling device sized on the basis
of Equation 8.6 will have a lower efficiency than predicted.

Above a Reynolds number of around 2, Equation 8.5 will
underestimate the drag coefficient and hence overestimate
the settling velocity. Also, for Re > 2, an empirical
expression must be used7:

cD = 18.5

Re0.6 2 < Re < 500 (8.7)

Substituting Equation 8.7 into Equation 8.2 gives:

vT =
(

gd1.6(ρP − ρF )

13.875ρ0.4
F µ0.6

F

)0.7143

2 < Re < 500 (8.8)

For higher values of Re7:

cD = 0.44 500 < Re < 200,000 (8.9)

Substituting Equation 8.9 into Equation 8.2 gives:

vT =
√

gd(ρP − ρF )

3.03ρF

500 < Re < 200,000 (8.10)

When designing a settling device of the type in
Figure 8.1a, the maximum allowable velocity in the
device must be less than the terminal settling velocity.
Before Equations 8.6 to 8.10 can be applied, the particle
diameter must be known. For gas–liquid and vapor–liquid
separations, there will be a range of particle droplet sizes.
It is normally not practical to separate droplets less than
100 µm diameter in such a simple device. Thus, the design
basis for simple settling devices of the type illustrated in
Figure 8.1a is usually taken to be a vessel in which the
velocity of the gas (or vapor) is the terminal settling velocity
for droplets of 100 µm diameter3,9.

The separation of gas–liquid (or vapor–liquid) mixtures
can be enhanced by installing a mesh pad at the top of
the disengagement zone to coalesce the smaller droplets to
larger ones. If this is done, then the KT in Equation 8.3 is
normally specified to be 0.11 m·s−1, although this can take
lower values down to 0.06 m·s−1 for vacuum systems8.

Figure 8.1b shows a simple gravity settler or decanter
for removing a dispersed liquid phase from another liquid
phase. The horizontal velocity must be low enough to
allow the low-density droplets to rise from the bottom of
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the vessel to the interface and coalesce and for the high-
density droplets to settle down to the interface and coalesce.
The decanter is sized on the basis that the velocity of the
continuous phase should be less than the terminal settling
velocity of the droplets of the dispersed phase. The velocity
of the continuous phase can be estimated from the area of
the interface between the settled phases3,8,9:

vCP = FCP

AI

(8.11)

where vCP = velocity of the continuous phase (m·s−1)
FCP = volumetric flowrate of continuous phase

(m3·s−1)
AI = decanter area of interface (m2)

The terminal settling velocity is given by Equation
8.6 or 8.8. Decanters are normally designed for a droplet
size of 150 µm3,9, but can be designed for droplets down
to 100 µm. Dispersions of droplets smaller than 20 µm
tend to be very stable. The band of droplets that collect
at the interface before coalescing should not extend to the
bottom of the vessel. A minimum of 10% of the decanter
height is normally taken for this3.

An empty vessel may be employed, but horizontal
baffles can be used to reduce turbulence and assist the
coalescence through preferential wetting of the solid surface
by the disperse phase. More elaborate methods to assist the
coalescence include the use of mesh pads in the vessel or the
use of an electric field to promote coalescence. Chemical
additives can also be used to promote coalescence.

In Figure 8.1c is a schematic diagram of a gravity settling
chamber. A mixture of gas, vapor or liquid and solid
particles enters at one end of a large chamber. Particles
settle toward the base. Again the device is specified on the
basis of the terminal settling velocity of the particles. For
gas–solid particle separations, the size of the solid particles
is more likely to be known than the other types discussed
so far. The efficiency with which the particles of a given
size will be collected from the simple setting devices in

Figure 8.1c is given by10:

η = h

H
(8.12)

where η = efficiency of collection (−)
h = settling distance of the particles during the

residence time in the device (m)
H = height of the setting zone in the device (m)

When high concentrations of particles are to be settled,
the surrounding particles interfere with individual particles.
This is particularly important when settling high concentra-
tions of solid particles in liquids. For such hindered settling,
the viscosity and fluid density terms in Equation 8.6 can be
modified to allow for this. The walls of the vessel can also
interfere with settling4,9.

When separating a mixture of water and fine solid parti-
cles in a gravity settling device such as the one shown in
Figure 8.1c, it is common in such operations to add a floc-
culating agent to the mixture to assist the settling process.
This agent has the effect of neutralizing electric charges on
the particles that cause them to repel each other and remain
dispersed. The effect is to form aggregates or flocs, which,
because they are larger in size, settle more rapidly.

The separation of suspended solid particles from a liquid
by gravity settling into a clear fluid and a slurry of higher
solids content is called sedimentation. Figure 8.2 shows
a sedimentation device known as a thickener, the prime
function of which is to produce a more concentrated slurry.
The feed slurry in Figure 8.2 is fed at the center of the tank
below the surface of the liquid. Clear liquid overflows from
the top edge of the tank. A slowly revolving rake serves to
scrape the thickened slurry sludge toward the center of the
base for removal and at the same time assists the formation
of a more concentrated sludge. Again, it is common in such
operations to add a flocculating agent to the mixture to
assist the settling process. When the prime function of the
sedimentation is to remove solids from a liquid rather than
to produce a more concentrated solid–liquid mixture, the
device is known as a clarifier. Clarifiers are often similar
in design to thickeners.

Clear
Liquid

Clear
Liquid

Liquid–solid
Feed

Liquid
Overflow

Slow Revolving
Rake Thickened Solid

Figure 8.2 A thickener for liquid–solid separation.
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Intermediate
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Fine
Particles

Gas–solid or
Liquid–solid
Feed Fluid outlet

Figure 8.3 Simple gravity settling classifier.

Figure 8.3 shows a simple type of classifier. In the
device in Figure 8.3, a large tank is subdivided into several
sections. A size range of solid particles suspended in gas,
vapor or liquid enters the tank. The larger, faster-settling
particles settle to the bottom close to the entrance, and the
slower-settling particles settle to the bottom close to the
exit. The vertical baffles in the tank allow the collection of
several fractions.

This type of classification device can be used to carry
out solid–solid separation in mixtures of different solids.
The mixture of particles is first suspended in a fluid and
then separated into fractions of different size or density in
a device similar to that in Figure 8.3.

Example 8.1 Solid particles with a size greater than 100 µm
are to be separated from larger particles in a settling chamber.
The flowrate of gas is 8.5 m3·s−1. The density of the gas
is 0.94 kg·m−3 and its viscosity 2.18 × 10−5 kg·m−1·s−1. The
density of the particles is 2780 kg·m−3.

a. Calculate the settling velocity, assuming the particles are
spherical.

b. The settling chamber is to be box-shaped, with a rectangular
cross section for the gas flow. If the length and breadth of the
settling chamber are equal, what should the dimensions of the
chamber be for 100% removal of particles greater than 100 µm?

Solution

a. Assume initially that the settling is in the Stoke’s Law region

vT = gd2(ρP − ρF )

18µF

= 9.81 × (100×10−6)2 × (2780 − 0.94)

18×2.18×10−5

= 0.69 m·s−1

Check the Reynolds number

Re = dvT ρF

µF

= 100 × 10−6 × 0.69 × 0.94

2.18 × 10−5

= 3.0

This is just outside the range of validity of Stoke’s Law. Whilst
the errors would not be expected to be too serious, compare with
the prediction of Equation 8.8.

vT =
(

gd1.6(ρP − ρF )

13.875ρ0.4
F µ0.6

F

)0.7143

=
(

9.81 × (100 × 10−6)1.6 × (2780 − 0.94)

13.875 × 0.940.4 × (2.18 × 10−5)0.6

)0.7143

= 0.61 m·s−1

b. For 100% separation of particles:

τ = H

vT

where τ = mean residence time in the settler
H = height of the settling chamber

Also: τ = V

F
= LBH

F
where V = volume of settling chamber

F = volumetric flowrate
L = length of settling chamber
B = breadth of settling chamber

Assuming L = B, then:

H

vT

= L2H

F
(8.13)

L =
√

F

vT

=
√

7.5

0.61

= 3.51 m

From Equation 8.13, in principle, any height can be chosen. If
a large height is chosen, then the particles will have further to
settle, but the residence time will be long. If a small height is
chosen, then the particles will have a shorter distance to travel,
but have a shorter residence time. To keep down the capital cost,
a small height should be chosen. However, the bulk velocity
through the settling chamber should not be too high; otherwise
reentrainment of settled particles will start to occur. The maximum
bulk mean velocity of the gas would normally be kept below
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around 5 m·s−1 10. Also, for maintenance and access, a minimum
height of around 1 m will be needed. If the height is taken to be
1 m, then the bulk mean velocity is F /LH = 2.1 m·s−1, which
seems reasonable.

Example 8.2 A liquid–liquid mixture containing 5 kg·s−1

hydrocarbon and 0.5 kg·s−1 water is to be separated in a decanter.
The physical properties are given in Table 8.1.

The water can be assumed to be dispersed in the hydrocarbon.
Estimate the size of decanter required to separate the mixture in
a horizontal drum with a length to diameter ratio of 3 to 1 and an
interface across the center of the drum.

Solution Assuming a droplet size of 150 µm and the flow to be
in the Stoke’s Law region,

vT = 9.81 × (150 × 10−6)2 × (993 − 730)

18 × 8.1 × 10−4

= 0.0040 m·s−1

Check the Reynolds number

Re = 730 × 150 × 10−6 × 0.0040

8.1 × 10−4

= 0.54

From Equation 8.10,

vCP = FCP

AI

= vT

0.0040 = 5.0

730 × AI

AI = 1.712 m2

Also: AI = DL

where D = diameter of decanter
L = length of decanter

Assume 3D = L.

AI = L2

3

L = √
3AI

= 2.27 m

D = L/3

= 0.76 m

Check the continuous phase (hydrocarbon) droplets that could be
entrained in the dispersed phase (water).
Velocity of the water phase

= 0.5

993 × 1.712

= 2.94×10−4 m·s−1

Table 8.1 Physical property data for Example 8.2.

Density (kg·m−3) Viscosity (kg·m−1·s−1)

Hydrocarbon 730 8.1 × 10−4

Water 993 8.0 × 10−4

The diameter of hydrocarbon droplets entrained by the velocity
of the water phase

vT = −2.94×10−4 m·s−1 (i.e. rising)

d =
√

18 vT µF

g(ρP − ρF )

=
√

18 × −2.94×10−4×8.0×10−4

9.81 × (730 − 993)

= 0.4×10−6 m

Only hydrocarbon droplets smaller than 0.4 µm will be
entrained.

8.3 INERTIAL AND CENTRIFUGAL
SEPARATION

In the preceding processes, the particles were separated
from the fluid by gravitational forces acting on the particles.
Sometimes gravity separation may be too slow because
of the closeness of the densities of the particles and the
fluid, because of small particle size leading to low settling
velocity or, in the case of liquid–liquid separations, because
of the formation of a stable emulsion.

Inertial or momentum separators improve the efficiency
of gas–solid settling devices by giving the particles down-
ward momentum, in addition to the gravitational force.
Figure 8.4 illustrates three possible types of inertial separa-
tor. Many other arrangements are possible10,11. The design
of inertial separators for the separation of gas–solid sep-
arations is usually based on collection efficiency curves,
as illustrated schematically in Figure 8.5. The curve is
obtained experimentally and shows what proportion of par-
ticles of a given size is expected to be collected by the
device. As the particle size decreases, the collection effi-
ciency decreases. Collection efficiency curves for standard
designs are published8, but is preferable to use data pro-
vided by the equipment supplier.

Centrifugal separators take the idea of an inertial
separator a step further and make use of the principle that
an object whirled about an axis at a constant radial distance
from the point is acted on by a force. Use of centrifugal
forces increases the force acting on the particles. Particles
that do not settle readily in gravity settlers often can be
separated from fluids by centrifugal force.

The simplest type of centrifugal device is the cyclone
separator for the separation of solid particles or liquid
droplets from a gas or vapor (Figure 8.6). This consists of
a vertical cylinder with a conical bottom. Centrifugal force
is generated by the motion of the fluid. The mixture enters
through a tangential inlet near the top, and the rotating
motion so created develops centrifugal force that throws
the dense particles radially toward the wall. The entering
fluid flows downward in a spiral adjacent to the wall. When
the fluid reaches the bottom of the cone, it spirals upward in
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Figure 8.4 Inertial separators increase the efficiency of separation by giving the particles downward momentum.
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Figure 8.5 A collection efficiency curve shows the fraction of
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Figure 8.6 A cyclone generates centrifugal force by the
fluid motion.

a smaller spiral at the center of the cone and cylinder. The
downward and upward spirals are in the same direction.
The particles of dense material are thrown toward the wall
and fall downward, leaving the bottom of the cone.

The design of cyclones is normally based on collection
efficiency curves, such as the one shown in Figure 8.510,11.
Curves for cyclones with standard dimensions are published
that can be scaled to different dimensions using scaling
parameters10,11. Again, it is preferable to use curves
supplied by equipment manufactures. Standard designs tend
to be used in practice and units placed in parallel to process
large flowrates.

The same principle can be used for the separation of
solids from a liquid in a hydrocyclone. Although the
principle is the same, whether a gas or vapor is being
separated from a liquid, the geometry of the cyclone will
change accordingly. Hydrocyclones can also be used to
separate mixtures of immiscible liquids, such as mixtures
of oil and water. For the separation of oil and water, the
water is denser than the oil and is thrown to the wall by
the centrifugal force leaving from the conical base. The oil
leaves from the top. Again, the design of hydrocyclones is
normally based on collection efficiency curves, such as the
one shown in Figure 8.5 with standard designs used and
units placed in parallel to process large flowrates.

Figure 8.7 shows centrifuges, in which a cylindri-
cal bowl is rotated to produce the centrifugal force.
In Figure 8.7a, the cylindrical bowl is shown rotating
with a feed consisting of a liquid–solid mixture fed at
the center. The feed is thrown outward to the walls
of the container. The particles settle horizontally out-
ward. Different arrangements are possible to remove
the solids from the bowl. In Figure 8.7b, two liquids
having different densities are separated by the cen-
trifuge. The more dense fluid occupies the outer periph-
ery, since the centrifugal force is greater on the more
dense fluid.

Example 8.3 A dryer vent is to be cleaned using a bank
of cyclones. The gas flowrate is 60 m3·s−1, density of solids
2700 kg·m−3 and the concentration of solids is 10 g·m−3. The
size distribution of the solids is given in Table 8.2:
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Figure 8.7 A centrifuge uses rotating cylindrical bowl to produce centrifugal force.

Table 8.2 Particle size distribution for Example 8.3.

Particle size (µm) Percentage by weight
less than

50 90
40 86
30 80
20 70
10 45

5 25
2 10

The collection efficiency curve for the design of cyclone used
is given in Figure 8.8. Calculate the solids removal and the final
outlet concentration.

Solution The particles are first divided into size ranges and the
collection efficiency for the average size applied with the size
range as shown in Table 8.3:

The overall collection efficiency is 69.5% and the concentration
of solids at exit is 3.05 g·m−3
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Figure 8.8 Collection efficiency curve for the cyclone design in
Example 8.1.

8.4 ELECTROSTATIC PRECIPITATION

Electrostatic precipitators are generally used to separate
particulate matter that is easily ionized from a gas
stream3,8,10. This is accomplished by an electrostatic field
produced between wires or grids and collection plates by

Table 8.3 Collection efficiency for Example 8.3.

Particle size
range (µm)

Per cent in
range (%)

Efficiency at
mean size (%)

Overall
collection (%)

Outlet

Fraction
in range

Outlet %

>50 10 100 10 0 0
40 – 50 4 100 4 0 0
30 – 40 6 99 5.9 0.1 0.3
20 – 30 10 96 9.6 0.4 1.3
10 – 20 25 83 20.8 4.2 13.8

5 – 10 2 60 12.0 8.0 26.2
2 – 5 15 41 6.2 8.8 28.9
0 – 2 10 10 1.0 9.0 29.5

69.5 30.5 100.0
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Figure 8.9 Electrostatic precipitation. (Reproduced from Sten-
house JIT, 1981, in Teja (ed) Chemical Engineering and the Envi-
ronment, Blackwell Scientific Publications, Oxford.).

applying a high voltage between the two, as illustrated in
Figure 8.9. A corona is established around the negatively
charged electrode. As the particulate-laden gas stream
passes through the space, the corona ionizes molecules of
gases such as O2 and CO2 present in the gas stream. These
charged molecules attach themselves to particulate matter,
thereby charging the particles. The oppositely charged
collection plates attract the particles. Particles collect on
the plates and are removed by vibrating the collection plates
mechanically, thereby dislodging particles that drop to the
bottom of the device. Electrostatic precipitation is most
effective when separating particles with a high resistivity.
The operating voltage typically varies between 25 and
45 kV or more, depending on the design and the operating
temperature. The application of electrostatic precipitators is
normally restricted to the separation of fine particles of solid

or liquid from a large volume of gas. Preliminary designs
can be based on collection efficiency curves, as illustrated
in Figure 8.58.

8.5 FILTRATION

In filtration, suspended solid particles in a gas, vapor
or liquid are removed by passing the mixture through a
porous medium that retains the particles and passes the
fluid (filtrate). The solid can be retained on the surface
of the filter medium, which is cake filtration, or captured
within the filter medium, which is depth filtration. The filter
medium can be arranged in many ways.

Figure 8.10 shows four examples of cake filtration in
which the filter medium is a cloth of natural or artificial
fibers. In different arrangements, the filter medium might
even be ceramic or metal. Figure 8.10a shows the filter
cloth arranged between plates in an enclosure in a plate-
and-frame filter for the separation of solid particles from
liquids. Figure 8.10b shows the cloth arranged as a thimble
or candle. This arrangement is common for the separation
of solid particles from a gas and is known as a bag filter. As
the particles build up on the inside of the thimble, the unit is
periodically taken off-line and the flow reversed to recover
the filtered particles. For the separation of solid particles
from gases, conventional filter media can be used up to a
temperature of around 250◦C. Higher temperatures require
ceramic or metallic (e.g. stainless steel sintered fleece) filter
media. These can be used for temperatures of 250 to 1000◦C
and higher. Cleaning of high-temperature media requires
the unit to be taken off-line and pressure pulses applied to
recover the filtered particles. Figure 8.10c shows a rotating
belt for the separation of a slurry of solid particles in a
liquid, and Figure 8.10d shows a rotating drum in which

(a)  Plate-and-flame filter.
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Filter
Medium

Liquid–solid Feed

Gas–solid Feed

Gas
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Gas

Header

(b) Bag filter.
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Vacuum Liquid Out

Filter Medium Solid

(c)  Belt vacuum filter.

Liquid–solid
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Filter
Medium

Vacuum

Solid

(d) Rotary vacuum filter.

Figure 8.10 Filtration can be arranged in many ways.
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the drum rotates through the slurry. In both cases, the flow
of liquid is induced by the creation of a vacuum. When
filtering solids from liquids, if the purity of the filter cake
is not important, filter aids, which are particles of porous
solid, can be added to the mixture to aid the filtration
process. When filtering solids from a liquid, a thickener is
often used upstream of filtration to concentrate the mixture
prior to filtration.

When separating solid particles from a liquid filtrate, if
the solid filter cake is a product, rather than a waste, then
it is usual to wash the filter cake to remove the residual
filtrate from the filter cake. The washing of the filter cake
after filtration takes place by displacement of the filtrate
and by diffusion.

Rather than using a cloth, a granular medium consisting
of layers of particulate solids on a support grid can be used.
Downward flow of the mixture causes the solid particles to
be captured within the medium. Such deep-bed filters are
most commonly used to remove small quantities of solids
from large quantities of liquids. To release the solid particles
captured within the bed, the flow is periodically reversed,
causing the bed to expand and release the particles that have
been captured. Around 3% of the throughput is needed for
this backwashing.

Whereas the liquid–solid filtration processes described so
far can separate particles down to a size of around 10 µm,
for smaller particles that need to be separated, a porous
polymer membrane can be used. This process, known as
microfiltration, retains particles down to a size of around
0.05 µm. A pressure difference across the membrane of
0.5 to 4 bar is used. The two most common practical
arrangements are spiral wound and hollow fiber. In the
spiral wound arrangement, flat membrane sheets separated
by spacers for the flow of feed and filtrate are wound
into a spiral and inserted in a pressure vessel. Hollow

fiber arrangements, as the name implies, are cylindrical
membranes arranged in series in a pressure vessel in an
arrangement similar to a shell-and-tube heat exchanger. The
feed enters the shell-side and permeate passes through the
membrane to the center of the hollow fibers. The main
factor affecting the flux of the filtrate through the membrane
is the accumulation of deposits on the surface of the filter.
Of course, this is usual in cake filtration systems when the
particles are directed normally toward the surface of the
filter medium. However, in the case of microfiltration, the
surface deposits cause the flux of filtrate to decrease with
time. To ameliorate this effect in microfiltration, cross-flow
can be used, in which a high rate of shear is induced across
the surface of the membrane from the feed. The higher
the velocity across the surface of the filter medium, the
lower is the deterioration in flux of the filtrate. Even with
a significant velocity across the surface of the membrane,
there is still likely to be a deterioration in the flux caused
by fouling of the membrane. Periodic flushing or cleaning
of the membrane will be required to correct this. The
method of cleaning depends on the type of foulant, the
membrane configuration and the membrane’s resistance to
cleaning agents. In the simplest case, a reversal of the flow
(backflush) might be able to remove the surface deposits. In
the worst case, cleaning agents such as sodium hydroxide
might be required. Microfiltration is used for the recovery
of paint from coating processes, oil–water separations,
separation of biological cells from a liquid, and so on.

8.6 SCRUBBING

Scrubbing with liquid (usually water) can enhance the col-
lection of particles when separating gas–solid mixtures.
Figure 8.11 shows three of the many possible designs for
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(a) Packed bed scrubber. (b) Spray scrubber.

(c) Venturi scrubber.

Figure 8.11 Various scrubber designs can be used to separate solid from gas or vapor. (Reproduced from Stenhouse JIT, 1981, in
Teja (ed) Chemical Engineering and the Environment, Blackwell Scientific Publications, Oxford.).
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scrubbers. Figure 8.11a illustrates a packed tower, similar
to an absorption tower. Whilst this can be effective, it suf-
fers from the problem that the packing can become clogged
with solid particles. Towers using perforated plates similar
to a distillation or absorption column can also be used. As
with packed columns, plate columns can also encounter
problems of clogging. By contrast, Figure 8.11b uses a
spray system that will be less prone to fouling. The design
in Figure 8.11b uses a tangential inlet to create a swirl to
enhance the separation. The design shown in Figure 8.11c
uses a venturi. Liquid is injected into the throat of the ven-
turi, where the velocity of the gas is highest. The gas accel-
erates the injected water to the gas velocity, and breaks up
the liquid droplets into a relatively fine spray. The particles
are then captured by the fine droplets. Very high collection
efficiencies are possible with venturi scrubbers. The main
problem with venturi scrubbers is the high pressure loss
across the device. As with other solids separation devices,
preliminary design can be carried out using collection effi-
ciency curves like the one illustrated in Figure 8.58.

8.7 FLOTATION

Flotation is a gravity separation process that exploits the
differences in the surface properties of particles. Gas bub-
bles are generated in a liquid and become attached to solid
particles or immiscible liquid droplets, causing the particles
or droplets to rise to the surface. This is used to sepa-
rate mixtures of solid–solid particles after dispersion in a
liquid, or solid particles already dispersed in a liquid or liq-
uid–liquid mixtures of finely divided immiscible droplets.
The liquid used is normally water and the particles of solid
or immiscible liquid will attach themselves to the gas bub-
bles if they are hydrophobic (e.g. oil droplets dispersed
in water).

The bubbles of gas can be generated by three methods:

a. dispersion, in which the bubbles are injected directly by
some form of sparging system;

b. dissolution in the liquid under pressure and then
liberation in the flotation cell by reducing the pressure;

c. electrolysis of the liquid.

Flotation is an important technique in mineral processing,
where it is used to separate different types of ores. When
used to separate solid–solid mixtures, the material is ground
to a particle size small enough to liberate particles of
the chemical species to be recovered. The mixture of
solid particles is then dispersed in the flotation medium,
which is usually water. The mixture is then fed to a
flotation cell, as illustrated in Figure 8.12a. Here, gas is
also fed to the cell where gas bubbles become attached
to the solid particles, thereby allowing them to float to
the surface of the liquid. The solid particles are collected
from the surface by an overflow weir or mechanical
scraper. The separation of the solid particles depends on
the different species having different surface properties
such that one species is preferentially attached to the
bubbles. A number of chemicals can be added to the
flotation medium to meet the various requirements of the
flotation process:

a. Modifiers are added to control the pH of the separation.
These could be acids, lime, sodium hydroxide, and
so on.

b. Collectors are water-repellent reagents that are added
to preferentially adsorb onto the surface of one of the
solids. Coating or partially coating the surface of one of
the solids renders the solid to be more hydrophobic and
increases its tendency to attach to the gas bubbles.

c. Activators are used to “activate” the mineral surface for
the collector.

d. Depressants are used to preferentially attach to one of
the solids to make it less hydrophobic and decrease its
tendency to attach to the gas bubbles.

e. Frothers are surface-active agents added to the flotation
medium to create a stable froth and assist the separation.
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(a) A typical flotation cell for solid separation.
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(b) Dissolved air flotation (DAF).

Figure 8.12 Flotation arrangements.
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Flotation is also used in applications such as the separation
of low-density solid particles (e.g. paper pulp) from water
and oil droplets from oil–water mixtures. It is not necessary
to add reagents if the particles are naturally hydrophobic,
as is the case, for example, with oil–water mixtures, as the
oil is naturally hydrophobic.

When separating low-density solid particles or oil
droplets from water, the most common method used is
dissolved-air flotation. A typical arrangement is shown in
Figure 8.12b. This shows some of the effluent water from
the unit being recycled, and air being dissolved in the
recycle under pressure. The pressure of the recycle is then
reduced, releasing the air from solution as a mist of fine
bubbles. This is then mixed with the incoming feed that
enters the cell. Low-density material floats to the surface
with the assistance of the air bubbles and is removed.

8.8 DRYING

Drying refers to the removal of water from a substance
through a whole range of processes, including distillation,
evaporation and even physical separations such as cen-
trifuges. Here, consideration is restricted to the removal
of moisture from solids into a gas stream (usually air) by
heat, namely, thermal drying. Some of the types of equip-
ment for removal of water also can be used for removal of
organic liquids from solids.

Four of the more common types of thermal dryers used
in the process industries are illustrated in Figure 8.13.

1. Tunnel dryers are shown in Figure 8.13a. Wet material
on trays or a conveyor belt is passed through a tunnel,
and drying takes place by hot air. The airflow can
be countercurrent, cocurrent or a mixture of both.
This method is usually used when the product is not
free flowing.

2. Rotary dryers are shown in Figure 8.13b. Here, a
cylindrical shell mounted at a small angle to the
horizontal is rotated at low speed. Wet material is fed
at the higher end and flows under gravity. Drying takes
place from a flow of air, which can be countercurrent or
cocurrent. The heating may be direct to the dryer gas or
indirect through the dryer shell. This method is usually
used when the material is free flowing. Rotary dryers
are not well suited to materials that are particularly
heat sensitive because of the long residence time in
the dryer.

3. Drum dryers are shown in Figure 8.13c. This consists
of a heated metal roll. As the roll rotates, a layer of
liquid or slurry is dried. The final dry solid is scraped
off the roll. The product comes off in flaked form. Drum
dryers are suitable for handling slurries or pastes of
solids in fine suspension and are limited to low and
moderate throughput.
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Figure 8.13 Four of the more common types of thermal dryer.

4. Spray dryers are shown in Figure 8.13d. Here, a liquid
or slurry solution is sprayed as fine droplets into a hot
gas stream. The feed to the dryer must be pumpable
to obtain the high pressures required by the atomizer.
The product tends to be light, porous particles. An
important advantage of the spray dryer is that the product
is exposed to the hot gas for a short period. Also,
the evaporation of the liquid from the spray keeps
the product temperature low, even in the presence of
hot gases. Spray dryers are thus particularly suited to
products that are sensitive to thermal decomposition,
such as food products.

Another important class of dryers is the fluidized-bed dryer.
Some designs combine spray and fluidized-bed dryers.
Choice between dryers is usually based on practicalities
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such as the materials’ handling characteristics, product
decomposition, product physical form (e.g. if a porous
granular material is required), and so on. Also, dryer
efficiency can be used to compare the performance of
different dryer designs. This is usually defined as follows:

Dryer efficiency = heat of vaporization

total heat consumed
(8.14)

If the total heat consumed is from an external utility (e.g.
mains steam), then a high efficiency is desirable, even
perhaps at the expense of a high capital cost. However,
if the heat consumed is by recovery from elsewhere in
the process, as is discussed in Chapter 22, then comparison
based on dryer efficiency becomes less meaningful.

8.9 SEPARATION OF HETEROGENEOUS
MIXTURES – SUMMARY

For a heterogeneous or multiphase mixture, separation
usually can be achieved by phase separation. Such phase
separation should be carried out before any homogeneous
separation. Phase separation tends to be easier and should
be done first.

The simplest devices for separating heterogeneous mix-
tures exploit gravitational force in settling and sedimenta-
tion devices. The velocity of the fluid through such a device
must be less than the terminal settling velocity of the parti-
cles to be separated. When high concentrations of particles
are to be settled, the surrounding particles interfere with
individual particles and the settling becomes hindered. Sep-
arating a dispersed liquid phase from another liquid phase
can be carried out in a decanter. The decanter is sized on
the basis that the velocity of the continuous phase should
be less than the terminal settling velocity of the droplets of
the dispersed phase.

If gravitational forces are inadequate to achieve the
separation, the separation can be enhanced by exploiting
inertial, centrifugal or electrostatic forces.

In filtration, suspended solid particles in a gas, vapor or
liquid are removed by passing the mixture through a porous
medium that retains the particles and passes the fluid.

Scrubbing with liquid (usually water) can enhance the
collection of particles when separating gas–solid mixtures.
Flotation is a gravity separation process that exploits
differences in the surface properties of particles. Gas
bubbles are generated in a liquid and become attached to
solid particles or immiscible liquid droplets, causing the
particles or droplets to rise to the surface.

Thermal drying can be used to remove moisture from
solids into a gas stream (usually air) by heat. Many types
of dryers are available and can be compared on the basis
of their thermal efficiency.

For the separation of gas–solid mixtures, prelimi-
nary design of inertial separators, cyclones, electrostatic
precipitators, scrubbers and some types of filters can be
carried out on the basis of collection efficiency curves
derived from experimental performance.

No attempt should be made to carry out any optimization
at this stage in the design.

8.10 EXERCISES

1. A gravity settler is to be used to separate particles less than
75 µm from a flowrate of gas of 1.6 m3·s−1. The density
of the particles is 2100 kg·m−3. The density of the gas
is 1.18 kg·m−3 and its viscosity is 1.85×10−5 kg·m−1·s−1

Estimate the dimensions of the settling chamber assuming
a rectangular cross section with length to be twice that of
the breadth.

2. When separating a liquid–liquid mixture in a cylindrical
drum, why is it usually better to mount the drum horizontally
than vertically?

3. A liquid–liquid mixture containing 6 kg·s−1 of water with
0.5 kg·s−1 of entrained oil is to be separated in a decanter.
The properties of the fluids are given in Table 8.4 below.

Table 8.4 Fluid properties for exercise 8.3.

Density
(kg·m−3)

Viscosity
(kg·m−1·s−1)

Water 993 0.8×10−3

Oil 890 3.5×10−3

Assuming the water to be the continuous phase, the decanter
to be a horizontal drum with a length to diameter ratio of 3 to
1 and an interface across the center of the drum, estimate the
dimensions of the decanter to separate water droplets less than
150 µm.

4. In Exercise 3, it was assumed that the interface would be across
the center of the drum. How would the design change it if the
interface was lower such that length of the interface across the
drum was 50% of the diameter?

5. A mixture of vapor and liquid ammonia is to be separated
in a cylindrical vessel mounted vertically with a mesh pad
to assist separation. The flowrate of vapor is 0.3 m3·s−1.
The density of the liquid is 648 kg·m−3 and that of the
vapor 2.71 kg·m−3. Assuming KT = 0.11 m·s−1, estimate the
diameter of vessel required.

6. A gravity settler has dimensions of 1 m breadth, 1 m height
and length of 3 m. It is to be used to separate solid particles
from a gas with a flowrate of 1.6 m3·s−1. The density of the
particles is 2100 kg·m−3. The density of the gas is 1.18 kg·m−3

and its viscosity is 1.85×10−5 kg·m−1·s−1. Construct an
approximate collection efficiency curve for the settling of
particles ranging from 0 to 50 µm.

7. Table 8.5 Shows the size distribution of solid particles in a
gas stream.
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Table 8.5 Particle size distribution.

Particle size (µm) Per cent by weight
less than

30 95
20 90
10 70

5 30
2 20

The flowrate of the gas is 10 m3·s−1 and the concentration
solids is 12 g·m−3. The particles are to be separated in a scrubber
with a collection efficiency curve shown in Figure 8.14. Estimate
the overall collection efficiency and the concentration of solids in
the exit gas.
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Figure 8.14 Collection efficiency curve for scrubber.
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9 Choice of Separator for Homogeneous Fluid
Mixtures I – Distillation

9.1 SINGLE-STAGE SEPARATION

As pointed out in the previous chapter, the separation
of a homogeneous fluid mixture requires the creation
of another phase or the addition of a mass separation
agent. Consider a homogeneous liquid mixture. If this
liquid mixture is partially vaporized, then another phase is
created, and the vapor becomes richer in the more volatile
components (i.e. those with the lower boiling points) than
the liquid phase. The liquid becomes richer in the less-
volatile components (i.e. those with the higher boiling
points). If the system is allowed to come to equilibrium
conditions, then the distribution of the components between
the vapor and liquid phases is dictated by vapor–liquid
equilibrium considerations (see Chapter 4). All components
can appear in both phases.

On the other hand, rather than partially vaporize a liquid,
the starting point could have been a homogeneous mixture
of components in the vapor phase and the vapor partially
condensed. There would still have been a separation, as the
liquid that was formed would be richer in the less-volatile
components, while the vapor would have become depleted
in the less-volatile components. Again, the distribution of
components between the vapor and liquid is dictated by
vapor–liquid equilibrium considerations if the system is
allowed to come to equilibrium.

When a mixture contains components with large relative
volatilities, either a partial condensation from the vapor
phase or a partial vaporization from the liquid phase
followed by a simple phase split can often produce an
effective separation1.

Figure 4.2 shows a feed being separated into a vapor and
liquid phase and being allowed to come to equilibrium. If
the feed to the separator and the vapor and liquid products
are continuous, then the material balance is described by
Equations 4.57, 4.58 and 4.611. If Ki is large relative to
V/F (typically Ki > 10) in Equation 4.57, then2:

yi ≈ zi/(V/F )

that is, Vyi ≈ Fzi

(9.1)

This means that all of Component i entering with the feed,
Fzi , leaves in the vapor phase as Vy i . Thus, if a component
is required to leave in the vapor phase, its K-value should
be large relative to V/F .
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On the other hand, if Ki is small relative to V/F

(typically Ki < 0.1) in Equation 4.58, then2:

xi ≈ Fzi/L

that is, Lxi ≈ Fzi

(9.2)

This means that all of Component i entering with the
feed, Fz i , leaves with the liquid phase as Lx i . Thus, if
a component is required to leave in the liquid phase, its
K-value should be small relative to V/F .

Ideally, the K-value for the light key component in the
phase separation should be greater than 10 and, at the
same time, the K-value for the heavy key less than 0.1.
Such circumstances can lead to a good separation in a
single stage. However, use of phase separators might still
be effective in the flow sheet if the K-values for the key
components are not so extreme. Under such circumstances,
a more crude separation must be accepted.

9.2 DISTILLATION

A single equilibrium stage can only achieve a limited
amount of separation. However, the process can be repeated
by taking the vapor from the single-stage separation to
another separation stage and partially condensing it and
taking the liquid to another separation stage and partially
vaporizing it, and so on. With each repeated condensation
and vaporization, a greater degree of separation will be
achieved. In practice, the separation to multiple stages is
extended by creating a cascade of stages as shown in
Figure 9.1. It is assumed in the cascade that liquid and
vapor streams leaving each stage are in equilibrium. Using
a cascade of stages in this way allows the more volatile
components to be transferred to the vapor phase and the
less-volatile components to be transferred to the liquid
phase. In principle, by creating a large enough cascade,
an almost complete separation can be carried out.

At the top of the cascade in Figure 9.1, liquid is needed
to feed the cascade. This is produced by condensing vapor
that leaves the top stage and returning this liquid to the
first stage of the cascade as reflux. All of the vapor leaving
the top stage can be condensed in a total condenser to
produce a liquid top product. Alternatively, only enough
of the vapor to provide the reflux can be condensed in a
partial condenser to produce a vapor top product if a liquid
top product is not desired. Vapor is also needed to feed
the cascade at the bottom of the column. This is produced
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Figure 9.1 A cascade of equilibrium stages with refluxing and
reboiling. (From Smith R and Jobson M, 2000, Distillation,
Encyclopedia of Separation Science, Academic Press; reproduced
by permission).

by vaporizing some of the liquid leaving the bottom stage
and returning the vapor to the bottom stage of the cascade
in a reboiler. The feed to the process is introduced at
an intermediate stage, and products are removed from the
condenser and the reboiler.

The methods by which the vapor and liquid are contacted
in each stage of the cascade in distillation fall into two broad
categories. Figure 9.2a shows a plate, or tray, column.
Liquid enters the first plate at the top of the column and
flows across what is shown in Figure 9.2a as a perforated
plate. Liquid is prevented from weeping through the holes
in the plate by the up-flowing vapor. In this way, the
vapor and liquid are contacted. The liquid from each plate
flows over a weir and down a downcomer to the next
plate, and so on. The design of plate used in Figure 9.2a

(a) Conventional tray. (b) High capacity tray.

Extended
Active
Area

Downcomer

L L

L L

Active Area

V V

Figure 9.2 Distillation trays. (From Smith R and Jobson M,
2000, Distillation, Encyclopedia of Separation Science, Academic
Press; reproduced by permission).

involving a plate with simple holes, known as a sieve
plate, is the most common arrangement used. It is cheap,
simple and well understood in terms of its performance.
Many other designs of plate are available. For example,
valve arrangements in the holes can be used to improve
the performance and the flexibility of operation to be able
to cope with a wider variety of liquid and vapor flow
rates in the column. One particular disadvantage of the
conventional plate in Figure 9.2a is that the downcomer
arrangement makes a significant proportion of the area
within the column shell not available for contacting liquid
and vapor. In an attempt to overcome this, high capacity
trays, with increased active area, have been developed.
Figure 9.2b illustrates the concept. Again, many different
designs are available for high capacity trays. In practice,
the column will need more plates than the number of
equilibrium stages, as mass transfer limitations and poor
contacting efficiency prevent equilibrium being achieved
on a plate.

The other broad class of contacting arrangement for the
cascade in a distillation column is that of packed columns.
Here the column is filled with a solid material that has
a high voidage. Liquid trickles across the surfaces of
the packing, and vapor flows upward through the voids
in the packing, contacting the liquid on its way up the
column. Many different designs of packing are available.
Figure 9.3a shows a traditional design of packing, which
is random, or dumped, packing. The random packing is
pieces of preformed ceramic, metal or plastic, which,
when dumped in the column, produce a body with a
high voidage. Figure 9.3b illustrates structured packing.
This is manufactured by sheets of metal being preformed
with corrugations and holes and then joined together to
produce a preformed packing with a high voidage. This
is manufactured in slabs and built up in layers within
the distillation column. Many types of both random and
structured packing are available.

(a) Random or dumped packing. (b) Structured packing.

L L

V V

Figure 9.3 Distillation packing. (From Smith R and Jobson M,
2000, Distillation, Encyclopedia of Separation Science, Academic
Press; reproduced by permission).
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Whereas the change in composition in a plate column
is finite from stage to stage, the change in composition in
a packed column is continuous. To relate the continuous
change in composition to that of an equilibrium stage
requires the concept of the height equivalent of a theoretical
plate, HETP to be introduced. This is the height of packing
required to bring about the same concentration change as
an equilibrium stage.

Generally, trays should be used when:

• liquid flowrate is high relative to vapor flowrate (occurs
when the separation is difficult);

• diameter of the column is large (packings can suffer from
maldistribution of the liquid over the packing);

• there is variation in feed composition (trays can be more
flexible to variations in operating conditions);

• the column requires multiple feeds or multiple products
(tray columns are simpler to design for multiple feeds
or products).

Packings should be used when:

• column diameter is small (relative cost for fabrication of
small-diameter trays is high);

• vacuum conditions are used (packings offer lower
pressure drop and reduced entrainment tendencies);

• low pressure drop is required (packings have a lower
pressure drop than trays);

• the system is corrosive (a greater variety of corrosion
resistant materials is available for packings);

• the system is prone to foaming (packings have a lower
tendency to promote foaming);

• low liquid hold-up in the column is required (liquid hold-
up in packings is lower than that for trays).

To develop a rigorous approach to distillation design,
consider Figure 9.4. This shows a general equilibrium stage
in the distillation column. It is a general stage and allows
for many design options other than simple columns with
one feed and two products. Vapor and liquid enter this
stage. In principle, an additional product can be withdrawn
from the distillation column at an intermediate stage as a
liquid or vapor sidestream. Feed can enter, and heat can
be transferred to or from the stage. By using a general
representation of a stage, as shown in Figure 9.4, designs
with multiple feeds, multiple products and intermediate heat
exchange are possible. Equations can be written to describe
the material and energy balance for each stage:

1. Material balance for Component i and Stage j (NC
equations for each stage):

Lj−1xi,j−1 + Vj+1yi,j+1 + Fjzi,j − (Lj + Uj)xi,j

− (Vj + Wj)yi,j = 0 (9.3)

Stage j
Feed

Vapor
Side Stream

Heat Transfer

Liquid from
Stage Above

Lj − 1
xi, j − 1

Tj − 1

Tj + 1

Qj

(+) if from stage
(−) if to stage

Liquid
Side Stream

Uj

Lj
Vj + 1

yi, j + 1

Fj
zi, j

xi, j

Vj

yi, j

HV
j HL

j − 1

HV
 j + 1T F

j

HF
j

HL
 j

Tj

Tj

Wj

Figure 9.4 A general equilibrium stage for distillation. (From
Smith R and Jobson M, 2000, Distillation, Encyclopedia of
Separation Science, Academic Press; reproduced by permission).

2. Equilibrium relation for each Component i (NC equa-
tions for each stage):

yi,j − Ki,jxi,j = 0 (9.4)

3. Summation equations (one for each stage):

NC∑
i=1

yi,j − 1.0 = 0,

NC∑
i=1

xi,j − 1.0 = 0 (9.5)

4. Energy balance (one for each Stage j ):

Lj−1H
L
j−1 + Vj+1H

V
j+1 + FjH

F
j − (Lj + Uj)H

L
j

− (Vj + Wj)H
V
j − Qj = 0 (9.6)

where zi,j yi,j , xi,j = feed, vapor and liquid mole
fractions for Stage j

Fj , Vj , Lj = feed, vapor and liquid molar
flowrates for Stage j

Wj ,Uj = vapor and liquid sidestreams for
Stage j

HF = molar enthalpy of the feed
HV

j , HL
j = vapor and liquid molar enthalpies

for Stage j

Qj = heat transfer from Stage j

(negative for heat transfer to the
stage)

Ki,j = vapor–liquid equilibrium constant
between xi and yi for Stage j

NC = number of components

These equations require physical property data for vapor–
liquid equilibrium and enthalpies, and the set of equations
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must be solved simultaneously. The calculations are
complex, but many methods are available to solve the
equations1. The details of the methods used are outside
the scope of this text. In practice, designers most often use
commercial computer simulation packages.

However, before the above set of equations can be
solved, many important decisions must be made about
the distillation column. The thermal condition of the feed,
the number of equilibrium stages, feed location, operating
pressure, amount of reflux, and so on, all must be chosen.

To explore these decisions in a systematic way, short-
cut design methods can be used. These exploit simplifying
assumptions to allow many more design options to be
explored than would be possible with detailed simulation
and allow conceptual insights to be gained. Once the major
decisions have been made, a detailed simulation needs to
be carried out as described in outline above.

Conceptual insights into the design of distillation
are best developed by first considering distillation of
binary mixtures.

9.3 BINARY DISTILLATION

Consider the material balance for a simple binary distilla-
tion column. A simple column has one feed, two products,
one reboiler and one condenser. Such a column is shown in
Figure 9.5. An overall material balance can be written as:

F = D + B (9.7)

A material balance can also be written for Component i as:

Fxi,F = Dxi,D + Bxi,B (9.8)

However, to fully understand the design of the column,
the material balance must be followed through the column.
To simplify the analysis, it can be assumed that the molar
vapor and liquid flowrates are constant in each column
section, which is termed constant molar overflow. This
is strictly only true if the component molar latent heats
of vaporization are the same, there is no heat of mixing

B, xi, B 

D, xi ,D 

F, xi, F

Stripping Section

Enriching Section
(Rectifying Section)

Figure 9.5 Mass balance on a simple distillation column.

between the components, heat capacities are constant and
there is no external addition or removal of heat. In fact, this
turns out to be a good assumption for many mixtures of
organic compounds that exhibit reasonably ideal behavior.
But it can also turn out to be a poor assumption for many
mixtures, such as many mixtures of alcohol and water.

Start by considering the material balance for the part of
the column above the feed, the rectifying section. Figure 9.6
shows the rectifying section of a column and the flows
and compositions of the liquid and vapor in the rectifying
section. First, an overall balance is written for the rectifying
section (assuming L and V are constant, i.e. constant molar
overflow):

V = L + D (9.9)

A material balance can also be written for Component i:

Vyi,n+1 = Lxi,n,i + Dxi,D (9.10)

The reflux ratio, R, is defined to be:

R = L/D (9.11)

Given the reflux ratio, the vapor flow can be expressed in
terms of R:

V = (R + 1)D (9.12)

These expressions can be combined to give an equation that
relates the vapor entering and liquid flows leaving Stage n:

yi,n+1 = R

R + 1
xi,n + 1

R + 1
xi,D (9.13)

R
R + 1

x1

y2

y1

xD

yn + 1

Slope =

1
2

n

xn

n + 1
yn

(b)

1

Vy1

Lxi, D Dxi , D

y2

n
L

n + 1

2

yn + 1

yn
V

(a)

Figure 9.6 Mass balance for the rectifying section. (From Smith
R and Jobson M, 2000, Distillation, Encyclopedia of Separation
Science, Academic Press; reproduced by permission).



Binary Distillation 161

On an x–y diagram for Component i this is a straight line
starting at the distillate composition with slope R/(R + 1)
and which intersects the diagonal line at xi,D.

Starting at the distillate composition xi,D in Figure 9.6b,
a horizontal line across to the equilibrium line gives the
composition of the vapor in equilibrium with the distillate
(y1). A vertical step down gives the liquid composition
leaving Stage 1, x1. Another horizontal line across to
the equilibrium line gives the composition of the vapor
leaving Stage 2 (y2). A vertical line to the operating
line gives the composition of the liquid leaving Stage 2
(x2), and so on. Thus, stepping between the operating line
and equilibrium line in Figure 9.6b, the change in vapor
and liquid composition is followed through the rectifying
section of the column.

Now consider the corresponding mass balance for the
column below the feed, the stripping section. Figure 9.7a
shows the vapor and liquid flows and compositions through
the stripping section of a column. An overall mass balance
for the stripping section around Stage m + 1 gives:

L′ = V ′ + B (9.14)

A component balance gives:

L′xi,m = V ′yi,m+1 + Bxi,B (9.15)

Again, assuming constant molar overflow (L′ and V ′ are
constant), these expressions can be combined to give an

(a)

(b)

L′
V′

xmxN

ym + 1

yB

yN

m

N

m + 1

Slope =

xB

Steam

B, xi, B

yB

yN

xN

N

m + 1

L, xm

F, xi, F
 V, ym + 1′ ′

Figure 9.7 Mass balance for the stripping section. (From Smith
R and Jobson M, 2000, Distillation, Encyclopedia of Separation
Science, Academic Press; reproduced by permission).

equation relating the liquid entering and the vapor leaving
Stage m + 1:

yi,m+1 = L′

V ′ xi,m − B

V ′ xi,B (9.16)

This line can be plotted in an x–y plot as shown in
Figure 9.7b. It is a straight line with slope L′/V ′, which
intersects the diagonal line at xi,B . Starting from the bottom
composition, xi,B , a vertical line up to the equilibrium line
gives the composition of the vapor leaving the reboiler
(yB). A horizontal line across to the operating line gives the
composition of the liquid leaving Stage N (xN). A vertical
line up to the equilibrium line then gives the vapor leaving
Stage N (yN), and so on.

Now the rectifying and stripping sections can be brought
together at the feed stage. Consider the point of intersection
of the operating lines for the rectifying and stripping
sections. From Equations 9.10 and 9.15:

Vyi = Lxi + Dxi,D (9.17)

V ′yi = L′xi − Bxi,B (9.18)

where yi and xi are the intersection of the operating lines.
Subtracting Equations 9.17 and 9.18 gives:

(V − V ′)yi = (L − L′)xi + Dxi,D + Bxi,B (9.19)

Substituting the overall mass balance, Equation 9.7, gives:

(V − V ′)yi = (L − L′)xi + Fxi,F (9.20)

Now it is necessary to determine how the vapor and liquid
flowrates change at the feed stage.

What happens at the feed stage depends on the condition
of the feed, whether it is subcooled, saturated liquid,
partially vaporized, saturated vapor or superheated vapor.
To define the condition of the feed, the variable q is
introduced, defined as:

q = heat required to vaporize 1 mole of feed

molar latent heat of vaporization of feed
(9.21)

For a saturated liquid feed q = 1, and for a saturated vapor
feed q = 0. The flowrate of feed entering the column as
liquid is q·F . The flowrate of feed entering the column as
vapor is (1 – q)·F . Figure 9.8 shows the feed stage. An
overall mass balance on the feed stage for the vapor gives:

V = V ′ + (1 – q)F (9.22)

An overall mass balance for the liquid on the feed stage
gives:

L′ = L + qF (9.23)

Combining Equations 9.20, 9.22 and 9.23 together gives a
relationship between the compositions of the feed and the
vapor and liquid leaving the feed tray:

yi = q

q − 1
·xi − 1

q − 1
·xi,F (9.24)
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Figure 9.8 Mass balance for the feed stage. (From Smith R and
Jobson M, 2000, Distillation, Encyclopedia of Separation Science,
Academic Press; reproduced by permission).

This equation is known as the q-line. On the x–y plot,
it is a straight line with slope q/(q−1) and intersects the
diagonal line at xi,F . It is plotted in Figure 9.8 for various
values of q.

The material balances for the rectifying and stripping
sections can now be brought together. Figure 9.9a shows the
complete design. The construction is started by plotting the
operating lines for the rectifying and stripping sections. The
q-line intercepts the operating lines at their intersection. The
construction steps off between the operating lines and the
equilibrium lines. The intersection of the operating lines
is the correct feed stage, that is, the feed stage necessary
to minimize the overall number of theoretical stages. The
stepping procedure changes from one operating line to the
other at the intersection with the q-line. The construction can
be started either from the overhead composition working

down or from the bottoms composition working up. This
method of design is known as the McCabe–Thiele Method 3.

Figure 9.9b shows an alternative stepping procedure in
which the change from the rectifying to the stripping
operating lines leads to a feed stage location below the
optimum feed stage. The result is an increase in the number
of theoretical stages for the same separation. Figure 9.9c
shows a stepping procedure in which the feed stage location
is above the optimum, again resulting in an increase in the
number of theoretical stages.

Figure 9.10 contrasts a total (Figure 9.10a) and partial
condenser (Figure 9.10b) in the McCabe–Thiele Diagram.
Although a partial condenser can provide a theoretical
stage in principle, as shown in Figure 9.11b, in practice
the performance of a condenser will not achieve the
performance of a theoretical stage.

Figure 9.11 contrasts the two general classes of reboiler.
Figure 9.11a is fed with a liquid. This is partially vaporized
and discharges liquid and vapor streams that are in
equilibrium. This is termed a partial reboiler or once-
through reboiler and, as shown in the McCabe–Thiele
diagram in Figure 9.11a, acts as a theoretical stage.
In the other class of reboilers shown in Figure 9.11b,
known as thermosyphon reboilers, part of the liquid flow
from the bottom of the column is taken and partially
vaporized. Whilst some separation obviously occurs in the
thermosyphon reboiler, this will be less than that in a
theoretical stage. It is safest to assume that the necessary
stages are provided in the column itself, as illustrated in
the McCabe–Thiele Diagram in Figure 9.11b. The choice
of reboiler depends on4:

• the nature of the process fluid (particularly its viscosity
and fouling tendencies);

• sensitivity of the bottoms product to thermal degradation;
• operating pressure;
• temperature difference between the process and heat-

ing medium;
• equipment layout (particularly the space available for

headroom).
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(a)  The optimum feed location. (b)  Feed loctaion below the
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Figure 9.9 Combining the rectifying and stripping sections.



Total and Minimum Reflux Conditions for Multicomponent Mixtures 163

yA, 1

xA, D xA, D

L D1

2

3

yA, 1

xA, R

yA, D

L

D

1

2

3

V V

xA xA

yA yA

1

2

yA, 1

yA, 1yA, 2

xA, 2 xA, 1 xA, 1xA, D xA, R

yA, D

(a)  Total condenser. (b)  Partial condenser.

Condenser

Figure 9.10 Total and partial condensers in the McCabe–Thiele Diagram.
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Figure 9.11 Partial and thermosyphon reboilers.

Thermosyphon reboilers are usually cheapest but not
suitable for high-viscosity liquids or vacuum operation.
Further discussion of reboilers will be deferred until
Chapter 15. In the preliminary phases of a design, it is best
to assume that enough stages are available in the column
itself to achieve the required separation.

There are two important limits that need to be considered
for distillation. The first is illustrated in Figure 9.12a. This
is total reflux in which no products are taken and there is no
feed. At total reflux, the entire overhead vapor is refluxed

and all the bottoms liquid reboiled. Figure 9.12a also shows
total reflux on an x–y plot. This corresponds with the
minimum number of stages required for the separation.
The other limiting case, shown in Figure 9.12b, is where
the reflux ratio is chosen such that the operating lines
intersect at the equilibrium line. As this stepping procedure
approaches the q-line from both sides, an infinite number
of steps are required to approach the q-line. This is the
minimum reflux condition in which there are zones of
constant composition (pinches) above and below the feed.
For binary distillation, the zones of constant composition
are usually located at the feed stage, as illustrated in
Figure 9.12b. The pinch can also be away from the feed
as illustrated in Figure 9.12c. This time, a tangent pinch
occurs above the feed stage. A tangent pinch can also be
obtained below the feed stage, depending on the shape of
the x–y diagram.

The McCabe–Thiele Method is restricted in its applica-
tion because it only applies to binary systems and involves
the simplifying assumption of constant molar overflow.
However, it is an important method to understand as it gives
important conceptual insights into distillation that cannot be
obtained in any other way.

9.4 TOTAL AND MINIMUM REFLUX
CONDITIONS FOR
MULTICOMPONENT MIXTURES

Just as with binary distillation, it is important to understand
the operating limits for multicomponent distillation. The
two extreme conditions of total and minimum reflux will
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Figure 9.12 Total and maximum reflux in binary distillation. (Adapted from Smith R and Jobson M, 2000, Distillation, Encyclopedia
of Separation Science, Academic Press; reproduced by permission).

therefore be considered. However, before a multicomponent
distillation column can be designed, a decision must be
made as to the two key components between which it is
desired to make the separation. The light key component is
the one to be kept out of the bottom product according
to some specification. The heavy key component is the
one to be kept out of the top product according to some
specification. The separation of the nonkey components
cannot be specified. Lighter than light key components
will tend to go predominantly with the overhead product,
and heavier than heavy key components will tend to
go predominantly with the bottoms product. Intermediate-
boiling components between the keys will distribute
between the products. In preliminary design, the recovery
of the light key or the concentration of the light key in the
overhead product must be specified, as must the recovery
of the heavy key or the concentration of the heavy key in
the bottom product.

Consider first total reflux conditions, corresponding with
the minimum number of theoretical stages. The bottom
of a distillation column at total reflux is illustrated in
Figure 9.13.

Vn = Ln−1 (9.25)

A component mass balance gives:

Vnyi,n = Ln−1xi,n−1 (9.26)

Combining Equations 9.25 and 9.26 gives:

yi,n = xi,n−1 (9.27)

Applying Equation 4.66 to the bottom of the column for
a binary separation gives:(

yA

yB

)
R

= αR

(
xA

xB

)
B

(9.28)

Vn yi, n Ln − 1 xi, n − 1

N

n

Figure 9.13 Stripping section of a column under total reflux
conditions.

where subscript R refers to the reboiler and subscript B

to the bottoms. Because reflux conditions are total, the
liquid composition in the reboiler is the same as the bottom
composition in this case. Combining Equation 9.27 with
Equation 9.28 gives:(

xA

xB

)
N

= αR

(
xA

xB

)
B

(9.29)

Similarly, the composition at Stage N–1 can be related to
Stage N : (

xA

xB

)
N−1

= αN

(
xA

xB

)
N

(9.30)
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Combining this with Equation 9.29 gives:
(

xA

xB

)
N

= αNαR

(
xA

xB

)
B

(9.31)

Continuing up the column to the distillate:
(

yA

yB

)
1

= α1α2 . . . . . . αNαR

(
xA

xB

)
B

(9.32)

Assuming a total condenser and the relative volatility to be
constant gives:

(
xA

xB

)
D

= α
Nmin
AB

(
xA

xB

)
B

(9.33)

where Nmin = minimum number of theoretical stages
αAB = relative volatility between A and B

Subscript D refers to the distillate. Equation 9.33 predicts
the number of theoretical stages for a specified binary
separation at total reflux and is known as the Fenske
Equation5.

In fact, the development of the equation does not include
any assumptions limiting the number of components in the
system. It can also be written for a multicomponent system
for any two reference Components i and j 1,6 – 8:

xi,D

xj,D

= α
Nmin
ij

xi,B

xj,B

(9.34)

where xi,D = mole fraction of Component i in the distillate
xi,B = mole fraction of Component i in the bottoms
xj,D = mole fraction of Component j in the

distillate
xj,B = mole fraction of Component j in the bottoms
αij = relative volatility between Components i and

j

Nmin = minimum number of stages

Equation 9.34 can also be written in terms of the molar
flowrates of the products:

di

dj

= α
Nmin
ij

bi

bj

(9.35)

where di = molar distillate flow of Component i

bi = molar bottoms flow of Component i

Alternatively, Equation 9.34 can be written in terms of
recoveries of the products:

ri,D

rj,D

= α
Nmin
ij

ri,B

rj,B

(9.36)

where ri,D = recovery of Component i in the distillate
ri,B = recovery of Component i in the bottoms
rj,D = recovery of Component j in the distillate
rj,B = recovery of Component j in the bottoms

When Component i is the light key component L, and j is
the heavy key component H , this becomes1,6 – 8:

Nmin =
log

[
dL

dH

·bH

bL

]

log αLH

(9.37)

Nmin =
log

[
xL,D

xH,D

·xH,B

xL,B

]

log αLH

(9.38)

Nmin =
log

[
rL,D

1 − rL,D

· rH,B

1 − rH,B

]

log αLH

(9.39)

The Fenske Equation can be used to estimate the compo-
sition of the products. Equation 9.35 can be written in a
form:

log

[
di

bi

]
= Nmin log αij + log

[
dj

bj

]
(9.40)

Equation 9.40 indicates that a plot of log [di/bi] will be a
linear function of log αij with a gradient of Nmin . This can
be rewritten as:

log

[
di

bi

]
= A log αij + B (9.41)

where A and B are constants. The parameters A and B

are obtained by applying the relationship to the light and
heavy key components. This allows the compositions of the
nonkey components to be estimated, and this is illustrated
in Figure 9.14. Having specified the distribution of the light
and heavy key components, knowing the relative volatilities
of the other components allows their compositions to be
estimated. The method is based on total reflux conditions.
It assumes that the component distributions do not depend
on reflux ratio.

di
bi

• Component 1

• Light Key

• Heavy Key

• Component 4

• Component 5

log

log aij

Figure 9.14 A plot of di/bi versus ij tends to follow a straight
line when plotted on logarithmic axes. (From Smith R and
Jobson M, 2000, Distillation, Encyclopedia of Separation Science,
Academic Press; reproduced by permission).
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Equation 9.35 can be written in a more convenient form
than Equations 9.40 and 9.41. By combining an overall
component balance:

fi = di + bi (9.42)

with Equation 9.35, the resulting equation is8:

di =
α

Nmin
ij fi

(
dj

bj

)

1 + α
Nmin
ij

(
dj

bj

) (9.43)

and

bi = fi

1 + α
Nmin
ij

(
dj

bj

) (9.44)

The Fenske Equation assumes that relative volatility is
constant. The relative volatility can be calculated from the
feed composition, but this might not be characteristic of
the overall column1. The relative volatility will in practice
vary through the distillation column, and an average needs
to be taken. The average would best be taken at the average
temperature of the column. To estimate the average, first
assume that ln P SAT

i varies linearly as 1/T (see Chapter 4).
If it is assumed that the two key components both vary
linearly in this way, then the difference (ln P SAT

i − ln P SAT
j )

also varies as 1/T , which in turn means ln(P SAT
i /P SAT

j )

varies as 1/T . If it is now assumed Raoult’s Law
applies (i.e. ideal vapor–liquid equilibrium behavior, see
Chapter 4), then the relative volatility αij is the ratio of
the saturated vapor pressures P SAT

i /P SAT
j . Therefore, ln αij

varies as 1/T . The mean temperature in the column is
given by:

Tmean = 1/2(Ttop + Tbottom) (9.45)

Assuming ln(αij ) is proportional to 1/T :

1

ln(αij )mean
= 1

2

(
1

ln(αij )top
+ 1

ln(αij )bottom

)
(9.46)

which on rearranging gives:

(αij )mean = exp

[
2 ln(αij )top ln(αij )bottom

ln(αij )top + ln(αij )bottom

]
(9.47)

If, instead of assuming αij is proportional to 1/T , it
is assumed that αij is proportional to T , at the mean
temperature:

ln(αij )mean = 1/2[ln(αij )top + ln(αij )bottom] (9.48)

which can be rearranged to give what is the geometric
mean:

(αij )mean = √
(αij )top ·(αij )bottom (9.49)

Either Equation 9.47 or 9.49 can be used to obtain a
more realistic relative volatility for the Fenske Equation.

Generally, Equation 9.47 gives a better prediction than
Equation 9.49. However, the greater the variation of
relative volatility across the column, the greater the error in
using any averaging equation. By making some assumption
of the product compositions, the relative volatility at the
top and bottom of the column can be calculated and
a mean taken. Iteration can be carried out for greater
accuracy. Start by calculating the relative volatility from
the feed conditions. Then the product compositions can
be estimated (say from the Fenske Equation). The average
relative volatility can then be estimated from the top and
bottom products. However, this new relative volatility will
lead to revised estimates of the product compositions, and
hence the calculation should iterate to converge. How good
the approximations turn out to be largely depends on the
ideality (or nonideality) of the mixture (see Chapter 4)
being distilled. Generally, the more nonideal the mixture,
the greater the errors.

In addition to the changes in relative volatility resulting
from changes in composition and temperature through the
column, there is also a change in pressure through the
column due to the pressure drop. The change in pressure
affects the relative volatility. In preliminary process design,
the effect of the pressure drop through the column is
usually neglected.

Total reflux is one extreme condition for distillation and
can be approximated by the Fenske Equation. The other
extreme condition for distillation is minimum reflux. At
minimum reflux, there must be at least one zone of constant
composition for all components. If this is not the case, then
additional stages would change the separation. In binary
distillation, the zones of constant composition are usually
adjacent to the feed, Figure 9.15a. If there are no heavy
nonkey components in a multicomponent distillation, the
zone of constant composition above the feed will still be
adjacent to the feed. Similarly, if there are no light nonkey
components, the zone of constant composition below the
feed will still be adjacent to the feed, Figure 9.15b. If one
or more of the heavy nonkey components do not appear
in the distillate, the zone of constant composition above
the feed will move to a higher position in the column,
so that the nondistributing heavy nonkey can diminish to
zero mole fraction in the stages immediately above the
feed, Figure 9.15c. If one or more of the light nonkey
components do not appear in the bottoms, the zone of
constant composition below the feed will move to a lower
position in the column so that the nondistributing light key
components can diminish to zero mole fraction in the stages
immediately below the feed, Figure 9.15d. Generally, there
will be a zone of constant composition (pinch) above the
feed in the rectifying section and one in the stripping section
below the feed, Figure 9.15e.

The Underwood Equations can be used to predict the
minimum reflux for multicomponent distillation9. The
derivation of the equations is lengthy, and the reader is
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A(B)

(A)B

AB

ABC(D)

(A)BCD

ABCD

A(B)

(A)BCD

ABCD

ABC(D)

(A)BCD

ABCD

AB(C)

(B)CD

ABCD

(a)  Binary system. (b)  Multicomponent
       system with all
       components
       distributing.

(c)  Multicomponent
      system with one
      or more heavy
      components not
      distributing.

(d)  Multicomponent
       system with one
       or more light
       components not
       distributing.

(e)  Multicomponent
      system with light
      and heavy
      components
      not distributing.

Figure 9.15 Pinch location (zones of constant composition) for binary and multicomponent systems. Brackets indicate key components
remaining in a product stream due to incomplete recovery.

referred to other sources for the details of the derivation1,7,9.
The equations assume that the relative volatility and molar
overflow are constant between the zones of constant com-
position. There are two equations. The first is given by9:

NC∑
i=1

αij xi,F

αij − θ
= 1 − q (9.50)

where αij = relative volatility
xi,F = mole fraction of Component i in the feed

θ = root of the equation
q = feed condition

= heat required to vaporize one mole of feed

molar latent heat of vaporization of feed
= 1 for a saturated liquid feed, 0 for a

saturated vapor feed
NC = number of components

To solve Equation 9.50, start by assuming a feed
condition such that q can be fixed. Saturated liquid feed (i.e.
q = 1) is normally assumed in an initial design as it tends
to decrease the minimum reflux ratio relative to a vaporized
feed. Liquid feeds are also preferred because the pressure
at which the column operates can easily be increased
if required by pumping the liquid to a higher pressure.
Increasing the pressure of a vapor feed is much more
expensive as it requires a compressor rather than a pump.
Feeding a subcooled liquid or a superheated vapor brings
inefficiency to the separation as the feed material must first
return to saturated conditions before it can participate in the
distillation process.

Equation 9.50 can be written for all NC components
of the feed and solved for the necessary values of θ .
There are (NC − 1) real positive values of θ that satisfy
Equation 9.50, and each lies between the α’s of the
components. The second equation is then written for each
value of θ obtained to determine the minimum reflux ratio,
Rmin

9:

Rmin + 1 =
NC∑
i=1

αij xi,D

αij − θ
(9.51)

To solve Equation 9.51, it is necessary to know the values
of not only αi,j and θ but also xi,D. The values of xi,D for
each component in the distillate in Equation 9.51 are the
values at the minimum reflux and are unknown. Rigorous
solution of the Underwood Equations, without assumptions
of component distribution, thus requires Equation 9.50 to
be solved for (NC − 1 ) values of θ lying between the
values of αi,j of the different components. Equation 9.51
is then written (NC – 1 ) times to give a set of equations
in which the unknowns are Rmin and (NC – 2 ) values of
xi,D for the nonkey components. These equations can then
be solved simultaneously. In this way, in addition to the
calculation of Rmin , the Underwood Equations can also be
used to estimate the distribution of nonkey components at
minimum reflux conditions from a specification of the key
component separation. This is analogous to the use of the
Fenske Equation to determine the distribution at total reflux.
Although there is often not too much difference between the
estimates at total and minimum reflux, the true distribution
is more likely to be between the two estimates.

However, this calculation can be simplified significantly
by making some reasonable assumptions regarding the
component distributions to approximate xi,D . It is often a
good approximation to assume all of the lighter than light
key components go to the overheads and all of the heavier
than heavy key components go to the column bottoms.
Also, if the light and heavy key components are adjacent in
volatility, there are no components between the keys, and
all xi,D are known, as the key component split is specified
by definition. Equation 9.50 can then be solved by trial and
error for the single value of θ required that lies between
the relative volatilities of the key components. This value
of θ can then be substituted in Equation 9.51 to solve for
Rmin directly, as all xi,D are known.

If the assumption is maintained that all of the lighter
than light key components go to the overheads and all
of the heavier than heavy key components go to the
column bottoms, for cases where the light and heavy key
components are not adjacent in volatility, one more value of
θ is required than there are components between the keys.
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For this case, xi,D are unknown for the components between
the keys. The values of θ obtained from Equation 9.50,
where each θ lies between an adjacent pair of relative
volatilities. Once the values of θ have been determined,
Equation 9.51 can be written for each value of θ with xi,D

of the components between the keys as unknowns. This set
of equations is then solved simultaneously for Rmin and xi,D

for the components between the keys.
Another approximation that can be made to simplify

the solution of the Underwood Equations is to use the
Fenske Equation to approximate xi,D. These values of
xi,D will thus correspond with total reflux rather than
minimum reflux.

Example 9.1 A distillation column operating at 14 bar with a
saturated liquid feed of 1000 kmol·h−1 with composition given in
Table 9.1 is to be separated into an overhead product that recovers
99% of the n-butane overhead and 95% of the i-pentane in the
bottoms. Relative volatilities are also given in Table 9.1.

Table 9.1 Distillation column feed and relative
volatilities.

Component fi (kmol·h−1) αij

Propane 30.3 16.5
i-Butane 90.7 10.5
n-Butane (LK) 151.2 9.04
i-Pentane (HK) 120.9 5.74
n-Pentane 211.7 5.10
n-Hexane 119.3 2.92
n-Heptane 156.3 1.70
n-Octane 119.6 1.00

a. Calculate the minimum number of stages using the Fenske
Equation.

b. Estimate the compositions of the overhead and bottoms
products using the Fenske Equation.

c. Calculate the minimum reflux ratio using the Underwood
Equations.

Solution

a. Substitute rL,D = 0.99, rH,B = 0.95, αLH = 1.5749 in Equa-
tion 9.39:

Nmin =
log

[
0.99

(1 − 0.99)
· 0.95

1 − 0.95

]

log 1.5749

= 16.6

b. Using the heavy key component as the reference:

dH

bH

= fH (1 − rH,B)

fH rH,B

= 1 − rH,B

rH,B

= 1 − 0.95

0.95
= 0.05263

Substitute Nmin , αi,H , fi and (dH/bH ) in Equation 9.43 to obtain
di and determine bi by mass balance. For the first component

(propane):

di = 2.87516.6 × 30.3 × 0.05263

1 + 2.87516.6 × 0.05263

= 30.30 kmol·h−1

bi = fi − di

= 30.30 − 30.30

= 0 kmol·h−1

and so on, for the other components to obtain the results in
Table 9.2.

Table 9.2 Distribution of components for Example 9.1.

Component di bi xi,D xi,B

Propane 30.30 0.0 0.1089 0.0
i-Butane 90.62 0.08 0.3257 0.0001
n-Butane 149.69 1.51 0.5380 0.0021
i-Pentane 6.05 114.86 0.0217 0.1591
n-Pentane 1.55 210.15 0.0056 0.2911
n-Hexane 0.0 119.30 0.0 0.1653
n-Heptane 0.0 156.30 0.0 0.2165
n-Octane 0.0 119.60 0.0 0.1657

Total 278.21 721.80 0.9999 0.9999

c. To calculate minimum reflux ratio, first solve Equation 9.50.
A search must be carried out for the root θ that satisfies
Equation 9.50. Since there are no components between the key
components, there is only one root, and the root will have a
value between αL and αH . This involves trial and error to
satisfy the summation to be equal to zero, as summarized in
Table 9.3.

Table 9.3 Solution for the root of the Underwood Equation.

xF,i αij αij xi,F

αij xi,F

αij − θ

θ = 7.0 θ = 7.3 θ = 7.2 θ = 7.2487

0.0303 16.5 0.5000 0.0526 0.0543 0.0538 0.0540
0.0907 10.5 0.9524 0.2721 0.2796 0.2886 0.2929
0.1512 9.04 1.3668 0.6700 0.7855 0.7429 0.7630
0.1209 5.74 0.6940 −0.5508 −0.4449 −0.4753 −0.4600
0.2117 5.10 1.0797 −0.5682 −0.4908 −0.5141 −0.5025
0.1193 2.92 0.3484 −0.0854 −0.0795 −0.0814 −0.0805
0.1563 1.70 0.2657 −0.0501 −0.0474 −0.0483 −0.0479
0.1196 1.00 0.1196 −0.0199 −0.0190 −0.0193 −0.0191

−0.2797 0.0559 −0.0532 0.0000

Now substitute θ = 7.2487 in Equation 9.51, as summarized in
Table 9.4.

Rmin + 1 = 3.866

Rmin = 2.866

The calculation in this example can be conveniently carried out
in spreadsheet software. However, many implementations are
available in commercial flowsheet simulation software.
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Table 9.4 Solution of the second Underwood
Equation.

xD,i αij αij xi,D

αijxi,D

αij − θ

0.1089 16.5 1.7970 0.1942
0.3257 10.5 3.4202 1.0520
0.5380 9.04 4.8639 2.7153
0.0217 5.74 0.1247 −0.0827
0.0056 5.10 0.0285 −0.0133
0.0 2.92 0.0 0.0
0.0 1.70 0.0 0.0
0.0 1.00 0.0 0.0

3.8655

The Underwood Equation is based on the assumption
that the relative volatilities and molar overflow are constant
between the pinches. Given that the relative volatilities
change throughout the column, which are the most
appropriate values to use in the Underwood Equations?
The relative volatilities could be averaged according to
Equations 9.47 or 9.49. However, it is generally better to
use the ones based on the feed conditions rather than
the average values based on the distillate and bottoms
compositions. This is because the location of the pinches is
often close to the feed.

The Underwood Equations tend to underestimate the true
value of the minimum reflux ratio. The most important
reason for this is the assumption of constant molar over-
flow. As mentioned previously, the Underwood Equations
assumed constant molar overflow between the pinches. So
far, in order to determine the reflux ratio of the column, this
assumption has been extended to the whole column. How-
ever, some compensation can be made for the variation in
molar overflow by carrying out an energy balance around
the top pinch for the column, as shown in Figure 9.16. Thus

QCOND = V (HV − HL) (9.52)

where QCOND = heat rejected in the condenser
V = vapor flowrate at the top of the column

HV , HL = molar enthalpy of the vapor and liquid at
the top of the column

An energy balance gives:

V∞HV ∞ = L∞HL∞ + DhL + QCOND (9.53)

where V∞, L∞ = vapor and liquid flowrates at the
rectifying pinch

HV ∞, HL∞ = molar enthalpies of the vapor and
liquid at the rectifying pinch

D = distillate rate

Also V∞ = L∞ + D (9.54)

V = L + D (9.55)

V L

L/D D

Feed

QCOND

Figure 9.16 Energy balance around the rectifying pinch under
minimum reflux conditions.

Combining Equations 9.52 to 9.55 and rearranging gives8:

L

D
= (L∞/D)(HV ∞ − HL∞) + HV ∞ − HV

HV − HL

(9.56)

where (L∞/D) is the reflux ratio given by the Underwood
Equations and (L/D) is the reflux ratio compensated for
the variation in molar overflow. One problem remains
before Equation 9.56 can be applied. The calculation of
HV ∞ and HL∞ is required, for which the vapor and liquid
composition at the top pinch is required. However, these
are given by the Underwood Equations1,8,9:

xi,∞ = xi,D

L∞
D

(αij

θ
− 1

) (9.57)

where xi,∞ = liquid mole fraction of Component i at the
rectifying pinch

αij = relative volatility
θ = root of the Underwood Equation that

satisfies the second equation
(Equation 9.51) at the known minimum
reflux ratio. The appropriate root is the one
associated with the heavy key, which is the
one below αHK . This is given by
αHNK < θ < αHK where αHNK is the
relative volatility of the component below
the heavy key. If there is no component
heavier than the heavy key 0 < θ < αHK .

A material balance around the rectifying pinch gives the
mole fraction in the vapor phase:

yi,∞ = xi,∞(L∞/D) + xi,D

(L∞/D) + 1
(9.58)

where yi,∞ = vapor mole fraction of Component i at the
rectifying pinch
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Table 9.5 Root of the Underwood Equation.

Component xi,D αij αij xi,D

NC∑
i=1

αij xi,D

αij − θ
− Rmin − 1

θ = 5.7 θ = 5.6 θ = 5.65 θ = 5.6598

Propane 0.1089 16.5 1.7970 0.1664 0.1649 0.1656 0.1658
i-Butane 0.3257 10.5 3.4202 0.7126 0.6980 0.7052 0.7066
n-Butane 0.5380 9.04 4.8639 1.4562 1.4139 1.4348 1.4389
i-Pentane 0.0217 5.74 0.1247 3.1180 0.8909 1.3858 1.5551

0.9943 1.5882 −0.6973 −0.1736 0.0014

Example 9.2 Apply the enthalpy correction to the prediction of
minimum reflux ratio for Example 9.1 to obtain a more accurate
estimate of the minimum reflux ratio.

Solution Calculate the liquid composition at the rectifying pinch
using Equation 9.57. But first, the root of the second Underwood
Equation associated with the heavy key component must be
calculated. From Table 9.1, this lies in the range:

5.74 < θ < 5.10

Assume that components heavier than the heavy key component
do not appear in the distillate. The root is determined in Table 9.5.

Now substitute θ = 5.6598 in Equation 9.57 to calculate xi,∞
and solve for yi,∞ from Equation 9.58. The results are given in
Table 9.6.

Table 9.6 Vapor and liquid mole
fractions at the rectifying pinch.

Component xi,∞ yi,∞

Propane 0.0198 0.0429
i-Butane 0.1329 0.1828
n-Butane 0.3144 0.3722
i-Pentane 0.5351 0.4023

1.0022 1.0002

Now calculate the molar enthalpies of the vapor and liquid
streams. Enthalpies were calculated here from ideal gas enthalpy
data corrected using the Peng–Robinson Equation of State (see
Chapter 4):

HV = −122,900 kJ·kmol−1

HL = −138,800 kJ·kmol−1

HV ∞ = −130,700 kJ·kmol−1

HL∞ = −150,600 kJ·kmol−1

Substitute these values and L∞/D = 2.866 in Equation 9.56:

L

D
= 2.866( − 130,700 − ( − 150,600)) − 130,700 + 122,900

−122,900 − ( − 138,800)

= 3.095

This is compared with an uncorrected reflux ratio of 2.866.

To obtain a rigorous value for the minimum reflux ratio
to assess the results of the Underwood Equation, a rigorous
simulation of the column is needed. A model is set up with
a large number of stages (say 200 or more) that carry out the
separation. The reflux ratio is then gradually turned down and
resimulated with each setting. This is repeated until zones of
constant composition appear (pinches). For this separation, using
the Peng–Robinson Equation of State, it turns out to be Rmin =
3.545. It should be emphasized that this value of 3.545 accounts
for both variation in relative volatility and molar overflow.

9.5 FINITE REFLUX CONDITIONS FOR
MULTICOMPONENT MIXTURES

Having obtained the minimum number of stages from
the Fenske Equation and minimum reflux ratio from
the Underwood Equations, the empirical relationship of
Gilliland10 can be used to determine the number of stages.
The original correlation was presented in graphical form10.
Two parameters (X and Y ) were used to correlate the data:

Y = N − Nmin

N + 1
,X = R − Rmin

R + 1
(9.59)

where X, Y = correlating parameters
N = actual number of theoretical stages

Nmin = minimum number of theoretical stages
R = actual reflux ratio

Rmin = minimum reflux ratio

Various attempts have been made to represent the
correlation algebraically. For example11:

Y = 0.2788 − 1.3154X + 0.4114X0.2910

+ 0.8268· ln X + 0.9020 ln

(
X + 1

X

)
(9.60)

Equation 9.60 allows an estimate of the number of
theoretical stages the column requires.

Example 9.3 Assuming that the distillation column in Exam-
ples 9.1 and 9.2 uses a total condenser, estimate the number of
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theoretical stages required if R/Rmin = 1.1 for the values of Rmin

obtained in Examples 9.1 and 9.2

Solution
Rmin = 2.866

Given R/Rmin = 1.1
R = 3.153

From Equation 9.59

X = R − Rmin

R + 1

= 3.153 − 2.866

3.153 + 1

= 0.0691

Substitute X = 0.0691 in Equation 9.60

Y = 0.2788 − 1.3154 × 0.0691 + 0.4114 × 0.06910.2910

+ 0.8268 ln 0.0691 + 0.9020 ln

[
0.0691 + 1

0.0691

]

= 0.5822

Substitute Y = 0.5822 in Equation 9.59

0.5822 = N − 16.6

N + 1

N = 41.1

Thus, 42 theoretical stages are needed.
Repeat the calculation for Rmin = 3.095

R = 3.405

X = 0.0703

Y = 0.5805

N = 41.0

Thus, the error in the prediction of the minimum reflux ratio
has little effect on the estimate of the number of theoretical
stages for this example. The error in the prediction of the energy
consumption is likely to be more serious.

The actual number of trays required in the column will
be greater than the number of theoretical stages, as mass
transfer limitations will prevent equilibrium being achieved
on each tray. To estimate the actual number of trays, the
number of theoretical stages must be divided by the overall
stage efficiency. This is most often in the range between
0.7 and 0.9, depending on the separation being carried out
and the design of the distillation tray used. Efficiencies
significantly below 0.7 can be encountered (perhaps as low
as 0.4 in extreme cases), and efficiencies in excess of 0.9.
O’Connell12 produced a simple graphical plot that can be
used to obtain a first estimate of the overall stage efficiency.
This graphical plot can be represented by13:

EO = 0.542 − 0.285 log(αLH µL) (9.61)

where EO = overall stage efficiency (0 < EO < 1)
αLH = relative volatility between the key

components
µL = viscosity of the feed at average column

conditions (mN·s·m−2 = cP)

Equation 9.61 is only approximate at best. For distillation
trays with long flow paths across the active plate area,
Equation 9.61 tends to underestimate the overall efficiency.

It should be emphasized that the overall stage efficiency
from Equation 9.61 should only be used to derive a first
estimate of the actual number of distillation trays. More
elaborate methods are available but are outside the scope
of this text. In practice, the stage efficiency varies from
component to component, and more accurate calculations
require much more information on tray type and geometry
and physical properties of the fluids.

In practice, the number of trays is often increased
by 5 to 10% to allow for uncertainties in the design.
The height of the column can then be estimated by
multiplying the actual number of trays by the tray
spacing. The tray spacing is often taken to be 0.45 m
or 0.6 m, but the tendency is to use closer tray spacing
given the tendency to use more sophisticated trays than
simple sieve trays. Additional height of 1 m to 2 m
needs to be added at the top of the column for vapor
disengagement and at the bottom of the column for
vapor–liquid disengagement for the reboiler return and
a liquid sump. However, there is a maximum height
for a column, beyond which the column must be split
into multiple shells. Large columns are designed to
be free standing. This means that the column must
be able to mechanically withstand the wind load, as
must the foundations. The maximum height depends on
the local weather (especially susceptibility to hurricanes
and typhoons), ground conditions for foundations and
susceptibility to earthquakes. The maximum height is
normally restricted to be below 100 m, but might be
significantly smaller for adverse conditions. The taller the
column, the greater the incentive to decrease the tray
spacing to decrease the column height, but the practical
minimum tray spacing is of the order of 0.35 m.

Having estimated the number of trays, the column
diameter can then be estimated. This is usually estimated
with reference to the flood point for the column. The flood
point occurs when the relative flowrates of the vapor and
liquid are such that the liquid can no longer flow down
the column in such a way as to allow efficient operation
of the column14. For plate columns, there are a number of
different mechanisms that can create flooding, but in one
way or another, either14:

• these involve excessive entrainment of liquid up the
column with the vapor, or

• the downcomer is no longer able to allow the liquid to
flow at the required flowrate.
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For preliminary design, liquid entrainment is usually
used as a reference. To prevent entrainment, the vapor
velocity for tray columns is usually in the range 1.5 to
3.5 m·s−1. However, the entrainment of liquid droplets can
be predicted using Equation 8.3 to calculate the settling
velocity. To apply Equation 8.3 requires the parameter KT

to be specified. For distillation using tray columns, KT is
correlated in terms of a liquid–vapor flow parameter FLV ,
defined by:

FLV =
(

MLL

MV V

) (
ρV

ρL

)0.5

(9.62)

where FLV = liquid–vapor flow parameter (–)
L = liquid molar flowrate (kmol·s−1)

V = vapor molar flowrate (kmol·s−1)

ML = liquid molar mass (kg·kmol−1)

MV = vapor molar mass (kg·kmol−1)

ρV = vapor density (kg·m−3)

ρL = liquid density (kg·m−3)

The vapor–liquid flow parameter is related to operating
pressure, with low values corresponding to vacuum dis-
tillation and high values corresponding to high-pressure
distillation. Generally, for values of FLV lower than 0.1,
packings are preferred. Fair15 presented a graphical corre-
lation for KT that can be used for preliminary design. The
original graphical correlation for KT can be expressed as:

KT =
( σ

20

)0.2
exp[−2.979 − 0.717 ln FLV

− 0.0865(ln FLV )2 + 0.997 ln HT

− 0.07973 ln FLV ln HT + 0.256( ln HT )2] (9.63)

where KT = parameter for terminal velocity (m·s−1)

σ = surface tension
(mN·m−1 = mJ·m−2 = dyne·cm−1)

HT = tray spacing (m)

The correlation is valid in the range 0.25 m < HT <

0.6 m. Equation 9.63 tends to predict low values of KT

and hence can be considered to be conservative, especially
at high pressures and high liquid rates. Also, the system
might be subject to foaming, in which case KT must be
decreased to allow for this. For a system particularly subject
to foaming, the value of KT from Equation 9.63 should be
multiplied by a factor that is less than unity to allow for
this13:

• Distillation involving light gases typically 0.8 to 0.9
• Crude oil distillation typically 0.85
• Absorbers typically 0.7 to 0.85
• Strippers typically 0.6 to 0.8

The correlation in Equation 9.63 requires the spacing
between the trays to be specified. Tray spacing can vary
between 0.15 and 1 m, depending on the diameter of

the column, tray design, vapor and liquid flowrates and
physical properties of the fluids. Tray spacing is more
usually in the range 0.45 to 0.6 m. If access is required
for maintenance, cleaning or inspection purposes, 0.45 m
is a practical minimum spacing. For preliminary design, a
value of 0.45 m is usually a reasonable assumption. Having
determined the flooding velocity from Equation 8.3, the
operation of the column is fixed at some proportion of the
flooding velocity. Designs usually lie in the range of 70
to 90% of the flooding velocity. In preliminary design, a
value of 80% of the flooding velocity is usually reasonable.
The diameter of the column can now be estimated from
the vapor flowrate up the column. If conventional trays
are to be used, then an allowance must be made for the
area of the column cross section that will be taken up by
the downcomers. The size of the downcomer depends on
the tray geometry, vapor and liquid flowrates, operating
pressure and physical properties of the fluids. The area
of the column cross section taken up by downcomers is
typically in the range of 5 to 15% of the cross-sectional area
of the column. Generally, the higher the column operating
pressure, the smaller is the downcomer area as a proportion
of the total cross-sectional area. A value of 10% is usually
a reasonable assumption in preliminary design.

If the column is to be packed, then the height of packing
can be estimated from:

H = N × HETP (9.64)

where H = packing height
N = number of theoretical stages

HETP = height equivalent of a theoretical plate

HETP is typically in the range 0.3 to 0.9 m for random
packings and 0.2 to 0.7 m for structured packings. Various
correlations are available for HETP, but the designer should
use them with great caution, and reliable values can only be
obtained from experimental data or packing manufacturers.
HETP is normally correlated against an F-Factor13:

FF = vV

√
ρV (9.65)

where FF = F-factor
vV = superficial vapor velocity related to empty

column (m·s−1)

ρV = vapor density (kg·m−3)

It is best to refer to manufacturer’s data as the
performance of packing can vary widely, but Kister13

has presented a considerable amount of data for various
packings. Generally, the lower the F-factor, the lower the
resulting HETP for a given packing and separation.

The height of the column for a packed column needs
to allow for liquid distribution and redistribution. As
the feed enters the column, the liquid above the feed
needs to be collected, combined with the feed liquid and
distributed across the packing below the feed using troughs,
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weirs, drip-pipes, and so on. Also, as the liquid flows
down through the packing, flow gradually becomes less
effectively distributed over the packing, mainly due to
interaction with the column walls. This requires the liquid to
be periodically collected and redistributed over the packing
below. The maximum height of packed bed is normally
taken to be 6 m or 10 column diameters, whichever is
smaller. Liquid collection and distribution typically require
a height of 0.5 to 1 m. Also, additional height needs
to be added of 1 to 2 m at the top of the column for
vapor disengagement and at the bottom of the column for
vapor–liquid disengagement for the reboiler return and a
liquid sump.

The diameter for packed columns is again taken to be
that giving a vapor velocity to be some proportion the
flooding velocity. In preliminary design, a value of 80%
of the flooding velocity is usually reasonable. As with
plate columns, flooding occurs in packed columns when
the liquid can no longer flow down the column in such a
way as to allow efficient operation of the column13. This
is characterized by a condition in which the pressure drop
through the packed bed starts to increase very rapidly as
the vapor flowrates are increased with simultaneous loss
of mass transfer efficiency. Heavy liquid entrainment will
also occur. To prevent entrainment, the vapor velocity for
packed columns is often in the range 0.5 to 2 m·s−1. The
flooding velocity for different types of packing is usually
correlated in terms of the flow parameter used for plate
columns, together with a capacity parameter:

CP = vV

(
ρV

ρL − ρV

)0.5

(9.66)

where CP = capacity parameter (m·s−1)

vV = vapor velocity in the empty column (m·s−1)

For a given liquid–vapor flow parameter FLV , the
capacity parameter depends on the design of packing.
Figure 9.17 shows a typical plot of CP versus FLV . Data
for a variety of packings have been given by Kister13. For
preliminary design using structured packing, a first estimate
of the flooding velocity can be obtained from:

CP = exp[−1.931 − 0.402 ln FLV − 0.0342(ln FLV )2]

MLL

MVV

CP = vFLOOD
rV

rV

rL

0.5

0.5

Capacity
Parameter

rL − rV

Flow Parameter FLV =

Figure 9.17 Flooding correlations for packings.

However, it should be again emphasized that it is always
best to choose a specific packing and use experimental data
specific for that packing to ensure a reliable design.

Example 9.4 For the distillation column from Examples 9.1, 9.2
and 9.3, assuming Rmin = 3.095 and R/Rmin = 1.1, estimate:

a. The actual number of trays
b. Height of the column
c. Diameter of the column based on conditions at the top and

bottom of the column. The system can be assumed to be
susceptible to moderate foaming with a foaming factor of 0.9.

The relative volatility between the key components is 1.57 and
the viscosity of the feed is 0.1 mN·s·m−2. The physical properties
for the distillate and bottoms compositions are given in Table 9.7.

Table 9.7 Physical properties of distillation
and bottoms compositions.

Distillate Bottoms

ML (kg·kmol−1) 57.0 87.5
MV (kg·kmol−1) 55.6 80.3
ρL (kg·m−3) 476 483
ρV (kg·m−3) 34.9 41.2
σ (mN·m−1) 4.6 3.7

Solution

a. From Example 9.3, for Rmin = 3.095, the number of theoretical
stages N = 41.0. The overall plate efficiency can be estimated
from Equation 9.61:

EO = 0.542 – 0.285 log(αLH µL)

= 0.542 – 0.285 log(1.57 × 0.1)

= 0.77

Number of real trays

= 41.0

0.77

= 53.2

say 54

b. Assuming a plate spacing of 0.45 m and 4 m allowance at
the top of the column for vapor–liquid disengagement and the
bottom for a sump:

Height = 0.45(54 – 1) + 4

= 27.85 m

c. The diameter of the column will be based on the flooding
velocity, which is correlated in terms of the liquid–vapor
flow parameter FLV . FLV requires the liquid and vapor rates,
which change through the column. Here, the assessment will
be based on the flow at the top and bottom of the column
assuming constant molar overflow. From Example 9.1, the
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distillate flow is:

D = 278.21 kmol·h−1

A mass balance around the top of the column gives:

V = D + L

= D(R + 1)

where V and L are the vapor and liquid molar flowrates at the
top of the column.

V = 278.21(3.095 × 1.1 + 1)

= 1225.4 kmol·h−1

L = RD

= 3.095 × 1.1 × 278.21

= 947.2 kmol·h−1

The feed of 1000 kmol·h−1 is saturated liquid. Thus the liquid
flowrate below the feed is:

L′ = 947.2 + 1000

= 1947.2 kmol·h−1

From Example 9.1, the bottoms flowrate is:

B = 721.8 kmol·h−1

The vapor flowrate below the feed is:

V ′ = 1947.2 – 721.8

= 1225.4 kmol·h−1

The liquid–vapor flow parameter is given by Equation 9.62:

FLV =
(

MLL

MV V

)(
ρV

ρL

)0.5

At the top of the column:

FLV =
(

57.0 × 947.2

55.6 × 1225.4

)(
34.9

476

)0.5

= 0.2146

At the bottom of the column:

F ′
LV =

(
87.5 × 1947.2

80.3 × 1225.4

)(
41.2

483

)0.5

= 0.5057

The terminal velocity parameter KT is given by Equation 9.63:

KT =
( σ

20

)0.2
exp ( − 2.979 − 0.717 ln FLV − 0.0865( ln FLV )2

+ 0.997 ln HT − 0.07973 ln FLV ln HT + 0.256(ln HT )2

At the top of the column:

σ = 4.6 mN·m−1

FLV = 0.2146

HT = 0.45 m

Substituting in Equation 9.63:

KT = 0.0448 m·s−1

At the bottom of the column:

σ = 3.7 mN·m−1

FLV = 0.5057

HT = 0.45 m

Substituting in Equation 9.63:

K ′
T = 0.0289 m·s−1

The vapor flooding velocity can now be calculated from
Equation 8.3 assuming a foaming factor of 0.9:

vT = 0.9KT

(
ρL − ρV

ρV

)0.5

At the top of the column:

vT = 0.9 × 0.0448

(
476 − 34.9

34.9

)0.5

= 0.143 m·s−1

At the bottom of the column:

vT = 0.9 × 0.0289

(
483 − 41.2

41.2

)0.5

= 0.0852 m·s−1

To obtain the column diameter, an allowance must be made for
downcomer area (say 10%), and the vapor velocity should be
some fraction (say 80%) of the flooding velocity.

Diameter =
(

4MV V

0.9 × 0.8 × πρV vT

)0.5

At the top of the column:

Diameter =
(

4 × 55.6 × 1225.4/3600

0.9 × 0.8 × π × 34.9 × 0.143

)0.5

= 2.59 m

At the bottom of the column:

Diameter =
(

4 × 80.3 × 1225.4/3600

0.9 × 0.8 × π × 41.2 × 0.0852

)0.5

= 3.71 m

The calculation shows a significant difference between the
diameter at the top and bottom. In conceptual design, it is
reasonable to take the largest value. Later, when the design
is considered in more detail, if different sections of a column
require diameters that differ by greater than 20%, it would
usually be engineered with different diameters14. Such decisions
can only be made after a much more detailed analysis of
the column design. Also, the design here is based on the
flooding velocity at the top and bottom of the column only. In
practice, the flooding velocity changes throughout the column,
and intermediate points might need to be considered in a more
detailed analysis.



Choice of Operating Conditions 175

9.6 CHOICE OF OPERATING
CONDITIONS

The feed composition and flowrate to the distillation are
usually specified. Also, the specifications of the products
are usually known, although there may be some uncertainty
in product specifications. The product specifications may
be expressed in terms of product purities or recoveries
of certain components. The operating parameters to be
selected by the designer include:

• operating pressure
• reflux ratio
• feed condition
• type of condenser.

(a) Pressure. The first decision is operating pressure. As
pressure is raised:

• separation becomes more difficult (relative volatility
decreases), that is, more stages or reflux are required;

• latent heat of vaporization decreases, that is, reboiler and
condenser duties become lower;

• vapor density increases, giving a smaller column diame-
ter;

• reboiler temperature increases with a limit often set by
thermal decomposition of the material being vaporized,
causing excessive fouling;

• condenser temperature increases.

As pressure is lowered, these effects reverse. The lower
limit is often set by the desire to avoid:

• vacuum operation
• refrigeration in the condenser.

Both vacuum operation and the use of refrigeration
incur capital and operating cost penalties and increase
the complexity of the design. They should be avoided
if possible.

For a first pass through the design, it is usually adequate,
if process constraints permit, to set distillation pressure to
as low a pressure above ambient as allows cooling water or
air-cooling to be used in the condenser. If a total condenser
is to be used, and a liquid top product taken, the pressure
should be fixed such that:

• if cooling water is to be used, the bubble point of the
overhead product should be typically 10◦C above the
summer cooling water temperature, or

• if air-cooling is to be used, the bubble point of the
overhead product should be typically 20◦C above the
summer air temperature, or

• the pressure should be set to atmospheric pressure
if either of these conditions would lead to vac-
uum operation.

If a partial condenser is to be used and a vapor top product
taken, then the above criteria should be applied to the dew
point of the vapor top product, rather than the bubble point
of the liquid top product. Also, if a vapor top product is
to be taken, then the operating pressure of the destination
for the product might determine the column pressure (e.g.
overhead top product being sent to the fuel gas system).

There are two major exceptions to these guidelines:

• If the operating pressure of the distillation column
becomes excessive as a result of trying to operate the
condenser against cooling water or air-cooling, then
a combination of high operating pressure and low-
temperature condensation using refrigeration should be
used. This is usually the case when separating gases and
light hydrocarbons.

• If process constraints restrict the maximum temperature
of the distillation, then vacuum operation must be used in
order to reduce the boiling temperature of the material to
below a value at which product decomposition occurs.
This tends to be the case when distilling high molar
mass material.

(b) Reflux ratio. Another variable that needs to be set for
distillation is reflux ratio. For a stand-alone distillation
column (i.e. utility used for both reboiling and condensing),
there is a capital–energy trade-off, as illustrated in
Figure 9.18. As the reflux ratio is increased from its
minimum, the capital cost decreases initially as the number
of plates reduces from infinity, but the utility costs
increase as more reboiling and condensation are required,
(Figure 9.18). If the capital costs of the column, reboiler
and condenser are annualized (see Chapter 2) and combined
with the annual cost of utilities (see Chapter 2), the
optimal reflux ratio is obtained. The optimal ratio of
actual to minimum reflux is often less than 1.1. However,
most designers are reluctant to design columns closer to
minimum reflux than 1.1, except in special circumstances,
since a small error in design data or a small change in

Cost

Total

Energy

Capital

RROPTRmin

Figure 9.18 The capital–energy trade-off standalone distilla-
tion columns.



176 Choice of Separator for Homogeneous Fluid Mixtures I – Distillation

operating conditions might lead to an infeasible design.
Also, the total cost curve is often relatively flat over a range
of relative volatility around the optimum. No attempt should
be made to do the optimization illustrated in Figure 9.18
until a picture of the overall process design has been
established. Later, when heat integration of the column
with the rest of the process is considered, the nature of
the trade-off changes, and the optimal reflux ratio for the
heat-integrated column can be very different from that for a
stand-alone column. Any reasonable assumption is adequate
in the initial stages of a design, say, a ratio of actual to
minimum reflux of 1.1.

(c) Feed condition. Another variable that needs to be fixed
is feed condition. For the distillation itself, the optimum
feed point should minimize any mixing between the feed
and the flows within the column. In theory, for a binary
distillation it is possible to get an exact match between a
liquid feed and the liquid on a feed stage. In practice, this
might not be able to be achieved, as changes from stage to
stage are finite. For a multicomponent system, in general it
is not possible to achieve an exact match, except under
special circumstances. If the feed is partially vaporized,
the degree of vaporization provides a degree of freedom
to obtain a better match between the composition of the
liquid and vapor feed and the liquid and vapor flows in
the column. However, minimizing feed mixing does not
necessarily minimize the operating costs.

Heating the feed most often:

• increases trays in the rectifying section but decreases
trays in the stripping section;

• requires less heat in the reboiler but more cooling in
the condenser.

Cooling the feed most often reverses these effects.
Heat added to provide feed preheating may not substitute

heat added to the reboiler on an equal basis16. The ratio of
heat added to preheat the feed divided by the heat saved
in the reboiler tends to be less than unity. Although heat
added to the feed may not substitute heat added in the
reboiler, it changes the minimum reflux ratio as a result
of change to the feed condition (q in Equation 9.50). As
the condition of the feed is changed from saturated liquid
feed (q = 1) to saturated vapor feed (q = 0), the minimum
reflux ratio tends to increase. Thus the ratio of heat added
to preheat the feed divided by the heat saved in the reboiler
depends on the change in q, the relative volatility between
the key components, feed concentration and ratio of actual
to minimum reflux. In some circumstances, particularly at
high values of actual to minimum reflux ratio, heating the
feed can increase the reboiler duty16.

For a given separation, the feed condition can be
optimized. No attempt should be made to do this in the early
stages of an overall design, since heat integration is likely to

change the optimal settings later in the design. It is usually
adequate to set the feed to saturated liquid conditions. This
tends to equalize the vapor rate below and above the feed,
and having a liquid feed allows the column pressure to be
increased if necessary through the feed pump.

(d) Type of condenser. Either a total or partial condenser
can be chosen. Most designs use a total condenser. A total
condenser is necessary if the top product needs to be sent to
intermediate or final product storage. Also, a total condenser
is best if the top product is to be fed to another distillation
at a higher pressure as the liquid pressure can readily be
increased using a pump.

If a partial condenser is chosen, then the partial condenser
in theory acts as an additional stage, although in practice
the performance tends to be less than a theoretical stage.
A partial condenser reduces the condenser duty, which
is important if the cooling service to the condenser is
expensive, such as low-temperature refrigeration. It is
often necessary to use a partial condenser when distilling
mixtures with low-boiling components that would require
very low-temperature (and expensive) refrigeration for a
total condenser. Also, in these circumstances a mixed
condenser might be used. This condenses what is possible
as liquid for reflux and a liquid top product also taken.
However, when condensing a mixture containing low-
boiling components, a vapor overhead product might be
taken, in addition to the liquid top product. In such designs,
the uncondensed material often goes to a gas collection
system, or fuel header, to be used, for example, as fuel
gas. If the uncondensed material from a partial condenser
is to be sent to a downstream distillation column for
further processing, as has already been noted under the
discussion on feed condition, there will be implications
for the reboiler and condenser duties of the downstream
column. A vapor feed will generally increase the condenser
duty and decrease the reboiler duty of the downstream
column. Whether this is good or bad for the operating costs
of the downstream column depends on whether the cold
utility used for the condenser or the hot utility used for
the reboiler is more expensive. Also, when heat integration
is discussed later, there might be important implications
resulting from using partial condensers in the design of the
overall process.

9.7 LIMITATIONS OF DISTILLATION

The most common method for the separation of homo-
geneous fluid mixtures with fluid products is distillation.
Distillation allows virtually complete separation of most
homogeneous fluid mixtures. It is no accident that distilla-
tion is the most common method used for the separation
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of homogeneous fluid mixtures with fluid products. Distil-
lation has the following three principal advantages relative
to competitive separation processes.

1. The ability to separate mixtures with a wide range of
throughputs; many of the alternatives to distillation can
only handle low throughput.

2. The ability to separate mixtures with a wide range
of feed concentrations; many of the alternatives to
distillation can only handle relatively pure feeds.

3. The ability to produce high-purity products; many of
the alternatives to distillation only carry out a partial
separation and cannot produce pure products.

However, distillation does have limitations. The principal
cases where distillation is not well suited for the separation
are as follows.

1. Separation of materials with low molar mass. Low
molar mass materials are distilled at high pressure to
increase their condensing temperature and to allow, if
possible, the use of cooling water or air-cooling in
the column condenser. Very low molar mass materials
require refrigeration in the condenser in conjunction
with high pressure. This significantly increases the
cost of the separation since refrigeration is expensive.
Absorption, adsorption and membrane gas separators are
the most commonly used alternatives to distillation for
the separation of low molar mass materials.

2. Separation of heat-sensitive materials. High molar mass
material is often heat sensitive and will decompose if
distilled at high temperature. Low molar mass material
can also be heat sensitive, particularly when its nature
is highly reactive. Such material will normally be
distilled under vacuum to reduce the boiling temperature.
Crystallization and liquid–liquid extraction can be used
as alternatives to the separation of high molar mass heat-
sensitive materials.

3. Separation of components with a low concentration.
Distillation is not well suited to the separation of
products that form a low concentration in the feed
mixture. Adsorption and absorption are both effective
alternative means of separation in this case.

4. Separation of classes of components. If a class of
components is to be separated (e.g. a mixture of aromatic
components from a mixture of aliphatic components),
then distillation can only separate according to boiling
points, irrespective of the class of component. In a
complex mixture where classes of components need
to be separated, this might mean isolating many
components unnecessarily. Liquid–liquid extraction and
adsorption can be applied to the separation of classes
of components.

5. Mixtures with low relative volatility or which exhibit
azeotropic behavior. Some homogeneous liquid mixtures

exhibit highly nonideal behavior that form constant
boiling azeotropes. At an azeotropic composition, the
vapor and liquid are both at the same composition for
the mixture. Thus, separation cannot be carried out
beyond an azeotropic composition using conventional
distillation. The most common method used to deal with
such problems is to add a mass separation agent to
the distillation to alter the relative volatility of the key
separation in a favorable way and make the separation
feasible. If the separation is possible but extremely
difficult because of low relative volatility, then a mass
separation agent can also be used in these circumstances,
in a similar way to that used for azeotropic systems.
These processes are considered in detail later in
Chapter 12. Crystallization, liquid–liquid extraction and
membrane processes can be used as alternatives to
distillation for the separation of mixtures with low
relative volatility or which exhibit azeotropic behavior.

6. Separation of mixtures of condensable and noncondens-
able components. If a vapor mixture contains both con-
densable and noncondensable components, then a partial
condensation followed by a simple phase separator often
can give a good separation. This is essentially a single-
stage distillation operation. It is a special case that again
deserves attention in some detail later in Chapter 13.

In summary, distillation is not well suited for separating
either low molar mass materials or high molar mass heat-
sensitive materials. However, distillation might still be the
best method for these cases, since the basic advantages
of distillation (potential for high throughput, any feed
concentration and high purity) still prevail.

9.8 SEPARATION OF HOMOGENEOUS
FLUID MIXTURES BY
DISTILLATION – SUMMARY

Even though choices must be made for separators at this
stage in the design, the assessment of separation processes
ideally should be done in the context of the total system. As
is discussed later, separators such as distillation that use an
input of heat to carry out the separation often can be run at
effectively zero energy cost if they are appropriately heat
integrated with the rest of the process. Although energy
intensive, heat-driven separators can be energy efficient
in terms of the overall process if they are properly heat
integrated. It is not worth expending any effort optimizing
pressure, feed condition or reflux ratio until the overall heat
integration picture has been established. These parameters
very often change later in the design.

The design of a distillation involves a number of steps
as follows.

a. Set the product specifications.
b. Set the operating pressure.
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c. Determine the number of theoretical stages required and
the energy requirements.

d. Determine the actual number of trays or height of
packing needed and the column diameter.

e. Design the column internals, which involve determining
the dimensions of the trays, packing, liquid and vapor
distribution systems, and so on.

f. Carry out the mechanical design to determine the
thickness of the vessel walls, internal fittings, and so on.

9.9 EXERCISES
1. In a mixture of methanol and water, methanol is the most

volatile component. At a pressure of 1 atm, the relative
volatility can be assumed to be constant and equal to 3.60.
Construct the x–y diagram.

2. A feed mixture of methanol and water containing a mole
fraction of methanol of 0.4 is to be separated by distillation
at a pressure of 1 atm. The overhead product should achieve
a purity of 95 mole % methanol and the bottoms product a
purity of 95 mole% water. Assume the feed to be saturated
liquid. Using the x–y diagram constructed in Exercise 1 and
the McCabe–Thiele construction:
a. determine the minimum reflux ratio
b. for a reflux ratio of 1.1 times the minimum reflux, deter-

mine the number of theoretical stages for the separation.
3. A binary mixture is to be separated by distillation into

relatively pure products. Where in the distillation column
is the vapor–liquid equilibrium data required at the high-
est accuracy?

4. A distillation calculation is to be performed on a multicompo-
nent mixture. The vapor–liquid equilibrium for this mixture
is likely to exhibit significant departures from ideality, but a
complete set of binary interaction parameters is not available.
What factors would you consider in assessing whether the
missing interaction parameters are likely to have an important
effect on the calculations?

5. The two components, α and β, are to be separated in a
distillation column for which the physical properties are
largely unknown. The mole fractions of α and β in the
overheads are 0.96 and 0.04 respectively. The overhead vapor
can be assumed to be condensed at a uniform temperature
corresponding with the bubble point temperature of the
overhead mixture. Cooling water at an assumed temperature
of 30◦C is to be used in the condenser. It can be assumed
also that the minimum allowable temperature difference in the
condenser is 10◦C. No vapor–liquid equilibrium data or vapor
pressure data are available for the two components. Only
measured normal boiling points are available, together with
critical temperatures and pressures that have been estimated
from the structure of the components. Vapor pressures can be
estimated from this data assuming the behavior follows the
Clausius–Clapeyron Equation from the normal boiling point
to the critical point:

ln P SAT
i = Ai + Bi

T
(9.67)

where P SAT
i is the vapor pressure, T is the absolute

temperature and Ai and Bi are constants for each component.
The physical property data are summarized in Table 9.8.

Table 9.8 Physical properties of components α and β.

Component Critical
temp (K)

Critical
pressure (bar)

Normal boiling
point (K)

α 369.8 42.5 231.0
β 425.2 39.0 272.6

Assuming the vapor–liquid equilibrium to be ideal, at what
pressure would the distillation column have to operate on the
basis of the temperature in the condenser?

6. A saturated liquid mixture of ethane, propane, n-butane, n-
pentane and n-hexane given in Table 9.9 is to be separated
by distillation such that 95% of the propane is recovered
in the distillate and 90% of the butane is recovered in the
bottoms. Estimate the distribution of the other components
for a column operating at 10 bar. Assume that the K-values
can be correlated by

Ki = 1

P
exp

[
Ai − Bi

C + T

]
(9.68)

where T is the absolute temperature (K), P the pressure (bar)
and constants Ai, Bi and Ci are given in the Table 9.9.

Table 9.9 Feed and physical property for constants.

Component Formula Feed
(kmol·h−1)

Ai Bi Ci

Ethane C2H6 5 9.0435 1511.4 −17.16
Propane C3H8 25 9.1058 1872.5 −25.16
n-Butane C4H10 30 9.0580 2154.9 −34.42
n-Pentane C5H12 20 9.2131 2477.1 −39.94
n-Hexane C6H14 20 9.2164 2697.6 −49.78

7. The second column in the distillation train of an aromatics
plant is required to split toluene and ethylbenzene. The
recovery of toluene in the overheads must be 95%, and
90% of the ethylbenzene must be recovered in the bottoms.
In addition to toluene and ethylbenzene, the feed also
contains benzene and xylene. The feed enters the column
under saturated conditions at a temperature of 170◦C, with
component flowrates given in Table 9.10. Estimate the mass
balance around the column using the Fenske Equation.
Assume that the K-values can be correlated by Equation 9.68
with constants Ai, Bi and Ci given in Table 9.10.

Table 9.10 Data for mixture of aromatics.

Component Feed (kmol·h−1) Ai Bi Ci

Benzene 1 9.2806 2789.51 −52.36
Toluene 26 9.3935 3096.52 −53.67
Ethylbenzene 6 9.3993 3279.47 −59.95
Xylene 23 9.5188 3366.99 −59.04

8. A distillation column separating 150 kmol·h−1 of a four-
component mixture is estimated to have a minimum reflux
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Table 9.11 Feed characteristics of a four-component mixture.

Component Mole fraction
in the feed

Relative volatility
in the feed (relative
to component D)

A 0.10 3.9
B 0.35 2.5
C 0.30 1.6
D 0.25 1.0

ratio of 3.5. The composition and the relative volatility of the
feed are shown in Table 9.11. The column recovers 95% of
Component B to the distillate and 95% of Component C to the
bottom product. The feed to the column is a saturated liquid.
a. Calculate the molar flowrate and composition of the

distillate and bottoms products for this column. State any
assumptions you need to make.

b. Estimate the vapor load of the reboiler to this column if the
reflux ratio is 25% greater than the minimum reflux ratio.
Constant molar overflow can be assumed in the column
and that a total condenser is used.

c. Use the Gilliland correlation to estimate the mini-
mum number of theoretical stages required to carry out
this separation.

9. A distillation column uses a partial condenser as shown in
Figure 9.19. Assume that the reflux ratio and the overhead
product composition and flowrate and the operating pressure
are known and that the behavior of the liquid and vapor phases
in the column is ideal (i.e. Raoult’s Law holds). How can the
flowrate and composition of the vapor feed to the condenser
and its liquid products be estimated, given the vapor pressure
data for the pure components. Set up the equations that need
to be solved.

Vapour Product 
D kmol·h−1

di Mole Fractions

Liquid Reflux 
L kmol·h−1

xi Mole Fractions

Overhead Vapor
V kmol·h−1

yi Mole Fractions

Figure 9.19 Partial condenser for a distillation column.

10. A mixture of ethane, propane, n-butane, n-pentane and
n-hexane given in Table 9.12 is to be separated by distillation
such that 95% of the propane is recovered in the distillate and
90% of the butane is recovered in the bottoms. The column
will operate at 18 bar. Data for the feed and relative volatility
are given in Table 9.12.
For the separation, calculate:
a. the distribution of the nonkey components using the

Fenske Equation
b. the minimum reflux ratio from the Underwood Equations
c. the actual number of stages at R/Rmin = 1.1 from the

Gilliland Correlation.

Table 9.12 Data for five-component system.

Component Formula Feed (kmol·h−1) αij

Ethane C2H6 5 16.0
Propane C3H8 25 7.81
n-Butane C4H10 30 3.83
n-Pentane C5H12 20 1.94
n-Hexane C6H14 20 1.00

11. For the same feed, operating pressure and relative volatility as
Exercise 10, the heavy key component is changed to pentane.
Now 95% of the propane is recovered in the overheads
and 90% of the pentane in the bottoms. Assuming that all
lighter than light key components go to the overheads and all
the heavier than heavy key go to the bottoms, estimate the
distribution of the butane and the minimum reflux ratio using
the Underwood Equations.
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10 Choice of Separator for Homogeneous Fluid Mixtures
II – Other Methods

10.1 ABSORPTION AND STRIPPING

The most common alternative to distillation for the
separation of low molar mass materials is absorption. In
absorption, a gas mixture is contacted with a liquid solvent
that preferentially dissolves one or more components of
the gas. Absorption processes often require an extraneous
material to be introduced into the process to act as liquid
solvent. If it is possible to use one of the materials already in
the process, this should be done in preference to introducing
an extraneous material. Liquid flowrate, temperature and
pressure are important variables to be set.

The vapor–liquid equilibrium for such systems can often
be approximated by Henry’s Law (see Chapter 4):

pi = Hixi (10.1)

where pi = partial pressure of Component i

Hi = Henry’s Law constant (determined
experimentally)

xi = mole fraction of Component i

in the liquid phase

Assuming ideal gas behavior (pi = yiP ):

yi = Hixi

P
(10.2)

Thus, the K-value is Ki = Hi/P , and a straight line
would be expected on a plot of yi against xi . A mass balance
can be carried out around a part of the absorber to obtain
the operating line as shown in Figure 10.1:

y = L

V
x +

(
yin − L

V
xout

)
(10.3)

where y, x = vapor and liquid mole fractions
yin = mole fraction of the vapor inlet

xout = mole fraction of liquid outlet
L = liquid flowrate
V = vapor flowrate

This is shown in Figure 10.1 to be a straight line with
slope L/V . If it is assumed that the gas flowrate is fixed,
the solvent flowrate can be varied to obtain the minimum
solvent flowrate, as shown in Figure 10.2.

A graphical construction allows evaluation of the number
of stages in the absorber analogous to the McCabe–Theile
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construction in distillation, as shown in Figure 10.3. In
Figure 10.3, Stage 1 changes the liquid composition from
xin to x1 and vapor composition from y2 to yout , and so on.

Rather than using a graphical construction, the approach
can be expressed analytically as the Kremser Equation1 – 4.
The Kremser Equation assumes that the equilibrium line is
straight and intersects the origin of the x–y diagram. The
operating line is also assumed to be straight. It provides an
analytical expression for the stepping construction shown in
Figure 10.3. The derivation of the equation is lengthy and
the reader is referred to other sources2 – 4. If concentrations
are known, then the theoretical stages N can be calculated
from1 – 3:

N =
log

[(
A − 1

A

)(
yin − Kxin

yout − Kxin

)
+ 1

A

]

log A
(10.4)

where A = L/KV
= absorption factor

K = vapor–liquid equilibrium K-value

For A = 1, the equation takes the form:

N = yin − yout

yout − Kxin
(10.5)

If the number of theoretical stages is known, the concen-
trations can be calculated from:

yin − yout

yin − Kxin
= AN+1 − A

AN+1 − 1
(10.6)

For multicomponent systems, Equation 10.4 can be
written for the limiting component, that is, the component
with the highest Ki . Having determined the number of
stages, the concentrations of the other components can be
determined from Equation 10.6.

A first estimate of the overall stage efficiency can be
obtained from the empirical correlation4:

log10 EO = −0.773 − 0.415 log10 X − 0.0896(log10 X)2

(10.7)

where EO = overall stage efficiency (0 < EO < 1)

X = KMµL

ρL

M = molar mass (kg·kmol−1)
µL = liquid (solvent) viscosity (mN·s·m−2 = cP)
ρL = liquid (solvent) density (kg·m3)
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Figure 10.1 Equilibrium and operating lines for an absorber.
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Figure 10.2 Minimum liquid–vapor ratio for absorbers.
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Figure 10.3 Equilibrium countercurrent stage operation for
absorbers.

To calculate the overall stage efficiency for absorbers, the
liquid viscosity and density need to be specified at average
conditions.

As with distillation, the correlation for overall tray
efficiency for absorbers, given in Equation 10.7, should
only be used to derive a first estimate of the actual
number of trays. More elaborate and reliable methods are
available, but these require much more information on
tray type and geometry and physical properties. If the
column is to be packed, then the height of the packing
is determined from Equation 9.64. As with distillation, the
height equivalent of a theoretical plate (HETP) can vary
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Operating
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Figure 10.4 Equilibrium countercurrent stage operation for
stripping.

significantly according to the packing type, F-factor from
Equation 9.65 and the separation. The performance of a
given packing can differ significantly between distillation
and absorption applications, and reliable data can only be
obtained from packing manufacturers.

Stripping is the reverse of absorption and involves the
transfer of solute from the liquid to the vapor phase. This
is illustrated in Figure 10.4. Note in Figure 10.4 that the
operating line is below the equilibrium line. Again, if it
is assumed that Ki, L and V are constant, as shown in
Figure 10.4, the graphical construction can be expressed
by the Kremser Equation1 – 4:

N =
log

[
(1 − A)

(
xin − yin/K

xout − yin/K

)
+ A

]

log(1/A)
(10.8)

For A = 1:

N = xin − xout

xout − yin/K
(10.9)

If the number of stages is known, then the concentrations
can be calculated from:

xin − xout

xin − yin/K
= (1/A)N+1 − (1/A)

(1/A)N+1 − 1
(10.10)

Equations 10.8 to 10.10 can be written in terms of a
stripping factor (S), where S = 1/A. For multicomponent
systems, Equations 10.8 and 10.9 can be used for the
limiting component (i.e. the component with the lowest
Ki) and then Equation 10.10 can be used to determine the
distribution of the other components.

Equations 10.4 to 10.6 and 10.8 to 10.10 can be written
in terms of mole fractions and molar flowrates. Alter-
natively, mass fractions and mass flowrates can be used
instead, as long as a consistent set of units is used.

If absorption is the choice of separation, then some
preliminary selection of the major design variables must
be made to allow the design to proceed:

1. Liquid flowrate. The liquid flowrate is determined by
the absorption (L/KiV ) factor for the key separation. The
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absorption factor determines how readily Component i will
absorb into the liquid phase. When the absorption factor
is large, Component i will be absorbed more readily into
the liquid phase. The absorption factor must be greater than
1 for a high degree of solute removal; otherwise removal
will be limited to a low value by liquid flowrate. Since
L/KiV is increased by increasing the liquid flowrate, the
number of plates required to achieve a given separation
decreases. However, at high values of L/KiV , the increase
in liquid flowrate brings diminishing returns. This leads to
an economic optimum in the range 1.2 < L/KiV < 2.0.
An absorption factor around 1.4 is often used5.

2. Temperature. Decreasing temperature increases the sol-
ubility of the solute. In an absorber, the transfer of solute
from gas or vapor to liquid brings about a heating effect.
This usually will lead to temperatures increasing down the
column. If the component being separated is dilute, the heat
of absorption will be small and the temperature rise down
the column will also be small. Otherwise, the temperature-
rise down the column will be large, which is undesirable
since solubility decreases with increasing temperature. To
counteract the temperature rise in absorbers, the liquid is
sometimes cooled at intermediate points as it passes down
the column. The cooling is usually down to temperatures
that can be achieved with cooling water, except in special
circumstances where refrigeration is used.

If the solvent is volatile, there will be some loss of
the gas or vapor. This should be avoided if the solvent
is expensive and/or environmentally harmful by using a
condenser (refrigerated if necessary) on the vapor leaving
the absorber.

3. Pressure. High pressure gives greater solubility of solute
in the liquid. However, high pressure tends to be expensive
to create since this can require a gas compressor. Thus,
there is an optimal pressure.

As with distillation, no attempt should be made to carry
out any optimization of liquid flowrate, temperature or
pressure at this stage in the design.

Having dissolved the solute in the liquid, it is often
necessary to then separate the solute from the liquid in
a stripping operation so as to recycle the liquid to the
absorber. Now, the stripping factor for Component i,
(KiV/L) should be large to concentrate it in the vapor phase
and thus be stripped out of the liquid phase. For a stripping
column, the stripping factor should be in the range 1.2 <

KiV/L < 2.0 and is often around 1.45. As with absorbers,
there can be a significant change in temperature through
the column. This time, however, the liquid decreases in
temperature down the column for reasons analogous to
those developed for absorbers. Increasing temperature and
decreasing pressure will enhance the stripping.

Example 10.1 A hydrocarbon gas stream containing benzene
vapor is to have the benzene separated by absorption in a

heavy liquid hydrocarbon stream with an average molar mass of
200 kg·kmol−1. The concentration of benzene in the gas stream
is 2% by volume and the liquid contains 0.2% benzene by mass.
The flowrate of the gas stream is 850 m3·h−1, its pressure is
1.07 bar and its temperature is 25◦C. It can be assumed that
the gas and liquid flowrates are constant, the kilogram molecular
volume occupies 22.4 m3 at standard conditions, the molar mass
of benzene is 78 kg·kmol−1 and that the vapor–liquid equilibrium
obeys Raoult’s Law. At the temperature of the separation, the
saturated liquid vapor pressure of benzene can be taken to be
0.128 bar. If a 95% removal of the benzene is required, estimate
the liquid flowrate and the number of theoretical stages.

Solution First, estimate the flowrate of vapor in kmol·h−1:

V = 850 × 1

22.4

(
298

273

)(
1.013

1.07

)

= 36.6 kmol·h−1

From Raoult’s Law:

K = psat

P

= 0.128

1.07
= 0.12

Assuming A = 1.4:

L = 1.4 × 0.12 × 36.6

= 6.15 kmol·h−1

= 6.15 × 200 kg·h−1

= 1,230 kg·h−1

xin = 0.002 × 200

78
= 0.0051

yout = 0.02(1 – 0.95), assuming V constant

= 0.001

N =
log

[(
A − 1

A

) (
yin − Kxin

yout − Kxin
+ 1

A

)]

log A

=
log

[(
1.4 − 1

1.4

)(
0.02 − 0.12 × 0.0051

0.001 − 0.12 × 0.0051
+ 1

1.4

)]

log 1.4

= 8 theoretical stages

Separation in absorption is sometimes enhanced by
adding a component to the liquid that reacts with the
solute. The discussion regarding absorption has so far been
restricted to physical absorption. In chemical absorption,
chemical reactions are used to enhance absorption. Both
irreversible and reversible reactions can be used. An
example of an irreversible reaction is the removal of SO2



184 Choice of Separator for Homogeneous Fluid Mixtures II – Other Methods

from gas streams using sodium hydroxide solution:

2NaOH
sodium hydroxide

+ SO2 −−−→ Na2SO3

sodium
sulfite

+ H2O

Na2SO3 + 1
2 O2

sodium sulfite
−−−→ Na2SO4

sodium sulfate

Another example of an irreversible reaction is the
removal of oxides of nitrogen from gas streams using
hydrogen peroxide:

2NO
nitric oxide

+ 3H2O2

hydrogen
peroxide

−−−→ 2HNO3

nitric acid
+ 2H2O

2NO2

nitrogen dioxide
+ H2O2

hydrogen peroxide
−−−→ 2HNO3

nitric acid

Examples of reversible reactions are the removal of
hydrogen sulfide and carbon dioxide from gas streams using
a solution of monoethanolamine:

HOCH2CH2NH2 + H2S
monoethanolamine

Absorption−−−−−−→←−−−−−−
Regeneration

HOCH2CH2NH3HS
monoethanolamine
hydrogen sulphide

HOCH2CH2NH2 + CO2 + H2O
monoethanolamine

Absorption−−−−−−→←−−−−−−
Regeneration

HOCH2CH2NH3HCO3

monoethanolamine
hydrogen carbonate

In this case, the reactions can be reversed at a
regeneration stage in a stripping column by the input of heat
in a reboiler. If the solvent is to be recovered by stripping
the solute from the solvent, the chemical absorption requires
more energy than physical absorption. This is because the
energy input for chemical absorption must overcome the
heat of reaction as well as the heat of solution. However,
chemical absorption involves smaller solvent rates than
physical absorption.

Unfortunately, the analysis of chemical absorption is far
more complex than physical absorption. The vapor–liquid
equilibrium behavior cannot be approximated by Henry’s
Law or any of the methods described in Chapter 4. Also,
different chemical compounds in the gas mixture can
become involved in competing reactions. This means that
simple methods like the Kremser equation no longer apply
and complex simulation software is required to model
chemical absorption systems such as the absorption of H2S
and CO2 in monoethanolamine. This is outside the scope
of this text.

10.2 LIQUID–LIQUID EXTRACTION

Like gas absorption, liquid–liquid extraction separates a
homogeneous mixture by the addition of another phase – in
this case, an immiscible liquid. Liquid–liquid extraction
carries out separation by contacting a liquid feed with
another immiscible liquid. The equipment used for liq-
uid–liquid extraction is the same as that used for the
liquid–liquid reactions illustrated in Figure 7.4. The separa-
tion occurs as a result of components in the feed distributing
themselves differently between the two liquid phases. The
liquid with which the feed is contacted is known as the
solvent. The solvent extracts solute from the feed. The
solvent-rich stream obtained from the separation is known
as the extract and the residual feed from which the solute
has been extracted is known as the raffinate.

The distribution of solute between the two phases at
equilibrium can be quantified by the K-value or distribution
coefficient :

Ki = xE,i

xR,i

= γR,i

γE,i

(10.11)

where xE,i , xR,i = mole fractions of Component i

in the extract and in the raffinate
γE,i, γR,i = activity coefficients of Component i

in the extract and in the raffinate

By taking the ratio of the distribution coefficients for
the two Components i and j , the separation factor can
be defined, which is analogous to relative volatility in
distillation:

βij = Ki

Kj

= xE,i/xR,i

xE,j /xR,j

= γR,i/γE,i

γR,j /γE,j

(10.12)

The separation factor (or selectivity) indicates the
tendency for Component i to be extracted more readily
from the raffinate to the extract than Component j .

When choosing a solvent for an extraction process, there
are many issues to consider:

1. Distribution coefficient. It is desirable for the distribution
coefficient, defined in Equation 10.11, to be large. Large
values will mean that less solvent is required for the
separation. A useful guide when selecting a solvent is
that the solvent should be chemically similar to the
solute. In other words, like dissolves like. A polar liquid
like water is generally best suited for ionic and polar
compounds. Nonpolar compounds like hexane are better
for nonpolar compounds. When a solute dissolves in
a solvent, some attractions between solvent molecules
must be replaced by solute–solvent attractions when
a solution forms. If the new attractions are similar to
those replaced, very little energy is required to form
the solution. This holds true for many systems, but the
molecular interactions that contribute to the solubility of
one compound in another are many and varied. Hence,
it is only a general guide.
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2. Separation factor. The separation factor, defined by
Equation 10.12, measures the tendency of one compo-
nent to be extracted more readily than another. If the
separation needs to separate one component from a feed
relative to another, then it is necessary to have a sepa-
ration factor greater than unity, and preferably as high
as possible.

3. Insolubility of the solvent. The solubility of the solvent
in the raffinate should be as low as possible.

4. Ease of recovery. It is always desirable to recover the
solvent for reuse. This is often done by distillation. If this
is the case, then the solvent should be thermally stable
and not form azeotropes with the solute. Also, for the
distillation to be straightforward, the relative volatility
should be large and the latent heat of vaporization small.

5. Density difference. The density difference between the
extract and the raffinate should be as large as possible
to allow the liquid phases to coalesce more readily.

6. Interfacial tension. The larger the interfacial tension
between the two liquids, the more readily coalescence
will occur. However, on the other hand, the higher
the interfacial tension, the more difficult will be the
dispersion in the extraction.

7. Side reactions. The solvent should be chemically stable
and not undergo any side reactions with the components
in the feed (including impurities).

8. Vapor pressure. The vapor pressure at working condi-
tions should preferably be low if an organic solvent is
to be used. High vapor pressure for an organic solvent
will lead to the emission of volatile organic compounds
(VOCs) from the process, potentially leading to environ-
mental problems. VOCs will be discussed in more depth
later when environmental issues are considered.

9. General properties. The solvent should be nontoxic
for applications such as the manufacture of foodstuffs.
Even for the manufacture of general chemicals, the
solvent should be preferably nontoxic for safety reasons.
Safety also dictates that the solvent should preferably be
nonflammable. Low viscosity and high freezing point
will also be advantageous.

It will rarely be the case that a solvent can be chosen to
satisfy all of the above criteria, and hence some compromise
will almost always be necessary. Once the solvent has
been chosen, and some information is available on the
distribution coefficients, the number of theoretical stages
required for the separation needs to be determined. The
stage-wise calculation of liquid–liquid extraction has much
in common with the stage-wise calculations for distillation,
absorbers and strippers. For absorber and stripper design, it
has been discussed how straight operating lines can simplify
the calculations. In liquid–liquid extraction, the concept of
solute-free streams passing countercurrently can be used.
Concentrations are then given as the ratio of solute to
solvent. These assumptions help in keeping operating lines

straight and simplifying the calculations. If the simplifying
assumption is made that the distribution coefficients are
constant and that the liquid flowrates are also constant on a
solute-free basis, the same analysis as that used for stripping
in Section 10.1 can be applied. In liquid–liquid extraction,
like stripping, solute is transferred from the feed.

If the equilibrium and operating lines are both straight,
then the Kremser Equation can be used6:

N =
log

[(
ε − 1

ε

)(
xF − xS/K

xR − xS/K

)
+ 1

ε

]

log ε
(10.13)

where N = number of theoretical stages
xF = mole fraction of solute in the feed based on

solute-free feed
xS = mole fraction of solute in the solvent inlet

based on solute-free solvent
xR = mole fraction of solute in raffinate based on

solute-free raffinate
K = slope of the equilibrium line
ε = extraction factor

= KS/F
S = flowrate of solute-free

solvent (kmol·s−1)
F = flowrate of solute-free feed

(kmol·s−1)

For ε = 1:
N = xF − xR

xR − xS/K
(10.14)

When N is known, the composition can be calculated
from:

xF − xR

xF − xS/K
= εN+1 − ε

εN+1 − 1
(10.15)

For multicomponent systems, Equations 10.13 and 10.14
can be used to determine the number of stages for the
limiting component (i.e. the component with the lowest
Ki). Equation 10.15 can then be applied to determine the
compositions of the other components.

Equations 10.13 to 10.15 are written in terms of mole
fractions and molar flowrates. However, mass fractions and
mass flowrates can also be used, as long as a consistent set
of units is used.

Having obtained an estimate of the number of theoretical
stages, this must be related to the height of the actual
equipment or the number of stages in the actual equipment.
The equipment used for liquid–liquid extraction is the
same as that described for liquid–liquid reactions illustrated
in Figure 7.4. For the mixer–settler arrangement shown
in Figure 7.4, these can be combined in multiple stages
countercurrently, in which each mixing and settling stage
represents a theoretical stage. Much less straightforward
is the relationship between the stages, or height of the
contactor, in the other arrangements in Figure 7.4 and the
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number of theoretical stages. Typical HETPs for various
designs of contactor are7:

Contactor HETP (m)
Sieve tray 0.5–3.5
Random packing 0.5–2.0
Structured packing 0.2–2.0
Mechanically agitated 0.1–0.3

The relationship between the number of theoretical and
actual stages or contactor height depends on many factors,
such as geometry, rate of agitation, flowrates of the liquids,
physical properties of the liquids, the presence of impurities
affecting the surface properties at the interface, and so on.
The only reliable way to relate the actual stages to the
theoretical stages in liquid–liquid extraction equipment is
to scale from the performance of similar equipment carrying
out similar separation duties, or to carry out pilot plant
experiments.

Like absorption, separation is sometimes enhanced by
using a solvent that reacts with the solute. The discussion,
so far, regarding liquid–liquid extraction has been restricted
to physical extraction. Both irreversible and reversible reac-
tions can be used in chemical extraction. For example,
acetic acid can be extracted from water using organic bases
that take advantage of the acidity of the acetic acid. These
organic bases can be regenerated and recycled. Unfortu-
nately, the analysis of chemical extraction is far more
complex than that of physical extraction. The phase equilib-
rium behavior cannot be approximated by constant distribu-
tion coefficients. This means that simple methods like the
Kremser Equation no longer apply and complex simulation
software is required. This is outside the scope of this text.

Example 10.2 An organic product with a flowrate of 1000 kg·h−1

contains a water-soluble impurity with a concentration of 6% wt.
A laboratory test indicates that if the product is extracted with an
equal mass of water, then 90% of the impurity is extracted. Assume
that water and the organic product are immiscible.

a. For the same separation of 90% removal, estimate how much
water would be needed if a two-stage countercurrent extraction
is used.

b. If an equal mass flowrate of water to feed is maintained for
a two-stage countercurrent extraction, estimate the fraction of
impurity extracted.

Solution

a. Mass of impurity in feed

= 1000 × 0.06

= 60 kg·h−1

Feed flowrate on solute-free basis

= 1000 − 60

= 940 kg·h−1

xF = 60

940

= 0.06383

Mass of impurity in raffinate

= 60 × 0.1

= 6 kg·h−1

Mass of impurity in extract

= 60 − 6

= 54 kg·h−1

xR = 6

940

= 6.383 × 10−3

xE = 54

1000
= 0.054

K = xE

xR

= 0.054

6.383 × 10−3

= 8.460

From Equation 10.15:

xF − xR

xF − xS/K

= εN+1 − ε

εN+1 − 1

0.06383 − 6.383 × 10−3

0.06383 − 0/8.460
= ε3 − ε

ε3 − 1

0.9 = ε3 − ε

ε3 − 1

0 = 0.1ε3 − ε + 0.9

Solving for ε by trial and error:

ε = 2.541

S = εF

K

= 2.541 × 940

8.460

= 282.3 kg·h−1

b.

ε = 8.460 × 1000

940

= 10.0

From Equation 10.15:

xF − xR

xF − xS/K

= εN+1 − ε

εN+1 − 1
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0.06383 − xR

0.06383 − 0/8.460
= 9.03 − 9.0

9.03 − 1

xR = 7.0 × 10−4

Mass of impurity in raffinate

= 940 × 7 × 10−4

= 0.658 kg·h−1

Fraction of impurity extracted

= 60 − 0.658

60
= 0.989

Example 10.3 A feed with a flowrate of 1000 kg·h−1 contains
30% acetic acid by mass in aqueous solution. The acetic acid
(AA) is to be extracted with isopropyl ether to produce a raffinate
with 2% by mass on a solvent-free basis. Equilibrium data are
given in Table 10.11,8.

It can be seen from Table 10.1 that the water and ether have
significant mutual solubility and this must be accounted for.

a. Estimate the minimum flowrate of ether for the separation.
b. Estimate the number of theoretical extraction stages if a

flowrate of 2500 kg·h−1 of ether is used.

Solution
a. The overall flow scheme is shown in Figure 10.5. To maintain
a straight operating line, the concentrations must be expressed
as ratios of solute to feed solvent (water) and ratios of solute to
extraction solvent (isopropyl ether). The data from Table 10.1 are
expressed on this basis in Table 10.2.

The equilibrium data from Table 10.2 are plotted in
Figure 10.6a. It can be seen that this does not form a straight-
line relationship overall. Figure 10.6a shows the operating line
of maximum slope that touches the equilibrium line at xR =
0.1576 kg AA/kg Water. The slope of this line is the ratio of
feed to extraction flowrates. If the liquids are immiscible, then
the flowrate of solute-free feed (F ) is equal to the flowrate of the

Table 10.1 Equilibrium data for acetic acid–water–isopropyl
ether1,8. (Reproduced from Cambell H, 1940, Trans AIChE,
36: 628 by permission of the American Institute of Chemical
Engineers).

Mass fraction in water phase Mass fraction either phase

Acetic
acid

Water Isopropyl
ether

Acetic
acid

Water Isopropyl
ether

0.0069 0.981 0.012 0.0018 0.005 0.993
0.0141 0.971 0.015 0.0037 0.007 0.989
0.0289 0.955 0.016 0.0079 0.008 0.984
0.0642 0.917 0.019 0.0193 0.010 0.971
0.1330 0.844 0.023 0.0482 0.019 0.933
0.2550 0.711 0.034 0.1140 0.039 0.847
0.3670 0.589 0.044 0.2160 0.069 0.715

1

2

Feed Extract

N–1

N

S
xSxR

R

Solvent

Raffinate
Stage

Raffinate

E
xE

F
xF

Feed
Stage

Figure 10.5 Mass balance for countercurrent liquid–liquid
extraction.

Table 10.2 Equilibrium data expressed as ratios of feed solvent
and extraction solvent.

Mass ratios in water phase Mass ratios in ether phase

xAA xEther xAA xWater

7.034 × 10−3 0.01223 1.813 × 10−3 5.035 × 10−3

0.01452 0.01545 3.741 × 10−3 7.078 × 10−3

0.03026 0.01675 8.028 × 10−3 8.130 × 10−3

0.07001 0.02072 0.01988 0.01030
0.1576 0.02725 0.05166 0.02036
0.3586 0.04782 0.1346 0.04604
0.6231 0.07470 0.3021 0.09650

solute-free raffinate (R). Also, the flowrate of solute-free solvent
(S) is equal to the flowrate of the solute-free extract (E). Thus,
if the liquids are immiscible, then the slope of the operating line
is F/S = R/E. However, in this case, there is a significant mutual
solubility of the water and isopropyl ether that must be accounted
for. To simplify the calculations, it can be assumed that the feed
stream dissolves the extraction solvent only in the feed stage and
that the extraction solvent dissolves a large amount of feed solvent
in the feed stage compared with the amount dissolved in the
raffinate stage6. From this, it can be assumed that the flowrate
of feed solvent is R and that the flowrate of extraction solvent is
S6. Thus, the slope of the operating line in Figure 10.6a is R/S.

In Figure 10.6a, the operating line for minimum solvent
flowrate touches the equilibrium line at xE = 0.1576 and xR =
0.05166. Thus:

R

S
= 0.05166 − 0

0.1576 − 0.02

= 0.3754
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Figure 10.6 Extraction of acetic acid from aqueous solution using isopropyl ether.

Assume initially that:

R = F = 1000 × 0.7 = 700 kg·h−1

Thus, from the slope:

S = 700

0.3754

= 1864.7 kg·h−1

If it is also assumed initially that S = E, an overall mass
balance can be applied for acetic acid (see Figure 10.5):

xEE = xF F + xSS − xRR (10.16)

1864.7xE = 0.3

0.7
× 700 + 0 × 1864.7 − 0.02 × 700

xE = 0.1534

For the ether phase, from Table 10.2, for xE = 0.1534 kg
AA/kg ether, the ether phase contains 0.05170 kg water/kg ether
(by interpolation).

Water in extract

= 0.05170 × 1864.7

= 96.40 kg h−1

Water in raffinate (R)

= 700 − 96.40

= 603.6 kg h−1

Thus, the flowrate of solvent can now be reestimated taking
into account the mutual solubility6:

S = 603.6

0.3754

= 1607.9 kg h−1

For the raffinate, from Table 10.2, at xR = 0.02 kg AA/kg
water, the water phase contains 0.01590 kg ether/kg water (by
interpolation).

Ether in raffinate

= 0.01590 × 603.6

= 10.597 kg·h−1

Ether in extract (E)

= 1607.9 − 10.6

= 1598.3 kg·h−1

Now, return to Equation 10.16 and iterate to coverage:

S = 1610.4 kg·h−1

b. As before:

F = 700 kg·h−1

xF = 0.428

xR = 0.02

Now, the extraction solvent flowrate is fixed:

S = 2500 kg·h−1

Assume initially, F = R and S = E and perform an overall
mass balance on acetic acid from Equation 10.16:

xE = 0.4286 × 700 + 0 × 2,500 − 0.02 × 700

2500
= 0.1144

For the ether phase, from Table 10.2, at xE = 0.1144 kg AA/kg
water the ether phase contains 0.015979 kg ether/kg water.

Water in extract

= 0.03979 × 2500

= 910.48 kg·h−1

Water in raffinate (R)

= 700 − 910.48

= 600.5 kg·h−1

For the raffinate, at xR = 0.02 kg AA/kg water, the water phase
contains 0.01590 kg ether/kg water.

Ether in raffinate

= 0.01590 × 600.5

= 10.548 kg·h−1
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Ether in extract (E)

= 2500 − 10.548

= 2490.5 kg·h−1

Now, return to Equation 10.16 and iterate to converge:

E = 2490.5 kg·h−1

R = 600.0 kg·h−1

xE = 0.1156

Following the assumption that the feed stream only dissolves
extraction solvent in the feed stage, then the apparent feed
concentration after the mass transfer in the feed stage can be
calculated6:

x
′
F R = xF F + xE(S − E)

x
′
F 600.0 = 0.4286 × 700 + 0.1156(2500 − 2490.5)

x
′
F = 0.5019

In Figure 10.6b, the operating line for this is drawn between

x
′
F = 0.5019, xE = 0.1156

xR = 0.02 and xS = 0.0

However, the Kremser Equation cannot be applied directly.
Although the operating line is straight as a result of the assump-
tions made, the equilibrium line is not straight. Figure 10.6b
shows that a graphical stepping off between the operating and
equilibrium lines requires around seven equilibrium stages.

The Kremser Equation can still be applied if the equilibrium
data can be linearized. From the slope of the equilibrium data at
the raffinate stage (low concentrations):

xF = 0.5019

xR = 0.02

xS = 0.0

K = 0.26

ε = 0.26 × 2490.5

600.0
= 1.079

N =
log

[(
1.079 − 1

1.079

)(
0.5019 − 0.0/0.26

0.02 − 0.0/0.26

)

log[1.079]

= 13.4

This is a significant overestimate, caused by the difference
between the equilibrium line and operating line being too small
for the overall problem. Alternatively, the slope can be averaged
over the first six equilibrium points to give K = 0.36. This gives
N = 5.5, which is an underestimate, resulting from the overall
difference between the equilibrium and operating lines being
too large. A better estimate using the Kremser equation can be
obtained by breaking down the overall problem into two linear

regions, as shown in Figure 10.6c. The equilibrium data can be
linearized as:

xE = 0.28xR for 0 < xR < 0.0791
xE = 0.4001xR − 0.009476 for xR > 0.0791

Applying the Kremser Equation for 0 < xR < 0.0791:

xF = 0.0791

xR = 0.02

xS = 0

K = 0.28

Substituting in the Kremser equation gives:

N = 2.3

In applying the Kremser equation for xR > 0.0791, it must
be recognized that the equilibrium line no longer intercepts the
origin, but intercepts the xR axis at 0.02368. The concentrations,
x ′

F and x ′
R , therefore need to be adjusted correspondingly:

x
′
F = 0.5019 − 0.02368 = 0.4782

x
′
R = 0.0791 − 0.02368 = 0.05542

xs = 0.01418 (from the operating line, xE at xR = 0.0791)

K = 0.4001

Substituting in the Kremser Equation gives:

N = 4.4

This gives a total number of theoretical stages of 6.7, which is
in closer agreement with the graphical construction. However, the
equilibrium data could have been linearized in a variety of ways
and the answer will be sensitive to the way the data is linearized.

10.3 ADSORPTION

Adsorption is a process in which molecules of adsorbate
become attached to the surface of a solid adsorbent.
Adsorption processes can be divided into two broad classes:

1. Physical adsorption, in which physical bonds form
between the adsorbent and the adsorbate.

2. Chemical adsorption, in which chemical bonds form
between the adsorbent and the adsorbate.

An example of chemical adsorption is the reaction
between hydrogen sulfide and ferric oxide:

6H2S
hydrogen
sulphide

+ 2Fe2O3

ferric oxide
−−−→ 2Fe2S3

ferric sulfide
+ 6H2O

The ferric oxide adsorbent, once it has been transformed
chemically, can be regenerated in an oxidation step:

2Fe2S3

ferric sulfide
+ 3O2

oxygen
−−−→ 6S

sulphur
+ 2Fe2O3

ferric oxide
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Table 10.3 Physical and chemical adsorption9.

Physical adsorption Chemical adsorption

Heat of adsorption Small, same order
as heat of
vaporization
(condensation)

Large, many times
greater than the
heat of
vaporization
(condensation)

Rate of adsorption Controlled by
resistance to
mass transfer

Controlled by
resistance to
surface reaction

Rapid rate at low
temperatures

Low rate at low
temperatures

Specificity Low, entire surface
availability for
physical
adsorption

High, chemical
adsorption limited
to active sites on
the surface

Surface coverage Complete and
extendable to
multiple
molecular layers

Incomplete and
limited to a layer,
one molecule
thick

Activation energy Low High, corresponding
to a chemical
reaction

Quantity adsorbed
per unit mass

High Low

The adsorbent having been regenerated is then available
for reuse. By contrast, physical adsorption does not involve
chemical bonds between the adsorbent and the adsorbate.
Table 10.3 compares physical and chemical adsorption in
broad terms9.

Here, attention will focus on physical adsorption. This is
a commonly used method for the separation of gases, but
is also used for the removal of small quantities of organic
components from liquid streams.

A number of different adsorbents are used for physical
adsorption processes. All are highly porous in nature. The
main types can be categorized as follows.

1. Activated carbon. Activated carbon is a form of carbon
that has been processed to develop a solid with high internal
porosity. Almost any carbonaceous material can be used
to manufacture activated carbon. Coal, petroleum residue,
wood or shells of nuts (especially, coconut) can be used.
The most common method used for the manufacture of
activated carbon starts by forming and heating the solid up
to 400 to 500◦C. This is followed by controlled oxidation
(or activation) by heating to a higher temperature (up to
1000◦C) in the presence of steam or carbon dioxide to
develop the porosity and surface activity. Other methods of
preparation include mixing carbonaceous material with an
oxidizing agent (e.g. alkali metal hydroxides or carbonates),
followed by heating up to 500 to 900◦C. Adsorption using
activated carbon is the most commonly used method for
the separation of organic vapors from gases. It is also
used for liquid-phase separations. A common liquid-phase

application is for decolorizing or deodorizing aqueous
solutions.

2. Silica gel. Silica gel is a porous amorphous form of silica
(SiO2) and is manufactured by acid treatment of sodium
silicate solution and then dried. The silica gel surface has
an affinity for water and organic material. It is primarily
used to dehydrate gases and liquids.

3. Activated aluminas. Activated alumina is a porous form
of aluminum oxide (Al2O3) with high surface area,
manufactured by heating hydrated aluminum oxide to
around 400◦C in air. Activated aluminas are mainly used
to dry gases and liquids, but can be used to adsorb gases
and liquids other than water.

4. Molecular sieve zeolites. Zeolites are crystalline alumi-
nosilicates. They differ from the other three major adsor-
bents in that they are crystalline and the adsorption takes
place inside the crystals. This results in a pore structure
different from other adsorbents in that the pore sizes are
more uniform. Access to the adsorption sites inside the
crystalline structure is limited by the pore size, and hence
zeolites can be used to absorb small molecules and sep-
arate them from larger molecules, as “molecular sieves”.
Zeolites selectively adsorb or reject molecules on the basis
of differences in molecular size, shape and other properties,
such as polarity. Applications include a variety of gaseous
and liquid separations. Typical applications are the removal
of hydrogen sulfide from natural gas, separation of hydro-
gen from other gases, removal of carbon dioxide from air
before cryogenic processing, separation of p-xylene from
mixed aromatic streams, separation of fructose from sugar
mixtures, and so on.

Data used for the design of adsorption processes are
normally derived from experimental measurements. The
capacity of an adsorbent to adsorb an adsorbate depends on
the compound being adsorbed, the type and preparation of
the adsorbate, inlet concentration, temperature and pressure.
In addition, adsorption can be a competitive process in
which different molecules can compete for the adsorption
sites. For example, if a mixture of toluene and acetone
vapor is being adsorbed from a gas stream onto activated
carbon, then toluene will adsorbed preferentially, relative
to acetone and will displace the acetone that has already
been adsorbed.

The capacity of an adsorbent to adsorb an adsorbate
can be represented by adsorption isotherms, as shown
in Figure 10.7a, or adsorption isobars, as shown in
Figure 10.7b. The general trend can be seen that adsorption
increases with decreasing temperature and increases with
increasing pressure.

Data for adsorption isotherms can often be correlated
by the Freundlich Isotherm Equation. For adsorption from
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Figure 10.7 Adsorption of gases and vapors on solids.

liquids, this takes the form:

w = kC n (10.17)

where w = mass of adsorbate per mass of adsorbent at
equilibrium

C = concentration
k, n = constants determined experimentally

Although Equation 10.17 is written in terms of concen-
tration of a specific component, it can also be used if the
identity of the solute is unknown. For example, adsorption
is used to remove color from liquids. In such cases, the
concentration of solute can be measured, for example, by a
colorimeter and Equation 10.17 expressed in terms of arbi-
trary units of color intensity, providing the color scale varies
linearly with the concentration of the solute responsible for
the color.

Data from the adsorption of gases and vapors are
usually correlated in terms of volume adsorbed (at standard
conditions of 0◦C and 1 atm pressure) and partial pressure.
The adsorption can then be represented by:

V = k′pn′
(10.18)

where V = volume of gas or vapor adsorbed at standard
conditions (m3·kg−1)

p = partial pressure (Pa, bar)
k′, n′ = constants determined experimentally

This means that representing the equilibrium adsorbate
mass (or volume) adsorbed versus concentration (or partial
pressure) should be a straight line if plotted on logarithmic
scales. Other theoretically based correlating equations are
available for the adsorption of gases and vapors9, but all
equations have their limitations.

Adsorption can be carried out in fixed-bed arrangements,
as illustrated in Figure 10.8a. This is the most common
arrangement. However, fluidized beds and traveling beds
can also be used, as illustrated in Figure 10.8b and c.
Adsorption in a fixed bed is nonuniform and a front moves
through the bed with time, as illustrated in Figure 10.9. The

Outlet Outlet
Outlet

Feed

Feed Feed Carrier Gas

 (a) Fixed Bed (b) Fluidised Bed (c) Travelling Bed

Figure 10.8 Different contacting arrangements for adsorber
design.

point at which the concentration in the outlet begins to rise
is known as breakthrough. Once breakthrough has occurred,
or preferably before, the bed online must be taken off-line
and regenerated. This can be done by having several beds
operating in parallel, one or more online, with one being
regenerated. The regeneration options are:

1. Steam. This is the most commonly used method for
recovery of organic material from activated carbon.
Low-pressure steam is passed through the bed coun-
tercurrently. The steam is condensed along with any
recovered organic material.

t1

x1 x2 x3

t2 t3 t4 t5 t6
Gas Flow

Concentration

Cinlet

Breakthrough

Concentration
Increases

Outlet

Figure 10.9 Concentration profiles through an adsorption bed
exhibit a moving font.
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2. Hot gas. Hot gas can be used when the regeneration gas
is going to be fed to incineration. Air is normally used
outside of the flammability range (see process safety
later); otherwise nitrogen can be used.

3. Pressure swing. The desorption into a gas stream at a
pressure lower than that for adsorption can also be used.

4. Off-site regeneration. Off-site regeneration is used when
regeneration is difficult or infrequent. For example,
organic material can polymerize on the adsorbent,
making it difficult to regenerate. If activated carbon
is being used, the carbon can be regenerated by heat
treating in a furnace and activating with steam.

When using fixed beds, there are various arrangements
used to switch between adsorption and regeneration. Cycles
involving two, three and four beds are used. Clearly, the
more beds that are used, the more complex is the cycle of
switching between the beds, but the more effective is the
overall system.

In actual operation, the adsorption bed is not at
equilibrium conditions. Also, there is loss of bed capacity
due to:

• heat of adsorption;
• other components in the inlet flow competing for the

adsorption sites, for example, moisture in an inlet gas
stream competing for adsorption sites and

• for gas adsorption, any moisture in the bed after
regeneration will block the adsorption sites.

In practice, two to three times the equilibrium capacity
tends to be used.

Example 10.4 A gas mixture with a flowrate of 0.1 m3·s−1 con-
tains 0.203 kg·m−3 of benzene. The temperature is 10◦C and the
pressure 1 atm (1.013 bar). Benzene needs to be separated to give
a gas stream with a benzene concentration of less than 5 mg·m−3.
It is proposed to achieve this by adsorption using activated carbon
in a fixed bed. The activated carbon is to be regenerated using
superheated steam. The experimental adsorption isotherms cannot
be adequately represented by Freundlich isotherms and, instead,
can be correlated at 10◦C by the empirical relationship:

ln V = −0.0113(ln p)2 + 0.2071 ln p − 3.0872 (10.19)

where V = volume benzene adsorbed (m3·kg−1)
p = partial pressure (Pa)

It can be assumed that the gas mixture follows ideal gas
behavior and that the kilogram molar mass of a gas occupies
22.4 m3 at standard conditions of 0◦C and 1 atm (1.013 bar)

a. Estimate the mass of benzene that can be adsorbed per kg of
activated carbon.

b. Estimate the volume of activated carbon required, assuming a
cycle time of 2 hours (minimum cycle time is usually around
1.5 hours). Assume that the actual volume is three times the

equilibrium volume and the bulk density of activated carbon is
450 kg·m−3.

c. The concentration of benzene in the gas stream must be less
than 5 mg·m−3 after the bed has been regenerated with steam
at 200◦C and brought back online at 10◦C. What fraction of
benzene must be recovered from the bed by the regeneration
to achieve this if the bed is assumed to be saturated before
regeneration?

Solution

a. Assuming ideal gas behavior, first calculate the partial pressure
of benzene at 10◦C:

y = 0.203 × 1

78
× 22.4 × 283

273
= 0.0604

p = yP = 0.0604 × 1.013 = 0.0612bar

Substitute p = 6120 Pa in Equation 10.19:

ln V = −0.0113(ln 6120)2 + 0.2071 ln(6120) − 3.0872

V = 0.1176 m3·kg−1

Mass of benzene adsorbed

= 0.1176 × 1

22.4
× 78 = 0.410 kg benzene·kg carbon−1

b. Carbon required for a 2-hour cycle, assuming equilibrium

= 0.1 × 0.203 × 2 × 3,600 × 1

0.410
= 356.5 kg

Assuming a design factor of 3:

= 1069.5 kg

Volume of bed

= 1069.5

450
= 2.38 m3

c. Concentration of benzene when the regenerated bed is brought
back online must be less than 5 mg·m−3. This results from
the partial pressure of any benzene left on the bed after
regeneration, until there is a breakthrough from the bed. Thus,
for a concentration of 5 mg·m−3 at 10◦C:

y = 5 × 10−6 × 1

78
× 22.4 × 283

273
= 1.488 × 10−6

p = 1.488 × 10−6 × 1.013 = 1.507 × 10−6bar

= 0.1507 Pa

Volume of benzene on the bed at 10◦C is given by

ln V = −0.0113(ln 0.1507)2 + 0.2071(ln 0.1507) − 3.0872

V = 0.0296 m3·kg−1
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Figure 10.10 Partial pressure and concentration profiles across
membranes.

Benzene recovered from the bed during regeneration, assuming
saturation before regeneration

= 0.1176 − 0.0296

0.1176
= 0.75

During regeneration, 75% of the benzene must be recovered
from the bed if the outlet concentration is to be 5 mg·m−3.

10.4 MEMBRANES

Membranes act as a semipermeable barrier between two
phases to create a separation by controlling the rate of
movement of species across the membrane. The separation
can involve two gas (vapor) phases, two liquid phases or a
vapor and a liquid phase. The feed mixture is separated into
a retentate, which is the part of the feed that does not pass
through the membrane, and a permeate, which is that part
of the feed that passes through the membrane. The driving
force for separation using a membrane is partial pressure in
the case of a gas or vapor and concentration in the case of
a liquid. Differences in partial pressure and concentration
across the membrane are usually created by the imposition
of a pressure differential across the membrane. However,
driving force for liquid separations can be also created by
the use of a solvent on the permeate side of the membrane
to create a concentration difference, or an electrical field
when the solute is ionic.

To be effective for separation, a membrane must possess
high permeance and a high permeance ratio for the
two species being separated. The permeance for a given
species diffusing through a membrane of given thickness is
analogous to a mass transfer coefficient, that is, the flowrate
of that species per unit area of membrane per unit driving
force (partial pressure or concentration). The flux (flowrate
per unit area) of Component i across a membrane can be
written as4,10 – 12:

Ni = P M,i × (driving force) = PM,i

δM

× (driving force)

(10.20)

where Ni = flux of Component i

P M,i = permeance of Component i

PM,i = permeability of Component i

δM = membrane thickness

The flux, and hence the permeance and permeability,
can be defined on the basis of volume, mass or molar
flowrates. The accurate prediction of permeabilities is
generally not possible and experimental values must be
used. Permeability generally increases with increasing
temperature. Taking a ratio of two permeabilities defines
an ideal separation factor or selectivity αij , which is
defined as:

αij = PM,i

PM,j

(10.21)

Another important variable that needs to be defined is the
cut or fraction of feed permeated θ that is defined as:

θ = FP

FF

(10.22)

where θ = fraction of feed permeated
FP = volumetric flowrate of permeate
FF = volumetric flowrate of feed

Membrane materials can be divided into two broad
categories:

1. Microporous. Microporous membranes are character-
ized by interconnected pores, which are small, but large
in comparison to the size of small molecules. If the pores
are of the order of size of the molecules for at least some
of the components in the feed mixture, the diffusion of
those components will be hindered, resulting in a sepa-
ration. Molecules of size larger than the pores will be
prevented from diffusing through the pores by virtue of
a sieving effect.

For microporous membranes, the partial pressure profiles,
in the case of gas (vapor) systems, and concentration pro-
files are continuous from the bulk feed to the bulk permeate,
as illustrated in Figure 10.10a. Resistance to mass transfer
by films adjacent to the upstream and downstream mem-
brane interfaces create partial pressure and concentration
differences between the bulk concentration and the concen-
tration adjacent to the membrane interface. Permeability for
microporous membranes is high but selectivity is low for
small molecules.

2. Dense. Nonporous dense solid membranes are also used.
Separation in dense membranes occurs by components in a
gas or liquid feed diffusing to the surface of the membrane,
dissolving into the membrane material, diffusing through
the solid and desorbing at the downstream interface.
The permeability depends on both the solubility and the
diffusivity of the permeate in the membrane material.
Diffusion through the membrane can be slow, but highly
selective. Thus, for the separation of small molecules, a
high permeability or high separation factor can be achieved,
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but not both. This problem is solved by the formation
of asymmetric membranes involving a thin dense layer,
called the permselective layer, supported on a much thicker
microporous layer of substrate that provides support for the
dense layer. A microporous substrate can be used on one
side of the dense layer or on both sides of the dense layer.
Supporting the dense layer on both sides has advantages if
the flow through the membrane needs to be reversed for
cleaning purposes. The flux rate of a species is controlled
by the permeance of the thin permselective layer.

The permeability of dense membranes is low because
of the absence of pores, but the permeance of Component
i in Equation 10.20 can be high if δM is very small,
even though the permeability is low. Thickness of the
permselective layer is typically in the range 0.1 to 10 µm
for gas separations. The porous support is much thicker
than this and typically more than 100 µm. When large
differences in PM exist among species, both high permeance
and high selectivity can be achieved in asymmetric
membranes.

In Figure 10.10a, it can be seen that for porous mem-
branes, the partial pressure and concentration profiles vary
continuously from the bulk feed to the bulk permeate. This
is not the case with nonporous dense membranes, as illus-
trated in Figure 10.10b. Partial pressure or concentration
of the feed liquid just adjacent to the upstream membrane
interface is higher than the partial pressure or concentra-
tion at the upstream interface. Also, the partial pressure or
concentration is higher just downstream of the membrane
interface than in the permeate at the interface. The concen-
trations at the membrane interface and just adjacent to the
membrane interface can be related according to an equilib-
rium partition coefficient KM,i . This can be defined as (see
Figure 10.10b):

KM,i = C′
F,i

CF,i

= C′
P,i

CP,i

(10.23)

Most membranes are manufactured from synthetic poly-
mers The application of such membranes is generally

limited to temperatures below 100◦C and to the sep-
aration of chemically inert species. When operation at
high temperatures is required, or the species are not
chemically inert, microporous membranes can be made
of ceramics, and dense membranes from metals such
as palladium.

Four idealized flow patterns can be conceptualized
for membranes. These are shown in Figure 10.11. In
Figure 10.11a, both the feed and permeate sides of the
membrane are well mixed. Figure 10.11b shows a cocurrent
flow pattern in which the fluid on the feed or retentate
side flows along and parallel to the upstream surface of
the membrane. The permeate fluid on the downstream
side of the membrane consists of fluid that has just
passed through the membrane at that location plus the
permeate flowing to that location. The cross-flow case is
shown in Figure 10.11c. In this case, there is no flow
of permeate fluid along the membrane surface. Finally,
Figure 10.11d shows countercurrent flow in which the
feed flows along, and parallel to, the upstream of the
membrane and the permeate fluid is the fluid that has
just passed through the membrane at that location plus the
permeate fluid flowing to that location in a countercurrent
arrangement.

For these idealized flow patterns, parametric studies
show that, in general, for the same operating conditions,
countercurrent flow patterns yield the best separation
and require the lowest membrane area. The next best
performance is given by cross flow, then by cocurrent
flow and the well-mixed arrangement shows the poorest
performance. In practice, it is not always obvious as
to which idealized flow pattern is assumed. The flow
pattern not only depends on the geometry of the membrane
arrangement but also on the permeation rate and, therefore,
cut fraction. The two most common practical arrangements
are spiral wound and hollow fiber. In the spiral wound
arrangement, flat membrane sheets separated by spacers for
the flow of feed and permeate are wound into a spiral and
inserted in a pressure vessel. Hollow fiber arrangements, as
the name implies, are cylindrical membranes arranged in

Feed Retentate

Permeate
(d) Countercurrent flow.

Feed Retentate

Permeate

(c) Cross flow.

Feed Retentate

Permeate

 (a) Well-mixed flow.

Feed Retentate

Permeate

(b) Cocurrent flow.

Figure 10.11 Idealized flow patterns in membrane separation.
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series in a pressure vessel in an arrangement similar to a
shell-and-tube heat exchanger. The permselective layer is
on the outside of the fibers. The feed enters the shell-side
and permeate passes through the membrane to the center of
the hollow fibers. Other arrangements are possible, but less
common. For example, arrangements similar to the plate-
and-frame filter press illustrated in Figure 8.10a are used
for some membrane separations. Membrane separators are
usually modular in construction, with many parallel units
required for large-scale applications.

With all membrane processes, the condition of the feed
has a significant influence on the performance of the
unit. This often means that some feed pretreatment is
necessary to minimize fouling and the potential to damage
the membrane.

Consider the most important membrane separations now.

1. Gas permeation. In gas permeation applications of
membranes, the feed is at high pressure and usually
contains some low molar mass species (typically less than
50 kg·kmol−1) to be separated from higher molar mass
species. The other side of the membrane is maintained
at a low pressure, giving a high-pressure gradient across
the membrane, typically in the range of 20 to 40 bar.
It is also possible to separate organic vapor from a gas
(e.g. air), using a membrane that is more permeable to the
organic species than to the gas. Typical applications of gas
permeation include:

• separation of hydrogen from methane
• air separation
• removal of CO2 and H2S from natural gas
• helium recovery from natural gas
• adjustment of H2 to CO ratio in synthesis gas

• dehydration of natural gas and air
• removal of organic vapor from air, and so on.

The membrane is usually dense but sometimes micro-
porous. If the external resistances to mass transfer are
neglected in Figure 10.10, then pF,i = p′

F,i and pP,i = p′
P,i

and Equation 10.20 can be written in terms of the volumet-
ric flux as:

Ni = PM,i

δM

(pF,i − pP,i) (10.24)

where Ni = molar flux of Component i (kmol·m−2·s−1)
PM,i = permeability of Component i

(kmol·m·s−1·m−2·bar−1)
δM = membrane thickness (m)

pF,i = partial pressure of Component i in the feed
(bar)

pP,i = partial pressure of Component i in the
permeate (bar)

Low molar mass gases and strongly polar gases have
high permeabilities and are known as fast gases. Slow
gases have high molar mass and symmetric molecules.
Thus, membrane gas separators are effective when the gas
to be separated is already at a high pressure and only a
partial separation is required. A near perfect separation is
generally not achievable. Improved performance, overall,
can be achieved by creating membrane networks in
series, perhaps with recycles. Figure 10.12 illustrates some
common membrane networks.

There are important trade-offs to be considered when
designing a gas separation using a membrane. The cost of a
membrane separation is dominated by the capital cost of the
membrane, which is proportional to its area, the capital cost
of any compression equipment required and the operating

Permeate

Feed Retentate

(a) Two-stage stripping cascade.

Feed

Permeate

(b) Two-stageenriching cascade.

Retentate

Retentate

Permeate

 (c) Enriching cascade with additional stage.

Feed

Figure 10.12 Membrane networks.
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costs of the compression equipment. If the feed is at a low
pressure, then its pressure will need to be increased. The
low-pressure permeate might need to be recompressed for
further processing. Also, if a network of membranes has
been used, then compressors might be needed within the
membrane network.

In Equation 10.24, if a certain total molar flowrate of
a component through the membrane is specified, then
choosing a membrane material with a high permeability
will decrease the required membrane area and hence the
capital cost. Gas permeability increases with increasing
temperature. Thus, increasing the temperature for a given
flux will decrease the membrane area. This would suggest
that the feed to membrane systems should be heated to
reduce the area requirements. Unfortunately, the polymer
membranes most often used in practice do not allow
high-temperature feeds and feed temperatures are normally
restricted to below 100◦C. It is common practice to heat
the feed to gas membranes to avoid the possibility of
condensation, which can damage the membrane. It is also
clear from Equation 10.24 that, for a given membrane
material, the thinner the membrane and the higher the
pressure difference across the membrane, the lower the
area requirement for a given component flux. However, the
trade-offs are even more complex when the relative flux of
components through the membrane and the product purity
are considered. Figure 10.13a shows that, as the stage cut
increases, the purity of the permeate decreases. In other
words, if a component is being recovered as permeate, the
more that is recovered, the less pure will be the product that
is recovered. This is another important degree of freedom.
Figure 10.13b shows the variation of permeate purity with
separation factor. As expected, the higher the separation
factor, as defined in Equation 10.21, the higher the product
purity. Also, in Figure 10.13b, the higher the pressure
ratio across the membrane, the higher the permeate purity.
However, Figure 10.13b also shows that above a certain
separation factor, the product purity is not greatly affected
by an increase in the separation factor.

For the designer, given a required separation, there are
three major contributions to the total cost to be traded off
against each other:

• capital cost of the membrane unit (membrane modules
and pressure housings);

• capital and operating costs of compression equipment
(for compression of feed, recompression of the permeate
or recycling within the membrane network);

• raw material losses.

2. Reverse osmosis. In reverse osmosis, a solvent permeates
through a dense asymmetric membrane that is permeable
to the solvent but not to the solute. The solvent is usually
water and the solutes are usually dissolved salts. The prin-
ciple of reverse osmosis is illustrated in Figure 10.14. In
Figure 10.14a, a solute dissolved in a solvent in a concen-
trated form is separated from the same solvent in a dilute
form by a dense membrane. Given the difference in con-
centration across the membrane, a natural process known
as osmosis occurs, in which the solvent permeates across
the membrane to dilute the more concentrated solution. The
osmosis continues until equilibrium is established, as illus-
trated in Figure 10.14b. At equilibrium, the flow of solvent
in both directions is equal and a difference in pressure is
established between the two sides of the membrane, the
osmotic pressure. Although a separation has occurred as a
result of the presence of the membrane, the osmosis is not
useful because the solvent is transferred in the wrong direc-
tion, resulting in mixing rather than separation. However,
applying a pressure to the concentrated solution, as shown
in Figure 10.14c, can reverse the direction of transfer of
solvent through the membrane. This causes the solvent to
permeate through the membrane from a concentrated solu-
tion to the dilute solution. This separation process, known
as reverse osmosis, can be used to separate a solvent from
a solute–solvent mixture.

The flux through the membrane can be written as

Ni = PM,i

δM

(�P − �π) (10.25)

yp
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(a) Variation of permeate purity with stage cut. (b) Variation of permeate purity with separation
      factor.

yp
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Figure 10.13 Trade-offs in membrane design for gas separation.
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Figure 10.14 Reverse osmosis.

where Ni = solvent (water) flux through the membrane
(kg·m−2·s−1)

PM,i = solvent membrane permeability
(kg solvent·m−1·bar−1·s−1)

δM = membrane thickness (m)
�P = pressure difference across the membranes

bar)
�π = difference between the osmotic pressures of

the feed and permeate solutions (bar)

Hence, as the pressure difference is increased, the
solvent flow increases. The pressure difference used varies
according to the membrane and the application, but is
usually in the range 10 to 50 bar but can also be up to
100 bar. The osmotic pressure in Equation 10.25 for dilute
solutions can be approximated by the Van’t Hoff equation:

π = iRT
NS

V
(10.26)

where π = osmotic pressure (bar)
i = number of ions formed if solute molecule

dissociates (e.g. for NaCl, i = 2, for BaCl2,
i = 3)

R = universal gas constant (0.083145
bar·m3·K−1·kmol−1)

T = absolute temperature (K)
NS = number of moles of solute (kmol)
V = volume of pure solvent (m3)

Applications of reverse osmosis are normally restricted
to below 50◦C. Reverse osmosis is now widely applied to
the desalination of water to produce potable water. Other
applications include:

• dewatering/concentrating foodstuffs
• concentration of blood cells
• treatment of industrial wastewater to remove heavy

metal ions
• treatment of liquids from electroplating processes to

obtain a metal ion concentrate and a permeate that can
be used as rinse water

• separation of sulfates and bisulfates from effluents in the
pulp and paper industry

• treatment of wastewater in dying processes
• treatment of wastewater inorganic salts, and so on.

Reverse osmosis is particularly useful when it is necessary
to separate ionic material from an aqueous solution. A wide
range of ionic species is capable of being removed with an
efficiency of 90% or greater in a single stage. Multiple
stages can increase the separation.

A phenomenon that is particularly important in the
design of reverse osmosis units is that of concentration
polarization. This occurs on the feed-side (concentrated
side) of the reverse osmosis membrane. Because the solute
cannot permeate through the membrane, the concentration
of the solute in the liquid adjacent to the surface of
the membrane is greater than that in the bulk of the
fluid. This difference causes mass transfer of solute by
diffusion from the membrane surface back to the bulk
liquid. The rate of diffusion back into the bulk fluid
depends on the mass transfer coefficient for the boundary
layer on feed-side. Concentration polarization is the ratio
of the solute concentration at the membrane surface to
the solute concentration in the bulk stream. Concentration
polarization causes the flux of solvent to decrease since
the osmotic pressure increases as the boundary layer
concentration increases and the overall driving force
(�P – �π) decreases.

When used in practice, the membranes for reverse
osmosis must be protected by pretreatment of the feed
to reduce membrane fouling and degradation10 – 12. Spiral
wound modules should be treated to remove particles
down to 20 to 50 µm, while hollow fiber modules require
particles down to 5 µm to be removed. If necessary, pH
should be adjusted to avoid extremes of pH. Also, oxidizing
agents such as free chlorine must be removed. Other
pretreatments are also used depending on the application,
such as removal of calcium and magnesium ions to prevent
scaling of the membrane. Even with elaborate pretreatment,
the membrane may still need to be cleaned regularly.
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3. Nano-filtration. Nano-filtration is a pressure-driven
membrane process similar to reverse osmosis, using
asymmetric membranes but that are more porous. It can
be considered to be a “course” reverse osmosis and is
used to separate covalent ions and larger univalent ions
such as heavy metals. Small univalent ions (e.g. Na+ , K+
Cl−) pass through the membrane to a major extent. For
example, a nano-filtration membrane might remove 50%
NaCl and 90% CaSO4. Nano-filtration membranes use less
fine membranes than reverse osmosis and the pressure drop
across the membrane is correspondingly lower. Pressure
drops are usually in the range of 5 to 20 bar. Also,
the fouling rate of nano-filtration membranes tends to be
lower than that of reverse osmosis membranes. Typical
applications include:

• water softening (removal of calcium and magne-
sium ions)

• water pretreatment prior to ion exchange or electrodial-
ysis

• removal of heavy metals to allow reuse of water
• concentration of foodstuffs
• desalination of foodstuffs, and so on.

As with reverse osmosis, feed pretreatment can be used to
minimize membrane fouling and degradation, and regular
cleaning is necessary.

4. Ultra-filtration. Ultra-filtration is again a pressure-
driven membrane process similar to reverse osmosis, using
asymmetric membranes but that are significantly more
porous. Particles and large molecules do not pass through
the membrane and are recovered as a concentrated solution.
Solvent and small solute molecules pass through the mem-
brane and are collected as permeate. Ultra-filtration is used
to separate very fine particles (typically in the range 0.001
to 0.02 µm), microorganisms and organic components with
molar mass down to 1000 kg·kmol−1. The flux through the
membrane is described by Equation 10.25. However, the
ultra-filtration does not retain species for which the bulk
solution osmotic pressure is significant. Virtually all com-
mercial applications of ultra-filtration are flux limited by
concentration polarization. A boundary layer forms near the
membrane surface, which has a substantially higher solute
concentration than the bulk stream. As a result, the flux
and the separation correspond with a substantially higher
feed concentration than is measured in the bulk stream. The
result is that above a threshold pressure difference, the flux
is independent of pressure difference. Below the threshold,
there is a linear dependence of flux on pressure difference,
as implied by Equation 10.25. Pressure drops are usually
in the range 1.5 to 10 bar.

Typical applications of ultra-filtration are:

• clarification of fruit juice

• recovery of vaccines and antibiotics from fermenta-
tion broths

• oil–water separation
• color removal, and so on.

Temperatures are restricted to below 70◦C. Again, feed
pretreatment can be used to minimize membrane fouling
and degradation, and regular cleaning is necessary.

5. Microfiltration. Microfiltration is a pressure-driven
membrane filtration process and has already been discussed
in Chapter 8 for the separation of heterogeneous mixtures.
Microfiltration retains particles down to a size of around
0.05 µm. Salts and large molecules pass through the
membrane but particles of the size of bacteria and fat
globules are rejected. A pressure difference of 0.5 to 4 bar
is used across the membrane. Typical applications include:

• clarification of fruit juice
• removal of bacteria from foodstuffs
• removal of fat from foodstuffs, and so on.

6. Dialysis. Dialysis uses a membrane to separate species
by virtue of their different diffusion rates in a microp-
orous membrane. Both plate-and-frame and hollow fiber
membrane arrangements are used. The feed solution, or
dialysate containing the solutes to be separated flows on
one side of the membrane. A solvent, or diffusate stream,
flows on the other side of the membrane. Some solvent may
also diffuse across the membrane in the opposite direction,
which reduces the performance by diluting the dialysate.
Dialysis is used to separate species that differ appreciably
in size and have reasonably large differences in diffusion
rates. The driving force for separation is the concentration
gradient across the membrane. Hence, dialysis is character-
ized by low flux rates when compared with other mem-
brane processes such as reverse osmosis, microfiltration
and ultra-filtration that depend on applied pressure. Dial-
ysis is generally used when the solutions on both sides of
the membrane are aqueous. Applications include recovery
of sodium hydroxide, recovery of acids from metallurgical
process liquors, purification of pharmaceuticals and separa-
tion of foodstuffs. An important application of dialysis is as
an artificial kidney in the biomedical field where it is used
for the purification of human blood. Urea, uric acid and
other components that have elevated concentrations in the
blood diffuse across the membrane to an aqueous dialyz-
ing solution, without removing essential high molar mass
materials and blood cells.

7. Electrodialysis. Electrodialysis enhances the dialysis
process with the aid of an electrical field and ion-selective
membranes to separate ionic species from solution. It is
used to separate an aqueous electrolyte solution into a
concentrated and a dilute solution. Figure 10.15 illustrates
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the principle. The cation-selective membrane passes only
cations (positively charged ions). The anion-selective
membrane passes anions (negatively charged ions). The
electrodes are chemically neutral. When a direct current
charge is applied to the cell, the cations are attracted to
the cathode (negatively charged) and anions are attracted
to the anode (positively charged). Ions in the feed will
pass through the appropriate membranes according to their
charge, thus separating the ionic species.

Since electrodialysis is suited only for the removal or
concentration of ionic species, it is suited to recovery
of metals from solution, recovery of ions from organic
compounds, recovery of organic compounds from their
salts, and so on.

8. Pervaporation. Pervaporation differs from the other
membrane processes described so far in that the phase-
state on one side of the membrane is different from that
on the other side. The term pervaporation is a combination
of the words permselective and evaporation. The feed to
the membrane module is a mixture (e.g. ethanol–water
mixture) at a pressure high enough to maintain it in the
liquid phase. The liquid mixture is contacted with a dense
membrane. The other side of the membrane is maintained at
a pressure at or below the dew point of the permeate, thus
maintaining it in the vapor phase. The permeate side is often
held under vacuum conditions. Pervaporation is potentially
useful when separating mixtures that form azeotropes (e.g.
ethanol–water mixture). One of the ways to change the
vapor–liquid equilibrium to overcome azeotropic behavior
is to place a membrane between the vapor and liquid phases.
Temperatures are restricted to below 100◦C, and as with
other liquid membrane processes, feed pretreatment and
membrane cleaning are necessary.

With all membrane processes, there is a potential fouling
problem that must be addressed when specifying the unit.
With liquid feeds in particular, this usually means pretreat-
ing the feed to remove solids, potentially down to very fine
particle sizes, as well as other pretreatments. Membranes

used for liquid separations often need regular cleaning, per-
haps on a daily basis or even more regularly. Cleaning
can be carried out by reversal of flow (back-flushing) and
chemical treatment. The system used for cleaning is usually
cleaning-in-place, whereby the membrane is taken off-line
and connected to a cleaning circuit. However, membranes
are easily damaged – chemically, by aggressive compo-
nents, mechanically, in cleaning cycles and by excessive
temperatures.

Example 10.5 A gaseous purge stream from a process has a
mole fraction of hydrogen of 0.7. The balance can be assumed
to be methane. It is proposed to recover the hydrogen using a
membrane. The flowrate of the purge gas is 0.05 kmol·s−1. The
pressure is 20 bar and temperature of 30◦C. The permeate will be
assumed to be 1 bar. Assume that the gas is well mixed on each
side of the membrane and that there is no pressure drop across
the membrane surface. The permeance (PM,i/δM ) of hydrogen and
methane for the membrane are given in Table 10.4.

Assume that 1 kmol of gas occupies 22.4 m3 at standard
temperature and pressure (STP). For stage-cut fractions from 0.1
to 0.9, calculate the purity of hydrogen in the permeate, the
membrane area and the fractional hydrogen recovery for a single-
stage membrane.

Solution If the gas is assumed to be well mixed, then on the
high-pressure (feed-side) side of the membrane, the mole fraction
is that of the retentate leaving the membrane. Assuming a binary
separation, Equation 10.24 can be written for Component A as:

FP yP,A

AM

= PM,A

δM

(PF yR,A − PP yp,A) (10.27)

where Fp = volumetric flowrate of the permeate (m3·s−1)
AM = membrane area (m2)

PM,A = permeability of Component A (m3·m·s−1·m−2·bar−1)
δM = membrane thickness (m)
PF = pressure of feed (bar)
PP = pressure of permeate (bar)

yP,A = mole fraction of Component A in the permeate
yR,A = mole fraction of Component A in the retentate

Similarly, for Component B,

FP yP,B

AM

= PM,B

δM

(PF yR,B − PP yp,B) (10.28)

where yP,B = mole fraction of Component B in the permeate
yR,B = mole fraction of Component B in the retentate

Table 10.4 Permeance data for Example 10.6.

Permeance (m3 STP·
m−2·s−1·bar−1)

H2 7.5 × 10−5

CH4 3.0 × 10−7
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For a binary mixture:

yP,B = 1 − yP,A

yR,B = 1 − yR,B

(10.29)

Substituting Equation 10.29 in Equation 10.28 gives:

FP (1 − yP,A)

AM

= PM,B

δM

[PF (1 − yR,A) − PP (1 − yp,A)] (10.30)

Dividing Equation 10.27 by 10.30:

yP,A

1 − yP,A

=
α

[
yR,A −

(
PP

PF

)
yP,A

]

(1 − yR,A) −
(

PP

PF

)
[1 − yP,A]

(10.31)

where α = PM,A

PM,B

The value of yR,A is usually unknown, but it can be eliminated
from Equation 10.31 by making an overall balance:

FF = FR + FP (10.32)

and an overall balance for Component A:

FF yF,A = FRyR,A + FP yP,A (10.33)

Equations 10.32 and 10.33 can be combined to give:

yR,A = yF,A − θyP,A

(1 − θ)
(10.34)

where θ = FP

FF
Substituting Equation 10.34 in Equation 10.31 and rearranging

gives:
0 = a0 + a1yP,A + a2y

2
P,A (10.35)

where a0 = −αyF,A

a1 = 1 − (1 − α)(θ + yF,A) − PP

PF

(1 − θ)(1 − α)

a2 = θ(1 − α) + PP

PF

(1 − θ)(1 − α)

Thus, given α, θ , PF , PF and yF , Equation 10.35 can be solved
to give yP . This can be done numerically or using the general
analytical solution to quadratic equations11,12:

yP,A =
−a1 +

√
a2

1 − 4a2a0

2a2
(10.36)

Once yP has been determined, AM can be determined by
substituting Equation 10.34 and Fp = θFF in Equation 10.27 to
obtain:

AM = θ(1 − θ)FF yP,AδM

PM,A[PF (yF,A − θyP,A) − PP yP,A(1 − θ)]
(10.37)

Also, the recovery can be defined as:

R = FP yP,A

FF yF,A

= θ
yP,A

yF,A

(10.38)

From the feed data:

FF = 0.05 × 22.4

= 1.12 m3·s−1

Values of θ can now be substituted in Equations 10.35, 10.37
and 10.38 to obtain the results in Table 10.5.

The values of yP,A, AM and R are plotted against θ in
Figure 10.16.

Example 10.5 illustrates the trade-offs for gas perme-
ation. The feed was assumed to be a binary mixture, which
simplifies the calculations. For multicomponent mixtures,
the same basic equations can be written for each compo-
nent and solved simultaneously12. The approach is basically
the same, but numerically more complex.

It was also assumed that the gas on both sides of
the membrane was well mixed. Again, this simplifies the

Table 10.5 Results for a range of values of stage cut for
Example 10.5.

θ a0 a1 a2 yP,A AM R

0.1 −175.0 211.4 −36.1 0.998 120.8 0.143
0.2 −175.0 235.1 −59.8 0.997 258.7 0.285
0.3 −175.0 258.7 −83.4 0.997 426.9 0.427
0.4 −175.0 282.4 −107.1 0.996 656.2 0.569
0.5 −175.0 306.0 −130.7 0.993 1039.0 0.710
0.6 −175.0 329.7 −154.4 0.987 2007.3 0.846
0.7 −175.0 353.3 −178.0 0.951 7353.6 0.951
0.8 −175.0 377.0 −201.7 0.859 22761.7 0.981
0.9 −175.0 400.6 −225.3 0.772 40852.5 0.993
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(a) Permeate purity. (b) Membrane area.  (c) Recovery.
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Figure 10.16 Trade-offs for permeate concentration, membrane area and hydrogen recovery for Example 10.6.
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FF (FF − dFP) = FR

yR,AyF,A

dFP
yP,A

Differential
Volume
Element

dAM

Figure 10.17 Cross-flow model for membranes.

calculations. In practice, cross-flow is more likely to rep-
resent the actual flow pattern. This is again more numeri-
cally complex as the separation varies along the membrane.
The assumption of well-mixed feed and permeate will
tend to overestimate the membrane area requirements. To
perform the calculations assuming cross-flow, the model
illustrated in Figure 10.17 can be used. If the simplify-
ing assumptions are made that the pressure drop across
the membrane is fixed, there is no pressure drop along the
membrane and that the selectivity is fixed, the equations
can be solved either analytically or numerically. A sim-
ple numerical approach is to assume that the membrane
area is divided into incremental areas, as illustrated in
Figure 10.17. Each incremental area can be modeled by the
well-mixed model developed in Example 10.5. The calcu-
lation starts from the feed-side of the membrane for the
first incremental area. A value of the stage cut θ needs to
be assumed for the first incremental area. This allows yP,A

to be calculated from Equation 10.36 and the incremen-
tal area dAM to be calculated from Equation 10.37. The
retentate concentration yR,A can then be calculated from
Equation 10.34. The flow through the membrane dFP can
be calculated from the stage cut θ , and hence, FR from a
balance around the incremental area. For the next incremen-
tal area across the membrane, the feed flowrate is FR from
the first increment and the feed concentration is the reten-
tate concentration from the first increment, which is yR,A.
The well-mixed model is then applied to the next incre-
mental area, and so on, across the membrane. To ensure
that the numerical approach is accurate, the assumed stage
cut must be small enough to allow the well-mixed model
for the incremental area to be representative of cross-flow.
The procedure is carried on across the membrane until the
recovery or product purity meets the required specifica-
tion. Alternatively, if the size of the membrane module
is known, the integration across the membrane is contin-
ued until the calculated membrane area equals the speci-
fied area. The equations for cross-flow can also be solved
analytically12.

Example 10.6 Reverse osmosis is to be used to separate sodium
chloride (NaCl) from water to produce 45 m3·h−1 of water with a
concentration of less than 250 ppm NaCl. The initial concentration
of the feed is 5000 ppm. A membrane is available for which the
following test results have been reported:
Feed concentration 2000 ppm NaCl
Pressure difference 16 bar
Temperature 25◦C
Solute rejection 99%
Flux 10.7 × 10−6 m3·m−2·s−1

The following assumptions can be made.

• Feed and permeate sides of the membrane are both well mixed.
• Solute rejection is constant for different feeds.
• There is no pressure drop along the membrane surfaces.
• Test conditions are such that the cut fraction of water recovered

is low enough for the retentate concentration to be equal to the
feed concentration.

• Solute concentrations are low enough for the osmotic pres-
sure to be represented by the Van’t Hoff Equation (R =
0.083145 bar·m3·K−1·kmol−1)

• Density of all solutions is 997 kg·m−3 and molar mass of NaCl
is 58.5.

For a pressure difference of 40 bar across the membrane,
estimate the permeate and retentate concentrations and membrane
area for cut fractions of 0.1 to 0.5.

Solution Start by writing an overall balance and a balance for
the solute:

FF = FR + FP (10.39)

CF FF = CRFR + CP FP (10.40)

where FF = flowrate of feed (m3·s−1)
FR = flowrate of retentate (m3·s−1)
FP = flowrate of permeate (m3·s−1)
CF = concentration of feed (kg·m−3)
CR = concentration of retentate (kg·m−3)
CP = concentration of permeate (kg·m−3)

Combining Equations 10.39 and 10.40 with the definition of
the cut fraction, θ = FP /FF , after rearranging gives:

CF = CR(1 – θ) + CP θ (10.41)

The solute rejection is defined as the ratio of the concentration
difference across the membrane to the bulk concentration on the
feed-side of the membrane. If it is assumed that both sides are
well – mixed:

SR = CR − CP

CR

(10.42)

where SR = solution rejection(−)

Combining Equations 10.41 and 10.42 gives:

CR = CF

1 − θ × SR
(10.43)

CP = CF (1 − SR)

1 − θ × SR
(10.44)
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Figure 10.18 Trade-offs for stage cut, retentate concentration, permeate concentration and membrane area for the reverse osmosis
separation in example.

First, calculate the osmotic pressure on each side of the
membrane under test conditions:

CR = 2000 ppm

= 0.002 kg solute·kg solution−1

= 0.002

0.998
kg solute·kg solvent−1

NR

VR

= 0.002

0.998
× 1

58.5
× 997

= 0.0342 kmol solute·m3·solvent−1

πR = iRT
NR

VR

= 2 × 0.083145 × 298 × 0.342

= 1.69 bar

Similarly, for the permeate side,

πP = 0.0169 bar

�π = 1.69 − 0.0169

= 1.68 bar

P M = 10.7 × 10−6

(16 − 1.68)

= 7.470 × 10−7 m3·bar−1·m−2·s−1

The required permeate flux is

FP = 45 m3·h−1

= 0.0125 m3·s−1

For θ = 0.1:

CR = 5000

1 − 0.1 × 0.99

= 5549 ppm

CP = 5000(1 − 0.99)

1 − 0.1 × 0.99

= 55.5 ppm

πR = 4.71 bar

πP = 0.047 bar

AM = QP

P M(�P − �π)

= 0.0125

7.470 × 10−7(40 − 4.71 + 0.047)

= 473.5 m2

Table 10.6 gives the results of these calculations for other
values of θ :

Table 10.6 Results for a range of values of stage cut for
Example 10.6.

θ FF (m3·h−1) CR (ppm) CP (ppm) AM (m2)

0.1 450 5549 55.5 473.5
0.2 225 6234 62.3 481.5
0.3 150 7112 71.1 492.0
0.4 112.5 8278 82.8 506.8
0.5 90 9901 99.0 528.9

These trends are plotted in Figure 10.18. It can be seen that as
θ increases, QF decreases and CR , CP and AM all increase.

A number of points need to be noted regarding these
calculations:

1. The basic assumption of well-mixed fluid on the feed-side
of the membrane does not reflect the flow patterns for the
configurations used in practice. The assumption simplifies the
calculations and allows the basic trends to be demonstrated.
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Cross flow is a better reflection of practical configurations.
The well-mixed assumption is only reasonable for low
concentrations and low values of θ . As a comparison, seawater
desalination involves a feed with a concentration of the order
of 35,000 ppm.

2. The membrane test data assumed that the value of θ was
effectively zero. In practice, measurements are usually taken at
low values of θ and the solute recovery is based on the average
of the feed and retentate concentrations.

3. The basic assumption was made that the solute recovery was
constant and independent of both the feed concentration and θ .
This is only a reasonable assumption for high values of solute
recovery where the flux of solute is inherently very low.

4. The volume of the equipment for a given area requirement
depends on the chosen membrane configuration. For example,
spiral wound membranes have a typical packing density of
around 800 m2·m−3, whereas the packing density for hollow
fiber membranes is much higher, at around 6000 m2·m−3.

10.5 CRYSTALLIZATION

Crystallization involves formation of a solid product from
a homogeneous liquid mixture. Often, crystallization is
required as the product is in solid form. The reverse
process of crystallization is dispersion of a solid in a
solvent, termed dissolution. The dispersed solid that goes
into solution is the solute. As dissolution proceeds, the
concentration of the solute increases. Given enough time at
fixed conditions, the solute will eventually dissolve up to a
maximum solubility where the rate of dissolution equals the
rate of crystallization. Under these conditions, the solution
is saturated with solute and is incapable of dissolving
further solute under equilibrium conditions. In fact, the
distinction between the solute and solvent is arbitrary as
either component can be considered to be the solute or

solvent. If one of the components is extraneous to the
process, this would normally be termed the solvent.

Figure 10.19a shows the solubility of a typical binary
system of two Components A and B. The line CED in
Figure 10.19a represents the conditions of concentration
and temperature that correspond to a saturated solution. If
a mixture along the line CE is cooled, then crystals of pure
B are formed, leaving a residual solution. This continues
along line CE until Point E is reached, which is the eutectic
point. At the eutectic point, both components crystallize
and further separation is not possible. If a mixture along
the line DE is cooled, then crystals of pure A are formed,
leaving a residual solution. Again, this continues along
line DE until Point E is reached, the eutectic point, and
further separation is not possible. Point C in Figure 10.19a
is the melting point of pure B and Point D is the melting
point of pure A. Below the eutectic temperature, a solid
mixture of A and B forms. Examples of binary mixtures
that exhibit the kind of behavior illustrated in Figure 10.19a
are benzene–naphthalene and acetic acid–water. Not all
binary systems follow the behavior shown in Figure 10.19a.
There are other forms of behavior, some of which resemble
vapor–liquid equilibrium behavior.

In Figure 10.19a, no new compound was formed between
the solute and solvent. Some solutes can form compounds
with their solvents. Such compounds with definite propor-
tions between solutes and solvents are termed solvates. If
the solvent is water, the compounds formed are termed
hydrates.

Figure 10.19b shows the equilibrium solubility of various
salts in water. Usually, the solubility increases as temper-
ature increases. The solubility of copper sulfate increases
significantly with increasing temperature. The solubility of
sodium chloride increases with increasing temperature, but

(a) Binary phase diagram for an A−B mixture
        (A = acetic acid, B = water in this example).
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Figure 10.19 Equilibrium solubility of solutes versus temperature.
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the effect of temperature on solubility is small. The solubil-
ity of sodium sulfate decreases with increasing temperature.
Such reverse solubility behavior is unusual.

In general, solubility is mainly a function of temperature,
generally increasing with increasing temperature. Pressure
has a negligible effect on solubility.

It might be expected that if a solute is dissolved in a
solvent at a fixed temperature until the solution achieves
saturation and any excess solute is removed and the sat-
urated solution is then cooled, the solute would immedi-
ately start to crystallize from solution. However, solutions
can often contain more solute than is present at satura-
tion. Such supersaturated solutions are thermodynamically
metastable and can remain unaltered indefinitely. This is
because crystallization first involves nucleus formation or
nucleation and then crystal growth around the nucleus.
If the solution is free of all solid particles, foreign or of
the crystallizing substance, then nucleus formation must
first occur before crystal growth starts. Primary nucle-
ation occurs in the absence of suspended product crystals.
Homogeneous primary nucleation occurs when molecules
of solute come together to form clusters in an ordered
arrangement in the absence of impurities or foreign parti-
cles. The growing clusters become crystals as further solute
is transferred from solution. As the solution becomes more
supersaturated, more nuclei are formed. This is illustrated
in Figure 10.20. The curve AB in Figure 10.20 represents
the equilibrium solubility curve. Starting at Point a in the
unsaturated region and cooling the solution without any
loss of solvent, the equilibrium solubility curve is crossed
horizontally into the metastable region. Crystallization will
not start until it has been subcooled to Point c on the
supersolubility curve. Crystallization begins at Point c, con-
tinues to Point d in the labile region and onwards. The
curve CD, called the supersolubility curve, represents where
nucleus formation appears spontaneously and hence, where
crystallization can start. The supersolubility curve is more
correctly thought of as a region where the nucleation rate
increases rapidly, rather than a sharp boundary. Primary
nucleation can also occur heterogeneously on solid surfaces
such as foreign particles.

Figure 10.20 also shows another way to create supersat-
uration instead of reducing the temperature. Starting again
at Point a in the unsaturated region, the temperature is kept
constant and the concentration is increased by removing
the solvent (for example, by evaporation). The equilibrium
solubility curve is now crossed vertically at Point e and
the metastable region entered. Crystallization is initiated
at Point f , it continues to Point g in the labile region
and onwards.

Secondary nucleation requires the presence of crystalline
product. Nuclei can be formed through attrition either
between crystals or between crystals and solid walls.
Such attrition can be created either by agitation or by
pumping. The greater the intensity of agitation, the greater
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Figure 10.20 Supersaturation in crystallization processes.

the rate of nucleation. Referring back to Figure 10.20,
the equilibrium solubility curve AB is unaffected by the
intensity of agitation. However, the supersolubility curve
CD moves closer to the equilibrium solubility curve AB ,
as the intensity of agitation becomes greater. Another way
to create secondary nucleation is by adding seed crystals to
start crystal growth in the supersaturated solution. These
seeds should be a pure product. As solids build up in
the crystallization, the source of new nuclei is often a
combination of primary and secondary nucleation, although
secondary nucleation is normally the main source of nuclei.
Secondary nucleation is likely to vary with position in the
crystallization vessel, depending on the geometry and the
method of agitation.

Crystal growth can be expressed in a number of ways
such as the change in a characteristic dimension or the rate
of change of mass of a crystal. The different measures are
related through crystal geometry. The growth is measured
as increase in length in linear dimension of the crystals.
This increase in length is for geometrically corresponding
distances on the crystals.

The size of the crystals and the size distribution of the
final crystals are both important in determining the quality
of the product. Generally, it is desirable to produce large
crystals. Large crystals are much easier to wash and filter
and therefore allow a purer final product to be achieved.
Because of this, when operating a crystallizer, operation
in the labile region is generally avoided. Operation in the
labile region, where primary nucleation mechanisms will
dominate, will produce a large number of fine crystals. The
two phenomena of nucleation and crystal growth compete
for the crystallizing solute.

In addition to crystal size and size distribution, the shape
of the crystal product might also be important. The term
crystal habit is used to describe the development of faces
of the crystal. For example, sodium chloride crystallizes
from aqueous solution with cubic faces. On the other hand,
if sodium chloride is crystallized from an aqueous solution
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containing a small amount of urea, the crystals will have
octahedral faces. Both crystals differ in habit.

The choice of crystallizer for a given separation will
depend on the method used to bring about supersaturation.
Batch and continuous crystallizers can be used. Continuous
crystallizers are generally preferred, but special circum-
stances often dictate the use of batch operation, as will
be discussed further in Chapter 14. The methods used to
bring about supersaturation can be classified as:

1. Cooling a solution through indirect heat exchange. This
is most effective when the solubility of the solute
decreases significantly with temperature. Rapid cooling
will cause the crystallization to enter the labile region.
Controlled cooling, perhaps with seeding, can be used
to keep the process in the metastable region. Care must
be taken to prevent fouling of the cooling surfaces by
maintaining a low temperature difference between the
process and the coolant. Scraped surface heat exchange
equipment might be necessary.

2. Evaporation of the solvent can be used to generate
supersaturation. This can be used if the solute has a
weak dependency of solubility on temperature.

3. Vacuum can be used to assist evaporation of the solvent
and reduce the temperature of the operation. One
arrangement is for the hot solution to be introduced into
a vacuum, where the solvent evaporates and cools the
solution as a result of the evaporation.

4. Salting or knockout or drown-out involves adding
an extraneous substance, sometimes call a nonsolvent,
which induces crystallization. The nonsolvent must be
miscible with the solvent and must change the solubility
of the solute in the solvent. The nonsolvent will usually
have a polarity different from that of the solvent. For
example, if the solvent is water, the nonsolvent might be
acetone, or if the solvent is ethanol, the nonsolvent might
be water. This method has the advantage that fouling of
heat exchange surfaces is minimized. On the other hand,
an additional (extraneous) component is introduced into
the system that must be separated and recycled.

5. Reaction can create metastable conditions directly. This
is an attractive option when the reaction to produce the
desired product and the separation can be carried out
simultaneously.

6. pH Switch can be used to adjust the solubility of
sparingly soluble salts in aqueous solution.

Given these various methods of creating supersaturation,
which is preferred?

• Reaction is preferable if the situation permits. It requires
low solubility of the solute formed, but can produce tiny
crystals if the solubility is too low.

• Cooling crystallization is also preferred. Here, there are
options. The mixture can be crystallized directly in melt

crystallization or a solvent can be used in solution
crystallization. If crystallization is carried out without an
extraneous solvent in melt crystallization, then a high
temperature might be needed for the mixture to melt
in order to carry out the separation. High temperature
might lead to product decomposition. If this is the
case, there might be no choice other than to use an
extraneous solvent. It might also be the case that a
solvent is forced on the design. For example, a prior
step, such as reaction, might require a certain solvent,
and crystallization must be carried out from this solvent.
Otherwise, there might be freedom to choose the solvent.
The initial criteria for the choice of solvent will be
related to the solubility characteristics of the solute in
the solvent. A solvent is preferred that exhibits a high
solubility at high temperature, but a low solubility at
low temperature. In other words, it should have a steep
solubility curve. The logic here is that it is desirable to
use as little solvent as possible, hence high solubility
at high temperature is required, but it is necessary to
recover as much solute as possible, hence low solubility
at low temperature is desirable. In the pursuit of a suitable
solvent, a pure solvent or a mixed solvent might be
used. In addition to the solvent having suitable solubility
characteristics, it should preferably have low toxicity,
low flammability, low environmental impact, low cost,
it should be easily recovered and recycled and have ease
of handling, such as suitable viscosity characteristics.

• pH switch is preferred if water can be used as the solvent
and if the solute has a solubility in water that is sensitive
to changes in pH.

• Evaporative crystallization is not preferred if the product
needs to be of high purity. In addition to evaporation
concentrating the solute, it also concentrates impurities.
Such impurities might form crystals to contaminate
the product or might be present in the residual liquid
occluded within the solid product.

• Knockout or drown-out is generally not preferred as
it involves adding a further extraneous material to the
process. If it is to be successful, it requires a steep
solubility curve versus the fraction of nonsolvent added.

Although the crystals are likely to be pure, the mass of
crystals will retain some liquid when the solid crystals are
separated from the residual liquid. If the adhering liquid
is dried on the crystals, this will contaminate the product.
In practice, the crystals will be separated from the residual
liquid by filtration or centrifuging. Large uniform crystals
separated from a low-viscosity liquid will retain the smallest
proportion of liquid. Nonuniform crystals separated from
a viscous liquid will retain a higher proportion of liquid.
It is common practice to wash the crystals in the filter
or centrifuge. This might be with fresh solvent, or in
the case of melt crystallization, with a portion of melted
product.
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Example 10.7 A solution of sucrose in water is to be separated
by crystallization in a continuous operation. The solubility of
sucrose in water can be represented by the expression:

C∗ = 1.524 × 10−4T 2 + 8.729 × 10−3T + 1.795 (10.45)

where C∗ = solubility at the operating temperature (kg sucrose·kg
H2O−1)

T = temperature (◦C)

The feed to the crystallizer is saturated at 60◦C (C∗ =
2.867 kg sucrose·kg H2O−1). Compare cooling and evaporative
crystallization for the separation of sucrose from water.

a. For cooling crystallization, calculate the yield of sucrose
crystals as a function of the temperature of the operation for
the crystallizer.

b. For evaporative crystallization, calculate the energy require-
ment as a function of crystal yield.

Solution

a. First, it is necessary to define the yield. Since there is no change
in the volume of water, the yield can be defined as:

Yield = Cin − Cout

Cin
× 100(%) (10.46)

The operating conditions in the crystallizer will be under super-
saturated conditions. Calculation of the supersolubility curve
is possible, but complex. The crystallizer will be designed
to operate under supersaturated conditions in the metastable
region. The degree of supersaturation is an important degree of
freedom in the crystallizer design. Detailed design is required
to define this with any certainty. Therefore, the yield will
be defined here assuming the outlet concentration to be sat-
urated. Then assuming a temperature, the outlet concentration
can be calculated from Equation 10.45 and the yield from
Equation 10.46. The results are presented in Table 10.7.

Table 10.7 shows that the temperature must be decreased to
low values to obtain a reasonable yield from the crystallization
process. It should also be noted that cooling to 40◦C should
be possible against cooling water, and perhaps even down to
30◦C. Any cooler than this, and refrigeration of some kind is
required. This increases the cost of the cooling significantly.

Table 10.7 Yield versus temperature
for Example 10.7.

Temperature
(◦C)

Yield (%)

60 0.0
50 8.9
40 16.7
30 23.5
20 29.7
10 33.8

5 35.7

b. A mass balance on the solvent gives:

Fin = Fout + FV (10.47)

where Fin = inlet flowrate of liquid solvent
Fout = outlet flowrate of liquid solvent
FV = flowrate of vaporized solvent

A mass balance on the solute gives:

CinFin = CoutFout + moutFout (10.48)

where Cin = inlet solute concentration
Cout = outlet solute concentration
mout = mass of crystals leaving the crystallizer

Yield = moutFout

CinFin

= CinFin − CoutFout

CinFin

= CinFin − Cout (Fin − FV )

CinFin

= 1 − Cout

Cin
+ Cout

Cin

FV

Fin
(10.49)

Equation 10.49 Indicates that as the rate of evaporation FV

increases, the yield increases. However, the energy input must
also increase. If the simplifying assumption is made that the
outlet concentration is the saturated equilibrium concentration C∗
at 60◦C, then:

Cin = Cout = C∗

and from Equation 10.49:

Yield = FV

Fin

Thus, if 10% of the solvent is vaporized, this will lead to a
yield of 10%, and so on. Energy input is required to vaporize
the solvent at 60◦C. The latent heat of water is 2350 kJ·kg−1.
The product of the mass of evaporation and latent heat gives the
energy input:

Energy input = 2350FV

10.6 EVAPORATION

Evaporation separates a volatile solvent from a solid.
Single-stage evaporators tend to be used only when the
capacity needed is small. For larger capacity, it is more
usual to employ multistage systems that recover and reuse
the latent heat of the vaporized material. Three different
arrangements for a three-stage evaporator are illustrated in
Figure 10.21.

1. Forward-feed operation is shown in Figure 10.21a. The
fresh feed is added to the first stage and flows to the next
stage in the same direction as the vapor flow. The boiling
temperature decreases from stage to stage, and this
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 (b) Backward feed operation.
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Concentrate
Condenser

(a) Forward feed operation.

Figure 10.21 Three possible arrangements for a three-stage
evaporator.

arrangement is thus used when the concentrated product
is subject to decomposition at higher temperatures. It
also has the advantage that it is possible to design the
system without pumps to transfer the solutions from one
stage to the next.

2. Backward-feed operation is shown in Figure 10.21b.
Here, the fresh feed enters the last and coldest stage
and leaves the first stage as concentrated product. This

method is used when the concentrated product is highly
viscous. The high temperatures in the early stages reduce
viscosity and give higher heat transfer coefficients.
Because the solutions flow against the pressure gradient
between stages, pumps must be used to transfer solutions
between stages.

3. Parallel-feed operation is illustrated in Figure 10.21c.
Fresh feed is added to each stage, and product is
withdrawn from each stage. The vapor from each stage is
still used to heat the next stage. This arrangement is used
mainly when the feed is almost saturated, particularly
when solid crystals are the product.

Many other mixed-feed arrangements are possible, which
combine the individual advantages of each type of arrange-
ment. Figure 10.22 shows a three-stage evaporator in tem-
perature–enthalpy terms, assuming that inlet and outlet
solutions are at saturated conditions and that all evaporation
and condensation duties are at constant temperature.

The three principal degrees of freedom in the design of
stand-alone evaporators are:

1. Temperature levels can be changed by manipulating the
operating pressure. Figure 10.22a shows the effect of a
decrease in pressure.

2. The temperature difference between stages can be manip-
ulated by changing the heat transfer area. Figure 10.22b
shows the effect of a decrease in heat transfer area.

3. The heat flow through the system can be manipulated by
changing the number of stages. Figure 10.22c shows the
effect of an increase from three to six stages.

Given these degrees of freedom, how can an initialization
be made for the design? The most significant degree of

(c)(b)(a)

Change Total
Pressure

Change Heat
Transfer Area

Concentrate
Feed

T T

H H H

T

H

Change Number
of Stages

T

Figure 10.22 The principal degrees-of-freedom in evaporator design.
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Figure 10.23 Variation of total cost with number of stages
indicates that three stages is the optimum number for a stand-alone
system in this case.

freedom is the choice of number of stages. If the evaporator
is operated using hot and cold utility, as the number
of stages is increased, a trade-off might be expected, as
shown in Figure 10.23. Here, starting with a single stage,
it has a low capital cost but requires a large energy cost.
Increasing the stages to two decreases the energy cost in
return for a small increase in capital cost, and the total
cost decreases. However, as the stages are increased, the
increase in capital cost at some point no longer compensates
for the corresponding decrease in energy cost, and the
total cost increases. Hence, there is an optimal number of
stages. However, no attempt should be made to carry out
this optimization in the early stages of a design, since the
design is almost certain to change significantly when heat
integration is considered later.

All that can be done is to make a reasonable initial
assessment of the number of stages. Having made a decision
for the number of stages, the heat flow through the system is
temporarily fixed so that the design can proceed. Generally,
the maximum temperature in evaporators is set by product
decomposition and fouling. Therefore, the highest-pressure
stage is operated at a pressure low enough to be below this
maximum temperature. The pressure of the lowest-pressure
stage is normally chosen to allow heat rejection to cooling
water or air-cooling. If decomposition and fouling are not
a problem, then the stage pressures should be chosen such
that the highest-pressure stage is below steam temperature
and the lowest-pressure stage is above cooling water or
air-cooling temperature.

For a given number of stages, if

• all heat transfer coefficients are equal,
• all evaporation and condensation duties are at constant

temperature,

• boiling point rise of the evaporating mixture is negligible,
• latent heat is constant through the system,

then minimum capital cost is given when all temperature
differences are equal13. If evaporator pressure is not limited
by the steam temperature but by product decomposition
and fouling, then the temperature differences should be
spread out equally between the upper practical temperature
limit and the cold utility. This is usually a good enough
initialization for most purposes, given that the design might
change drastically later when heat integration is considered.

Another factor that can be important in the design of
evaporators is the condition of the feed. If the feed is cold,
then the backward-feed arrangement has the advantage
that a smaller amount of liquid must be heated to the
higher temperatures of the second and first stages. However,
factors such as this should not be allowed to dictate design
options at the early stages of flowsheet design because
preheating the cold feed by heat integration with the rest of
the process might be possible.

If the evaporator design is considered against a back-
ground process and heat integration with the background
process is possible, then very different designs can emerge.
When making an initial choice of separator, a simple, low-
capital-cost design of evaporator should be chosen.

10.7 SEPARATION OF HOMOGENEOUS
FLUID MIXTURES BY OTHER
METHODS – SUMMARY

The most common alternative to distillation for the
separation of low molar mass materials is absorption.
Liquid flowrate, temperature and pressure are important
variables to be set, but no attempt should be made to carry
out any optimization in the early stages of a design.

As with distillation and absorption, when evaporators and
dryers are chosen, no attempt should be made to carry out
any optimization in the early stages of a design.

When choosing a separation technique (azeotropic distil-
lation, absorption, stripping, liquid–liquid extraction, etc.),
the use of extraneous mass-separating agents should be
avoided for the following reasons:

• The introduction of extraneous material can create
new problems in achieving product purity specifications
throughout the process.

• It is often difficult to separate and recycle extraneous
material with high efficiency. Any material not recycled
can become an environmental problem. As will be
discussed later, the best way to deal with effluent
problems is not to create them in the first place.

• Extraneous material can create additional safety and
storage problems.
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Occasionally, a component that already exists in the pro-
cess can be used as the mass separation agent, thus avoiding
the introduction of extraneous material. However, clearly
in many instances, practical difficulties and excessive cost
might force the use of extraneous material.

10.8 EXERCISES

1. A gas stream with a flowrate of 8 Nm3·s−1 contains 0.1%
SO2 by volume. It is necessary to remove 95% of the SO2 by
absorption in water at 10◦C at 1.01 bar before the gas stream is
discharged to atmosphere. The Henry’s Law constant for SO2

in water at 10◦C is 22.3 bar and gas behavior can be assumed
to be ideal. Assuming the concentration of water at the exit of
the absorber to be 90% of equilibrium, calculate:
(a) How much water will be required?
(b) How many theoretical stages will be required in the

absorber?
2. A batch process produces 5 t of aqueous waste containing 25%

wt acetic acid. The acetic acid is to be recovered by extraction
with isopropyl ether. Equilibrium data are given in Table 10.1.
(a) If 95% of the acetic acid is to be recovered from the

aqueous waste in a single-stage extraction, how much
isopropyl ether will be required?

(b) For the single-stage extraction, how much isopropyl ether
will be lost to the aqueous waste?

(c). If a two-stage countercurrent batch extraction is to be used,
sketch the flowsheet.

(d) For the two-stage extraction, how much solvent is required
for a 95% recovery of the acetic acid?

3. Air containing 21% by volume oxygen is to be enriched to
provide a gas with higher oxygen content. A membrane is
available for the separation, with permeabilities shown in the
Table 10.8.

Table 10.8 Permeability data for Exercise 3.

Component Permeance
(m3STP·m−2·s−1·bar−1)

Oxygen 1.52 × 10−5

Nitrogen 2.28 × 10−6

The thickness of the permselective layer of the membrane is
0.1 µm. The flowrate of air to the membrane is 0.01 kmol·s−1

at a pressure of 4.0 bar. The permeate pressure is 1 bar.
Examine the relationship between permeate purity, membrane
area and stage cut by varying the stage cut between 0.1 and

0.9. To simplify the calculations, assume the gas to be well
mixed on both sides of the membrane.

4. A well-mixed continuous crystallizer is to be used to separate
potassium sulfate from an aqueous solution by cooling
crystallization. The solubility of potassium sulfate can be
represented by the expression:

C∗ = 0.0666 + 0.0023T − 6 × 10−6T 2

where C∗ = solubility at the operating temperature (kg
solute per kg solvent)

T = temperature (◦C)

The feed to the crystallizer is saturated at 50◦C. Estimate the
crystal yield at 40, 30, 20, 10 and 5◦C.
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11 Distillation Sequencing

Consider now the particular case in which a homogeneous
multicomponent fluid mixture needs to be separated into
a number of products, rather than just two products. As
noted previously, distillation is the most common method
of separating homogeneous fluid mixtures and in this
chapter, the choice of separation will be restricted such
that all separations are carried out using distillation only.
If this is the case, generally there is a choice of order
in which the products are separated that is, the choice of
distillation sequence.

11.1 DISTILLATION SEQUENCING
USING SIMPLE COLUMNS

Consider first the design of distillation systems comprising
only simple columns. These simple columns employ:

• one feed split into two products;
• key components adjacent in volatility, or any components

that exist in small quantities between the keys will
become impurities in the products;

• a reboiler and a condenser.

If there is a three-component mixture to be separated
into three relatively pure products and simple columns are
employed, then the decision is between two sequences,
as illustrated in Figure 11.1. The sequence shown in
Figure 11.1a is known as the direct sequence in which
the lightest component is taken overhead in each column.
The indirect sequence, as shown in Figure 11.1b, takes the
heaviest component as bottom product in each column.

If the distillation columns have both reboiling and
condensation supplied by utilities, then the direct sequence
in Figure 11.1a often requires less energy than the indirect
sequence in Figure 11.1b. This is because the light material
(Component A) is only vaporized once in the direct
sequence. However, the indirect sequence can be more
energy-efficient if the feed to the sequence has a low
flowrate of the light material (Component A) and a high
flowrate of heavy material (Component C). In this case,
vaporizing the light material twice in the indirect sequence
is less important than feeding a high flowrate of heavy
material to both of the columns in the direct sequence.

For a three-component mixture to be split into three
relatively pure products, there are only two alternative
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sequences. The complexity increases significantly as the
number of products increases. Figure 11.2 shows the
alternative sequences for a four-product mixture. Table 11.1
shows the relationship between the number of products and
the number of possible sequences for simple columns1.

Thus, there may be many ways in which the separation
can be carried out to produce the same products. The prob-
lem is that there may be significant differences in the capital
and operating costs between different distillation sequences
that can produce the same products. In addition, heat inte-
gration may have a significant effect on operating costs.
Heat integration of distillation will be considered later in
Chapter 21.

11.2 PRACTICAL CONSTRAINTS
RESTRICTING OPTIONS

Process constraints often reduce the number of options that
can be considered. Examples of constraints of this type are:

1. Safety considerations might dictate that a particularly
hazardous component be removed from the sequence
as early as possible to minimize the inventory of
that material.

2. Reactive and heat-sensitive components must be
removed early to avoid problems of product degradation.

3. Corrosion problems often dictate that a particularly
corrosive component be removed early to minimize the
use of expensive materials of construction.

4. If thermal decomposition in the reboilers contaminates
the product, then this dictates that finished products
cannot be taken from the bottoms of columns.

5. Some compounds tend to polymerize when distilled
unless chemicals are added to inhibit polymerization.
These polymerization inhibitors tend to be nonvolatile,
ending up in the column bottoms. If this is the case,
it normally prevents finished products being taken from
column bottoms.

6. There might be components in the feed to a distillation
sequence that are difficult to condense. Total condensa-
tion of these components might require low-temperature
condensation using refrigeration and/or high operating
pressures. Condensation using both refrigeration and
operation at high pressure increases operating costs sig-
nificantly. Under these circumstances, the light compo-
nents are normally removed from the top of the first
column to minimize the use of refrigeration and high
pressures in the sequence as a whole.
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Figure 11.1 The direct and indirect sequences of simple distil-
lation columns for a three-product separation (From Smith R and
Linnhoff B, 1998, Trans IChemE ChERD, 66, 195, reproduced by
permission of the Institution of Chemical Engineers.)
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Figure 11.2 Alternative sequences for the separation of a
four-product mixture.

11.3 CHOICE OF SEQUENCE FOR
SIMPLE NONINTEGRATED
DISTILLATION COLUMNS

Heuristics have been proposed for the selection of the
sequence for simple nonintegrated distillation columns1.

Table 11.1 Number of possible distilla-
tion sequences using simple columns.

Number of
products

Number of possible
sequences

2 1
3 2
4 5
5 14
6 42
7 132
8 429

These heuristics are based on observations made in many
problems and attempt to generalize the observations.
Although many heuristics have been proposed, they can be
summarized by the following four2:

Heuristic 1. Separations where the relative volatility of
the key components is close to unity or that exhibit
azeotropic behavior should be performed in the absence
of nonkey components. In other words, do the most
difficult separation last.

Heuristic 2. Sequences that remove the lightest compo-
nents alone one by one in column overheads should be
favored. In other words, favor the direct sequence.

Heuristic 3. A component composing a large fraction of
the feed should be removed first.

Heuristic 4. Favor splits in which the molar flow between
top and bottom products in individual columns is as near
equal as possible.

In addition to being restricted to simple columns, the
observations are based on no heat integration (i.e. all reboil-
ers and condensers are serviced by utilities). Difficulties can
arise when the heuristics are in conflict with each other, as
the following example illustrates.

Example 11.1 Each component for the mixture of alkanes
in Table 11.2 is to be separated into relatively pure products.
Table 11.2 shows normal boiling points and relative volatilities
to indicate the order of volatility and the relative difficulty of
the separations. The relative volatilities have been calculated on
the basis of the feed composition to the sequence, assuming a
pressure of 6 barg using the Peng–Robinson Equation of State
with interaction parameters set to zero (see Chapter 4). Different
pressures can, in practice, be used for different columns in the
sequence and if a single set of relative volatilities is to be used,
the pressure at which the relative volatilities are calculated needs,
as much as possible, to be chosen to represent the overall system.

Use the heuristics to identify potentially good sequences that
are candidates for further evaluation.

Solution

Heuristic 1. Do D/E split last since this separation has the
smallest relative volatility.
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Table 11.2 Data for a mixture of alkanes to be separated by
distillation.

Component Flowrate
(kmol·h−1)

Normal
boiling
point
(K)

Relative
volatility

Relative
volatility
between
adjacent

components

A. Propane 45.4 231 5.78
1.94

B. i-Butane 136.1 261 2.98
1.26

C. n-Butane 226.8 273 2.36
1.95

D. i-Pentane 181.4 301 1.21
1.21

E. n-Pentane 317.5 309 1.00

Heuristic 2. Favor the direct sequence.
A
B

C

D

E

Heuristic 3. Remove the most plentiful component first.
A

B

C

D
E

Heuristic 4. Favor near-equimolar splits between top and bottom
products.

A

B 408.3 kmol·h−1

C
D 498.9 kmol·h−1

E

All four heuristics are in conflict here. Heuristic 1 suggests doing
the D/E split last, whereas Heuristic 3 suggests it should be done
first. Heuristic 2 suggests the A/B split first and Heuristic 4 the
C/D split first.

Take one of the candidates and accept, say, the A/B split first.

Heuristic 1. Do D/E split last
Heuristic 2. B

C

D

E

Heuristic 3. B

C

D
E

Heuristic 4. B 362.9 kmol·h−1

C
D 498.9 kmol·h−1

E

Again the heuristics are in conflict. Heuristic 1 again suggests
doing the D/E split last, whereas again Heuristic 3 suggests it
should be done first. Heuristic 2 suggests the B/C split first and
Heuristic 4 the C/D split first.

This process could be continued and possible sequences
identified for further consideration. Some possible sequences
would be eliminated, narrowing the number down suggested by
Table 11.1.

The conflicts that have arisen in this problem have not
been helpful in identifying sequences that are candidates
for further evaluation. A little more intelligence could be
used in the application of the heuristics and they could
be ranked in order of importance. However, the rank order
might well change from process to process. Although in the
above example the heuristics do not give a clear indication
of good candidate sequences, in some problems they might.
It does seem though that a more general method than the
heuristics is needed.

Rather than relying on heuristics that are qualitative, and
can be in conflict, a quantitative measure of the relative
performance of different sequences would be preferred.
A physical measure that can be readily calculated is the
vapor flow up the columns. This provides an indication
of both capital and operating costs. There is clearly a
relationship between the heat duty required for the reboiler
and condenser to run the distillation and the vapor rate since
the latent heat of vaporization relates these parameters.
The heat duty in the reboiler relates directly to the cost
of hot utility for the distillation (e.g. cost of steam). The
heat duty in the condenser relates directly to the cost of
cold utility for the distillation (e.g. cost of cooling water
or refrigeration). However, there is also a link between
vapor rate and capital cost, since a high vapor rate leads
to a large diameter column. High vapor rate also requires
large reboilers and condensers. Thus, vapor rate is a good
indication of both capital and operating costs for individual
columns. Consequently, sequences with lower total vapor
load would be preferred to those with a high total vapor
load. But how is the total vapor load predicted?

In Chapter 9, it was shown how the Underwood
Equations can be used to calculate the minimum reflux
ratio. A simple mass balance around the top of the col-
umn for constant molar overflow, as shown in Figure 11.3,
at minimum reflux gives:

Vmin = D(1 + Rmin) (11.1)

where Vmin = minimum vapor load (kmol·s−1)
Rmin = minimum reflux ratio (−)

D = distillate flowrate (kmol·s−1)

Equation 11.1 can also be written at finite reflux, Figure
11.3. Defining RF to be the ratio R/Rmin (typically
R/Rmin = 1.1):

V = D(1 + RF Rmin) (11.2)
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Figure 11.3 Mass balance around top of a distillation column.

If the feed is partially vaporized, the vapor flow below
the feed will be lower than the top of the column. For
above ambient temperature separations, the cost of operat-
ing the distillation will be dominated by the heat load in
the reboiler and the vapor flow in the bottom of the col-
umn. For below ambient temperature separations, the cost
of operating the column will be dominated by the cost of
operating the refrigerated condenser and hence the vapor
flow in the top of the column. If constant molar overflow
is assumed, the vapor flow in the bottom of the column V ′
is related to the vapor flow in the top of the column by

V ′ = V – F(1 − q) (11.3)

where V ′ = vapor flow below the feed (kmol·s−1)
V = vapor flow above the feed (kmol·s−1)
F = feed flowrate (kmol·s−1)
q = thermal condition of the feed

= heat required vaporize one mole of feed

molar latent heat of vaporization of feed
= 0 for saturated vapor feed, or 1 for saturated

liquid

In most cases, for reasons discussed in Chapter 9, a
saturated liquid feed is normally preferred.

The calculation is repeated for all columns in the
sequence and the vapor loads summed to obtain the overall
vapor load for the sequence. Different sequences can then
be compared on the basis of total vapor load.

Example 11.2 Using the Underwood Equations, determine the
best distillation sequence, in terms of overall vapor load, to
separate the mixture of alkanes in Table 11.2 into relatively pure
products. The recoveries are to be assumed to be 100%. Assume
the ratio of actual to minimum reflux ratio to be 1.1 and all
columns are fed with a saturated liquid. Neglect pressure drop
across each column. Relative volatilities can be calculated from
the Peng–Robinson Equation of State with interaction parameters
assumed to be zero (see Chapter 4). Determine the rank order of
the distillation sequences on the basis of total vapor load for:

a. All column pressures fixed to 6 barg with relative volatility
calculated from the feed to the sequence.

b. All column pressures fixed to 6 barg with relative volatility
recalculated for each column based on the feed composition of
each column.

c. Pressures allowed to vary through the sequence with relative
volatilities recalculated on the basis of the feed composition for
each column. Pressures of each column are to be minimized
such that either the bubble point of the overhead product is
10◦C above the cooling water return temperature of 35◦C (i.e.
45◦C) or a minimum of atmospheric pressure. This will avoid
the necessity for refrigeration.

Solution The results for the three cases are shown in
Tables 11.3, 11.4 and 11.5.

Table 11.3 Sequences for the separation of the mixture of
alkanes, with pressure fixed at 6 barg and relative volatilities fixed
by feed to sequence.

Rank Vapor % Best Sequence
order rate

(kmol·h−1)

1 5849 100.0 AB/CDE A/B CD/E C/D

2 5862 100.2 ABCD/E AB/CD A/B C/D

3 5875 100.5 AB/CDE A/B C/DE D/E

4 5883 100.6 ABC/DE AB/C D/E A/B

5 6009 102.7 ABC/DE A/BC D/E B/C

6 6037 103.2 ABCD/E ABC/D AB/C A/B

7 6040 103.3 ABCD/E A/BCD B/CD C/D

8 6080 104.0 A/BCDE BCD/E B/CD C/D

9 6086 104.1 A/BCDE BC/DE B/C D/E

10 6099 104.3 A/BCDE B/CDE CD/E C/D

11 6126 104.7 A/BCDE B/CDE C/DE D/E

12 6162 105.4 ABCD/E A/BCD BC/D B/C

13 6163 105.4 ABCD/E ABC/D A/BC B/C

14 6202 106.0 A/BCDE BCD/E BC/D B/C

In Case a, the relative volatilities were assumed to be constant,
based on the feed. But the relative volatilities will change through
the sequence and might change significantly, owing to:

1. changes in the concentration as separation is carried out;
2. changes in column pressures.

It can be seen from Tables 11.3 to 11.5 that for each case there
is very little difference between the best few sequences in terms
of total vapor load. For this problem, there is not even too much
difference between the best and the worst sequences. Also, when
the results of Cases a, b and c are compared, it should be noted
that the rank order changes according to the calculation of the
relative volatilities. The best three sequences for the three cases
are illustrated in Figure 11.4. This sensitivity of the rank order
to changes in the assumptions is not surprising given the small
differences between the various sequences. All of the columns in
all sequences are above atmospheric pressure, varying from 0.7
to 14.4 barg.

Example 11.3 The mixture of aromatics in Table 11.6 is to
be separated into five products. The xylenes are to be taken
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Table 11.4 Sequences for the separation of the mixture of
alkanes, with pressure fixed at 6 barg and relative volatility
recalculated.

Rank Vapor % Best Sequence
order rate

(kmol·h−1)

1 5708 100.0 ABCD/E AB/CD A/B C/D

2 5752 100.8 ABCD/E ABC/D AB/C A/B

3 5940 104.1 ABCD/E ABC/D A/BC B/C

4 5971 104.6 ABCD/E A/BCD B/CD C/D

5 5988 104.9 ABCD/E A/BCD BC/D B/C

6 6064 106.3 AB/CDE A/B CD/E C/D

7 6171 108.1 A/BCDE BCD/E B/CD C/D

8 6188 108.4 A/BCDE BCD/E BC/D B/C

9 6229 109.1 ABC/DE AB/C D/E A/B

10 6417 112.4 ABC/DE A/BC D/E B/C

11 6436 112.8 A/BCDE B/CDE CD/E C/D

12 6474 113.4 AB/CDE A/B C/DE D/E

13 6586 115.4 A/BCDE BC/DE B/C D/E

14 6846 120.0 A/BCDE B/CDE C/DE D/E

as a mixed xylenes product. The C9’s in Table 11.6 are to be
characterized as C9H12 (1-methylethylbenzene). The recoveries
are to be assumed to be 100%. Relative volatilities are to be
calculated from the Peng–Robinson Equation of State, assuming
that all interaction parameters are zero (see Chapter 4). Pressures

Table 11.5 Sequences for the separation of the mixture of
alkanes, with pressure fixed for cooling water in condensers.

Rank Vapor % Best Sequence
order rate

(kmol·h−1)

1 5178 100.0 ABC/DE AB/C D/E A/B

2 5292 102.2 ABC/DE A/BC D/E B/C

3 5371 103.7 AB/CDE A/B C/DE D/E

4 5405 104.4 ABCD/E AB/CD A/B C/D

5 5450 105.3 AB/CDE A/B CD/E C/D

6 5483 105.9 ABCD/E ABC/D AB/C A/B

7 5544 107.1 A/BCDE BC/DE B/C D/E

8 5598 108.1 ABCD/E ABC/D A/BC B/C

9 5622 108.6 ABCD/E A/BCD B/CD C/D

10 5661 109.3 ABCD/E A/BCD BC/D B/C

11 5745 111.0 A/BCDE BCD/E B/CD C/D

12 5747 111.0 A/BCDE B/CDE C/DE D/E

13 5784 111.7 A/BCDE BCD/E BC/D B/C

14 5826 112.5 A/BCDE B/CDE CD/E C/D

of each column are to be minimized such that either the
bubble point of the overhead product is 10◦C above the cooling
water return temperature of 35◦C (i.e. 45◦C) or a minimum of
atmospheric pressure. Assume the ratio of actual to minimum
reflux to be 1.1 and that all columns are fed with a saturated
liquid. Neglect pressure drop across each column. Determine the
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Figure 11.4 The best sequences in terms of vapor load for the separation of the mixture of alkanes from Example 11.2.
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Table 11.6 Data for five-product mixture
of aromatics to be separated by distillation.

Component Flowrate (kmol·h−1)

A. Benzene 269
B. Toluene 282
C. Ethyl benzene 57
D. p-Xylene 47

m-Xylene 110
o-Xylene 58

E. C9’s 42

Table 11.7 Relative volatilities of the feed to the sequence at
1 atm.

Component Relative volatility Relative volatility
between adjacent

components

Benzene 7.577
2.34

Toluene 3.245
2.07

Ethyl benzene 1.565
1.07

p-Xylene 1.467
1.04

m-Xylene 1.417
1.16

o-Xylene 1.220
1.22

C9’s 1.000

rank order of the distillation sequences on the basis of total vapor
load calculated from the Underwood Equations.

Solution Although the relative volatilities are recalculated for
each column, Table 11.7 shows the relative volatilities of the
feed mixture to the sequence at a pressure of 1 atm. This shows
clearly that the ethyl benzene/xylenes separation is by far the most
difficult with relative volatilities for the xylenes close to unity. The
volatilities of the components are such that all separations can be
carried out at atmospheric pressure and at the same time allow the
use of cooling water in the condensers. Thus, column pressures
are fixed to atmospheric pressure with the relative volatilities

recalculated for the feed composition at this pressure as the
concentration changes through the sequence.

Table 11.8 Sequences for the separation of the mixture of
aromatics in Example 11.3.

Rank Vapor % Best Sequence
order rate

(kmol·h−1)

1 5707 100.0 ABC/DE A/BC D/E B/C

2 5982 104.8 ABC/DE AB/C D/E A/B

3 6074 106.4 A/BCDE BC/DE B/C D/E

4 6441 112.9 ABCD/E ABC/D A/BC B/C

5 6511 114.1 A/BCDE B/CDE C/DE D/E

6 6537 114.5 A/BCDE BCD/E BC/D B/C

7 6588 115.4 A/BCDE B/CDE CD/E C/D

8 6649 116.5 AB/CDE A/B C/DE D/E

9 6715 117.7 ABCD/E ABC/D AB/C A/B

10 6726 117.9 AB/CDE A/B CD/E C/D

11 6782 118.8 ABCD/E A/BCD BC/D B/C

12 6944 121.7 A/BCDE BCD/E B/CD C/D

13 7190 126.0 ABCD/E A/BCD B/CD C/D

14 7344 128.7 ABCD/E AB/CD A/B C/D

Table 11.8 gives the total vapor flow for different sequences in
rank order.

Again it can be noted from Table 11.8 that there is little
difference between the best sequences in terms of the overall
vapor load. The three sequences with the lowest overall vapor
flows are shown in Figure 11.5. At first sight, the structure of
the best sequences seems to be surprising. In each case, the
most difficult separation (C/D) is carried out in the presence
of other components. Heuristic 1 would suggest that such a
difficult separation should be carried out in isolation from
other components. Further investigation reveals that the relative
volatilities for this most difficult separation are sensitive to the
presence of other components. The presence of benzene and
toluene improves the relative volatility of the C/D separation
slightly, making it beneficial to carry out the difficult separation in
the presence of nonkey components. This problem illustrates some
of the dangers faced when dealing with separations that are very
close in relative volatility. Special care should be taken in such
problems to make sure that the vapor–liquid equilibrium data are
specified to be as accurate as possible. The assumption of zero for
the interaction parameters is questionable. In fact, the inclusion of
interaction parameters in this case does not change the order of the
best few sequences. It does, however, change the absolute values
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Figure 11.5 The best sequences in terms of vapor load for the separation of the mixture of aromatics from Example 11.3.
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of the calculated vapor loads. The other questionable assumption
is that of complete recovery for the products. Again, changing
the assumed recovery to be less than complete does not change
the order of the best few sequences in this case, but does change
the value of the total vapor load. Finally, the assumption at this
stage is that utilities will be used to satisfy all of the heating
and cooling requirements. This leads to all columns operating at
atmospheric pressure. Later it will be seen that it is beneficial
to operate some of the columns at higher pressures to allow
heat recovery to take place between some of the reboilers and
condensers in the sequences.

The errors associated with the Underwood Equations
were discussed in Chapter 9, which tend to underpredict
the minimum reflux ratio. This introduces uncertainty
in the way that the calculations were carried out in
Examples 11.2 and 11.3. The differences in the total vapor
load between different sequences are small and these
differences are smaller than the errors associated with the
prediction of minimum reflux ratio and minimum vapor
load using the Underwood Equations. However, as long
as the errors are consistently low for all of the distillation
calculations, the vapor load from the Underwood Equations
can still be used to screen between options. Nevertheless,
the predictions should be used with caution and options
not ruled out because of some small difference in the total
vapor load.

The use of total vapor flow, even without any calculation
errors, is still only a guide and might not give the
correct rank order. The calculation could be taken one
step further to calculate the energy consumption or even
energy costs. In fact, given some computational aids, it
is straightforward to size and cost all of the possible
sequences using a shortcut sizing calculation, such as
the Fenske–Gilliland–Underwood approach discussed in
Chapter 9, together with cost correlations.

Whatever the method used to screen possible sequences,
it is important not to give exclusive attention to the one
sequence that appears to have the lowest vapor load, lowest
energy consumption or lowest total cost. There is often little
to choose in this respect between the best few sequences,
particularly when the number of possible sequences is large.
Other considerations such as heat integration, operability,
safety, and so on, might also have an important bearing on
the final decision. Thus, the screening of sequences should
focus on the best few sequences rather than exclusively on
the single best sequence.

11.4 DISTILLATION SEQUENCING
USING COLUMNS WITH MORE
THAN TWO PRODUCTS

When separating a three-product mixture using sim-
ple columns, there are only two possible sequences,
Figure 11.1. Consider the first characteristic of simple
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(b) More than 50% middle component and less than 5% 
      lightest component.

(a) More than 50% middle component and less than 5% 
     heaviest component.

Figure 11.6 Distillation columns with three products (From
Smith R and Linnhoff B, 1988, Trans IChemE ChERD, 66,
195 reproduced by permission of the Institution of Chemi-
cal Engineers.)

columns. A single feed is split into two products. As a first
alternative to two simple columns, the possibilities shown
in Figure 11.6 can be considered. Here three products are
taken from one column. The designs are in fact both feasible
and cost-effective when compared to simple arrangements
on a stand-alone basis (i.e. reboilers and condensers operat-
ing on utilities) for certain ranges of conditions. If the feed
is dominated by the middle product (typically more than
50% of the feed) and the heaviest product is present in
small quantities (typically less than 5%), then the arrange-
ments shown in Figure 11.6a can be an attractive option3.
The heavy product must find its way down the column past
the sidestream. Unless the heavy product has a small flow
and the middle product a high flow, a reasonably pure mid-
dle product cannot be achieved. In these circumstances, the
sidestream is usually taken as a vapor product to obtain
a reasonably pure sidestream. A large relative volatility
between the sidestream Product B and the bottom Prod-
uct C is also necessary to obtain a high purity sidestream.
A practical difficulty with this arrangement should, how-
ever, be noted. Whilst it is straightforward to split a liquid
flow in a column, it is far less straightforward to split a
vapor flow as shown. The flow of vapor up the column
must somehow be restricted to allow a split to be made
between the vapor that must continue up the column and
the vapor sidestream. This can be achieved by the use of a
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baffle across the column diameter, or vapor tunnels in the
tray downcomers. However, taking a vapor sidestream is
more problematic than taking a liquid sidestream.

If the feed is dominated by the middle product (typically
more than 50%) and the lightest product is present in small
quantities (typically less than 5%), then the arrangement
shown in Figure 11.6b can be an attractive option3. This
time the light product must find its way up the column
past the sidestream. Again, unless the light product is
a small flow and the middle product a high flow, a
reasonably pure middle product cannot be achieved. This
time the sidestream is taken as a liquid product to obtain
a reasonably pure sidestream. A large relative volatility
between the sidestream Product B and the overhead Product
A is also necessary to obtain a high purity sidestream.

In summary, single-column sidestream arrangements can
be attractive when the middle product is in excess and
one of the other components is present in only minor
quantities. Thus, the sidestream column only applies to
special circumstances for the feed composition. More
generally applicable arrangements are possible by relaxing
the restriction that separations must be between adjacent
key components.

Consider a three-product separation as in Figure 11.7a in
which the lightest and heaviest components are chosen to be
the key separation in the first column. Two further columns
are required to produce pure products, Figure 11.7a. This
arrangement is known as distributed distillation or sloppy
distillation. The distillation sequence provides parallel flow
paths for the separation of a product. At first sight, the
arrangement in Figure 11.7a seems to be inefficient in the
use of equipment in that it requires three columns instead
of two, with the bottoms and overheads of the second and
third columns both producing pure B. However, it can
be a useful arrangement in some circumstances. In new

design, the three columns can, in principle, all be operated
at different pressures. Also, the distribution of the middle
Product B between the second and third columns is an
additional degree of freedom in the design. The additional
freedom to vary the pressures and the distribution of the
middle product gives significant extra freedom to vary the
loads and levels at which the heat is added to or rejected
from the distillation. This might mean that the reboilers and
condensers can be matched more cost-effectively against
utilities, or heat integrated more effectively.

If the second and third columns in Figure 11.7a are oper-
ated at the same pressure, then the second and third columns
could simply be connected and the middle product taken as
a sidestream as shown in Figure 11.7b. The arrangement in
Figure 11.7b is known as a prefractionator arrangement.
Note that the first column in Figure 11.7b, the prefraction-
ator, has a partial condenser to reduce the overall energy
consumption.

Comparing the distributed (sloppy) distillation in Figure
11.7a and the prefractionator arrangement in Figure 11.7b
with the conventional arrangements in Figure 11.1, the dis-
tributed and prefractionator arrangements typically require
20 to 30% less energy than conventional arrangements for
the same separation duty. The reason for this difference is
rooted in the fact that the distributed distillation and pre-
fractionator arrangements are fundamentally thermodynam-
ically more efficient than a simple arrangement. Consider
why this is the case.

Consider the sequence of simple columns shown in
Figure 11.8. In the direct sequence shown in Figure 11.8,
the composition of Component B in the first column
increases below the feed as the more volatile Component
A decreases. However, moving further down the column,
the composition of Component B decreases again as the
composition of the less-volatile Component C increases.
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Figure 11.7 Choosing nonadjacent keys leads to the prefractionator arrangement.
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Figure 11.8 Composition profiles for the middle product in the columns of the direct sequence show remixing effects (From
Triantafyllou C and Smith R, 1992, Trans IChemE, 70A: 118, reproduced by permission of the Institution of Chemical Engineers.)

Thus the composition of B reaches a peak only to be
remixed4.

Similarly, with the first column in the indirect sequence,
the composition of Component B first increases above the
feed as the less-volatile Component C decreases. It reaches
a maximum only to decrease as the more volatile Compo-
nent A increases. Again, the composition of Component B

reaches a peak only to be remixed.
This remixing that occurs in both sequences of simple

distillation columns is a source of inefficiency in the separa-
tion. By contrast, consider the prefractionator arrangement
shown in Figure 11.9. In the prefractionator, a crude split is
performed so that Component B is distributed between the
top and bottom of the column. The upper section of the pre-
fractionator separates AB from C, whilst the lower section
separates BC from A. Thus, both sections remove only one
component from the product of that column section and this
is also true for all four sections of the main column. In this
way, the remixing effects that are a feature of both simple
column sequences are avoided4.

In addition, another feature of the prefractionator arrange-
ment is important in reducing mixing effects. Losses occur
in distillation operations due to mismatches between the
composition of the column feed and the composition at the
feed stage. In theory, for binary distillation in a simple col-
umn, a good match can be found between the feed composi-
tion and the feed stage. However, because the changes from
stage to stage are finite, an exact match is not always pos-
sible. For multicomponent distillation in a simple column,
except under extreme circumstances, it is not possible to
match the feed composition and the feed stage. In a prefrac-
tionator arrangement, because the prefractionator distributes
Component B between top and bottom, this allows greater
freedom to match the feed composition with one of the trays
in the column to reduce mixing losses at the feed tray.

The elimination of mixing losses in the prefractionator
arrangement means that it is inherently more efficient
than an arrangement using simple columns. The same
basic arguments apply to both distributed distillation and
prefractionator arrangements, with the additional degree of
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Figure 11.9 Composition profiles for the middle product in the prefractionator arrangement show that there are no remixing effects
(From Triantafyllou C and Smith R, 1992, Trans IChemE, 70A: 118, reproduced by permission of the Institution of Chemical Engineers.)
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freedom in the case of distributed distillation to vary the
pressures of the second and third columns independently.

11.5 DISTILLATION SEQUENCING
USING THERMAL COUPLING

The final restriction of simple columns stated earlier was
that they should have a reboiler and a condenser. It is
possible to use material flows to provide some of the
necessary heat transfer by direct contact. This transfer of
heat via direct contact is known as thermal coupling.

First consider thermal coupling of the simple sequences
from Figure 11.1. Figure 11.10b shows a thermally coupled
direct sequence. The reboiler of the first column is replaced
by a thermal coupling. Liquid from the bottom of the
first column is transferred to the second as before, but
now the vapor required by the first column is supplied
by the second column, instead of a reboiler on the first
column. The four column sections are marked as 1, 2, 3
and 4 in Figure 11.10a. In Figure 11.10c, the four column
sections from Figure 11.10b are rearranged to form a
side-rectifier arrangement5. There is a practical difficulty
in engineering a side-rectifier arrangement. This is the
difficulty in taking a vapor sidestream from the main
column. As already noted for vapor sidestream columns,
whilst it is straightforward to split a liquid flow in a
column, it is not straightforward to split a vapor flow as
required in Figure 11.10c. This problem can be avoided
by constructing the side-rectifier in a single shell with a
partition wall as shown in Figure 11.10d. The partition

wall in Figure 11.10d should be insulated to avoid heat
transfer across the wall as different separations are carried
out on each side of the wall and the temperatures on each
side will differ. Heat transfer across the wall will have an
overall detrimental effect on column performance6.

Similarly, Figure 11.11a shows an indirect sequence and
Figure 11.11b the corresponding thermally coupled indirect
sequence. The condenser of the first column is replaced
by thermal coupling. The four column sections are again
marked as 1, 2, 3 and 4 in Figure 11.11b. In Figure 11.11c,
the four column sections are rearranged to form a side-
stripper arrangement5. As with the side-rectifier, the side-
stripper can be arranged in a single shell with a partition
wall, as shown in Figure 11.11d. Again the partition wall
should be insulated, otherwise heat transfer across the wall
will have an overall detrimental effect on the separation6.

Both the side-rectifier and side-stripper arrangements
have been shown to reduce the energy consumption
compared to simple two-column arrangements3,7. This
results from reduced mixing losses in the first (main)
column. As with the first column of the simple sequence,
a peak in composition occurs with the middle product. But
now, advantage of the peak is taken by transferring material
to the side-rectifier or side-stripper.

The side-rectifier and side-stripper arrangements have
some important degrees of freedom for optimization. In
these arrangements, there are four column sections. For the
side-rectifier, the degrees of freedom to be optimized are:

• number of stages in each of the four column sections;
• reflux ratios (ratio of liquid reflux to overhead product

flowrates) in the main column and sidestream column;
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• vapor split between the main column and sidestream
column;

• feed condition.

For the side-stripper, the degrees of freedom to be
optimized are:

• number of stages in each of the four column sections;
• reboil ratios (ratio of stripping vapor to bottom product

flowrates) in the main column and sidestream column;
• liquid split between the main column and sidestream

column;
• feed condition.

All of these variables must be optimized simultaneously
to obtain the best design. Some of the variables are
continuous and some are discrete (the number of stages
in each column section). Such optimizations are far from
straightforward if carried out using detailed simulation. It is
therefore convenient to carry out some optimization using
shortcut methods before proceeding to detailed simulation
where the optimization can be fine-tuned.

A simple model for side-rectifiers suitable for shortcut
calculation is shown in Figure 11.12. The side-rectifier can
be modeled as two columns in the thermally coupled direct
sequence. The first column is a conventional column with
a condenser and partial reboiler. The second column is
modeled as a sidestream column, with a vapor sidestream one
stage below the feed stage4. The liquid entering the reboiler
and vapor leaving can be calculated from vapor–liquid
equilibrium (see Chapter 4). The vapor and liquid streams
at the bottom of the first column can then be matched with
the feed and sidestream of the second column to allow the
calculations for the second column to be carried out.

The side-stripper can be modeled as two columns in
the thermally coupled indirect sequence, as shown in
Figure 11.13. The first column is modeled as a conventional
column with a partial condenser and partial reboiler. The
second column is modeled as a sidestream column with a
liquid sidestream on stage above the feed stage4. The vapor
entering the condenser and liquid leaving can be calculated
from vapor–liquid equilibrium (see Chapter 4). This allows
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the two columns to be linked and the calculations for the
second column to be carried out.

In both the cases of the side-rectifier and side-stripper,
the first column in the two-column model can be mod-
eled using the Fenske–Underwood–Gilliland Equations,
as described in Chapter 9. The second column is mod-
eled as a sidestream column that can also be modeled
using the Fenske–Underwood–Gilliland Equations4. The
minimum reflux ratio for a liquid sidestream column one
stage above the feed stage can be estimated using the
Underwood Equations by combining the sidestream and
overhead product as a net overhead product1. The min-
imum reflux ratio for a vapor sidestream column one
stage below the feed stage can also be estimated using
the Underwood Equations but this time by combining
the sidestream and bottoms product as a net bottoms
product1.

The optimization can be carried out using nonlinear
optimization techniques such as SQP (see Chapter 3). The
nonlinear optimization has the problems of local optima
if techniques such as SQP are used for the optimization.
Constraints need to be added to the optimization in
order that a mass balance can be maintained and the
product specifications achieved. The optimization of the
side-rectifier and side-stripper in a capital-energy trade-off
determines the distribution of plates, the reflux ratios in the
main and sidestream columns and condition of the feed.
If a partitioned side-rectifier (Figure 11.10d) or partitioned
side-stripper (Figure 11.11d) is to be used, then the ratio
of the vapor flowrates on each side of the partition can be
used to fix the location of the partition across the column.
The partition is located such that the ratio of areas on each
side of the partition is the same as the optimized ratio of
vapor flowrates on each side of the partition. However, the
vapor split for the side-rectifier will only follow this ratio
if the pressure drop on each side of the partition is the

same. Rather than locate the partition in this way, some
deterioration in the design performance might be accepted
by locating the partition across the diameter of the column
(i.e. equal areas on each side of the partition) for mechanical
simplicity. The sensitivity of the design performance to
the location of the partition should be explored before the
location is finalized.

Now consider thermal coupling of the prefractionator
arrangement from Figure 11.7b. Figure 11.14a shows a
prefractionator arrangement with partial condenser and
reboiler on the prefractionator. Figure 11.14b shows the
equivalent thermally coupled prefractionator arrangement,
sometimes known as the Petlyuk column. To make the
two arrangements in Figures 11.14a and 14b equivalent,
the thermally coupled prefractionator requires extra plates
to substitute for the prefractionator condenser and reboiler8.
The prefractionator arrangement in Figure 11.14a and the
thermally coupled prefractionator (Petlyuk Column) in
Figure 11.14b are almost the same in terms of total heating
and cooling duties8. There are differences between the
vapor and liquid flows in the top and bottom sections of the
main column of the designs in Figures 11.14a and 11.14b,
resulting from the presence of the partial reboiler and
condenser in Figure 11.14a. However, although the total
heating and cooling duties are almost the same, there are
greater differences in the temperatures at which the heat
is supplied and rejected. In the case of the prefractionator
in Figure 11.14a, the heat load is supplied at two points
and two different temperatures and rejected from two
points and at two different temperatures. Figure 11.14c
shows an alternative configuration for the thermally coupled
prefractionator that uses a single shell with a vertical
partition dividing the central section of the shell into
two parts, known as a dividing-wall column or partition
column. The arrangements in Figures 11.14b and 11.14c
are equivalent if there is no heat transfer across the partition.
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As with side-rectifiers and side-strippers, the partition wall
should be insulated to avoid heat transfer across the wall as
different separations are carried out on each side of the wall
and the temperatures on each side will differ. Heat transfer
across the wall will have an overall detrimental effect on
column performance6.

Partition columns offer a number of advantages over
conventional arrangements:

1. Various studies7,9 – 16 have compared the thermally cou-
pled arrangement in Figures 11.14b and 11.14c, with
a conventional arrangement using simple columns on
a stand-alone basis. These studies show that the pre-
fractionator arrangement in Figure 11.14 requires typi-
cally 20 to 30% less energy than the best conventional
arrangement using simple columns (Figure 11.1). The
prefractionator column also requires less energy than
the side-rectifier and side-stripper arrangements, for the
same separation7. The energy saving for the thermally
coupled arrangement is the same as that for the pre-
fractionator, with reduced mixing losses as illustrated in
Figures 11.8 and 11.9.

2. In addition, the partition column in Figure 11.14c
requires typically 20 to 30% less capital cost than a
two-column arrangement of simple columns.

3. The partition column has one further advantage over
the conventional arrangements in Figure 11.1. In par-
titioned columns, the material is only reboiled once
and its residence time in the high-temperature zones
is minimized. This can be important if distilling heat-
sensitive materials.

Standard distillation equipment can be used for the
fabrication. Either packing or plates can be used, although
packing is more commonly used in practice. Also, the
control of partitioned columns is straightforward13,14.

The partition column does have a number of disadvan-
tages relative to simple column arrangements:

1. Even though the arrangement might require less energy
than a conventional arrangement, all of the heat must be
supplied at the highest temperature and all of the heat
rejected at the lowest temperature of the separation. This
can be particularly important if the distillation is at low
temperature using refrigeration for condensation. In such
circumstances, minimizing the amount of condensation
at the lowest temperatures can be very important. If
differences in the temperature at which the heat is supplied
or rejected are particularly important, then distributed
distillation or a prefractionator might be better options.
These offer the advantage of being able to supply and reject
heat at different temperatures. This issue will be addressed
again later when dealing with heat integration of distillation.

2. If it is appropriate for the two columns in a simple
column arrangement to operate at very different pressures,

then this can pose problems for a partition column to
replace them, as the partition column must carry out the
whole separation at effectively the same pressure (usually
the highest pressure). In general, partition columns are not
suited to replace sequences of two simple columns that
operate at very different pressures.

3. Another disadvantage of partitioned columns might arise
from materials of construction. If the two columns of a
conventional arrangement require two different materials
of construction, one being much more expensive than the
other, then any savings in capital cost arising from using a
partitioned column will be diminished. This is because the
whole partitioned column will have to be fabricated from
the more expensive material.

4. The hydraulic design of the partitioned column is such
that the pressure must be balanced on either side of the
partition. This is usually achieved by designing with the
same number of stages on each side of the partition. This
constrains the design. Alternatively, a different number
of stages can be used on each side of the partition, and
different column internals with different pressure drop per
stage used to balance the pressure drop. Also, if foaming
is more likely to occur on one side of the partition than the
other, this can lead to a hydraulic imbalance and the vapor
split changing from design conditions.

Although side-stripper arrangements have been routinely
used in the petroleum industry and side-rectifiers in air
separation, designers have been reluctant to use the fully
thermally coupled arrangements in practical applications
until recently12,15,16.

The partitioned thermally coupled prefractionator in
Figure 11.14c can be simulated using the arrangement in
Figure 11.14b as the basis of the simulation. However, like
side-rectifiers and side-strippers, fully thermally coupled
columns have some important degrees of freedom for
optimization. In the fully thermally coupled column, there
are six column sections (above and below the partition,
above and below the feed in the prefractionator and above
and below the sidestream from the main column side of
the partition). The degrees of freedom to be optimized in
partitioned columns are:

• number of stages in these six column sections;
• reflux ratio;
• liquid split on each side of the partition flowing down

the column;
• vapor split on each side of the partition flowing up

the column;
• feed condition.

These basic degrees of freedom can be represented in
different ways, but all must be optimized simultaneously
to obtain the best design. Again some of the variables
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Figure 11.15 Three-column model of partitioned thermally coupled prefractionator.

are continuous and some are discrete (the number of
stages in each column section). It is again convenient
to carry out some optimization using shortcut methods
before proceeding to detailed simulation and fine-tuning
of the optimization. Like side-rectifiers and side-strippers,
the fully thermally coupled column can be represented
as simple columns. This time three simple columns are
needed to represent the fully thermally coupled column,
as shown in Figure 11.154. The prefractionator is modeled
as Column 1 in Figure 11.15, which has a partial condenser
and partial reboiler initially. Column 2 in Figure 11.15 is
the top section of the main column and is modeled as
a liquid sidestream column with a liquid sidestream one
stage above the vapor feed. A vapor–liquid equilibrium
calculation around the partial condenser in Column 1 allows
the vapor entering the condenser and liquid leaving the
condenser to be determined. These can then be connected
to the sidestream and feed for Column 2. Column 3 in
Figure 11.15 is the lower part of the main column and
can be modeled as a vapor sidestream column with the
sidestream one stage below the liquid feed. A vapor–liquid
equilibrium calculation around the partial reboiler in the
prefractionator allows the vapor leaving the reboiler and
liquid entering the reboiler to be determined and can then
be connected with the sidestream and feed to Column 3.
The three columns can then be represented by the shortcut
calculations described above for side-rectifiers and side-
strippers on the basis of the Fenske–Gilliland–Underwood
correlations. The optimization can again be carried out
using nonlinear optimization techniques such as SQP (see
Chapter 3). Constraints need to be added to the optimization
in order that it can fulfill the required objectives. As
illustrated in Figure 11.15, Columns 2 and 3 together
represent the main column, and it is necessary to ensure
that the vapor flowrate in Columns 2 and 3 are the same.
Also, the bottom product from Column 2 and top product

from Column 3 represent the same sidestream from the
main column of the thermally coupled configuration. Thus,
the bottom product of Column 2 and top product of Column
3 must be constrained to be the same. Additional constraints
must also be added to ensure that the mass balance is
maintained and product specifications are achieved.

11.6 RETROFIT OF DISTILLATION
SEQUENCES

It might be the case that an existing plant needs to be
modified, rather than a new design carried out. For example,
a retrofit study might require the capacity of the unit to
be increased. When such a revamp is carried out, it is
essential to try and make as effective use as possible of
existing equipment. For example, consider a simple two-
column sequence like the ones illustrated in Figure 11.1. If
the capacity needs to be increased, then, instead of replacing
the two existing columns with new ones, a new column
might be added to the two existing ones and reconfigured
to the distributed distillation arrangement in Figure 11.7a.
The vapor and liquid loads for the increased capacity are
now spread between three columns, instead of two, taking
advantage of the existing two-column shells. Of course, the
design of the existing shells might not be ideally suited
to the new role to which they will be put, but at least it
will allow existing equipment to carry on being used and
avoid unnecessary investment in new equipment. Of the
three shells shown in Figure 11.7a, any of the three could
be the new shell. The arrangement of new shell and existing
shells will depend on how the existing shells can best be
adapted to the new role.

If the existing shells differ significantly from what
is required in the retrofitted sequence, then, in addition
to reconfiguring the distillation sequence, the existing
shells can also be modified. For example, the number
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of theoretical stages can be increased in the columns by
changing the design of the column internals. But, generally,
the fewer the number of modifications the better.

Rather than retrofit a two-column sequence to the
distributed distillation arrangement in Figure 11.7a, it
can be retrofitted to the prefractionator arrangement in
Figure 11.7b. This time, rather than have two-column
shells, as shown in Figure 11.7b, three columns are used
with the second and third connected directly by vapor and
liquid flows. Thus, there is no reboiler in the second column
and no condenser in the third. The liquid flow between
the two shells that function as the main column is split to
provide the reflux for the lower part of the main column
and the middle product. Two-column shells are thus used
to mimic the main column of the prefractionator. As with
the distributed distillation retrofit arrangement, which of the
two existing shells and the new shell are used in which role
depends on the details of the design of the existing shells
and how they can best be fitted to the new role. As with
the distributed distillation retrofit arrangement, the existing
shells can also be modified.

The retrofit of more complex distillation sequences can
also be considered. Within a larger, more complex sequence,
any pair of columns that are together in a sequence can be
considered as candidates for the same retrofit modifications
as those discussed for two-column retrofit.

11.7 CRUDE OIL DISTILLATION

One particularly important case of distillation sequencing
is worthy of special consideration. This is the case of
crude oil distillation, which is the fundamental process
underlying the petroleum and petrochemicals industry.
Crude oil is an extremely complex mixture of hydrocarbons

containing small quantities of sulfur, oxygen, nitrogen and
metals. A typical crude oil contains many millions of
compounds, most of which cannot be identified. Only the
lightest compounds for example, methane, ethane, propane,
benzene, and so on, can normally be identified.

In the first stage of processing crude oil, it is distilled
under conditions slightly above atmospheric pressure (typ-
ically 1 barg where the feed enters the column). A range
of products are taken from the crude oil distillation, based
on their boiling temperatures. Designs are normally ther-
mally coupled. Most configurations follow the thermally
coupled indirect sequence as shown in Figure 11.16a. How-
ever, rather than build the configuration in Figure 11.16a,
the configuration of Figure 11.16b is the one normally
constructed. The two arrangements are equivalent and the
corresponding column sections are shown in Figure 11.16.
Unfortunately, a practical crude oil distillation cannot be
operated in quite the way shown in Figure 11.16b. The
first problem is that if high-temperature reboiling is used,
as would be required for the higher boiling products in the
lower part of the column in Figure 11.16b, extremely high-
temperature sources of heat would be required. Steam is
usually not distributed for process heating at such high tem-
peratures. Also, high temperatures in the reboilers would
result in significant fouling of the reboilers from decom-
position of the hydrocarbons to form coke. The maximum
temperature for using reboiling in petroleum refining is usu-
ally of the order of 300◦C. Therefore, in practice, some or
all of the reboiling is substituted by the direct injection of
steam into the distillation. The steam has two functions:

• It provides some of the heat required for the distillation.
• It lowers the partial pressure of the boiling components,

making them more volatile.
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(a) Thermally coupled indirect sequence. (b) Side-stripper arrangement.

Figure 11.16 The thermally coupled indirect sequence for crude oil distillation.
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Figure 11.17 Substitute some (or all) of the reboiling with direct
steam injection and introduce intermediate condensation.

Because steam is injected into the operation in various
places in Figure 11.17, the steam is condensed overhead
and is separated in a decanter from the condensing
hydrocarbons and the hydrocarbons that do not condense.

Another problem with the arrangement in Figure 11.16b
is that as the vapor rises up the main column, its
flowrate increases significantly. In Figure 11.17, heat is
being removed from the main column at intermediate points.
This corresponds with introducing some condensation of the
vapor at the top of intermediate columns in the arrangement
shown in Figure 11.16a. It should be noted that the intro-
duction of some condensation between the columns does
not necessarily eliminate all thermal coupling between the
columns in Figure 11.16a, but can leave partial thermal cou-
pling, rather than full thermal coupling. How much conden-
sation and how much thermal coupling are used at each point
are important degrees of freedom to be optimized.

To remove heat from the column at intermediate points
as in Figure 11.17, it would be best to condense part of
the vapor flowing up the column and return the condensed
liquid to the column at saturated conditions. Unfortunately,
as already noted for vapor sidestream and side-rectifier
designs, it is difficult to take a vapor sidestream from
a column. In crude oil distillation, the heat is therefore
removed from the column by taking a liquid sidestream,
subcooling the liquid and returning it to the column. This
provides the condensation by direct contact, but introduces
inefficiency into the design. Returning subcooled liquid to
the column is inefficient in distillation, as subcooled liquid
cannot take part in the distillation until it has returned to
saturation conditions.

(a) Pumparound. (b) Pumpback.

Figure 11.18 Partial condensation can be achieved by subcool-
ing liquid for the column.

The heat is removed from the main column in one of
two ways. These are shown in Figure 11.18. The first, in
Figure 11.18a, is a pumparound. Liquid is taken from the
column, subcooled and returned to the column at a higher
point. Another arrangement shown in Figure 11.18b is a
pumpback. This takes liquid from the column, subcools it,
but this time returns it to a lower point in the column. The
problem with the pumpback is that the flowrate that can be
withdrawn must be less than the liquid flowing down the
column. It is therefore restricted in its capacity to remove
heat. The pumparound, on the other hand, is not restricted
by the flow of liquid down the column and can recirculate
as much liquid as required around a section of the column.
By choosing the most appropriate flowrate and temperature
for the pumparound, the heat load to be removed can be
adjusted to whatever is desired. The trays between the liquid
draw and return in a pumparound have more to do with
heat transfer than mass transfer. In addition to returning a
subcooled liquid to the column, mixing occurs as material
is introduced to a higher point in the column.

One final point needs to be made about the arrangement
shown in Figure 11.17. The crude oil entering the main
column needs to be preheated. This is done initially by
heat recovery to a temperature in the range 90 to 150◦C,
and the crude oil is extracted with water to remove salt. The
desalting process mixes with water and then separates into
two layers, the salt dissolving in the water. The desalted
crude oil is then heated further by heat recovery to a
temperature usually around 280◦C and then by a furnace
(fired heater) to around 400◦C before entering the column.
Note that this temperature is higher than that previously
quoted as the maximum that can be supplied in a reboiler.
However, the decomposition depends on both temperature
and residence time, and a high temperature can be tolerated
in the furnace if it is only for a short residence time.

All of the material that needs to leave as product above
the feed point must vaporize as it enters the column.
In addition to this, some extra vapor over and above
this flowrate must be created that will be condensed and
flow back down through the column as reflux. This extra
vaporization to create reflux is known as overflash.

The majority of atmospheric crude oil distillation columns
follow the configuration shown in Figure 11.17, which is
basically the partially thermally coupled indirect sequence.
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(a) (b) (c)

(d) (e) (f)

Figure 11.19 Some possible arrangements for crude oil distillation.

However, there are many other possibilities for different
column arrangements that have the potential to reduce
the energy consumption. Some of these are illustrated in
Figure 11.19, but there are many other possibilities.

The distillation of crude oil under conditions slightly
above atmospheric pressure is limited by the maximum
temperature that can be tolerated by the materials being
distilled, otherwise there would be decomposition. Further
separation of the bottoms of the column (the atmospheric
residue) would require higher temperature, and therefore

bring about the decomposition of material. However, this
leaves a significant amount of valuable material that could
still be recovered from the atmospheric residue. Therefore,
the residue from the atmospheric crude oil distillation is
usually reheated to a temperature around 400◦C or slightly
higher and fed to a second column, the vacuum column,
which operates under a high vacuum (very low pressure) to
allow further recovery of material from the atmospheric
residue, as shown in Figure 11.20. The pressure of the
vacuum column is typically 0.006 bar at the top of the
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Figure 11.20 A typical complete crude oil distillation system.
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column where the vacuum is created. The design of the
vacuum column is simpler than the atmospheric column
with typically two sidestream products being taken, leaving
a heavy vacuum residue at the bottom of the column.

11.8 DISTILLATION SEQUENCING
USING OPTIMIZATION OF A
SUPERSTRUCTURE

Consider now ways in which the best arrangement of a
distillation sequence can be determined more systemati-
cally. Given the possibilities for changing the sequence
of simple columns or the introduction of prefractionators,
side-strippers, side-rectifiers and fully thermally coupled
arrangements, the problem is complex with many structural
options. The problem can be addressed using the optimiza-
tion of a superstructure. As discussed in Chapter 1, this
approach starts by setting up a “grand” flowsheet in which
all structural features for an optimal solution are embedded.

The creation of a superstructure for a distillation
sequence and its optimization is, in principle, straight-
forward17. Unfortunately, unless care is taken with the
problem formulation it becomes a difficult mixed integer
nonlinear programming (MINLP) problem17. Such prob-
lems are to be avoided if at all possible. It is possible to
avoid the formulation of an MINLP problem in the case of
distillation sequencing by following a philosophy of build-
ing the superstructure from distillation tasks18,19.

Figure 11.21a shows the different sequences for the
separation of a five-product system. Four simple columns
are needed for this separation and there are 14 possible
sequences, as shown in Figure 11.21a. If an approach is
to be followed that will allow screening and optimizing
networks, then 14 possible networks each with 4 columns
would have to be considered, involving 56 column sizing
and costing calculations. An alternative way to analyze

the system is to work in terms of tasks, as illustrated in
Figure 11.21b19. A task could be to separate component A

from BCDE, or to separate A from BCD or separate A

from BC, and so on. There are only 20 basic tasks involved
in the five-product separation problem. The 14 sequences
can be produced by combining these tasks together in
different ways, as illustrated in Figure 11.21. Thus, instead
of carrying out 56 column sizing and costing calculations,
only 20 need to be carried out and then combined in
different ways to be able to evaluate all possible sequences
of simple columns. In Figure 11.22, the direct indirect
sequences are shown for illustration, but all sequences can
be generated by the appropriate combination of tasks.

For complex columns, tasks can be combined together to
produce hybrid tasks, as shown in Figure 11.2319. A hybrid
task can then be evolved for different complex column
arrangements, depending on whether the hybrid involves
a direct or indirect sequence combination.

Before a task or hybrid task can be modeled, the
material balance and the pressure of the operation must
first be specified. To specify the material balance, a matrix
of product recoveries can be specified as illustrated in
Figure 11.24. This example involves six components and
three products. Components are arranged in order of their
volatility. It follows that components in a product must all
be adjacent, and a component can only distribute between
adjacent products. Also, the lightest component of Product
(i + 1) must be heavier than the lightest component in
Product i and the heaviest component of Product (i + 1)
must be heavier than the heaviest component of Product i.
In this way, the material balance for each of the tasks and
hybrid tasks can be specified.

However, before sizing and costing calculations can
be carried out, the pressure must be also specified.
Pressure is a critically important optimization variable, and
the appropriate pressure is not known until optimization
calculations have been carried out. If the pressure is allowed

A/BCDE A/BCDA A/BC A/B

AB/CDE AB/CDA AB/C B/C

ABC/DE ABC/DB B/CD C/D

ABCD/E B/CDEB BC/D D/E

BC/DEC C/DE

BCD/EC CD/E

Sequences
1 A/BCDE B/CDE C/DE D/E

2 A/BCDE B/CDE CD/E C/D

3 A/BCDE BC/DE B/C D/E

4 A/BCDE BCD/E BC/D B/C

5 A/BCDE BCD/E BC/D B/C

6 AB/CDE C/DE A/B D/E

7 AB/CDE CD/E A/B C/D

8 ABC/DE A/BC B/C D/E

9 ABC/DE AB/C B/C D/E

10 ABCD/E A/BCD B/CD C/D

11 ABCD/E A/BCD BC/D B/C

12 ABCD/E AB/CD A/B C/D

13 ABCD/E ABC/D A/BC B/C

14 ABCD/E ABC/D AB/C A/B

(a)  14 sequences of 4 simple columns each can separate
      a five product system.

(b)  20 different tasks are used in the 14 sequences.

Tasks

Figure 11.21 A limited number of tasks are required to perform a given separation.
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Figure 11.22 Superstructure for distillation sequence for a four-product mixture based on task representation.

A

A
B

C
D

A
B
C

D

B

C
D

B
C

D

A

B
C

A
B

C

C

D

B

C

A

B

B
C
D

B

C

B

C

D D
Prefractionator Partition

Column

D

B
C

Side-rectifier

D

B

C

Liquid Side-
draw Column

C

A

B

Side-stripper

A

B

A

B

C C

Prefractionator Partition
Column

A

B

C

Vapor Side-
draw Column
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Component Recovery to Products

Product A Product B Product C

1 1.0 0 0

2 00.2 0.80

3 0.05 0.95 0

4 0

0

0

0.5 0.5

5 0 1

6 0 1

Figure 11.24 A typical product recovery matrix.

to vary continuously during the optimization, then nonlinear
optimization will have to be carried out as the sizing and

costing equations are nonlinear. However, it is desirable to
avoid nonlinear optimization if at all possible. Instead, the
pressure of each task and each hybrid task can be chosen
to operate only at discrete pressures. But how can the
appropriate discrete pressures be chosen? This can be done
either from the condenser or the reboiler of the columns
in the task or hybrid task. For example, suppose that a
distillation is being carried out in which one of three levels
of steam is to be chosen for the reboiler. Three discrete
pressures would be chosen such that the temperature of the
reboiler (the dew point of the vapor leaving the reboiler)
was some reasonable temperature difference below the
temperature of the steam at each level. In another case,
there might be a low-temperature distillation in which the
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Figure 11.25 Complex column arrangements for the separation of alkanes from Example 11.4.

condensers of the columns could operate against one of six
different levels of refrigeration or cooling water, depending
on the pressure chosen. In this case, there would be seven
discrete operating pressures fixed such that the condenser
duty was a reasonable temperature difference above the
temperature of the cooling utility.

To carry out the optimization, the overall material balance
is first specified via the product recovery matrix. Because
of the task representation, it is possible to evaluate each
task independently from the performance of the upstream
or downstream tasks. The product streams are known
prior to the optimization of the superstructure. Each task
(simple column) or hybrid task (complex column) can be
evaluated by designing and costing using either shortcut
calculations (described in Chapter 9 for simple columns
and earlier this chapter for complex columns) or using
detailed simulation and costing calculations. Although the
approach commonly uses shortcut calculations, such as
the Fenske–Underwood–Gilliland approach, the approach
is not restricted to use shortcut methods. Each task and
hybrid task is evaluated at the appropriate discrete pressure
levels. Having evaluated each of the columns and complex
columns at the appropriate pressures, they can be combined
together in feasible combinations to produce sequences and
the optimum arrangement chosen. This can be done using
mixed integer linear programming (MILP). Constraints
are imposed on the objective function to maintain mass
balances. Integer constraints can be used to control the
complexity of the design by restricting structural options,
such as the number of thermally coupled columns allowed
in the sequence.

It is important to note that in formulating the problem
in this way, it is a linear formulation, guaranteeing (within
the bounds of the assumptions made) a global optimum
solution. The potential problems associated with nonlinear
optimization have been avoided. Even though the models
are nonlinear, the problems associated with nonlinear
optimization have been avoided. The approach can use
either shortcut models or detailed models and the linearity
of the optimization is maintained.

Example 11.4 The mixture of alkanes given in Table 11.2 is to
be separated into relatively pure products. Using the Underwood

Equations, determine sequences of simple and complex columns
that minimize the overall vapor load. The recoveries will be
assumed to be 100%. Assume the actual to minimum reflux ratio
to be 1.1 and all the columns, with the exception of thermal
coupling and prefractionator links, are fed with saturated liquid.
Neglect pressure drop through columns. Relative volatilities can
be calculated from the Peng–Robinson Equation of State with
interaction parameters set to zero. Pressures are allowed to vary
through the sequence with relative volatilities recalculated on
the basis of the feed composition for each column. Pressures of
each column are allowed to vary to a minimum such that the
bubble point of the overhead product is 10◦C above the cooling
water return temperature of 35◦C (i.e. 45◦C) or a minimum of
atmospheric pressure.

Solution Figure 11.25 shows three sequences that reduce the
vapor load compared with the best sequence of simple columns.
The performance of the three sequences is effectively the same,
given the assumptions made for the calculations. The total vapor
load is around 10% lower than that the best sequence of simple
columns from Table 11.5. The differences between networks of
simple and complex column in terms of the vapor load vary
according to the problem and can be much larger than the result
in this example.

11.9 DISTILLATION SEQUENCING –
SUMMARY

The best few non-heat-integrated sequences can be identi-
fied most simply using the total vapor load as a criterion. If
this is not satisfactory, then the alternative sequences can
be sized and costed using shortcut techniques.

Complex column arrangements, such as the prefractiona-
tor and thermally coupled arrangements, offer large poten-
tial savings in energy compared to sequences of simple
columns. Partitioned columns (or dividing-wall columns)
also offer large potential savings in capital cost. However,
caution should be exercised in fixing the design at this stage,
as the optimum sequence can change later in the design
once heat integration is considered.

Crude oil distillation is carried out in a complex
column sequence in which live steam is injected into the
separation to provide the heat required and to reduce the
partial pressure of the components to be distilled. The
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design most often used is the equivalent of the partially
thermally coupled indirect sequence. However, other design
configurations can also be used.

The design of sequences of simple and complex columns
can be carried out on the basis of the optimization of
a superstructure. The overall separation problem is first
decomposed into tasks. Combining tasks together allows
sequences of simple distillation columns to be constructed.
This can be extended to include complex columns by
combining tasks to produce hybrid tasks that can be sized
and costed as complex columns. The pressure of each task
and each hybrid task can be fixed to operate only at discrete
pressures. The discrete pressures are dictated at this stage
in the design by the temperatures of either the available
heating or cooling utilities.

11.10 EXERCISES

1. Table 11.9 shows the composition of a four-component mixture
to be separated by distillation. The K-values for each
component at the bubble point temperature of this mixture
are given. The liquid- and vapor-phase mixtures of these

Table 11.9 Data for four-component mixture to be separated.

Component Mole fraction
in feed

K-value Normal boiling
point (◦C)

n-Pentane 0.05 3.726 36.3
n-Hexane 0.30 1.5373 69.0
n-Heptane 0.45 0.6571 98.47
n-Octane 0.20 0.284 125.7
Total flow rate

(kmol·h−1)
150

Feed

Column 1 Rmin = 1.406

Column 3

Column 2 Rmin = 4.092

Rmin = 0.946

Pentane

Hexane

Heptane

Octane

A

B

C

D

A

B

C

D

Figure 11.26 Sequence of simple distillation columns.

components may be assumed to behave ideally. Figure 11.26
shows a sequence that has been proposed to separate the
mixture shown in Table 11.9 into pure component products.
The minimum reflux ratio for each column in this sequence is
shown. The feed and all distillation products may be assumed
to be liquids at their bubble point temperatures.
(a) Calculate the flowrates and composition of all streams

shown in Figure 11.26. Assume that the recovery of
the light and heavy key components in each column
is complete.

(b) Calculate the vapor load (the total flow of vapor produced
in all reboilers in the sequence) for this sequence assuming
a ratio of actual to minimum reflux ratio of 1:1.

2. Apply the heuristics for the sequencing of simple distillation
columns to the problem in Table 11.9. Is the sequence shown
in Figure 11.26 likely to be a good or bad sequence based on
the heuristics?

Table 11.10 Heuristics for separating a mixture of components
A, B and C using complex distillation columns. Component A is
the most volatile and Component C is the least volatile7.

Complex column Heuristic for using columns

Sidestream column
(sidestream below feed)

B > 50% of feed, C < 5% of
feed; αBC >> αAB

Sidestream column
(sidestream above feed)

B > 50% of feed, A < 5% of
feed; αAB >> αBC

Side-rectifier B > 30% of feed; less C than
A in the feed

Side-stripper B > 30% of feed; less A than
C in the feed

Prefractionator arrangement Fraction of B in feed is large;
αAB is similar to αBC

3. Table 11.10 presents some heuristics for using complex
distillation columns to separate a ternary mixture into its pure
component products. On the basis of these heuristics and those
for simple columns, suggest two sequences containing complex
columns that can be used to separate the mixture described in
Table 11.9 into relatively pure products.

4. A mixture of 100 kmol·h−1 of benzene (B), toluene (T ) and
xylenes (X) with a feed composition xB = 0.3, xT = 0.15
and xx = 0.55 is to be separated in an indirect sequence of
distillation columns. Assume 99% recovery of the light key
overheads and heavy key in the bottom of each column.
(a) Calculate the flowrate and composition of the distillate of

the first column.
(b) The first column has a partial condenser and the com-

position of the liquid leaving the partial condenser is
xB = 0.429, xT = 0.524 and xx = 0.047. Calculate the
flowrate of the vapor entering the partial condenser and
flowrate of liquid leaving, assuming Rmin = 0.97 and the
ratio of actual to minimum reflux is 1.1.

(c) The pair of columns to be thermally coupled. Estimate
the flowrate and composition of the vapor feed to the
downstream column and the liquid side-draw from the
downstream column.
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Propane

1

10

23

P = 12.1 bar

P = 3.5 bar
T = 34 °C

1

19

40

P = 8 bar
T = 83 °C

P = 4.1 bar
T = 95 °C

Depropaniser Debutaniser

C5 + (gasoline)
192 kmol·h−1

Deisobutaniser

P = 5.50 bar
T = 55 °C

1

38

92

Isobutane
103 kmol·h−1

P = 4.40 bar
T = 33 °C

n-Butane
305 kmol·h−1

3190 kW
6970 kW

Figure 11.27 Existing arrangement of columns for the separation of light hydrocarbons (From Lestak F and Collins C, 1997, Chem
Engg, July: 72, reproduced by permission.)

(d) The thermally coupled downstream column is to be
modeled by the Underwood Equations. Determine the
flowrate and composition of the net overhead product.

(e) Set up the Underwood Equations for the downstream
column.

5. Figure 11.27 shows an existing distillation arrangement for
the separation of light hydrocarbons20. The system is to be
retrofitted to reduce its energy consumption by changing to
a complex distillation arrangement. As much of the existing
equipment as possible is to be retained.
(a) If two of the three columns are to be transformed into a

complex column arrangement, which two columns would
be the most appropriate ones to merge?

(b) Devise a number of complex column arrangements involv-
ing merging of two of the existing columns that reuse the
existing column shells and are likely to bring a significant
reduction in the energy consumption.

6. Develop a network superstructure for the separation of a
mixture of five components (A-B-C-D-E ) into relatively pure
products using simple tasks.

7. Vapor flowrate in kmol·h−1 for each task for the separation of
a four-component mixture are:

A/BCD 100 B/CD 90 A/B 70
AB/CD 120 BC/D 250 B/C 100
ABC/D 240 A/BC 130 C/D 220

AB/C 140

Determine the best distillation sequence for minimum total
vapor flowrate.

8. Derive a mixed integer model for the problem in Exercise 7 to
determine the best sequence for the minimum vapor flowrate.
(a) Develop task-based network superstructure for the mixture

ABCD.
(b) Write logic constraints for the selection of tasks. For

example, if Task 4 is selected, then Task 8 must also
be selected, but Task 8 can be selected even if Task 4
is not selected.

(c) Assign a binary variable (yi) for each task and trans-
late these constraints into mathematical constraints. For
example, if Task 4 is selected (y4 = 1), then Task 8 is also

selected (y8 = 1), but if Task 4 is not selected (y4 = 0),
then Task 8 may or may not be selected (y8 = 0 or 1),
therefore (y4−y8) � 0.

(d) Write an objective function for vapor load in terms of the
binary variables.
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12 Distillation Sequencing for Azeotropic Distillation

12.1 AZEOTROPIC SYSTEMS

In Chapter 11, the distillation sequence for the separation
of homogeneous liquid mixtures into a number of products
was considered. The mixtures considered in Chapter 11 did
not involve the kind of highly nonideal vapor–liquid equi-
librium behavior discussed in Chapter 4 that would result
in azeotropic behavior or two-liquid phase separations. If
a multicomponent mixture needs to be separated, in which
some of the components form azeotropes, the mixture is
often separated to isolate the azeotropic-forming compo-
nents and then the azeotropic system (or systems) separated
in the absence of other components. Thus, for the original
mixture, the separation of the various components could
be performed as addressed in Chapter 11, but treating the
azeotrope-forming components as if they were a single
pseudocomponent. However, caution should be exercised
when following such an approach as it will not always
lead to the best solution. Complex interactions can occur
between components, and the presence of components other
than those involved with the azeotrope can sometimes make
the azeotropic separation easier. Indeed, if a mass separa-
tion agent is used to achieve the separation, it is preferable
to use a component that already exists in the process.

In many cases, the azeotropic behavior is between
two components, involving binary azeotropes. In other
cases, azeotropes can involve more than two components,
involving multicomponent azeotropes.

The problem with azeotropic behavior is that, for highly
nonideal mixtures, at a specific composition, a constant
boiling mixture can form that has the same composition
for the vapor and liquid at an intermediate composition
away from the required product purity. This depends on the
vapor–liquid equilibrium physical properties. Distillation
can thus be used to separate to a composition approaching
the azeotropic composition, but the azeotropic composition
cannot be approached closely in a finite number of
distillation stages, and the composition cannot be crossed,
even with an infinite number of stages. Thus, if the light and
heavy key components form an azeotrope, then something
more sophisticated than simple distillation is required. If a
mixture that forms an azeotrope is to be separated using
distillation, then the vapor–liquid equilibrium behavior
must somehow be changed to allow the azeotrope to be
crossed. There are three ways in which this can be achieved.

Chemical Process Design and Integration R. Smith
 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

1. Change in pressure. The first option to consider when
separating a mixture that forms an azeotrope is exploit-
ing change in azeotropic composition with pressure. If
the composition of the azeotrope is sensitive to pres-
sure and it is possible to operate the distillation over a
range of pressures without any material decomposition
occurring, then this property can be used to carry out
a separation. A change in azeotropic composition of at
least 5% with a change in pressure is usually required1.

2. Add an entrainer to the distillation. A mass separation
agent, known as an entrainer, can be added to the
distillation. The separation becomes possible because
the entrainer interacts more strongly with one of the
azeotrope-forming components than the other. This can
in turn alter in a favorable way the relative volatility
between the key components.

3. Use a membrane. If a semipermeable membrane is
placed between the vapor and liquid phases, it can alter
the vapor–liquid equilibrium and allow the separation to
be achieved. This technique is known as pervaporation
and was discussed in Chapter 10.

12.2 CHANGE IN PRESSURE

The first option to consider when separating an azeotropic
mixture is exploiting change in azeotropic composition
with pressure. Azeotropes are often insensitive to change
in pressure. However, if the composition of the azeotrope
is sensitive to pressure and it is possible to operate
the distillation over a range of pressures without any
decomposition of material occurring, then this property can
be used to carry out a separation. A change in azeotropic
composition of at least 5% with a change in pressure is
usually required1.

Figure 12.1a shows the temperature-composition dia-
gram for a mixture that forms a minimum-boiling azeotrope
and is sensitive to change in pressure1. This mixture can
be separated using two columns operating at different pres-
sures, as shown in Figure 12.1b. Feed with composition
f1 is fed to the high-pressure column. The bottom prod-
uct from this high-pressure column b1 is relatively pure
B, whereas the overhead product d1 approaches the high-
pressure azeotropic composition. This distillate d1 is fed to
the low-pressure column as f2. The low-pressure column
produces a bottom product b2 that is relatively pure A and
an overhead product d2 that approaches the high-pressure
azeotropic composition. This distillate d2 is recycled to the
high-pressure column.
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P1

P2

b1

b2

b2b1

f2

f2

f1

f1

d2

d2

d1

d1

T

AB

B A

Low-
pressure
Column P2High-pressure

Column P1

(a)

(b)

Figure 12.1 Separation of minimum-boiling azeotrope by pres-
sure change.

Figure 12.2a shows the temperature-composition dia-
gram for a mixture that forms a maximum-boiling azeotrope
and is sensitive to change in pressure1. Again, this mixture
can be separated using two columns operating at different
pressures, as shown in Figure 12.2b. Feed with composition
f1 is fed to the high-pressure column. The overhead prod-
uct from this high-pressure column d1 is relatively pure
A, whereas the bottom product b1 approaches the high-
pressure azeotropic composition. This bottom product b1

is fed to the low-pressure column as f2. The low-pressure
column produces an overhead product d2 that is relatively
pure B and a bottom product b2 that approaches the low-
pressure azeotropic composition. This bottom product b2 is
recycled to the high-pressure column.

The problem with using a pressure change is that the
smaller the change in azeotropic composition, the larger
is the recycle in Figures 12.1b and 12.2b. A large recycle
means a high energy consumption and high capital cost for
the columns, resulting from large feeds to the columns.

If the azeotrope is not sensitive to changes in pressure,
then an entrainer can be added to the distillation to
alter in a favorable way the relative volatility of the
key components. Before the separation of an azeotropic
mixture using an entrainer is considered, the representation
of azeotropic distillation in ternary diagrams needs to be
introduced.

T

AB

b1

b2

f2

f1

d2

d1

P1

P2

High-
pressure
Column P1

Low-
pressure
Column P2

d1

f2f1

d2

b1 b2

BA

(a)

(b)

Figure 12.2 Separation of a maximum-boiling azeotrope by
pressure change.

12.3 REPRESENTATION OF
AZEOTROPIC DISTILLATION

To gain conceptual understanding of the separation of such
systems, they can be represented graphically on triangular
diagrams2. Figure 12.3 shows a triangular diagram for three
components, A, B and C. Different forms of triangular dia-
grams can be used, such as equilateral triangular and right-
triangular3. The principles are the same for each form of
triangular diagram, and the form of diagram used is only a
matter of preference. Here, the right-triangular diagram will
be adopted, as illustrated in Figure 12.3. The three edges of
the triangle represent A–B, A–C and B–C mixtures. Any-
where within the triangle represents an A–B–C mixture.
An example is shown in Figure 12.3 involving a mixture
with mole fraction of A = 0.4, B = 0.4 and C = 0.2. The
location of the mixture is at the intersection of a horizontal
line corresponding with A = 0.4 from the axis on the A–B
edge of the triangle with a vertical line corresponding with
C = 0.2 from the axis on the B–C edge of the triangle.
The concentration of B is not read from any scale but is
obtained by difference and is 0.4. Lines of constant mole
fraction of B run parallel with the AC edge of the triangle.

First, consider the representation of a mixer on the
triangular diagram3. Figure 12.4a shows a mixer for two
streams P and R producing a mixed product Q. An overall
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Figure 12.3 The triangular diagram.
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Figure 12.4 The Lever Rule.

mass balance gives:

mQ = mP + mR (12.1)

A mass balance on Component A gives:

mQxA,Q = mP xA,P + mRxA,R (12.2)

A mass balance on Component C gives:

mQxC,Q = mP xC,P + mRxC,R (12.3)

Substituting mQ from Equation 12.1 into Equation 12.2
gives:

mR

mP

= xA,P − xA,Q

xA,Q − xA,R

(12.4)

Substituting mQ from Equation 12.1 into Equation 12.3
gives:

mR

mP

= xC,Q − xC,P

xC,R − xC,Q

(12.5)

Equating 12.4 and 12.5 gives:

xA,P − xA,Q

xA,Q − xA,R

= xC,Q − xC,P

xC,R − xC,Q

(12.6)

Equation 12.6 was developed purely from mass balance
arguments, without any reference to triangular diagrams.
Thus, point Q must be located in a triangular diagram so
that Equation 12.6 is satisfied. If Q lies on a straight line
between P and R as shown in Figure 12.4b, the triangles
PQT and QRS in Figure 12.4b are similar triangles from
geometry, and from the properties of similar triangles
Equation 12.6 is satisfied. Had Q not been on a straight
line between P and R, at say Q′ in Figure 12.4b, the
corresponding triangles would not have been similar, and
Equation 12.6 would not have been satisfied. Thus, the
composition of the mixture Q from Figure 12.4a when
represented in a triangular diagram must lie on a straight
line between the compositions of the two feeds to the mixer.
From Figure 12.4b:

xAP − xAQ

xAQ − xAR

= PQ

QR
= xCQ − xCP

xCR − xCQ

(12.7)

Substituting Equation 12.7 in Equations 12.4 and 12.5gives

mR

mP

= PQ

QR
(12.8)

Equation 12.8 indicates that the ratio of molar flowrates
of two streams being mixed are given by the ratio of the
opposite line segments on a straight line, when represented
in a triangular diagram3. As with the relationship developed
in Chapter 9 for a single vapor–liquid equilibrium stage,
this is again known as the Lever Rule from the analogy
with a mechanical level and fulcrum.

Figure 12.5a shows again a mixer and how the mixed
stream lies on a straight line between the two streams being
mixed at a point, located by the Lever Rule. Figure 12.5b
shows a distillation column represented on the triangular
diagram. The representation is basically the same, as
distillation columns are basically reverse mixers. The feed
distillate and bottoms compositions all lie on a straight line
with the relative distances again dictated by the Lever Rule.

Figure 12.6a now shows a sequence of two distillation
columns represented on a triangular diagram. The separa-
tion is assumed to be straightforward with no azeotropes
forming in this case. In Figure 12.6a, Component A is the
most volatile, and Component C the least volatile. A mix-
ture of A, B and C at Point F is first separated into pure
A and a B–C mixture, as represented by the intersection
of a line between pure A, F and the B–C edge of the tri-
angle in Figure 12.6a. This B–C mixture is then separated
in a second distillation column to produce pure B and C.
Again, the relative flowrates are dictated by the Lever Rule.
Figure 12.6b shows a slightly more complex arrangement
that involves a recycle and a mixer. The feed mixture F is a
mixture of A and B. This mixes with pure C to form feed F ′
that forms the feed to the first column. F ′ is now therefore a
mixture of A, B and C. This is separated in the first column
into pure A overhead and bottoms product of B–C. In the
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Figure 12.5 Mixers and separators on the triangular diagram.
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Figure 12.6 Representation of distillation systems on triangular diagrams.

second column, B and C are separated into pure products,
with the C being recycled to mix with the original feed F .

12.4 DISTILLATION AT TOTAL REFLUX
CONDITIONS

Like conventional distillation, when studying azeotropic
distillation, it is helpful to consider the two limiting cases
of distillation under total reflux conditions and minimum
reflux conditions2. Consider distillation at total reflux. Both
staged columns and packed columns need to be considered
at total reflux. Consider first staged distillation columns at
total reflux conditions. The stripping section of a staged dis-
tillation column under total reflux conditions is illustrated
in Figure 9.14.

In Chapter 9, a relationship was developed for total reflux
conditions at any Stage n:

yi,n = xi,n−1 (9.27)

Starting from an assumed bottoms composition, the liquid
entering and vapor leaving the reboiler are the same at total
reflux conditions. This is the same as the vapor entering and
liquid leaving the bottom stage. Knowing the composition
of the liquid leaving the bottom stage, the composition
of the vapor leaving the bottom stage can be calculated
from vapor–liquid equilibrium (see Chapter 4). Then, from
Equation 9.27 the composition of the liquid entering the
bottom stage is equal to the composition of the vapor
leaving the bottom stage at total reflux conditions. Now,

knowing the composition of the liquid leaving the second
from bottom stage, the composition of the vapor leaving
the second from bottom stage can be calculated from
vapor–liquid equilibrium. Applying Equation 9.27 then
allows the composition of the liquid leaving the third stage
from bottom to be calculated, and so on up the column. In
stepping up the column, the pressure is usually assumed to
be constant. If the liquid composition at each stage is plotted
on a triangular diagram, a distillation line is obtained4. The
distillation line is unique for any given ternary mixture and
depends only on vapor–liquid equilibrium data, pressure
and the composition of the starting point. Repeating this
for different assumed bottoms compositions allows us to
plot a distillation line map, as illustrated in Figure 12.75,6.
The distillation line map in Figure 12.7a involves a simple
system with no azeotropes. Distillation lines in a distillation
line map can never cross each other, otherwise vapor–liquid
equilibrium would not be unique for the system. The
points on the distillation lines represent the discrete liquid
compositions at each stage in a staged column. The tie lines
between the points have no real physical significance, as the
changes in a staged column are discrete from stage to stage.
The tie lines between the points simply help clarify the
overall picture. Arrows can also be assigned to the tie lines
to assist in the interpretation of the diagram. Here, arrows
will be assigned in the direction of increasing temperature.

A more complex distillation line map is shown in
Figure 12.7b. This involves two binary azeotropes. The
closeness of the dots on a distillation line is indicative of the
difficulty of separation. As an azeotrope is approached, the
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Figure 12.7 Distillation line maps.

points become closer together, indicating a smaller change
in composition from stage to stage.

The distillation lines in the distillation line map were in
this case developed by carrying out a balance around the
bottom of the column, as indicated in Figure 9.13. Equally
well, the distillation line could have been developed by
drawing an envelope around the top of the column at total
reflux, and the calculation developed down the column in
the direction of increasing temperature.

The distillation lines in Figure 12.7 show the change in
composition through a staged column at total reflux. The
analogous principle for the packed column at total reflux
could also be developed7. To begin, consider the mass
balance around the rectifying section of a staged column,
this time not at total reflux, as illustrated in Figure 12.8a. To
simplify the development of the equations, constant molar
overflow will be assumed. A mass balance around the top
of the column for Component i gives:

Vyi,n+1 = Lxi,n + Dxi,D (12.9)

Also, by definition of the reflux ratio R:

L = RD (12.10)

An overall balance around the top of the column gives:

V = (R + 1)D (12.11)

Combining Equations 12.9 to 12.11 gives:

yi,n+1 = Rxi,n

R + 1
+ xi,D

R + 1
(12.12)

Then carrying out a balance across Stage n for Component
i, as illustrated in Figure 12.8b gives:

Lxi,n−1 + Vyi,n+1 = Lxi,n + Vyi,n (12.13)

Rearranging Equation 12.13 gives:

xi,n − xi,n−1 = V

L
(yi,n+1 − yi,n)

= R + 1

R
(yi,n+1 − yi,n) (12.14)

Vyi,n+1

Vyi,n+1

Lxi,n

Lxi,n

n

Dxi,D
L = RD

n

Lxi,n − 1Vyi,n

(a) Mass balance around rectifying
     section.

(b) Mass balance around Stage n.

Figure 12.8 Mass balances for rectifying section at finite reflux conditions.
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Now combining Equations 12.12 and 12.14 gives:

xi,n − xi,n−1 = xi,n + xi,D

R
− (R + 1)yi,n

R
(12.15)

Equation 12.15 is a difference equation that, for small
changes, can be approximated by a differential equation:

dxi

dh
= xi + xi

R
− (R + 1)yi

R
(12.16)

where h = dimensionless height in a packed column
Equation 12.16 can be considered to represent the change

of concentration with height within a packed column, in
which change in composition is continuous. At total reflux,
R = ∞ and Equation 12.16 simplifies to:

dxi

dh
= xi − yi (12.17)

Substituting the vapor–liquid equilibrium K-value:

dxi

dh
= xi(1 − Ki) (12.18)

This equation can be integrated at constant pressure from an
initial composition xi,0 through the dimensionless height h.
However, the integration must be carried out numerically.
Since Ki is a function of xi , Equation 12.18 is nonlinear.
Also, the equations for the individual components are
coupled. Hence, the integration must be carried out
numerically, typically using a fourth-order Runge–Kutta
integration technique7.

Equations 12.17 and 12.18 for packed columns at total
reflux could also have been developed by considering a
mass balance around the bottom of the column. The same
result would have been obtained.

Equation 12.18 allows us to predict the concentration
profile through a packed column operating at total reflux
conditions. The resulting profile is known as a residue
curve, since they were first developed by considering the
batch vaporization of a mixture through time8,9. Such

batch vaporization is often termed simple distillation. An
analysis of a simple distillation process results in the
same form of expression as Equations 12.17 and 12.188.
However, in the case of simple distillation, the expressions
feature dimensionless time instead of the dimensionless
packing height. The significance of the residue curve in
simple distillation is therefore a plot of the residual liquid
composition through time as material is vaporized, hence
the name residue curve. The arrows assigned to residue
curves then follow increasing time as well as temperature.
Within the present context, the interpretation of the residue
curve as change of composition through height in a packed
column at total reflux conditions is more useful. The residue
curve is unique for any given ternary mixture and depends
only on vapor–liquid equilibrium data, pressure and the
composition of the starting point.

Given a number of different starting points, a number
of residue curves can be plotted on the same triangular
diagram, giving a residue curve map10. Figure 12.9a shows
a residue curve map that does not exhibit any azeotropes.
Residue curves in a residue curve map can never cross
each other, otherwise vapor–liquid equilibrium would not
be unique for the system. Unlike distillation lines, residue
curves are continuous. Arrows can again be assigned to
help in the interpretation. Here, the arrows will be assigned
in the direction of increasing temperature. A slightly more
complex residue curve map is shown in Figure 12.9b. This
residue curve shows a binary minimum-boiling azeotrope
between the light and intermediate-boiling components.
An even more complex residue curve map is shown in
Figure 12.10. This has binary azeotropes between each of
the three components. It also has a ternary minimum-boiling
azeotrope involving all three components.

Figure 12.11 superimposes distillation lines and residue
curves for the same ternary systems. Figure 12.11a shows
the system n-pentane, n-hexane and n-heptane, which is
a relatively wide boiling mixture. It can be observed in
Figure 12.11a that there are significant differences between
the paths of the distillation lines and the residue curves. By
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I = Intermediate-boiling component
H = Heavy component

Temperature increases 
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(a) Residue curve map without azeotropes. (b) Residue curve map with one azeotrope.

Figure 12.9 Residue curve maps.
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Figure 12.10 A residue curve map with three binary azeotropes
and one ternary azeotrope.

contrast, the ternary system ethanol, isopropanol and water
shown in Figure 12.11b is a more close-boiling mixture.

This time, the distillation lines and residue curves follow
each other fairly closely because the difficult separation
means that the changes from stage to stage in a staged
column become smaller and approach the continuous
changes in a packed column. It is important to note
that distillation lines and residue curves have the same
properties at fixed points (when the distillation lines and
residue curves converge to a pure product or an azeotrope).

Both distillation lines and residue curves can be used to
make an initial assessment of the feasibility of an azeotropic
separation at high reflux rates. Both will give a similar
picture. Figure 12.12a shows a residue curve map involving
a binary azeotrope between the light and intermediate-
boiling components. Also shown in Figure 12.12a are two
suggested distillation separations drawn as straight lines.
At total reflux, for a packed column to be feasible, both
the distillate and bottoms product should be located on the
same residue curve, as well as the feed and products being
located on the same straight line. The upper separation
in Figure 12.12a shows this to be the case and might in
principle be expected to be feasible. The lower separation
in Figure 12.12a shows a separation in which the products
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Figure 12.12 Residue curves give an indication of what separations are likely to be feasible.
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(b) Residue curves in which the final compositions
      are different divide the map into different regions.

Figure 12.13 The residue curve maps can be divided into regions by distillation boundaries.

do not quite lie on the same residue curve. However, total
reflux will not be used in the final design and there may be
slight changes to the feed and product specifications. All
that can be determined from the two separations shown
in Figure 12.12a is that they are likely to be feasible.
However, there is no guarantee of this. Later, more rigorous
assessment of the feasibility of an individual column will
be considered. By contrast, two different separations are
shown for the same residue curve map in Figure 12.12b.
This time, the suggested separations run across the residue
curves. In this case, the separations will not be feasible.

Another important feature of residue curve maps (and
distillation line maps) is illustrated in Figure 12.13. The
residue curve map in Figure 12.13a shows two binary
azeotropes. Starting anywhere in the residue curve map
will always terminate at the same point, in this case
at the binary azeotrope between the intermediate-boiling
and heavy components in Figure 12.13a. The residue
curve map in Figure 12.13b shows a quite different
behavior. Again, there are two binary azeotropes. This
time, however, the residue curve map can be divided into
two distinct distillation regions separated by a distillation
boundary10,11. Starting at any point to the left of the
distillation boundary in Figure 12.13b will always terminate
at the intermediate-boiling component. Starting anywhere
to the right of the distillation boundary will always
terminate at the heavy boiling component. The residue
curve connecting the two azeotropes divides the residue
curve map into two distinct regions. The significance
of this is critical. Starting with a composition anywhere
in Region I in Figure 12.13b, a composition in Region
II cannot be accessed, and vice versa. This means that
distillation problems involving distillation boundaries are
likely to be extremely problematic. For more complex
systems, the residue curve map can be divided into
more than two regions. For example, referring back to
Figure 12.10, this residue curve map is divided into three

regions. The three distillation boundaries are created by the
residue curves connecting the binary azeotropes with the
ternary azeotrope.

Distillation line maps also exhibit distillation boundaries.
For example, referring back to Figure 12.7b, this is divided
into two regions. The boundary is formed by the distillation
line connecting the two binary azeotropes. The boundary
for a residue curve on the system in Figure 12.7b would
start and end at the same point but might follow a
slightly different path because the residue curve follows
a continuous profile rather than the discrete profile of the
distillation line boundary in Figure 12.7b. Figure 12.11b
also has two regions. The distillation lines and residue
curves are superimposed in Figure 12.11b, and it can be
seen that the distillation line and residue curve distillation
boundaries follow each other closely in this case.

12.5 DISTILLATION AT MINIMUM
REFLUX CONDITIONS

So far, only the limiting case of total reflux condition has
been investigated in developing distillation lines and residue
curves for staged and packed columns. The other limiting
condition of minimum reflux will now be explored2,12.
Consider the rectifying section of a column as illustrated
in Figure 12.14a. This is operating at minimum reflux, as
there is a pinch in the column in which the changes in
composition are incrementally small. This could either be
an incrementally small change from stage to stage in a
staged column or an incrementally small change with height
in a packed column. A mass balance around the top of
the column indicates that the liquid composition leaving
the top section of the column, the liquid composition
of the distillate and the vapor composition of the vapor
entering the top section must all be on a straight line
on a triangular diagram, as illustrated in Figure 12.14b.
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(a) Rectifying section of column under
      minimum reflux conditions.

Residue
Curve

xi (h)

xi (h + ∆h)

(b) The tangent to the residue curve must pass through the
      distillate composition at minimum reflux conditions.
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Figure 12.14 The minimum reflux condition can be identified from the tangent to the residue curve.

Also, at a pinch condition the change in composition is
incremental. For an incremental change in composition with
height in the residue curve, as illustrated in Figure 12.14b,
both incremental points of the pinch must be on the residue
curve, and an incremental change defines the line to be
a tangent to the residue curve12. Thus, it follows that the
tangent to the residue curve at a pinch point xi must pass
through the distillate composition xi,D . This principle gives
a very simple way to follow the path of pinch conditions
for any given distillate composition. Figure 12.15 shows a
distillate composition D and a series of tangents drawn to
the residue curves. The locus of points joining the tangents
to the residue curves defines the pinch point curve12. The
same principle can also be applied to the bottom of the
column. The same pinch point curve applies to both staged
and packed columns, as by definition at a pinch condition
the changes are incrementally small.

Pinch Point Curve

L

I H

D

Figure 12.15 The locus of tangents to the residue curves gives
the pinch point curve.

12.6 DISTILLATION AT FINITE REFLUX
CONDITIONS

Consider again the column rectifying section shown in
Figure 12.8a at finite reflux conditions. Equation 12.12
relates the composition of passing vapor and liquid
streams at any stage, given the reflux ratio and distillate
composition. Specifying the distillate composition from
the rectifying section in Figure 12.8a allows the vapor
composition leaving the top stage of the distillation column
to be calculated from vapor–liquid equilibrium. This would
allow the composition of the vapor leaving the first stage
and the liquid composition entering the first stage (being
the same as the distillate composition) to be determined.
The liquid composition leaving the first stage will be at
equilibrium with the vapor composition leaving the first
stage. Thus, from a vapor–liquid equilibrium calculation,
the liquid leaving the first stage can be calculated from
the composition of the vapor leaving the first stage. The
composition of the vapor entering the first stage can
then be calculated from Equation 12.12. This is the vapor
leaving the second stage. Thus, the composition of the
liquid leaving the second stage can be calculated from
vapor–liquid equilibrium. The vapor entering the second
stage can then be calculated from Equation 12.12, and so on
down the column. In this way, the composition through the
rectifying section can be calculated by specifying the reflux
ratio and distillate composition, based on the assumption of
constant molar overflow13.

The corresponding mass balance can also be carried out
around the stripping section of a column, as illustrated in
Figure 12.16. A mass balance around the bottom of the
column for Component i gives:

Lxi,n−1 = Vyi,n + Bxi,B (12.19)

Also, by definition of the reboil ratio S:

V = SB (12.20)
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V = SB

Bxi,B

Lxi,n-1Vyi,n

n

Figure 12.16 Mass balance for the stripping section at finite
reflux conditions.

An overall balance around the bottom of the column gives:

L = (S + 1)B (12.21)

Combining Equations 12.19 to 12.21 gives:

xi,n−1 = Syi,n

S + 1
+ xi,B

S + 1
(12.22)

Equation 12.22 relates the compositions of vapor and liq-
uid streams passing each other in the stripping section
of a column. Equation 12.22 can be used together with
vapor–liquid equilibrium calculations to calculate a com-
position profile in the stripping section of the column,
similar to that of the rectifying section of the column as
described above. The calculation is started with an assumed
bottoms composition and Equation 12.22 applied repeat-
edly with vapor–liquid equilibrium calculations working
up the column.

Figure 12.17 shows a plot of section profiles developed
in this way13. Starting from an assumed distillate composi-
tion D, the calculation works down the column with a given
reflux ratio. Working down the column, the changes from
stage to stage gradually decrease as the lighter components

D Specified Reflux Ratio

Feed Stage Composition

Specified Reboil Ratio

B B′

Feasible Coproduct Infeasible Coproduct

Figure 12.17 Section profiles.

become depleted. The distillate section profile approaches
a pinch condition towards its termination. Also shown in
Figure 12.17 is a section profile for the stripping section
of a column. Starting at bottoms composition B with a
given reboil ratio, the section profile works up the column.
Towards the end of the section profile for the stripping
section, again the changes from stage to stage become
smaller as the section becomes depleted in the heavier
components and again approaches a pinch condition. The
section profiles starting from D and B in Figure 12.17
intersect each other before reaching a pinch conditions.
The intersection would correspond with the feed condition.
Figure 12.17 indicates that because the section profiles for
the rectifying and stripping sections intersect, these settings
would, in principle, lead to a feasible column.

Two issues should be noted. Firstly, the section pro-
files are actually discrete changes from stage to stage,
and strictly speaking the compositions of discrete points
corresponding with stages for the rectifying and stripping
sections need to intersect for feasibility. If the discrete
points do not intersect, then usually some small adjust-
ments to the product compositions, reflux ratio or reboil
ratio can be used to fine-tune for feasibility. Secondly, the
section profiles were developed by assuming constant molar
overflow, which is an approximation.

Also shown in Figure 12.17 is a section profile for a
stripping section starting at B ′. The stripping section profile
starting at B ′ follows a path different from the profile starting
at B and does not intersect the rectifying section profile. This
means that the combination of distillate compositions D and
B ′ could not lead to a feasible column design.

The intersection of section profiles as illustrated in
Figure 12.17 can be used to test the feasibility of given
product compositions and settings for the reflux ratio and
reboil ratio. However, the profiles would change as the
reflux ratio and reboil ratios change, and trial and error
will be required.

It should be noted that although the assumption of
constant molar overflow has been used here to develop the
section profiles, it is not difficult in principle to develop
rigorous profiles. A rigorous profile requires the material
and energy balances to be solved simultaneously. Thus, the
rigorous profile would step through the column one stage
at a time, solving the material and energy balance for each
stage, rather than just the material balance. Obviously, the
calculations become more complex.

Figure 12.18 shows a product composition for the system
chloroform, benzene and acetone with a series of section
profiles for the stripping section of a column starting from
bottoms composition B. For a defined product composition,
the section profiles can be projected for different settings of
the reboil ratio (or the reflux ratio for a rectifying section).
The reboil ratio is shown to gradually be increased from
S = 1 to S = 100. The profile changes according to the
setting of the reboil ratio. Each of the section profiles
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Figure 12.18 For a given bottoms composition, a range of section profiles can be generated by varying the reboil ratio. (From Castillo
F, Thong DY-C, Towler GP, 1998, Ind Eng Chem Res, 37: 987 reproduced by permission of the American Chemical Society).

terminates in a pinch condition. This shows that there is
a large area of the triangular diagram that can be accessed
from a starting composition B by a column stripping section
with the appropriate setting of the reboil ratio. However,
it would be convenient to determine the region of all
possible composition profiles for a given product without
having to plot all of the section profiles, as illustrated in
Figure 12.18.

The rectifying or stripping section of a column must
operate somewhere between total reflux and minimum
reflux conditions. The range of feasible operation of a
column section can thus be defined for a given product
composition. It can be seen in Figure 12.19 that these
section profiles are bounded for a stage column by the
distillation line and the pinch point curve. As noted
previously, the pinch point curve provides a minimum
reflux boundary for both staged and packed columns,

as by definition at a pinch condition the changes are
incrementally small.

Also shown in Figure 12.19 is the residue curve projected
from the same product composition. The area enclosed within
the residue curve and the pinch point curve thus provides
the feasible compositions that can be obtained by a packed
column section from a given product composition. For any
given product composition, the operation leaf of feasible
operation for a column section can be defined by plotting
the distillation line (or residue curve) and the pinch point
curve13,14. The column section must operate somewhere
between the total and minimum reflux conditions.

For the stripping and rectifying sections to become a
feasible column, the two operation leaves must overlap.
Figure 12.20 shows the system chloroform, benzene and
acetone. The operation leaf for a distillate composition D

intersects with the operation leaf for a bottoms composition

AcetoneBenzene

0
0 0.2 0.4 0.6 0.8 1

0.2

0.4

Packed Columns

Chloroform

Pinch Point Curve

Distillation Line (Boundary for Staged Columns)

Residue Curve (Boundary for Packed Columns)

Figure 12.19 The operation leaf is bounded by the distillation line or residue curve and the pinch point curve. (From Castillo F,
Thong DY-C, Towler GP, 1998, Ind Eng Chem Res, 37: 987 reproduced by permission of the American Chemical Society).
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necessary condition for feasible separation. (From Castillo F,
Thong DY-C, Towler GP, 1998, Ind Eng Chem Res, 37: 987
reproduced by permission of the American Chemical Society).

B1 in Figure 12.20. This means that there is some
combination of settings for the reflux ratio and reboil ratio
that will allow the section profiles to intersect and become a
feasible column design. By contrast, bottoms composition
B2 shows an operation leaf that does not intersect with
the operation leaf of distillate D. This means that the two
products D and B2 cannot be produced in the same column,
and the design is infeasible. No settings of reboil ratio
or reflux ratio can make the combination of B2 and D a
feasible design.

The operation leaves are particularly interesting for cases
when separations are not feasible at high reflux ratios but

can be feasible at lower reflux ratios. The reason that this
kind of behavior can happen will be discussed later.

12.7 DISTILLATION SEQUENCING
USING AN ENTRAINER

Consider the separation of a mixture containing mole
fraction acetone of 0.7 and mole fraction heptane of
0.3. This needs to be separated to produce pure acetone.
Unfortunately, there is an azeotrope between acetone and
heptane at a mole fraction of acetone of 0.95. Figure 12.21a
shows the mass balance for the separation of this mixture
into pure acetone and heptane using benzene as an entrainer.
The feed is first mixed with benzene. Figure 12.21a shows
three different mass balances corresponding with different
amounts of benzene being mixed with the feed, producing
feed mixtures at A, B and C in Figure 12.21a. From the
Lever Rule, Point A in Figure 12.21a mixes the largest
amount of benzene and Point C the lowest amount of
benzene. The first column C1 separates the ternary mixture
into pure heptane and a mixture of acetone and benzene,
with a composition that depends on the amount of benzene
mixed with the original feed. A second column C2 then
separates pure acetone and benzene, with the benzene being
recycled. Figure 12.21b shows the distillation sequence that
would correspond with this mass balance.

Even though a feasible mass balance has been set up,
there is no guarantee that vapor–liquid equilibrium will

(a) The overall mass balance. (b) The distillation sequence.
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Figure 12.21 Distillation sequence for the separation of an acetone-heptane mixture using benzene as entrainer.
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allow the separation. To test whether the columns are
feasible, the operation leaves corresponding with the prod-
ucts suggested by the mass balance need to be plotted.
Take the benzene flowrate corresponding with Point C

in Figure 12.21a. This would correspond with the lowest
flowrate of benzene of the three settings. Figure 12.21c
shows the operation leaves for Column C1. The strip-
ping section leaf is very narrow and follows the ace-
tone–heptane edge of the triangular diagram from b1. The
rectifying leaf starts at d1 and is long and narrow along
the acetone-benzene edge, after which it opens up and
converges towards pure heptane, where it intersects with
the stripping operation leaf. The rectifying operation leaf
is bounded by the rectifying pinch point curve, as shown
in Figure 12.21c, and the residue curve from d1 that fol-
lows the acetone–benzene and benzene–heptane edges of
the triangular diagram. Because the stripping and rectifying
leaves for Column C1 intersect, in principle it is therefore a
feasible column. One further point should be noted from the
rectifying section leaf. From the shape of the leaf, it would
be expected that the concentration of benzene in the column
would be low at each end of the column and be higher in the
middle of the column. This follows from the fact that ben-
zene is an intermediate-boiling entrainer, with a volatility
between that of acetone and heptane. A detailed simulation
of Column C1 would show a benzene concentration through
the column following these trends. Figure 12.21d shows the
operation leaves for the second Column C2, which inter-
sect. Thus, the distillation sequence would be expected to be
feasible, and optimization of the design can be considered.

In fact, it is possible to carry out the separation of acetone
and heptane using benzene as entrainer in a different
sequence to that shown in Figure 12.21 by separating the
acetone in the first column as an overhead product. The
heptane is separated in the second column as the bottom
product with the overhead of benzene from the second
column being recycled.

In Figure 12.21a, different settings were possible for the
mass balance, depending on the benzene recycle. At first
sight, it might be expected that the lower the benzene recy-
cle, the better. In other words, Point C in Figure 12.21a will
be better than Point A. However, it is not so straightforward.
A higher concentration of benzene in Column C1 will help
the separation. Setting C in Figure 12.21a requires a very
high reflux ratio for Column C1, in turn requiring a large
amount of energy for the reboiler. As the benzene recy-
cle increases, moving towards Point A in Figure 12.21a,
the reflux ratio for Column C1 decreases considerably. It
would be expected that as the benzene recycle is increased,
the improvements in the design of Column C1 would reach
diminishing returns, and thereafter an excessive load on
the system would be created as the recycle of benzene
increases. Thus, the flowrate of benzene in the recycle is
an important optimization parameter that affects the sizes
of both Columns C1 and C2 in Figure 12.21.

Consider a second example involving the separation of
a mixture of ethanol and water that forms an azeotrope at
around a mole fraction of ethanol of 0.88. It is proposed to
use ethylene glycol as entrainer. An overall mass balance
for the separation is shown in Figure 12.22a. As with the
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Figure 12.22 Distillation sequence for the separation of an ethanol-water mixture using ethylene glycol as entrainer is infeasible using
single-feed column.
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previous example in Figure 12.21, the feed is mixed with
the entrainer in varying amounts to give Points A, B and
C, and the resulting mixture first distilled to produce pure
ethanol, Figure 12.22b. The water and ethylene glycol are
then separated in the second column, with the ethylene
glycol being recycled. Operation leaves for the first column
can now be constructed to test the feasibility with a low
ethylene glycol recycle, as shown in Figure 12.22c. The
operation leaves do not overlap, and therefore the column
is not feasible. Figure 12.22d also tests the feasibility of
Column C1, but this time with a higher flowrate of ethylene
glycol. Unfortunately, this is also an infeasible design, as
the section leaves do not overlap.

One feature common to both designs in Figures 12.21
and 12.22 is that single-feed columns were used with the
entrainer being mixed with the feed. In the case of the
ethanol-water-ethylene glycol, the operation leaves for the
top and bottom sections of the column do not meet, and
there is a gap. In some systems, it is possible to bridge
the gap between the operation leaves between the top
and bottom sections by creating a middle section in the

Extraction
Column

Entrainer + B Entrainer
Recovery
Column

Entrainer

Cooler

Feed
A + B

Entrainer

Entrainer
Make-up

A B

Figure 12.23 Extractive distillation flowsheet.

column. This is achieved by using a two-feed column,
as shown in Figure 12.23, in which a heavy entrainer
(sometimes termed a solvent) is fed to the column at a point
above the feed point for the feed mixture2. The entrainer
must not form any new azeotropes in the system. This
arrangement, shown in Figure 12.23, is known as extractive
distillation. In the first column, the extraction column, a
heavy entrainer is fed to the column above the feed point
for the feed mixture. This entrainer flows down the column
and creates a bridge between the top and bottom sections.
One of the components is distilled overhead as pure A.
The other component and the entrainer leave the bottom of
the extraction column and are fed to the entrainer recovery
column, which separates pure B from the entrainer, and
the entrainer is recycled. The critical part of the design
in Figure 12.23 is the two-feed extraction column. The
design of the entrainer recovery column is straightforward,
as it is a standard design. For the two-feed column, the
middle section operation leaf needs to be constructed to
see whether it intersects with the operation leaves for the
top section (above the entrainer feed) and bottom section
(below the feed point for the feed mixture). Figure 12.24
shows the mass balance around the top of the column
including the entrainer feed. A difference point can be
defined to be the composition of the net overhead product,
that is, the difference between the distillate product and
entrainer feed15. Since:

� = D − E (12.23)

Also, a stripping section mass balance gives:

� = F − B (12.24)

Thus, the difference point (net overhead product) is given
by the intersection of a straight line joining the Feed F ,
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Figure 12.24 The difference point for a two-feed column.
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Bottom Product B with a straight line joining the Distillate
D and Entrainer Feed E, as shown in Figure 12.24.
Pinch point curves for the middle section can now be
constructed by drawing tangents to the residue curves
from the difference point (net overhead product). This
is shown in Figure 12.25 for the system ethanol-water-
ethylene glycol. The area bounded by the pinch point curves
defines the middle section operation leaf.

As long as this middle section operation leaf intersects
with those for the top section (above the entrainer feed)
and the bottom section (below the feed point for the feed
mixture), the column design will be feasible. Note that there
will always be a maximum reflux ratio, above which the
separation will not be feasible because the profiles in the
top and bottom sections will tend to follow residue curves,
which cannot intersect. Also, the separation becomes poorer
at high reflux ratios as a result of the entrainer being diluted
by the reflux of lower boiling components.

The size and shape of the middle section operation
leaf depends on the location of the difference point,
which in turn depends on the flowrate of entrainer. There
will be a minimum flowrate of entrainer for feasible
design. Above the minimum flowrate, the actual flowrate
of the entrainer is an important degree of freedom for
optimization.

Section profiles can also be developed for a two-
feed column in a similar way to the section profiles
for a single-feed column16. The section profiles will be
the same as a single-feed column above the entrainer
feed (Equation 12.12) and below the feed point for the
feed mixture (Equation 12.22). Figure 12.26 shows middle
section mass balances. The mass balance can be created
either around the top of the column, as shown in
Figure 12.26a, or around the bottom of the column, as
shown in Figure 12.26b. A mass balance around the top
of the column from Figure 12.26a gives:

Vyi,m+1 + Exi,E = Lxi,m+Dxi,D (12.25)

m

Dxi,D

Vyi,m+1

Exi,E

Exi,F

Bxi,B

p

Lxi,p-1

(a) Middle section mass balance
      around the top of the column.

(b) Middle section mass balance
      around the bottom of the column.

Lxi,m

Vyi,p

Figure 12.26 Middle section mass balances for a two-feed
column.

Since:
V = (R + 1)D (12.26)

and
L = RD + E (12.27)

Equation 12.25 can be combined with Equations 12.26 and
12.27 to give:

yi,m+1 = (RD + E)xi,m + Dxi,D − Exi,E

(R + 1)D
(12.28)

Alternatively, a mass balance can be carried out around the
bottom of the column from Figure 12.26b to give:

Lx,p−1 +Fxi,F=Vyi,p + Bxi,B (12.29)

Since
V = SB (12.30)

and

L = V + B − F

= SB + B − F (12.31)
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Equation 12.29 can be combined with Equations 12.30 and
12.31 to give:

xi,p−1 = SByi,p + Bxi,B − Fxi,F

SB + B − F
(12.32)

Either Equation 12.28 or Equation 12.32 can be used in
conjunction with vapor–liquid equilibrium calculations to
calculate the section profile for the middle section of the
two-feed column.

Figure 12.27 shows the section profiles for the three
sections of a two-feed column. The three profiles inter-
sect in Figure 12.27, and the column will, in principle,
be feasible.

Bottom Product

Stripping Profile

Middle Section Profile

Rectifying Profile

Distillate

Ethylene
Glycol Water

Ethanol

Mole Fracion Water

Entrainer
Feed Stage

Figure 12.27 Section curves for the three sections of a two-feed
column must intersect for a feasible two-feed column design.

Thus, the first step in the design of an extractive two-
feed distillation column is to setup a system of intersecting
operating leaves for the three sections of the column by
choosing appropriate products and entrainer feed flowrate.
Then by selecting a reflux ratio, the rectifying section
profile can be calculated, as described previously. From the
feasible entrainer flowrate, the section profile for the middle
section can be calculated using Equation 12.28 to calculate
the middle section profile. Calculation of the stripping
section profile requires first the assumption of a reboil
ratio. If three section profiles intersect, then the design is
feasible. Some trial and error may be required for the reflux
ratio and reboil ratio to obtain an intersection of the three
profiles and feasible design. Figure 12.27 shows the section
profiles for a two-feed column successfully intersecting to
provide a feasible design. The number of stages in each of
the column sections can also be obtained from the section
profiles. This can then provide all the information required
for a rigorous simulation.

One final point regarding extractive distillation is illus-
trated in Figure 12.28. The order in which the separation
occurs depends on the change in relative volatility between
the two components to be separated. Figure 12.28 shows
both the residue curves and the equi-volatility curve for the
system A–B–entrainer. This equi-volatility curve shows
where the relative volatility between Components A and
B is unity. On either side of the equi-volatility curve, the
order of volatility of A and B changes. In Figure 12.28a,
if the equi-volatility curve intersects the A–entrainer axis,
then Component A should be recovered first. However, if
the equi-volatility curve intersects the B–entrainer axis,

Entrainer
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B
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Entrainer

ABBA

Feed Feed

Entrainer
RecycleEntrainer

Make-up

Entrainer
RecycleEntrainer
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(a) If the equivolatility curve intersects the
     Entrainer-A axis, component A is 
     recovered first.

(b) If the equivolatility curve intersects the
     Entrainer-B axis, component B is 
     recovered first. 

Azeotrope Azeotrope

Figure 12.28 The order of separation in extractive distillation.



Heterogeneous Azeotropic Distillation 251

then Component B should be recovered first, as shown in
Figure 12.28b.

All of the systems discussed so far involve homogeneous
separation, that is, a single-phase liquid throughout. Con-
sider now distillation systems involving two-liquid phases.

12.8 HETEROGENEOUS AZEOTROPIC
DISTILLATION

Figure 12.29 shows a triangular diagram for a ternary sys-
tem that forms two-liquid phases at certain compositions.
From Figure 12.29, a binary I-L system is completely mis-
cible, and a binary I-H system is also completely miscible.
However, a binary L-H system shows partial miscibility in
a range of concentrations. For L-I-H mixtures, there is a
region of immiscibility in which two-liquid phases form.
A mixture of composition F in the two-phase region in
Figure 12.29 will separate into two phases of composition
E and R. Phases in equilibrium with each other are termed
conjugate phases, and the Line E − R connecting the con-
jugate phases E and R is termed a tie line. Any number

Two-phase
Region

Single-phase
Region

Tie-line

R
F

E

E

R

F

I

L H

Figure 12.29 Phase splitting in a ternary system.

of tie lines may be constructed in the two-phase region as
shown in Figure 12.29. The ratio of the two phases result-
ing in the separation of F into E and R is given by the
Lever Rule. Thus, the flowrate of E is given by the length
of Line F-R in Figure 12.29, and the flowrate of R is given
by the length of the Line F-E in Figure 12.29. Figure 12.29
illustrates how to design decanters using a ternary diagram.

Now consider the distillation with the decanter. There
are two basic arrangements possible when using a decanter
in conjunction with distillation. The first is shown in
Figure 12.30 where the overhead from the column is
condensed to form a two-liquid phase mixture. Part is
refluxed, and part goes to a decanter that separates two
layers E and R. The basic problem with the arrangement
shown in Figure 12.30 is that the reflux to the column
at D is a two-phase mixture. It is preferable not to have
two-liquid phases inside the column unless this cannot be
avoided. Another arrangement is shown in Figure 12.31.
This time the overhead vapor is condensed to form two-
liquid phases D and R. D is taken as a top product, and
R (a single-phase lower layer) is refluxed to the column.
The overall separation is between F , D and B to give the
column mass balance as shown in Figure 12.31.

One extremely powerful feature of heterogeneous distil-
lation is the ability to cross distillation boundaries. It was
noted previously that distillation boundaries divide the com-
positions into two regions that cannot be accessed from each
other. Decanters allow distillation boundaries to be crossed,
as illustrated in Figure 12.32. The feed to the decanter at
F is on one side of the distillation boundary. This splits
in the decanter to two-liquid phases E and R. These two-
liquid phases are now on opposite sides of the distillation
boundary. Phase splitting in this way is not constrained by
a distillation boundary, and exploiting a two-phase sepa-
ration in this way is an extremely effective way to cross
distillation boundaries.

An example is shown in Figure 12.33 in which a feed
containing a mole fraction of isopropyl alcohol 0.6 and a
mole fraction of water 0.4 needs to be split into relatively
pure isopropyl alcohol and water. There is an azeotrope
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Figure 12.30 Heterogeneous distillation with liquid phases separated after distillation.
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Figure 12.31 Heterogeneous distillation with phases separated before reflux is returned to the column.
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Figure 12.32 Phase splitting can be used to cross distillation
boundaries.

between isopropyl alcohol (IPA) and water with a mole
fraction isopropyl alcohol around 0.68. It is proposed to
use di-isopropyl ether (DIPE) as an entrainer to separate
the mixture. The ternary diagram in Figure 12.33a shows
that the system IPA-DIPE-water forms a complex behavior.
New azeotropes are formed between the IPA and DIPE
and between DIPE and water. A ternary azeotrope is also
formed. The distillation boundaries shown in Figure 12.33a
would make this separation extremely difficult. However,
the two-phase region shown in Figure 12.33a allow the
distillation boundaries to be crossed. The synthesis of the
separation system can be started by placing a decanter
at the ternary azeotrope, as shown in Figure 12.33a. This
follows the tie line and separates the ternary azeotrope into
a DIPE-rich layer and a water-rich layer. Next, a distillation
column is placed to produce IPA and the ternary azeotrope,
as shown in Figure 12.33b. Finally, the DIPE-rich layer
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Figure 12.33 Separation of isopropyl alcohol (IPA) and water mixture using di-isopropyl ether (DIPE) as entrainer in heterogeneous
azeotropic distillation.
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is recycled from the decanter to the feed for the column.
This mixes with the incoming feed mixture to provide
the feed for the column, as shown in Figure 12.33c. The
water product from the decanter in Figure 12.33c is not
pure and may require further separation. This judgment is
based on the prediction of the design of the decanter from
Figure 12.33.

The phase equilibrium in the triangular diagrams in
Figure 12.33 was predicted using the NRTL equation (see
Chapter 4). The NRTL equation is capable of predicting
vapor–liquid equilibrium, liquid–liquid equilibrium and
vapor–liquid–liquid equilibrium. However, it is difficult
to find a single set of parameters to represent all of
these kinds of behavior well. The parameters for the
triangular diagrams in Figure 12.33 were correlated from
vapor–liquid equilibrium behavior. Figure 12.34b shows
the triangular diagram for the same system, but with the
two-phase region calculated from the NRTL equation, based
on parameters correlated from liquid–liquid equilibrium
data. The two-phase region is much larger, and the
decanter is capable of producing almost pure water from
this prediction.

Even further caution should be exhibited regarding
the two-phase region in such diagrams. In Figures 12.33,
12.34a and 12.34b, the phase equilibrium is based on sat-
urated conditions throughout. This is useful in judging the
design of the distillation system and where two-liquid phase
behavior will occur, as distillation by definition operates
under saturated conditions. However, this is not necessarily
the case in the decanter. The temperature in the decanter
can be fixed, as it is outside of the column. Figure 12.34c
shows the two-phase region again on the basis of NRTL
parameters correlated from liquid–liquid equilibrium data,
but this time plotted at a fixed temperature of 30◦C. The
two-phase region is slightly larger at 30◦C when compared
with saturated conditions. Generally, the lower the temper-
ature, the larger will be the two-phase region. Lowering
the temperature lowers the mutual solubility of the two-
liquid phases. This is an important degree of freedom when

designing a decanter. A better separation in the decanter
can be obtained by condensing the distillation overheads
and subcooling before the two-liquid phase separation.

It is important to understand whether there will be two-
liquid phases present in the column. If two-liquid phases
form in a large part of the column, it can make the column
difficult to operate. The formation of two-liquid phases
also affects the hydraulic design and mass transfer in the
distillation (and hence stage efficiency). If it is possible to
avoid the formation of two-liquid phases inside the column,
then such behavior should be avoided. Unfortunately, there
will be many instances when two-liquid phases on some
plates cannot be avoided. The formation of two-liquid
phases can also be sensitive to changes in the reflux ratio.

12.9 ENTRAINER SELECTION

When separating azeotropic mixtures, if possible, changes
in the azeotropic composition with pressure should be
exploited rather than using an extraneous mass-separating
agent, since:

• The introduction of extraneous material can create
new problems in achieving product purity specifications
throughout the process.

• It is often difficult to separate and recycle extraneous
material with high efficiency. Any material not recycled
can become an environmental problem. As will be
discussed later, the best way of dealing with effluent
problems is not to create them in the first place.

• Extraneous material can create additional safety and
storage problems.

Occasionally, a component that already exists in the pro-
cess can be used as the entrainer, thus avoiding the intro-
duction of extraneous materials for azeotropic distillation.
However, in many instances practical difficulties and exces-
sive cost might force the use of extraneous material.

WaterDIPE
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WaterDIPE
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(a) Decanter based on NRTL
     parameters correlated from VLE
     data at saturated condition.

(b) Decanter based on NRTL
      parameters correlated from LLE
      data at saturated condition.

(c) Decanter based on NRTL
     parameters correlated from LLE
     data with two-phase region 
      plotted at 30°C.

Figure 12.34 The two-phase region can be plotted from correlations fitted to VLE or LLE data, and can be plotted at saturated
conditions or at a fixed temperature.
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Whether a component is used that already exists within
the process as an entrainer or an extraneous material is
used as entrainer, it is necessary to be able to select between
different entrainers. Distillation line maps and residue curve
maps are particularly useful for entrainer selection, as the
difficulty of separation can be judged from the configuration
of the map. For example, it has been noted how distillation
boundaries divide distillation line and residue curve maps
into different regions and that distillation cannot access one
region from another. However, in theory, it is possible to
cross a distillation boundary as illustrated in Figure 12.3516.
The distillation boundary in Figure 12.35 has a marked
curvature, and a column can be placed as shown such that
the feed is one side of the boundary and the products are
on the other side of the boundary. Depending on the shape
of the distillation lines or residue curves, the products D

and B can be on the same distillation line or residue curve.
In this way, a distillation boundary can be crossed using
distillation, rather than relying on a liquid–liquid separation
as discussed previously to cross distillation boundaries.
Whilst arrangements like those in Figure 12.35 are possible
in theory, there are many potential dangers associated with
this as follows.16

1. The distillation boundary must be curved as shown in
Figure 12.35. However, even if there is very significant
curvature across the boundary, a column placed like the
one in Figure 12.35 is going to be highly constrained in
its operation.

2. There is always uncertainty and inaccuracy with
vapor–liquid equilibrium data and correlations. Any
errors in this data could mean an incorrect prediction
of the location and shape of the boundary.

3. All of the discussions so far regarding distillation lines,
residue curves and distillation boundaries have assumed
equilibrium behavior. Real columns do not work at
equilibrium, and stage efficiency must be accounted for.
Each component will have its own stage efficiency,
which means that each composition will deviate from
equilibrium behavior differently. This means that if
nonequilibrium behavior is taken into account, the shape
of the distillation lines, residue curves and distillation
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Figure 12.35 Crossing distillation boundaries.

boundaries will change17. Thus, the shape of the
distillation boundary will be different in a real column
when compared with equilibrium predictions. If a system
is designed assuming equilibrium, there is no guarantee
that it will still work in a real column with nonideal
stages. These nonequilibrium effects can, in principle, be
included into the analysis, but there is also considerable
uncertainty regarding stage efficiency calculations and
require a considerable amount of information on the
geometry of the column and distillation internals17.

4. Even with reassurance regarding uncertainties in the
vapor–liquid equilibrium data and nonequilibrium effects,
there is often a significant difference between the way a
column is required to operate in practice compared with
its design. The operation of the overall plant can often
be different from the design because of a whole range of
reasons. If the design is highly constrained and cannot
be flexible to accommodate changes in operation, then it
might not be able to function.

Thus, while it is possible in theory to cross a curved
distillation boundary as shown in Figure 12.35, it is
generally more straightforward to follow designs that will
be feasible over a wide range of reflux ratios and in
the presence of uncertainties. Such designs can be readily
developed using distillation line and residue curve maps.

When introducing an entrainer, it will need to have
a significant effect on the relative volatility between the
azeotropic components to be separated, and it must be
possible to separate the entrainer relatively easily. One way
of making sure the entrainer can be easily separated is to
choose a component that will introduce a two-liquid phase
separation. Such entrainers typically introduce additional
distillation boundaries, but the overall separation can be
efficient if the two-liquid separation produces mixtures with
compositions in the different distillation regions10.

When using an entrainer for separation of a homogeneous
mixture, it is best to select components that do not
introduce any additional azeotropes. The classical method
for the separation of homogeneous mixtures separation
is extractive distillation, which relies on the effect of
a high-boiling entrainer on the relative volatility in the
column sections below the entrainer feed. Such columns can
work very well, but they exhibit sometimes counterintuitive
behavior, in particular, with regard to the detrimental effect
of high reflux diluting the entrainer composition. However,
in most cases high-boiling entrainers will be the best
choice for homogeneous distillation. Another possibility
can be to choose an intermediate-boiling entrainer that
does not introduce azeotropes, since this will lead to a
residue curve map with no distillation boundaries. However,
intermediate-boiling entrainers can only be practical for
breaking azeotropes of components with large boiling point
differences, otherwise an intermediate-boiling entrainer will
lead to very difficult, energy-consuming separations of
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close-boiling mixtures. Finally, using low-boiling entrainers
that do not introduce azeotropes is generally not practical,
since such components would not tend to accumulate
sufficiently in the liquid phase to make a difference on the
relative volatility between the components to be separated.

Thus, distillation line and residue curve maps are excel-
lent tools to evaluate feasibility of azeotropic separations,
with just one exception, namely, the use of high-boiling
entrainers for separation. In such cases, the equi-volatility
curves discussed in this chapter are a better way of deter-
mining separation feasibility.

12.10 TRADE-OFFS IN AZEOTROPIC
DISTILLATION

For a simple distillation column separating a ternary system,
once the feed composition has been fixed, three-product
component compositions can be specified, with at least
one for each product. The remaining compositions will
be determined by colinearity in the ternary diagram. For
a binary distillation only two product compositions can be
specified independently, one in each product. Once the mass
balance has been specified, the column pressure, reflux (or
reboil ratio) and feed condition must also be specified.

By contrast with nonazeotropic systems, for azeotropic
systems there is a maximum reflux ratio above which the
separation deteriorates16. This is because an increase in
reflux ratio results in two competing effects. Firstly, as
in nonazeotropic distillation, the relative position of the
operating surface relative to the equilibrium surface changes
to improve the separation. This is countered by a reduction
in the entrainer concentration, owing to dilution by the
increased reflux, which results in a reduction in the relative
volatility between the azeotropic components, leading to a
poorer separation16.

However, this so far assumes that the feed to the col-
umn is fixed. Even if the overall feed to the separation
system is fixed, the feed to each column can be changed
by changing the amount of entrainer recycled. Such a
trade-off has already been seen in Figure 12.21. As the
amount of entrainer recycled is increased, this helps the
azeotropic separation. This allows the reflux ratio to be
decreased. However, as the entrainer recycle increases, it
creates an excessive load on the overall system. The amount
of entrainer recycled is therefore an important degree of
freedom to be optimized.

12.11 MULTICOMPONENT SYSTEMS

All of the discussion in this chapter has so far related to
binary or ternary systems. It will most often be the case
that systems involving azeotropic behavior will also be
multicomponent. The concepts developed here for ternary

systems are readily extended to quaternary systems. The
difference is that this cannot be represented on a ternary
diagram but must be represented in three dimensions as a
pyramid. Lines in the ternary diagram become surfaces in
the quaternary diagram. It simply becomes more difficult
to represent graphically and to interpret. The concepts
can be extended beyond quaternary systems but cannot
be represented graphically at all, unless three or four
components are picked out and represented to the exclusion
of the other components.

When dealing with multicomponent systems, one possi-
ble approach is to simplify down the problem by lumping
components together and representing it in a ternary anal-
ysis. Such an approach should be exercised with great
caution. Even trace amounts of components can change
the analysis very significantly in azeotropic systems. For
example, the designer might consider that the system has
been represented reasonably well if 99% of the mixture can
be accounted for as a ternary mixture, and the influence of
the other 1% neglected. However, in some systems, varying
the makeup of the 1% can significantly change the shape of
operation leaves, and their equivalent in multidimensional
space, and render a design infeasible that appears to be
feasible on the basis of an analysis of the behavior of 99%
of the mixture18. Thus, the residue curves, distillation lines,
pinch point curves and operation leaves for multicomponent
mixtures should be constructed from a full multicomponent
calculation, even if the dominant components are to be rep-
resented on a ternary diagram.

Once a design has been synthesized, it should be checked
carefully with the most detailed simulation possible. Even
if the design is confirmed to be feasible by this simulation,
the sensitivity of the design should be checked carefully by
simulation for:

• errors in the phase equilibrium behavior by perturbing
the phase equilibrium data

• changes in the feed composition.

12.12 MEMBRANE SEPARATION

So far, the separation of azeotropic systems has been
restricted to the use of pressure shift and the use of entrain-
ers. The third method is to use a membrane to alter the
vapor–liquid equilibrium behavior. Pervaporation differs
from other membrane processes in that the phase-state on
one side of the membrane is different from the other side.
The feed to the membrane is a liquid mixture at a high-
enough pressure to maintain it in the liquid phase. The other
side of the membrane is maintained at a pressure at or below
the dew point of the permeate, maintaining it in the vapor
phase. Dense membranes are used for pervaporation, and
selectivity results from chemical affinity (see Chapter 10).
Most pervaporation membranes in commercial use are
hydrophyllic19. This means that they preferentially allow
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Figure 12.36 Flowsheet for dehydration of ethanol using pervaporation.

water to permeate and are therefore suitable for the dehy-
dration of organics. Typical applications include the dehy-
dration of ethanol–water and isopropanol–water mixtures,
both of which form azeotropes19. A flowsheet for ethanol
dehydration is shown in Figure 12.36. An ethanol–water
mixture is fed to a standard distillation column that sep-
arates excess water at the bottom from a mixture in the
overhead approaching the azeotropic composition. This is
then fed to a pervaporation membrane that dehydrates the
ethanol past the azeotrope by allowing water to permeate
through the membrane. The low-pressure side of the mem-
brane in Figure 12.36 is maintained under vacuum to ensure
that the water leaves in the vapor phase. This is condensed
and recycled to the distillation column as there is still a
significant amount of ethanol that permeates through the
membrane and should be recovered.

Figure 12.37 shows a flowsheet for the separation of
an azeotropic mixture using a membrane, but this time
using vapor permeation. The mixture is first distilled to
approach the azeotrope using a distillation column with

Ethanol

Water

Ethanol -
Water

Figure 12.37 Flowsheet for dehydration of ethanol using vapor
permeation.

a partial condenser. The uncondensed vapor is fed to a
vapor permeation membrane that preferentially permeates
the organic material. The retentate vapor is passed back to
the distillation column. In this way, the membrane allows
the azeotrope to be crossed.

12.13 DISTILLATION SEQUENCING
FOR AZEOTROPIC
DISTILLATION – SUMMARY

When liquid mixtures exhibit azeotropic behavior, it
presents special challenges for distillation sequencing. At
the azeotropic composition, the vapor and liquid are both
at the same composition for the mixture. The order of
volatility of components changes, depending on which
side of the azeotrope the composition occurs. There are
three ways of overcoming the constraints imposed by
an azeotrope.

• Pressure shift
• Use of an entrainer
• Membrane separation.

Pressure shift should always be explored as the first
option when separating an azeotropic system. Adding
extraneous components to a separation should always be
avoided if possible. Unfortunately, most azeotropes are
insensitive to change in pressure, and at least a 5% change
in composition with pressure is required for a feasible
separation using pressure shift1.

If pressure shift cannot be exploited, then the next
option is to add an entrainer to the mixture that interacts
differently with the components in the mixture to alter
the vapor–liquid equilibrium behavior in a favorable way.
When dealing with ternary systems, the mass balance and
vapor–liquid equilibrium behavior can be represented on a



Exercises 257

triangular diagram. The two limiting cases of distillation at
total reflux and minimum reflux conditions can be used to
understand the system. For staged columns at total reflux
conditions, distillation lines can be plotted. Residue curves
represent the behavior of packed columns at total reflux.
The feasibility of a column section can be represented by
the area between the total reflux and pinch point lines, as
an operating leaf. If the operating leaves for the rectifying
and stripping sections of a column intersect, in principle,
the column will be feasible.

Some systems form two-liquid phases for certain com-
positions and this can be exploited in heterogeneous
azeotropic distillation. The use of liquid–liquid separation
in a decanter can be extremely effective and can be used to
cross distillation boundaries.

When selecting entrainers for homogeneous mixture sep-
aration, the entrainer should preferably not introduce any
new azeotropes, otherwise it will be difficult to sep-
arate the entrainer from the components to be sepa-
rated. When separating multicomponent mixtures, the first
thing to check generally is if there are components in
the feed that can facilitate the separation of azeotrope-
forming components, because using such components will
typically lead to more cost-effective designs than pro-
cesses in which the azeotropic separations are left to the
end of a sequence and extraneous separating agents are
chosen. Using components that are not already in the
feed will generally require dedicated additional recov-
ery steps.

Membranes can also be used to alter the vapor–liquid
equilibrium behavior and allow separation of azeotropes.
The liquid mixture is fed to one side of the membrane, and
the permeate is held under conditions to maintain it in the
vapor phase. Most separations use hydrophyllic membranes
that preferentially pass water rather than organic material.
Thus, pervaporation is commonly used for the dehydration
of organic components.

12.14 EXERCISES

1. An equimolar mixture of ethanol and ethyl acetate is to be
separated by distillation into relatively pure products. The
mixture forms a minimum-boiling azeotrope, as detailed in
Table 12.1. However, the composition of the azeotrope is

sensitive to pressure, showing a significant increase in mole
fraction of ethanol with increasing pressure, as indicated in
Table 12.1. Sketch a flow scheme for the separation of the
binary mixture that exploits change in pressure.

2. An equimolar mixture of ethyl acetate and methanol is to
be separated by distillation into relatively pure products.
Data from Table 12.1 indicate that the mixture forms a
minimum-boiling azeotrope. The data in Table 12.1 also show
a significant decrease in mole fraction of ethyl acetate for the
azeotrope as pressure increases. Sketch a flow scheme for the
separation that exploits pressure change.

3. Figure 12.38 shows a distillation sequence, together with its
mass balance. Sketch a representation of the mass balance in
a triangular diagram.

4. Sketch the distillation line map (residue curve map) for the
system ethanol-ethyl acetate-methanol at 1 atm and 5 atm
from the data in Table 12.1. Does the system have a
distillation boundary? Is the position of the boundary sensitive
to pressure?

5. A ternary mixture of mole fraction ethanol of 0.15, ethyl
acetate of 0.6 and methanol 0.25 is to be separated into
relatively pure products. Sketch a system of distillation
columns and mixer arrangements in the triangular diagram to
carry out the separation by exploiting the shift in the distillation
boundary with pressure. Sketch the flowsheet corresponding
with this mass balance.

6. The vapor–liquid equilibrium for a ternary system of Compo-
nents A, B and C can be represented by:

yA = 0.2xA

yB = 2.0xB

yC = 1 – yA − yC

Starting from a bottoms composition xA = 0.95, xB = 0.04
and xC = 0.01, calculate the stripping section profile for the

Stream
1
2
3
4
5
6

A
0.40
0.30
0.124
1.0

0
0.20

B
0.60
0.35
0.438

0
1.0
0.10

C
0

0.35

0.438
0
0

0.70

Flowrate
kmol·h−1

100
200
160
40
60
100

Mole Fractions

1 2

3

4

5

6

Figure 12.38 Sequence representation in a triangular diagram.

Table 12.1 Data for the ethanol-ethyl acetate-methanol system.

Component Boiling temperature (◦C) and
Azeotrope composition at 1 atm

Boiling temperature (◦C) and a
azeotrope composition at 5 atm

Ethanol 78.2 125.6
Ethyl acetate 77.1 135.8
Methanol 64.5 111.8
Ethanol-ethyl acetate azeotrope 72.2◦C 0.465 mole fraction ethanol 122.7◦C 0.677 mole fraction ethanol
Ethyl acetate-methanol azeotrope 62.3◦C 0.291 mole fraction ethyl acetate 110.6◦C 0.180 mole fraction ethyl acetate
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reboiler and bottom 5 stages of the column for a reboil ratio
of 1. Sketch the profile on a ternary diagram.

7. The separation in Figure 12.21 can be carried out in an alter-
native sequence. Sketch the mass balance for the alternative
sequence in a triangular diagram and the resulting flowsheet.
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13 Reaction, Separation and Recycle Systems
for Continuous Processes

After making some basic decisions regarding the choice
of reactor, and the resulting separation system, these
two systems need to be brought together. Raw materials
need to be brought from storage, purified or treated if
necessary, and fed to the reaction system. The effluent
from the reactor is passed to the separation system and
the product isolated, along with byproducts and unreacted
feed material. The product will most likely go forward
to product storage. However, the direction of material
flow is not just forward and some material, especially
unreacted feed material, might be recycled to earlier steps
in the process. Byproducts and unreacted feed material
might also require storage. Completing the structure of the
reactor, separation and recycle system allows a material
and energy balance for the basic process to be completed.
Knowing the size and conditions of the material flows
for the basic process allows a first evaluation of the
pumping and compression requirements to be evaluated.
A first evaluation of the storage requirements can also be
carried out.

13.1 THE FUNCTION OF PROCESS
RECYCLES

The recycling of material is an essential feature of most
chemical processes. Thus, it is necessary to consider the
main factors that dictate the recycle structure of a process.
Start by restricting consideration to continuous processes.

1. Reactor conversion. Earlier in Chapters 5 to 7, the initial
choice of reactor type, operating conditions and conversion
was discussed. The initial assumption for the conversion
varies according to whether there are single reactions
or multiple reactions producing byproducts and whether
reactions are reversible. Consider the simple reaction:

FEED −−−→ PRODUCT (13.1)

To achieve complete conversion of FEED to PRODUCT
in the reactor might require an extremely long residence
time, which is normally uneconomic. Thus, if there is no
byproduct formation, the initial reactor conversion is set
to be around 95% as discussed in Chapter 5. The reactor

Chemical Process Design and Integration R. Smith
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Reactor
FEED + PRODUCT

Unreacted
FEED

FEED

Recycle

PRODUCT

Figure 13.1 Incomplete conversion in the reactor requires a
recycle for unconverted feed material.

effluent thus contains unreacted FEED and PRODUCT
(Figure 13.1).

Because a pure product is required, a separator is needed.
The unreacted FEED is usually too valuable to be disposed
of and is therefore recycled to the reactor inlet via a
pump or compressor, Figure 13.1. In addition, disposal of
unreacted FEED, rather than recycling, could create an
environmental problem.

2. Byproduct formation. Consider now the case where a
byproduct is formed either by the primary reaction such as:

FEED −−−→ PRODUCT + BYPRODUCT (13.2)

or via a secondary reaction such as:

FEED −−−→ PRODUCT

PRODUCT −−−→ BYPRODUCT (13.3)

An additional separator is now required (Figure 13.2a).
Again the unreacted FEED is normally recycled but the
BYPRODUCT must be removed to maintain the overall
material balance. An additional complication now arises
with two separators because the separation sequence can
be changed (Figure 13.2b).

Also, instead of using two separators, a purge can be
used (Figure 13.2c). Using a purge saves the cost of a
separator but incurs raw material losses, and possibly waste
treatment and disposal costs. This might be worthwhile if
the FEED-BYPRODUCT separation is expensive. To use
a purge, the FEED and BYPRODUCT must be adjacent
to each other in the order of separation (e.g. adjacent
to each other in order of volatility if distillation is used
as the means of separation). Care should be taken to
ensure that the resulting increase in concentration of
BYPRODUCT in the reactor does not have an adverse effect
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FEED

FEED

Reactor

PRODUCT

 BYPRODUCT

FEED

FEED

Reactor

PRODUCT

 BYPRODUCT

(a)

(b)

FEED
Reactor

PRODUCT

FEED +
BYPRODUCT

 PRODUCT +
BYPRODUCT

(c)

Purge

Figure 13.2 If a byproduct is formed in the reactor, then
different recycle structures are possible.

on reactor performance. Too much BYPRODUCT might,
for example, cause deterioration in the performance of the
reactor catalyst.

Clearly, the separation configurations shown in Figure 13.2
change between different processes if the properties on which
the separation is based change the order of separation. For
example, if distillation is to be used for the separation and the
order of volatility between the components changes, then the
order of the separation will also change from that shown in
Figure 13.2.

3. Recycling byproducts for improved selectivity. In sys-
tems of multiple reactions, byproducts are sometimes
formed in secondary reactions that are reversible, such as:

FEED −−−→ PRODUCT

FEED −−−→←−−− BYPRODUCT (13.4)

The three recycle structures shown in Figure 13.2 can
also be used with this case. However, because the
BYPRODUCT is now being formed by a secondary reaction
that is reversible, its formation at source can be inhibited

Reactor
FEED

Recycle BYPRODUCT

Recycle FEED

FEED +
PRODUCT

BYPRODUCT

PRODUCT +

BYPRODUCT

Figure 13.3 If a byproduct is formed via a reversible secondary
reaction then recycling the byproduct can inhibit its formation
at source.

by recycling BYPRODUCT, as shown in Figure 13.3.
In Figure 13.3, the BYPRODUCT formation might be
inhibited to the extent that it is effectively stopped, or it
may be only reduced. If the formation is only reduced,
then the net BYPRODUCT formation must be removed, as
shown in Figure 13.3. Again, the separation configuration
will change between different processes as the physical
properties on which the separation is based change the order
of separation.

4. Recycling byproducts or contaminants that damage the
reactor. When recycling unconverted feed material, it is
possible that some byproducts or contaminants, such as
products of corrosion, can poison the catalyst in the reactor.
Even trace quantities can sometimes be damaging to the
catalyst. It is clearly desirable to remove such damaging
components from the recycle in arrangements similar to
Figure 13.2.

5. Feed impurities. So far it has been assumed that the
feed material is pure. An impurity in the feed affects the
recycle structure and opens up further options. The first
option in Figure 13.4a shows the impurity being separated
before entering the process. If the impurity has an adverse
effect on the reaction or poisons the catalyst, this is the
obvious solution. However, if the impurity does not have a
significant effect on the reaction, then it could perhaps be
passed through the reactor and be separated as shown in
Figure 13.4b. Alternatively, the separation sequence could
be changed as shown in Figure 13.4c1.

The fourth option shown in Figure 13.4d uses a purge1.
As with its use to separate byproducts, the purge saves the
cost of a separation, but incurs raw material losses. This
might be worthwhile if the FEED-IMPURITY separation
is expensive. To use a purge, the FEED and IMPURITY
must be adjacent to each other in the order of separation
(e.g. adjacent in the order of volatility if a single-stage flash
or distillation is used for the separation). Care should be
taken to ensure that the resulting increase in concentration
of IMPURITY in the reactor does not have an adverse effect
on reactor performance.
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Reactor

FEED
+
IMPURITY

FEED

IMPURITY

PRODUCT

(b)(a)

(c) (d)

Reactor
FEED
+
IMPURITY

FEED

IMPURITY

PRODUCT

Reactor
FEED
+
IMPURITY

FEED

IMPURITY

PRODUCT

FEED + IMPURITY

Reactor
FEED
+
IMPURITY

FEED

IMPURITY

PRODUCT

+

Figure 13.4 Introduction of an impurity in the feed creates further options for recycle structures. (Reproduced from Smith R and
Linnhoff B, 1988, Trans IChemE, CHERD, 66:195 by permission of the Institution of Chemical Engineers.)

Again, the separation configuration will change between
different processes as the properties on which the separation
is based change the order of separation, when compared
with Figure 13.4.

6. Reactor diluents and solvents. As pointed out in
Chapter 6, an inert diluent such as steam is sometimes
needed in the reactor to lower the partial pressure of reac-
tants in the vapor phase. Diluents are normally recycled. An
example is shown in Figure 13.5. The actual configuration
used depends on the order of separation.

Many liquid-phase reactions are carried out in a solvent.
If this is the case, then the solvent, in the first instance,
should be assumed to be separated and recycled in
arrangements similar to that in Figure 13.5. In some
cases, the solvent will be contaminated with byproducts
of reaction that will need to be separated and disposed
of (e.g. by thermal oxidation). In this case, it might be

Reactor
FEED

Recycle FEED

Recycle DILUENT

PRODUCT FEED
+ PRODUCT
+ DILUENT

Figure 13.5 Diluents and solvents are normally recycled.

cheaper to dispose of the entire solvent, rather than separate
and recycle the solvent. However, for the efficient use of
materials, every effort should be made to recycle solvents,
as illustrated in Figure 13.5.

7. Reactor heat carrier. As pointed out in Chapter 7, if
adiabatic operation is not possible and it is not possible
to control temperature by indirect heat transfer, then an
inert material can be introduced to the reactor to increase
its heat capacity flowrate (i.e. product of mass flowrate and
specific heat capacity). This will reduce temperature rise
for exothermic reactions or reduce temperature decrease for
endothermic reactions. The introduction of an extraneous
component as a heat carrier effects the recycle structure
of the flowsheet. Figure 13.6a shows an example of the
recycle structure for just such a process.

Where possible, introducing extraneous materials into the
process should be avoided, and material already present in
the process should be used. Figure 13.6b illustrates the use
of the product as the heat carrier. This simplifies the recycle
structure of the flowsheet and removes the need for one of
the separators (Figure 13.6b). The use of the product as
heat carrier is obviously restricted to situations where the
product does not undergo secondary reactions to unwanted
byproducts. Unconverted feed that is recycled also acts as a
heat carrier. Thus, rather than relying on recycled product
to limit the temperature rise (fall), simply opt for a low
conversion, a high recycle of feed and a resulting small
temperature change in the reactor.
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Reactor

Reactor

FEED

FEED

Recycle FEED

Recycle FEED

Recycle  HEAT CARRIER 

PRODUCT

PRODUCTFEED
+ PRODUCT
+ HEAT CARRIER

(a)

(b)

Recycle PRODUCT

Figure 13.6 Heat carriers are normally recycled.

Other options are possible. If the process produces a
byproduct of reaction, then this can be recycled, provided it
does not have an adverse effect on the reactor performance.
If the feed enters with an impurity, then the impurity could
also be recycled as a heat carrier, provided it too does not
have an adverse effect on the reactor performance.

Whether an extraneous component, product, feed,
byproduct or feed impurity is used as heat carrier, as before,
the actual configuration of the separation configuration
will change between different processes as the properties
on which the separation is based change the order of
separation.

Having considered the main factors that determine the
need for recycles, care should be taken if a flowsheet
requires multiple recycles. It is counterproductive to
separate two components adjacent in the order of separation
that are to be recycled to the reactor, since they would only
be re-mixed at some point before entering the reactor. The
designer should always be on guard to avoid unnecessary
separation and unnecessary mixing.

Example 13.1 Monochlorodecane (MCD) is to be produced
from decane (DEC) and chlorine via the reaction2,3:

C10H22

DEC
+ Cl2

chlorine
−−−→ C10H21Cl

MCD
+ HCl

hydrogen chloride

A side reaction occurs in which dichlorodecane (DCD) is
produced:

C10H21Cl
MCD

+ Cl2
chlorine

−−−→ C10H20Cl2
DCD

+ HCl
hydrogen chloride

The byproduct DCD is not required. Hydrogen chloride can
be sold to a neighboring plant. Assume at this stage that all
separations can be carried out by distillation. The normal boiling
points are given in the Table 13.1.

Table 13.1 Data for the materials involved with the production
of monochlorodecane.

Material Molar mass Normal boiling Value ($·kg−1)

(kg·kmol−1) point (K)

Hydrogen chloride 36 188 0.35
Chlorine 71 239 0.21
Decane 142 447 0.27
Monochlorodecane 176 488 0.45
Dichlorodecane 211 514 0

a. Determine alternative recycle structures for the process by
assuming different levels of conversion of raw materials and
different excesses of reactants.

b. Which structure is most effective in suppressing the side
reaction?

c. What is the minimum selectivity of decane that must be
achieved for profitable operation? The values of the materials
involved, together with their molar mass, are given in the
Table 13.1.

Solution
a. Four possible arrangements can be considered:
(i) Complete conversion of both feeds. Figure 13.7a shows the
most desirable arrangement; complete conversion of the decane
and chlorine in the reactor. The absence of reactants in the reactor
effluent means that no recycles are needed.

Although the flowsheet shown in Figure 13.7a is very attractive,
it is not practical. This would require careful control of the
stoichiometric ratio of decane to chlorine, taking into account both
the requirements of the primary and byproduct reactions. Even if
it were possible to balance out the reactants exactly, a small upset
in process conditions would create an excess of either decane or
chlorine and these would then appear as components in the reactor
effluent. If these components appear in the reactor effluent of the
flowsheet in Figure 13.7a, there are no separators to deal with their
presence and no means of recycling unconverted raw materials.

Also, although there are no selectivity data for the reaction,
the selectivity losses would be expected to increase with increas-
ing conversion. Complete conversion would tend to produce high
byproduct formation and poor selectivity. Finally, the reactor vol-
ume required to give complete conversion would be extremely
large.

(ii) Incomplete conversion of both feeds. If complete conversion
is not practical, consider incomplete conversion. This is shown
in Figure 13.7b. In this case, all components are present in the
reactor effluent, and one additional separator and a recycle are
required. Thus the complexity of the flowsheet is significantly
increased, compared with that for complete conversion.

Note that no attempt has been made to separate the chlorine
and decane since they are remixed after recycling to the reactor.

(iii) Excess chlorine. Use of excess chlorine in the reac-
tor can force the decane to effectively complete conversion
(Figure 13.7c). Now there is effectively no decane in the reactor
effluent and again three separators and a recycle are required.

In practice, there is likely to be a trace of decane in the reactor
effluent. However, this should not be a problem since it can either
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Figure 13.7 Different recycle structures for the production of
monochlorodecane.

be recycled with the unreacted chlorine or it can leave with the
product monochlorodecane (providing it can still meet product
specifications).

At this stage, how large the excess of chlorine should be for
Figure 13.7c to be feasible cannot be specified. Experimental
data on the reaction chemistry would be required in order to
establish this. However, the size of the excess does not change
the basic structure.

(iv) Excess decane. Use of excess decane in the reactor forces
the chlorine to effectively complete conversion (Figure 13.7d).
Now there is effectively no chlorine in the reactor effluent. Again,
three separators are required and a recycle of unconverted raw
material.

In practice, there is likely to be a trace of chlorine in the reactor
effluent. This can be recycled to the reactor with the unreacted
decane or allowed to leave with the hydrogen chloride byproduct
(providing this meets with the byproduct specification).

Again at this stage, it cannot be determined exactly how
large an excess of decane would be required in order to make
Figure 13.7d feasible. This would have to be established from
experimental data, but the size of the excess does not change the
basic flowsheet structure.

b. An arrangement is to be chosen to inhibit the side reaction,
that is, to give high selectivity. The side reaction is suppressed
by starving the reactor of either monochlorodecane or chlorine.
Since the reactor is designed to produce monochlorodecane, the
former option is not sensible. However, it is practical to use an
excess of decane.

The last of the four flowsheet options generated above, which
features excess decane in the reactor, is therefore preferred as
shown in Figure 13.7d.

c. The selectivity (S) is defined by

S = (MCD produced in the reactor)

(DEC consumed in the reactor)
× stoichiometric factor

In this case, the stoichiometric factor is one. This is a
measure of the MCD obtained from the DEC consumed. To
assess the selectivity losses, the MCD produced in the primary
reaction is split into that fraction that will become final product
and that which will become the byproduct. Thus the reaction
stoichiometry is:

C10H22 + Cl2 −−−→ SC10H21Cl + (1 − S)C10H21Cl + HCl

and, for the byproduct reaction:

(1 − S)C10H21Cl + (1 − S)Cl2 −−−→ (1 − S)C10H20Cl2

+ (1 − S)HCl

Adding the two reactions gives overall:

C10H22 + (2 − S)Cl2 −−−→ SC10H21Cl + (1 − S)C10H20Cl2

+ (2 − S)HCl

Considering raw materials costs only, the economic potential,
EP, of the process is defined as:

EP = Value of Products − Raw Materials Costs

= [176 × S × 0.45 + 36 × (2 − S) × 0.35]

− [142 × 1 × 0.27 + 71 × (2 − S) × 0.21]

= 79.2S − 2.31(2 − S) − 38.34 ($·kmol−1decane reacted)

The minimum selectivity that can be tolerated is given when
the economic potential is just zero:

0 = 79.2S − 2.31(2 − S) − 38.34

S = 0.53

In other words, the process must convert at least 53% of
the decane that reacts to monochlorodecane rather than to
dichlorodecane for the process to be economic. This figure
assumes that the hydrogen chloride is sold to a neighboring
process. If this is not the case, there is no value associated
with the hydrogen chloride. Assuming there are no treatment and



264 Reaction, Separation and Recycle Systems for Continuous Processes

disposal costs for the now waste hydrogen chloride, the minimum
economic potential is given by

0 = [176 × S × 0.45]−[142 × 1 × 0.27 + 71 × (2 − S)×0.21]

= 79.2S − 14.91(2 − S) − 38.4

S = 0.72

Now the process must convert at least 72% of the decane to
monochlorodecane.

If the hydrogen chloride cannot be sold, it must be disposed
of somehow. Alternatively, it could be converted back to chlorine
via the reaction:

2HCl + 1
2 O2 −−−→←−−− Cl2 + H2O

and then recycled to the MCD reactor. Now the overall
stoichiometry changes since the (2 − S) moles of HCl that were
being produced as byproduct are now being recycled to substitute
fresh chlorine feed:

(2 − S)HCI + 1
4 (2 − S)O2 −−−→ 1

2 (2 − S)Cl2 + 1
2 (2 − S)H2O

Thus the overall reaction now becomes

C10H22 + 1
2 (2 − S)Cl2 + 1

4 (2 − S)O2 −−−→
SC10H21Cl + (1 − S)C10H20Cl2 + 1

2 (2 − S)H2O

The economic potential is now given by

0 = [176 × S × 0.45]−[142 × 1 × 0.27 + 71

× 1
2 (2 − S) × 0.21]

= 79.2S − 7.455(2 − S) − 38.34

S = 0.61

The minimum selectivity that can now be tolerated becomes 61%.

13.2 RECYCLES WITH PURGES

As discussed in the previous section, a purge can be used
to avoid the cost of separating a component from a recycle.
Purges can, in principle, be used either with liquid or vapor
(gas) recycles. However, purges are most often used to
remove low-boiling components from vapor (gas) recycles.

A common situation is encountered when the effluent
from a chemical reactor contains components with large
relative volatilities. As discussed in Chapter 9, a partial
condensation of the mixture from the vapor phase followed
by a simple phase split can often produce an effective
separation. Cooling below cooling water temperature is
not preferred, otherwise refrigeration is required. A dew-
point calculation (see Chapter 4) at the system pressure
reveals whether partial condensation above cooling water
temperatures is effective. If partial condensation does not
occur, even down to cooling water temperature, increasing
the reactor pressure or using refrigeration (or both) can
be considered to accomplish a phase split. Increasing the
pressure of the reactor needs careful evaluation as far as the

implications for reactor design are concerned. However, by
its very nature, a single-stage separation does not produce
pure products, hence further separation of both liquid and
vapor streams is often required.

In Chapter 9, it was concluded that if a component is
required to leave in the vapor phase, its K-value should
be large (typically greater than 10)4. If a component is
required to leave in the liquid phase, its K-value should
be small (typically less than 0.1)4. Ideally, the K-value for
the light key component in the phase separation should be
greater than 10 and, at the same time, the K-value for the
heavy key less than 0.1. Having such circumstances leads
to a good separation in a single stage. However, use of
phase separators might still be effective in the flowsheet if
the K-values for the key components are not so favorable.
Under such circumstances, a more crude separation must
be accepted.

Phase separation in this way is most effective if the light
key component is significantly above its critical temper-
ature. If a component is above its critical temperature, it
will not condense. However, any condensed liquid will still
contain a small amount of the component above its criti-
cal temperature as it “dissolves” in the liquid phase. This
means that a component above its critical temperature is
bound to have an extremely high K-value. Many processes,
particularly in the petroleum and petrochemical industries,
produce a reactor effluent that consists of a mixture of low-
boiling components such as hydrogen and methane that are
above their critical temperature, together with much less-
volatile organic components. In such circumstances, simple
phase splits can give a very effective separation.

If the vapor from the phase split is either predominantly
product or predominantly byproduct, then it can be removed
from the process. If the vapor contains predominantly
unconverted feed material, it is normally recycled to the
reactor. If the vapor stream consists of a mixture of
unconverted feed material, products and byproducts, then
some separation of the vapor may be needed. The vapor
from the phase split will be difficult to condense if the
feed to the phase split has been cooled to cooling water
temperature. If separation of the vapor is needed in such
circumstances, one of the following methods can be used:

1. Refrigerated condensation. Separation by condensation
relies on differences in volatility between the condensing
components. Refrigeration, or a combination of high
pressure and refrigeration, is needed. If a single-stage
separation using refrigerated condensation does not give
an adequate separation, the process can be repeated in a
refluxed condenser or dephlegmator. The vapor flows up
through the condenser and the condensed liquid flows down
over the heat exchange surface countercurrently. Mass is
exchanged between the upward flowing vapor and the
downward flowing liquid. A separation of typically up to
eight theoretical stages can be achieved in such a device.



Recycles with Purges 265

2. Low-temperature/high-pressure distillation. Rather than
use a low-temperature single-stage condensation or refluxed
condenser, a conventional distillation can be used. To carry
out the separation under these circumstances will require a
low-temperature condenser for the column, or operation at
high pressure, or a combination of both.

3. Absorption. Absorption was discussed in Chapter 10. If
possible, a component that already exists in the flowsheet
should be used as a solvent. Introducing an extraneous com-
ponent into the flowsheet introduces additional complexity
and the possibility of increased environmental and safety
problems later in the design.

4. Adsorption. Adsorption involves the transfer of a com-
ponent onto a solid surface (Chapter 10). The adsorbent
will need to be regenerated by a gas or vapor when the
bed approaches saturation. As discussed in Chapter 10, a
vapor or gas can be used for regeneration. However, this
can introduce extraneous material into the process, with
the regeneration stream needing further separation. Thus,
for such applications, regeneration by a change in pressure
(pressure swing adsorption) would normally be preferred.

5. Membrane separation. Membranes, as discussed in
Chapter 10, separate gases by means of a pressure gradi-
ent across a membrane, typically 40 bar or greater. Some
gases permeate through the membrane faster than oth-
ers and concentrate on the low-pressure side. Low molar
mass gases and strongly polar gases have high permeabil-
ities and are known as fast gases. Slow gases have higher
molar mass and symmetrical molecules. Thus, membrane
gas separators are effective when the gas to be separated
is already at a high pressure and only a partial separation
is required.

In situations where a large vapor (gas) flow having a dew
point below cooling water temperature is to be recycled
back to the reactor, it is often expensive to carry out such
separations on the recycle. This is especially true when
relatively small amounts of material need to be separated
from the recycle. Rather than carry out a separation on the
recycle vapor (gas) stream, a purge from the recycle stream
can allow such material to be removed without the need
to carry out a separation. Although the purge removes the
need for a separator, it incurs raw material losses. Not only
can these material losses be expensive, but they can also
create environmental problems. However, another option
is to use a combination of a purge with a separator on
the purge.

As an example, consider ammonia synthesis. In an
ammonia synthesis loop, hydrogen and nitrogen are reacted
to ammonia. The reactor effluent is partially condensed to
separate ammonia as a liquid. Unreacted gaseous hydrogen
and nitrogen are recycled to the reactor. A purge on the

recycle prevents the buildup of argon and methane that
enter the system as feed impurities. Although the purge
can be burnt as fuel, considerable quantities of hydrogen
are lost and therefore recovery of this hydrogen is usually
economic. For such hydrogen recovery systems, adsorption,
a membrane or cryogenic condensation could be used. For
hydrogen recovery from ammonia purge gas, a membrane is
usually the most economic option. The membrane allows
fast gases, such as hydrogen to be separated from slow
gases such as methane. The driving force for the permeation
of the fast gas (and hence the separation of the fast
gas from the other slower components) is the difference
in partial pressure from one side of the membrane to
the other. Hence, for recovery of hydrogen, the product
stream must be at a substantially lower pressure than the
feed stream.

If the liquid from the phase split requires separation, then
this can normally be accomplished by distillation, except
under special circumstances. A distillation sequence is
most often required with products and byproducts removed
from the process and unreacted feed material recycled. In
some situations, byproducts might be recycled for reasons
discussed in the previous section.

The following example illustrates the quantitative rela-
tionships involving the use of a purge on a gas recy-
cle stream.

Example 13.2 Benzene is to be produced from toluene accord-
ing to the reaction5:

C6H5CH3

toluene
+ H2

hydrogen
−−−→ C6H6

benzene
+ CH4

methane

The reaction is carried out in the gas phase and normally
operates at around 700◦C and 40 bar. Some of the benzene formed
undergoes a series of secondary reactions. These are characterized
here by the single secondary reversible reaction to an unwanted
byproduct, diphenyl, according to the reaction:

2C6H6

benzene
−−−→←−−− C12H10

diphenyl
+ H2

hydrogen

Laboratory studies indicate that a hydrogen/toluene ratio of 5
at the reactor inlet is required to prevent excessive coke formation
in the reactor. Even with a large excess of hydrogen, the toluene
cannot be forced to complete conversion. The laboratory studies
indicate that the selectivity (i.e. fraction of toluene reacted that is
converted to benzene) is related to the conversion (i.e. fraction of
toluene fed that is reacted) according to5:

S = 1 − 0.0036

(1 − X)1.544

where S = selectivity
X = conversion

The reactor effluent is thus likely to contain hydrogen, methane,
benzene, toluene and diphenyl. Because of the large differences
in volatility of these components, it seems likely that partial
condensation will allow the effluent to be split into a vapor stream
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containing predominantly hydrogen and methane, and a liquid
stream containing predominantly benzene, toluene and diphenyl.

The hydrogen in the vapor stream is a reactant and hence should
be recycled to the reactor inlet (Figure 13.8). The methane enters
the process as a feed impurity and is also a byproduct from the
primary reaction and must be removed from the process. The
hydrogen–methane separation is likely to be expensive but the
methane can be removed from the process by means of a purge
(Figure 13.8).

Reactor

Recycle Purge

Toluene

Benzene

Toluene

Diphenyl

Methane
Hydrogen

Methane +
Hydrogen

Figure 13.8 A flowsheet for the production of benzene uses
purge to remove the methane that enters as a feed impurity and
is also formed as a byproduct.

The liquid stream can readily be separated into relatively pure
components by distillation, the benzene taken off as product,
diphenyl as an unwanted byproduct and the toluene recycled. It
is possible to recycle the diphenyl to improve selectivity, but it
will be assumed that is not done here. The hydrogen feed contains
methane as an impurity at a mole fraction of 0.05. The production
rate of benzene required is 265 kmol·h−1. Assume initially that a
phase split can separate the reactor effluent into a vapor stream
containing only hydrogen and methane, and a liquid containing
only benzene, toluene and diphenyl, and that it can be separated to
produce essentially pure products. For a conversion in the reactor
of 0.75,

a. Determine the relation between the fraction of vapor from the
phase split sent to purge (α) and the fraction of methane in the
recycle and purge (y), as shown in Figure 13.9.

Reactor

Purge (y)
Methane

(1−a)

Toluene

Recycle
Hydrogen

Benzene
Diphenyl

a

Figure 13.9 Purge fraction for the recycle.

b. Given the assumptions, estimate the composition of the reactor
effluent for fraction of methane in the recycle and purge of 0.4.

Solution

a. Following Douglas5, the benzene produced by the primary
reaction is split into two parts, one part forming the final

product and the other reacting to byproduct:

C6H5CH3 + H2

PB

S
+ PB

S

−−−→ C6H6 + C6H6 + CH4

PB + PB

(
1

S
− 1

)
+ PB

S

2C6H6

PB

(
1

S
− 1

) −−−→←−−− C12H10 + H2

PB

2

(
1

S
− 1

)
+ PB

2

(
1

S
− 1

)

For X = 0.75,

S = 1 − 0.0036

(1 − 0.75)1.544 = 0.9694

Toluene Balance

Fresh toluene feed = PB

S

Toluene recycle = RT

Toluene entering the reactor = PB

S
+ RT

Toluene in reactor effluent =
(

PB

S
+ RT

)
(1 − X) = RT

For PB = 265 kmol·h−1, X = 0.75 and S = 0.9694,

RT = 91.12 kmol·h−1

Toluene entering the reactor = 265

0.9694
+ 91.12

= 364.5 kmol·h−1

Hydrogen Balance

Hydrogen entering the reactor = 5 × 364.5

= 1823 kmol·h−1

Net hydrogen consumed in reaction = PB

S
− PB

2

(
1

S
− 1

)

= PB

S

(
1 − 1 − S

2

)

= 269.2 kmol·h−1

Hydrogen in reactor effluent = 1823 − 269.2

= 1554 kmol·h−1

Hydrogen lost in purge = 1554α

Hydrogen feed to the process = 1554α + 269.2

Methane Balance

Methane feed to process as impurity = (1554α + 269.2)
0.05

0.95

Methane produced by reactor = PB

S

Methane in purge = PB

S

+ (1554α + 269.2)
0.05

0.95

= 81.79α + 287.5

Total flowrate of purge = 1554α + 81.79α

+ 287.5

= 1636α + 287.5
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Fraction of methane in the purge (and recycle):

y = 81.79α + 287.5

1636α + 287.5
(13.5)

Figure 13.10 shows a plot of Equation 13.5. As the purge
fraction α is increased, the flowrate of purge increases
but the concentration of methane in the purge and recycle
decreases. This variation (along with reactor conversion) is
an important degree of freedom in the optimization of reaction
and separation systems as will be discussed later.
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Figure 13.10 Variation of vapor composition with purge
fraction.

b. Methane Balance
Mole fraction of methane in vapor from phase separator = 0.4

Methane in reactor effluent = 0.4

0.6
× 1554

= 1036 kmol·h−1

Diphenyl Balance

Diphenyl in reactor effluent = PB

2

(
1

S
− 1

)

= 4 kmol·h−1

The estimated composition of the reactor effluent are given in
Table 13.2:

Table 13.2 Composition of reactor
effluent for Example 13.2.

Component Flowrate
(kmol·h−1)

Hydrogen 1554
Methane 1036
Benzene 265
Toluene 91
Diphenyl 4

This calculation assumes that all separations in the phase split
are sharp.

The above example illustrates some important principles
for the design of recycles with purges:

1. There must be an overall mass balance in which the
mass of the component to be separated that enters with

the feed, or is formed in the reactor, must equal the mass
of that component leaving with the purge gas, plus that
which leaves with the liquid. If the mass that leaves with
the liquid is extremely small relative to the purge, then
effectively all of this mass must leave with the purge.

2. The concentration of the recycle can be controlled by
varying the purge fraction. Decreasing the purge fraction
causes the concentration of the component being purged
to increase and vice versa.

3. A given mass of material can be purged with a low
flowrate and high concentration, leading to a low loss of
useful material in the purge. Alternatively, a given mass
of material can be purged with a high flowrate and low
concentration, leading to a high loss of useful material
in the purge.

4. Purging with a low flowrate and high concentration leads
to a relatively high recycle flowrate, and hence high costs
for the recycle. On the other hand, purging with a high
flowrate and low concentration leads to a relatively low
recycle flowrate, and hence low costs for the recycle.

5. There are important costs to be traded-off. These will be
considered later in the chapter.

13.3 PUMPING AND COMPRESSION

Feed entering the reaction and separation system needs to be
pumped in the case of a liquid and compressed in the case
of a gas. Liquids and gases need to be transferred between
operations, some involving recycle from the separation
system to the reaction system. The cost of a pressure
increase for liquids is usually small relative to that for gases.
Pumps usually have low capital and operating costs relative
to other plant items. On the other hand, to increase the
pressure of material in the gas phase requires a compressor,
which tend to have a high capital cost and large power
requirements, leading to high operating costs.

When recycling material to the reactor for whatever
reason, the pressure drop through the reactor, separator
(if there is one), the heat transfer equipment upstream and
downstream of the reactor, control valves, and so on must
be overcome. This means the pressure of any material to be
recycled must be increased. Again, for the case of a liquid
recycle, the cost of this pressure increase is usually small.
On the other hand, to increase the pressure of material
in the gas phase for recycle requires a compressor and
is expensive.

When synthesizing the reaction, separation and recycle
configuration, gas recycles should be avoided if it is
feasible to use a liquid recycle without excessive cost.
In some cases, this might be possible by increasing the
pressure of the whole reaction, separation and recycle
system. However, there will be many consequences from an
increase in the system pressure that might overwhelm the
benefits from avoiding a gas recycle. The capital cost of the
reactor and separators will be higher to handle the higher
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pressure, the separation might be more difficult, hazards
will be increased, and so on. It is often not possible to
avoid gas recycles without using very high pressures or
very low levels of refrigeration, in which case the expense
of a recycle compressor must be accepted.

For gas-phase reactions, the pressure drop through the
reactor is usually less than 10% of the inlet pressure6. The
pressure drop through trickle-bed reactors is usually less than
1 bar. A value of 0.5 bar is often a reasonable first estimate for
packed and trickle-bed reactors, although pressure drops can
be higher. The pressure drop through fluidized-bed reactors
is usually between 0.02 and 0.1 bar.

Heat exchangers for liquids normally have a pressure
drop in the range 0.35 to 0.7 bar (see Chapter 15). For
gases, heat exchangers have a pressure drop typically
between 1 bar for high-pressure gases (10 bar and above),
down to 0.01 bar for gases under vacuum conditions (see
Chapter 15).

Pressure drop in the transmission pipes is a combination
of pressure losses in the pipes and pipe fittings7. Pipe fittings
include bends, isolation valves, control valves, orifice plates,
expansions, reductions, and so on. If the fluid is assumed to
be incompressible and the change in kinetic energy from inlet
to outlet is neglected, then:

�P

ρg
=

∑
hL + �z (13.6)

where
�P

ρg
= loss in pressure head (m)

�P = pressure drop (N·m−2)

ρ = fluid density (kg·m−3)

g = gravitational constant (9.81 m·s−2)∑
hL = sum of head losses for straight pipes and

pipe fittings (m)
�z = change in elevation (m)

For straight pipes7:

hL = 2cf

L

dI

v2

g
(13.7)

where cf = Fanning friction factor
L = pipe length (m)
dI = internal diameter of pipe (m)
v = mean velocity in the pipe (m·s−1)

The Fanning friction factor is given by8:

cf = 16

Re
Re < 2000 (13.8)

cf = 0.046Re−0.2 2000 < Re < 20,000 (13.9)

cf = 0.079Re−0.25 Re > 20,000 (13.10)

where Re = ρdIv

µ
µ = fluid viscosity (N·s·m−2)

It should be noted that Equations 13.9 and 13.10 apply
to smooth pipes, whereas the pipes used for transmission of
fluids usually have some surface roughness, which increases
the friction factor. However, for short fluid transmission
pipes, the overall pressure drop is usually dominated by
the pressure drop in the pipe fittings (valves, bends, etc).
Thus, for short transmission pipes, there is little point in
calculating the straight pipe pressure drop accurately. If the
transmission pipe is long (>100 m) and straight, then the
Fanning friction factor can be correlated as7:

1√
cf

= −1.77 ln

[
0.27

ε

dI

+ 1.25

Re
√

cf

]
(13.11)

where ε = surface roughness (m)
Table 13.3 gives some typical values of surface

roughness7.
The head loss in the pipe fittings can be correlated as7:

hL = cL

v2

2g
(13.12)

where cL = loss coefficient (−)
For laminar flow,

cL = f (Re, geometry of fitting)

For turbulent flow,

cL = f (geometry of fitting)

Table 13.4 gives some typical values of the loss coeffi-
cient for various fittings9. It should be noted that values for
loss coefficient will vary for the same fitting, but from dif-
ferent manufacturers, as a result of differences in geometry.
Table 13.5 gives head losses for sudden contractions, sud-
den expansions and orifice plates. Note that the relationship
for orifice plates in Table 13.5 relates to the overall pres-
sure drop and not the pressure drop between the pressure
tappings used to determine the flowrate.

In preliminary design, the fluid transmission lines can
be designed on the basis of an assumed fluid velocity. For
non-viscous liquids (µ < 10 mN·s·m−2 = cP), use a pipe
velocity of 1 to 2 m·s−1.

For viscous fluids, the velocity may be constrained by
the allowable pressure drop or shear degradation of the
fluid (e.g. large molecules breaking down into smaller
molecules from high shear rates). Typical values are given
in Table 13.6.

Table 13.3 Surface roughness of
pipes.

Pipe ε (mm)

Drawn tubing 0.0015
Commercial steel 0.046
Cast iron 0.26
Concrete 0.3–3.0
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Table 13.4 Loss coefficients for various pipe fittings.

Pipe fitting Laminar flow cL Turbulent flow cL Correction for partial closure of valve in
turbulent flow (α = fraction open)

Bend (standard)
840

Re
(Re <1100) 0.8 –

Globe valve (composite seat)
100

Re0.33 (Re <5000) 6.0
cL

α0.5

Globe valve (plug disc)
70

Re0.26
(Re <2700) 9.0

cL

α1.84

Gate valve
1200

Re
(Re <6000) 0.2

cL

α3.7

Plug cock – 0.05 –

Butterfly valve – 0.24 –

Check valve
1200

Re0.86
(Re <1700) 2.0 –

Table 13.5 Head losses in sudden contractions, sudden expansions and orifice plates.

Fitting hL

Sudden contraction

[
0.5

(
1 − A2

A1

)](
v2

2

2g

)

Sudden expansion

[
1 − A1

A2

]2 (
v2

1

2g

)

Orifice plate
1

c2
D

[
1 − AO

A

][(
A

AO

)2

− 1

] (
v2

2g

)

Where v1, v2 = upstream and downstream velocities (m·s−1)

A1, A2 = upstream and downstream pipe areas (m2)

g = acceleration due to gravity (9.81 m·s−2)

A,AO = areas of pipe and orifice (m2)

v = velocity in the pipe (m·s−1)

cD = 0.62 for preliminary design

Table 13.6 Typical fluid velocities for vis-
cous liquids.

Viscosity Velocity (m·s−1)

(mN·s·m−2 = cP)

50 0.5–1.0
100 0.3–0.6

1000 0.1–0.3

For gases and vapors, typical fluid velocities are in the
range of 15 to 30 m·s−1. The fluid velocity must take
account of standard pipe sizes. Table 13.7 gives details of
a number of commonly used pipe sizes.

If the piping layout is known, then the above correlations
can be used to estimate the pressure drop through the pipes.
This might be the case, for example, in a retrofit situation.
In preliminary design, it might be necessary to make some
allowance for a cost of pumping and compression without

knowledge of the piping layout. If this is the case, then it is
not difficult to make a first estimate of the distances required
for transportation of the fluid. What is uncertain is the pipe
fittings that will be involved. Some general guidelines are
therefore required in order to make a first estimate of the
pressure drop to take account of the pipe fittings:

• Vessels will often have isolation valves (but this varies
between different sectors of the industry).

• Equipment that needs to be taken out of service for
maintenance will normally have an isolation valve on
each side. This will include pumps, compressors and
control valves.

• Pumps will normally have a check valve to prevent
reversal of flow.

• Flow control will usually be based on the measurement
of pressure drop across an orifice plate.

• A line going between vessels or between a vessel and a
pipe junction will normally have at least three bends.
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Table 13.7 Commonly used standard pipe sizes.

Pipe size Outside diameter Inside diameter
(mm) (mm) (mm)

15 21.34 15.80
20 26.67 20.93
25 33.40 26.64
32 41.16 35.05
40 48.26 40.89
50 60.32 52.50
65 73.03 62.71
80 88.90 77.93

100 114.3 102.3
150 168.3 154.1
200 219.1 202.7
250 273.1 254.5
300 323.9 304.8

For example, suppose a liquid is being pumped from
one vessel into another vessel using a pump and under the
action of flow control using an orifice plate to measure the
flowrate. The head losses involved will be

• a sudden contraction from the feed vessel into the
discharge line;

• an isolation valve for the vessel;
• two isolation valves and a check valve for the pump;
• an orifice plate for flow measurement;
• a control valve;
• two isolation valves for the control valve;
• typically three pipe bends from changes in direction of

the pipes;
• an isolation valve for the discharge vessel;
• a sudden expansion for the fluid entering the dis-

charge vessel.

Example 13.3 Water is to be pumped between two vessels
separated by an estimated distance of 30 m under the action of
flow control. An increase in elevation of 5 m is also estimated.
The flowrate of water is 100 m3 per hour, its viscosity is
0.8 mN·s·m−2 (equal to centipoise) and its density is 993 kg·m−3.
Estimate the pressure drop required to be produced by the pump.

Solution First determine the pipe diameter from an assumed
velocity of say 2 m·s−1. The area of the pipe (A) is given by:

A = 100 × 1

3,600
× 1

2

= 0.01389 m2

The internal diameter (dI ) is given by

dI =
√

4A

π

=
√

4 × 0 · 01389

π

= 0.133 m

This needs to be rounded to the next largest standard pipe
diameter of internal diameter 0.154 m.

The actual fluid velocity is therefore

v = 100 × 1

3600
× 4

π × 0.1542

= 1.49 m·s−1

Reynolds number for the straight pipes is

Re = ρ dI v

µ

= 993 × 0.154 × 1.49

0.8 × 10−3

= 2.85 × 105

Head loss in the straight pipe sections:

hL = 2cf

L

dI

v2

g

= 2 × 0.079

Re0·25 × 30

0.154
× 1.492

9.81

= 0.30 m

For the isolation valves, take gate valves fully open, one for
each vessel, two for the pump and two for the control valve:

hL = 6 × cL

v2

2g

= 6 × 0.2 × 1.492

2 × 9.81

= 0.14 m

Assume a check valve for the pump:

hL = cL

v2

2g

= 2 × 1.492

2 × 9.81

= 0.23

To estimate the control valve, take a globe valve to be half
open:

hL = cL

α1·84

v2

2g

= 9

0.51·84

1.492

2 × 9.81

= 3.65 m

Assume 3 bends:

hL = 3 × 0.8 × 1.492

2 × 9.81

= 0.27 m

Assume an orifice plate to measure the flowrate with diameter
ratio of 0.4 and discharge coefficient of 0.62:

hL = 1

c2
D

[
1 − AO

A

] [(
A

AO

)2

− 1

]
v2

2g

= 1

0.622
[1 − 0.42]

[(
1

0.4

)4

− 1

]
× 1.492

2 × 9.81

= 9.41 m
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The entrance loss from the feed vessel is given by

hL = 0.5

[
1 − A2

A1

]
v2

2

2g

= 0.5(1 − 0)
1.492

2 × 9.81

= 0.06 m

The exit loss into the receiving vessel is given by

hL =
[

1 − A1

A2

]2
v2

1

2g

= [1 − 0]2 1.492

2 × 9.81

= 0.11 m

�P = ρg
[∑

hL + �z
]

= 993 × 9.81[(0.30 + 0.14 + 0.23 + 3.65 + 0.27

+ 9.41 + 0.06 + 0.11) + 5]

= 1.87 × 105N·m−2

1. Pumping. The two main types of pump used in the pro-
cess industries are centrifugal and positive displacement.
In a centrifugal pump, the liquid enters near the center of
a rotating impeller and is thrown outwards by centrifugal
action. The resulting increase in kinetic energy is con-
verted to pressure energy as the liquid leaves the pump.
Centrifugal pumps deliver a volume that is dependent on
the discharge pressure and the energy added. On the other
hand, in a positive displacement pump, a volume of liquid
is trapped in a chamber, which is decreased in volume and
increased in pressure before discharge. These can be recip-
rocating (e.g. piston and cylinder) or rotational (e.g. two
interlocking rotating gears). Positive displacement pumps
therefore deliver a definite quantity for each stroke or par-
tial rotation of the device. Most industrial applications favor
the use of centrifugal pumps as they can handle a wide
range of fluids and a wide range of pumping conditions at
low cost relative to positive displacement devices. Positive
displacement pumps are used when the liquid has a high
viscosity, low flowrate, or a combination of the two. The
power required for a given pumping duty can be calculated
from:

W = F�P

η
(13.13)

where W = power required for pumping
(N·m·s−1 = J·s−1 = W)

F = volumetric flowrate (m3·s−1)

�P = pressure drop across pump (N·m−2)

η = pump efficiency (−)

The efficiency of a pump is a function of both its design
and its capacity. The efficiency is a strong function of
capacity and might be as high as 90% for a large pump

and as low as 30% for a small one. For centrifugal pumps,
a first estimate of the pump efficiency can be obtained from

η = −0.01(ln F)2 + 0.15 ln(F ) + 0.3 1 < F < 1000
(13.14)

where F = volumetric flowrate (m3·h−1)

η = fractional pump efficiency (−)

It should be noted that the efficiency suggested by
Equation 13.14 is only approximate. The efficiency for a
given capacity will depend not only on the pump design
but also on the liquid being pumped. The performance of
pumps is normally quoted on the basis of the pumping of
water and this needs to be corrected for the actual fluid.
However, Equation 13.14 is good enough for a first estimate
for centrifugal pumps on a low-viscosity duty.

Example 13.4 A centrifugal pump is required to deliver 100 m3

of water per hour with an increase in pressure of 5 bar. If the
driver for the pump is to be an electric motor with an efficiency
of 90%, electricity costs $0.06 KW·h−1, operating for 8300 hours
per year, estimate the annual cost of power.

Solution Pump efficiency:

η = −0.01(ln F)2 + 0.15 ln F + 0.3

= −0.01(ln 100)2 + 0.15 ln(100) + 0.3

= 0.78

W = F�P

η
× 1

0.9

= 100

3600
× 5 × 105 × 1

0.78
× 1

0.90

= 19,800 W

Annual Cost = 19,800

103
× 0.06 × 8300

= $9900 y−1

2. Compression. As noted previously, pumps are cheap to
buy and cheap to operate relative to gas compressors. Gas
compressors can generally be classified as:

a. Positive displacement compressors in which the machine
traps a volume of gas in a chamber and is decreased in
volume with a resulting increase in pressure.

b. Dynamic compressors or turbo-compressors in which
energy is transferred to the gas by dynamic means from
a rotating impeller or blades. The kinetic energy of the
gas is increased, which is then converted to pressure
energy. A dynamic compressor with a low-pressure drop
is normally termed a fan or blower.

c. Ejectors in which the kinetic energy of a high-velocity
working fluid or motive fluid (steam or a gas) entrains
and compresses a second fluid stream. The device has
no moving parts. They are inefficient devices and normal
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usage is for vacuum service where small quantities of gas
are handled. They will not be considered further here.

The maximum compression ratio (ratio of outlet to inlet
pressure) for compressors depends on the design of the
machine, the properties of the lubricating oil used in the
machine, the ratio of heat capacities of the gas (CP/CV = γ ),
other properties of the gas (e.g. tendency to polymerize
when heated), and the inlet temperature. The most common
types of compressor used for gas compression in the process
industries are:

a. Reciprocating. Reciprocating compressors (a piston
moving backwards and forwards in a cylinder, see Appen-
dix B.1) can be used over a wide range of pressures and
flowrates. Diatomic gases with γ = 1.4 can have a pressure
ratio per cylinder of up to 4 and hydrocarbon gases with
γ = 1.2 up to 9. Maximum discharge pressures can be in
excess of 20 bar for a single stage or in excess of 5000
bar for multiple stages. Suction flowrates of up to 1 m3·s−1

for a single stage or up to 2 m3·s−1 for multiple stages
are possible. A significant disadvantage of reciprocating
compressors is that the compressed gas is not delivered
continuously. The resulting pulsations in flow and pressure
can lead to vibrations (and, in extreme cases, mechani-
cal failure) and poor compressor efficiency (to overcome
high-pressure peaks). Surge drums and acoustic filters are
required to dampen the pulsations.

b. Positive displacement rotary. Rotary machines, as their
name implies, involve one or two rotating shafts to create
chambers with decreasing size from inlet to outlet to
increase the pressure. There are four broad classes of
positive displacement rotary compressor:

• Screw compressors use two counterrotating screw-like
shafts (Figure 13.11a). Lubricating oil is required in
some designs to lubricate the rotors, seal the gaps

(a) Screw compressor. (b) Rotary piston compressor.

(c) Sliding valve compressor. (d) Liquid ring compressor.

Figure 13.11 Positive displacement rotary compressors.

between the rotors and reduce the temperature rise of the
gas during compression. These have the disadvantage of
contaminating the gas with lubricating oil. On the other
hand, oil-free machines do not feature mixing of the gas
with lubricating oil. In these designs, contact between
the rotors is prevented by timing gears outside the work-
ing chamber. However, they are more expensive than
oil-injected machines. Diatomic gases with γ = 1.4 can
have a pressure ratio per casing of up to 4.5 and hydro-
carbon gases with γ = 1.2 can have a pressure ratio per
casing of up to 10. Maximum discharge pressures are
up to 30 bar. Suction flowrates of up to 15 m3·s−1 and
greater are possible.

• Rotary piston or rotary lobe or roots compressors
use two counterrotating matching lobe-shaped rotors
(Figure 13.11b). Each revolution of the lobes delivers
four pulses of gas. Maximum discharge pressures in a
single stage are up to 2.5 bar. Suction flowrates of up to
3 m3·s−1 are possible.

• Sliding vane compressors use a single rotating shaft with
an eccentrically located rotor in the compressor casing
with sliding vanes in the rotor (Figure 13.11c). Maximum
pressure ratio for each casing is restricted to around 3.5.
Maximum discharge pressures are up to 10 bar. Suction
flowrates of up to 3 m3·s−1 are possible.

• Liquid ring compressors use a single rotating shaft
with an eccentrically located rotor in the compressor
casing with static vanes (Figure 13.11d). A flow of low-
viscosity liquid (usually water) through the casing draws
the gas into the cells between the vanes where it is
compressed by the movement of the rotor. A settling
drum after the compressor separates the liquid from
the gas and the liquid is usually recycled. Maximum
discharge pressures can be greater than 5 bar. Flowrates
of up to 3 m3·s−1 are possible. Liquid ring compressors
are most commonly used for vacuum service.

c. Centrifugal. Centrifugal compressors increase gas pres-
sure by accelerating it radially outwards through an impeller
or wheel. Centrifugal compressors might use a single
impeller, but pressure ratios are limited to around 2 to
2.5. For higher-pressure ratios, multiple impellers are used.
The increased kinetic energy is then converted to pressure
energy as the gas leaves the impeller. Centrifugal compres-
sors are used for flowrates of up to 90 m3·s−1 at low pres-
sure (typically up to 2 barg discharge) or 1 m3·s−1 at high
pressure for single stage machines. Multistage machines can
be used for flowrates up to 140 m3·s−1. Discharge pressures
for a single stage machine are up to 130 bar at low flowrates
or 3 bar at high flowrates. Multistage machines have dis-
charge pressures up to 700 bar. A significant disadvantage
of centrifugal compressors is their limited turndown capac-
ity. It is frequently necessary to operate a compressor at
flows below the design capacity. If the flow is reduced far
enough, the compressor enters an unstable region known as
the surge region. Figure 13.12 shows the typical behavior
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Figure 13.12 Surging in centrifugal compressors.

of pressure versus flowrate for a centrifugal compressor.
If the compressor is operating at Point A in Figure 13.12
and the flow reduced to Point B by restricting the outlet
flow, the increased pressure drop caused by the restriction
is met by the compressor. Reducing the flow beyond the
peak Point C results in a discharge mains pressure higher
than the compressor pressure. The flow then reverses with
the operating point moving to zero flow at Point D. Once
the discharge main clears, the operating point moves to
Point E. The excessive flow then moves the operation back
to beyond Point C. The cycle is then repeated. The surge
limit depends on the speed of the compressor, decreasing
with decreasing speed. Unstable operations can start at 50
to 70% of the rated flow.

d. Axial. Axial compressors increase gas pressure by accel-
erating it in the direction of the flow using blades mounted
on a rotating shaft that rotate between stationary blades
mounted on the compressor casing. Axial compressors are
used for very high flowrates and moderate pressure drops.
Discharge pressures can be up to 10 bar. Flowrates of up to
150 m3·s−1 are possible. As with centrifugal compressors,
axial compressors can also suffer from surge.

For low-pressure difference and large flows, the capital
cost of a reciprocating compressor can be twice that
of a centrifugal machine with the same flowrate. If
the pressure difference is high and the flowrate low,
then the costs tend to be more equal. Also, centrifugal
machines tend to be more reliable than reciprocating
machines. Standby machines might need to be installed if
reciprocating machines are used. The capital cost of axial
compressors tends to be of the same order as centrifugal
machines. At flowrates typically less than 30 m3·s−1, the
capital cost of axial compressors tends to be higher
than centrifugal machines. Rotary screw compressors tend
to be cheaper than both reciprocating and centrifugal
machines in their operating range. Sliding vane compressors

tend to be cheaper than reciprocating machines in their
operating range.

For high demand compression duties, the overall com-
pression can be broken down into stages and different types
of compressor used in the different casings. For example,
a large flowrate with a large pressure differential might use
an axial compressor followed by a centrifugal compressor.

For reciprocating compressors, the power required can
be estimated from (see Appendix B):

W =
(

γ

γ − 1

)
PinFin

ηIS


1 −

(
Pout

Pin

) γ−1
γ


 (B.15)

where W = power required for compression
(N·m·s−1 = J·s−1 = W)

Pin , Pout = inlet and outlet pressures (N·m−2)

FIN = inlet volumetric flowrate (m3·s−1)

γ = ratio of heat capacities CP /CV (−)
ηIS = isentropic efficiency (−)

Table 13.8 gives the ratio of heat capacities CP /CV for
a number of common gases.

Alternatively, the value of CP /CV can be estimated from
CP data from the relationship (see Appendix B):

γ = CP

CV

= CP

CP − R
(13.15)

where R = universal gas constant
If an equation of state is to be used, then:

γ = CP

CV

= CP

CP − (CP − CV )
(13.16)

where CP − CV = −T

(
∂P

∂T

)
V

(
∂V

∂P

)
T

The value of (∂P/∂T )V and (∂V/∂P )T can be deter-
mined from an equation of state (e.g. Peng–Robinson).

The isentropic efficiency (see Appendix B) is a function
of the machine design and pressure ratio (Pout/Pin). A
first estimate of the isentropic efficiency of a reciprocating
compressor can be obtained from:

ηIS = 0.1091(ln r)3 − 0.5247(ln r)2 + 0.8577 ln r

+ 0.3727 1.1 < r<5 (13.17)

where r = pressure ratio Pout/Pin

For an ideal gas compression, the corresponding temper-
ature rise is given by (see Appendix B):

Tout

Tin
=

(
Pout

Pin

) γ−1
γ

(B.21)

where Tin , Tout = inlet and outlet temperatures (K)
Equation B.21 assumes the compression to be adiabatic

ideal gas compression. In practice, the compression will
be neither perfectly adiabatic nor ideal. To allow for this,
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Table 13.8 Heat capacity ratio for various gases.

Typical value Values at 10◦C Values at 25◦C Values at 50◦C

Monatomic 1.67 He 1.67 1.67 1.67
gases Ar 1.66 1.66 1.66

H2 1.42 1.42 1.41
N2 1.40 1.40 1.40

CO 1.40 1.40 1.40
Diatomic 1.40 Air 1.40 1.40 1.40
gases NO 1.39 1.38 1.38

O2 1.40 1.40 1.39
Cl2 1.32 1.32 1.32

HCl 1.39 1.39 1.39

CH4 1.31 1.30 1.29
NH3 1.30 1.30 1.29
H2O 1.33 1.33 1.33

C2H4 1.24 1.23 1.22
Polyatomic C2H6 1.19 1.19 1.17
gases 1.30 H2S 1.32 1.32 1.31

CO2 1.28 1.28 1.27
C3H6 1.16 1.15 1.14
C3H8 1.13 1.12 1.12

the gas compression can be assumed to follow a polytropic
compression (see Appendix B). A polytropic compression is
neither adiabatic nor isothermal, but specific to the physical
properties of the gas and the design of the compressor.
If the real compression is assumed to follow a polytropic
compression:

Tout = Tin

(
Pout

Pin

)n−1
n

(B.26)

where n = polytropic coefficient
The polytropic coefficient n must therefore be determined

experimentally, and can be estimated from (see Appendix B):

n =
ln

(
Pout

Pin

)

ln




ηIS

(
Pout

Pin

)

ηIS − 1 +
(

Pout

Pin

) γ−1
γ




(B.28)

Equation B.28 is useful to estimate the polytropic
coefficient n if the inlet and outlet pressures are known,
along with an estimate of the isentropic efficiency. Knowing
the polytropic coefficient allows the outlet temperature for
a real gas compression to be estimated from Equation B.26.

For centrifugal and axial compressors, the compression
path is usually based on polytropic compression. The power
required for a polytropic compression can be expressed as

(see Appendix B):

W = n

n − 1

PinFin

ηP


1 −

(
Pout

Pin

)n−1
n


 (B.35)

where ηP = polytropic efficiency (ratio of polytropic power
to actual power)

The polytropic efficiency is a function of the physical
properties of the gas and the machine design. Generally, the
higher the feed flowrate, the higher the polytropic efficiency
of the compressor. A first estimate of the polytropic
efficiency of a centrifugal compressor can be obtained from:

ηP = 0.017 ln F + 0.7 (13.18)

where F = inlet flowrate of gas (m3·s−1)

It should be emphasized that the actual efficiency
depends on the design of the machine and the physical
properties of the gas.

Axial flow compressors have polytropic efficiencies up
to 10% higher than centrifugal compressors for the same
pressure ratio. A reasonable estimate is for the efficiency to be
5% higher than that of the corresponding centrifugal machine
(i.e. multiply the estimate from Equation 13.18 by 1.05).

The polytropic coefficient can be estimated from the heat
capacity ratio and an estimate of the polytropic efficiency
from the relationship (see Appendix B):

n = γ ηP

γ ηP − γ + 1
(B.38)

The temperature rise accompanying gas compression
might be unacceptably high because of the properties of
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the gas (e.g. decomposition, polymerization etc.), materials
of construction of the compressor or the properties of the
lubricating oil used in the machine. The temperature must
be below the flash point of the lubricating oil (i.e. the
temperature at which it gives off enough vapor to form an
ignitable mixture). If this is the case, the overall compression
can be broken down into a number of stages with intermediate
cooling. Also, intermediate cooling will reduce the volume of
gas between stages and reduce the power for compression of
the next stage. On the other hand, the intercoolers will have
a pressure drop that will increase the power requirements,
but this effect is usually small compared with the reduction
in power from gas cooling. The power for the staged
compression of a gas is given by (see Appendix B):

W = γ

γ − 1

PinFinN

ηIS
[1 − r

γ−1
γ ] (B.49)

where N = number of compression stages
r = compression ratio

= N

√
Pout

Pin
(B.47)

Equations B.49 and B.47 minimize the overall compres-
sion power for an N -stage compression. However, the basis
is for adiabatic ideal gas compression and therefore not
strictly valid for real gas compression (see Appendix B). It
is also assumed that intermediate cooling is back to initial
conditions, which might not be the case with real inter-
coolers. The power for the corresponding expression for a
polytropic compression is given by:

W = n

n − 1

PinFinN

ηP

[1 − r
n−1
n ] (B.50)

Staged compression should not be confused with com-
pressor stages. A centrifugal compressor will often have
multiple impellers (or wheels) mounted on the shaft to form
a multistage machine without cooling. Staged compression
is where the overall compression is broken down into inter-
mediate stages with intercooling.

Whilst compression ratios for staged compression of 7
or greater can be used, the maximum per stage is normally
taken to be around 4. If the maximum temperature is known,
then the maximum pressure ratio can be calculated.

Example 13.5 A recycle gas stream containing 88% hydrogen
and 12% methane is to be increased in pressure from 81 bar
to 98 bar. The inlet temperature is 40◦C and the flowrate
is 170,000 Nm3·h−1 (Nm3 = normal m3). Estimate the power
requirements for a centrifugal compressor for this duty.

Solution

Pressure ratio = 98

81

= 1.21

Thus, compression in a single stage will be acceptable.

Suction volume of gas at design conditions of 40◦C and 81 bar

= 170,000 × 313

273
× 1.013

81

= 2,438 m3·h−1

= 0.677 m3·s−1

The ratio of heat capacities for the mixture can be taken as a
weighted mean of the values in Table 13.8.

γ = 0.88 × 1.40 + 0.12 × 1.30

= 1.39

From Equation 13.18, the polytropic efficiency is given by:

ηP = 0.017 lnF + 0.7

= 0.017 ln0.677 + 0.7

= 0.69

The polytropic coefficient can then be calculated from
Equation B.38:

n = γ ηP

γ ηP − γ + 1

= 1.39 × 0.69

1.39 × 0.69 − 1.39 + 1

= 1.69

Now calculate the power from Equation B.35:

W = n

n − 1

PinFin

ηP


1 −

(
Pout

Pin

) n−1
n




= 1.69

1.69 − 1

81 × 105 × 0.677

0.69


1 −

(
98

81

) 1.69−1
1.69




= −1.57 × 106 W

This calculation assumed the gas to be ideal. For com-
parison, the calculation can be based on the Peng–Robinson
Equation of State (see Chapter 4). A number of commercial
physical property software packages allow the prediction of
gas density and γ for a mixture of hydrogen and methane
using the Peng–Robinson Equation of State. Using this, the gas
density at normal conditions is 0.1651 kg·m−3. At 40◦C and
81 bar, the density is 11.2101 kg·m−3. Thus, suction volume
of gas

= 170,000 × 0.1651

11.2101

= 2504 m3·h−1

= 0.695 m3·s−1

At suction conditions:

γ = 1.38

This is close to the estimated value. Greater accuracy again
could be obtained from γ at the average compression conditions.
From Equation 13.18:

ηP = 0.69
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From Equation B.38:

n = 1.66

From Equation B.35:

W = −1.61 × 106 W

This is a relatively small error given the high pressure of the
compression.

13.4 SIMULATION OF RECYCLES

Having created process recycles, for what might be a variety
of reasons, an evaluation of the design requires the material
and energy balance to be evaluated with greater accuracy. In
turn this will allow a preliminary sizing of equipment and an
economic evaluation of the design. Example 13.2 presented
a problem in which the recycle was solved for a simple
recycle system by making some approximations. Such
an approach is limited in its application. More complex
problems demand a more sophisticated approach. Computer
simulation packages are normally used to evaluate the
material and energy balance once the recycle structure has
been established.

To understand how such computer packages function,
consider the simple flowsheet in Figure 13.13a. This
involves an isomerization of Component A to Component
B. The mixture of A and B from the reactor is separated
into relatively pure A, which is recycled, and relatively pure
B, which is the product. No byproducts are formed and the
reactor performance can be characterized by its conversion.
The performance of the separator is to be characterized by
the recovery of A to the recycle stream (rA) and recovery
of B to the product (rB).

ReactorFeed
(A)

Product
(B)

A B

Separator

Recycle

1 2

5

4

3

Feed Mixer Reactor Separator Product 

Convergence

1 2

5

43

5 CalculatedEstimated

(a) Process flowsheet.

(b) Block structure of sequential modular calculation.

Figure 13.13 A simple process with recycle.

In this case, only the material balance will be solved in
order to keep the problem simple. If the material balance
is to be solved, then a series of material balance equations
can be written for the flowsheet in Figure 13.13a:

Mixer

mA,2 = mA,1 + mA,5 (13.19)

mB,2 = mB,1 + mB,5 (13.20)

Reactor

mA,3 = mA,2(1 – X) (13.21)

mB,3 = mB,2 + XmA,2 (13.22)

Separator

mA,4 = mA,3(1 – rA) (13.23)

mA,5 = rAmA,3 (13.24)

mB,4 = rBmB,3 (13.25)

mB,5 = mB,3(1 – rB) (13.26)

where mi ,j = molar flowrate of Component i in Stream j

X = reactor conversion
ri = fractional recovery of Component i

Equations 13.19 to 13.26 form a set of 8 equations
and 13 variables (mA and mB for each stream, X, rA, rB).
Specifying the feed stream mA,1 and mB1, and X, rA and
rB allows the set of equations to be solved. There are two
basic approaches that could be adopted.

1. Equation-oriented. The equation-oriented or equa-
tion-based approach solves the set of equations simulta-
neously. If the problem involves n design variables, with p

equations (equality constraints) and q inequality constraints,
the problem becomes one of:

solve hi(x1, x2, . . . . . . , xn) = 0 (i = 1, p)

subject to gi(x1, x2, . . . . . . , xn) ≥ 0 (i = 1, q)

(13.27)

Whilst this approach seems straightforward for the simple
mass balance above, for more complex recycle systems with
energy balance equations and phase equilibrium equations,
it is not straightforward. Equations describing the flowsheet
connectivity are combined with equations describing the
various unit operations in the flowsheet and, if possible,
the physical property correlations into one large equation
set10. The solution of the set of equations can be performed
by a general-purpose nonlinear equation solver. Because of
the difficulties of including the physical property equations,
these are often formulated as distinct procedures and
kept separate from equations describing the flowsheet
connectivity and unit operations10.
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For example, in the simple problem above, if the values
are set to:

mA,1 = 100 kmol

mB,1 = 0 kmol

X = 0.7 (13.28)

rA = 0.95

rB = 0.95

Then the equations can be solved simultaneously to give:

mA,5 = 39.8601 kmol

mB,5 = 5.1527 kmol

mA,4 = 2.0979 kmol

mB,4 = 97.9021 kmol

2. Sequential modular. In the sequential modular approach,
the process equations are grouped within unit operation
blocks. Each unit operation block contains the equations
that relate the outlet stream and the performance variables
for the block to the inlet stream variables and specified
parameters. Each unit operation block is then solved one
at a time in sequence10. The output calculated from each
block becomes the feed to the next block, and so on.
Figure 13.13b shows the block structure for the flowsheet
in Figure 13.13a. The direction of information flow usu-
ally follows that of the material flow. First the feed stream
must be created. This then goes to a mixer where the
fresh feed is mixed with the recycle stream. Here a prob-
lem is encountered, as the flowrate and composition of the
recycle are unknown. The sequential modular solution tech-
nique is to tear one of the streams in the recycle loop. In
Figure 13.13b, the recycle stream itself has been torn. In
general, tearing the recycle stream itself is only one option
for tearing a stream in a loop. It is often best to tear a
stream for which a good initial estimate can be provided.
Tearing determines those streams or information flows that
must be torn to render the system (or subsystem) to be
acyclic. A recycle convergence unit or solver is inserted in
the tear stream (Figure 13.13b). To start the calculation of
the material balance in Figure 13.13b, values for the com-
ponent molar flowrates for the recycle stream (tear stream)
must be estimated. This allows the material balance in the
reactor and separator to be solved. In turn, this allows the
molar flowrates for the recycle stream to be calculated. The
calculated and estimated values can then be compared to
test whether errors are within a specified tolerance. It is
usual to specify a scaled error in the form:

−Tolerance ≤ G(x) − x

x
≤ Tolerance (13.29)

where x = estimate of the variable
G(x) = resulting calculated value of the variable

If a material balance is to be solved, then the convergence
variables can be taken to be the component molar flowrates.
When a material and energy balance is to be solved, the
additional convergence variables are usually taken to be
pressure and enthalpy.

Care needs to be taken if some components are present
in trace quantities. If an estimated concentration is 0.5 ppm
and the calculated value is 1 ppm, the scaled error is
100%. This is much too large an error for most variables
and yet the absolute error might be acceptable for a
trace component. In other situations, it might be necessary
to define trace components with a high precision. A
trace component threshold can be set, below which the
convergence criterion is ignored.

It is unlikely that the estimated values for the recycle
stream will be within tolerance for the initial estimate. If
the convergence criteria are not met, then the convergence
block needs to update the value of the recycle stream. The
simplest approach to this is direct substitution or repeated
substitution10. In this approach, the sequence is calculated
from an initial estimate. The calculated value then becomes
the value for the next iteration. This is repeated until all
convergence criteria are met. For example, in the example
from Figure 13.13, assuming the values in Equation 13.28,
the initial estimate could be:

mA,5 = 50 kmol

mB,5 = 5 kmol

Table 13.9 follows the iterations until convergence
is achieved.

Figure 13.14a shows a schematic representation of the
direct substitution strategy. The problem with this approach
is that convergence might require many iterations and some
problems might fail to converge to the required tolerance.
Rather than use direct substitution, the convergence unit
can accelerate the convergence. Figure 13.14b illustrates
one such method. The direct substitution iterations are
linearized. A straight-line equation can be written for the
two iterations as:

G(x) = ax + b (13.30)

where a = slope of the line

= G(xk) − G(xk−1)

xk − xk−1
G(xk), G(xk−1) = calculated values of variables for

iterations k and k − 1
xk, xk−1 = estimated values of variables for

iterations k and k − 1

For Iteration k, Equation 13.30 can be written to define
the intercept:

b = G(xk) − axk (13.31)

Substituting Equation 13.31 into Equation 13.30 gives:

G(xk+1) = axk+1 + [G(xk) − axk] (13.32)
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Table 13.9 Solution of material balance by direct substitution.

Iteration Assumed Calculated Scaled residual

mA,5 (kmol) mB,5 (kmol) mA,5 (kmol) mB,5 (kmol) mA,5 mB,5

1 50 5 42.7500 5.5000 −0.1450 0.1000
2 42.7500 5.500 40.6838 5.2713 −0.0483 −0.0416
3 40.6838 5.2713 40.0949 5.1875 −0.0145 −0.0159
4 40.0949 5.1875 39.9270 5.1627 −0.0042 −0.0048
5 39.9270 5.1627 39.8792 5.1556 −0.0012 −0.0014
6 39.8792 5.1556 39.8656 5.1536 −0.0003 −0.0004
7 39.8656 5.1536 39.8617 5.1530 −0.0001 −0.0001
8 39.8617 5.1530 39.8606 5.1528 0.0000 0.0000

G(x) = x

Flowsheet
Response

G(x)

x
Initial Guess

G(x) = x

G(x)

xInitial
Guess

Solution by
Linear
Interpolation

(a) Direct substitution.

(b) Wegstien method.

Figure 13.14 Convergence of recycle loops using the sequential
modular approach.

The intersection is required for Equation 13.32 with the
equation:

G(xk+1) = xk+1 (13.33)

Substituting Equation 13.33 into Equation 13.32 gives:

xk+1 = axk+1 + [G(xk) − axk] (13.34)

Rearranging Equation 13.34 gives:

xk+1 =
(

a

a − 1

)
xk −

(
1

a − 1

)
G(xk) (13.35)

Substituting q = a/(a − 1) gives:

xk+1 = qxk + (1 − q)G(xk) = xk + (1 − q)[G(xk) − xk]
(13.36)

Thus, Equation 13.36 can be used to accelerate the
convergence and is known as the Wegstein method11.
If q = 0 in Equation 13.36, the method becomes direct
substitution. If q < 0, acceleration of the solution occurs.
Bounds are normally set for the value of q to prevent
unstable behavior.

Returning to the example from Figure 13.13, the solution
by direct substitution is followed in Table 13.9. If the
Wegstein Method is applied after the first two iterations:

a = 42.7500 − 40.6838

50 − 42.7500

= 0.2850

q = −0.3986

Substituting in Equation 13.36 gives:

xk+1 = 42.7500 + (1 + 0.3986)[40.6838 − 42.7500]

= 39.8602 kmol

Compared with direct substitution, this approaches the
solution much more rapidly. The procedure is repeated until
the convergence criteria are met.

When dealing with more complex flowsheets than the
one in Figure 13.13, the order in which the calculations
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(a) Initial calculation sequence showing 5 tear streams.

(b) Re-ordered calculation sequence showing 2 tear streams.
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Figure 13.15 Partitioning and tearing a complex flowsheet.

take place in the sequential modular approach is important.
The first consideration is to tear streams for which a good
initial estimate can be provided. Thereafter the choice
of tear streams should be to reduce the complexity of
the calculation of the solution. Consider the flowsheet
in Figure 13.15a. At first sight there appears to be five
tear streams. Figure 13.15b shows a reordered calculation
sequence. This calculation order requires tearing of only
two streams rather than five. This will greatly simplify
the calculations. Also in Figure 13.15b, the calculation
sequence has been partitioned into two sets of blocks.
Partitioning identifies the sets of blocks that must be
solved together. In Figure 13.15b, there is little point
solving the second partition until the first partition has
been solved. If there are multiple tear streams in a
partition, then the tear streams can either be converged
sequentially or simultaneously. Various algorithms are
available for the systematic partitioning and tearing of
flowsheets10.

The equation-oriented approach and the sequential modu-
lar approach each have their relative advantages and disad-
vantages. The sequential modular approach is intuitive and
easy to understand. It allows the designer to interact with the
solution as it develops and errors tend to be more straightfor-
ward to understand than with the equation-oriented approach.
However, large problems may be difficult to converge with
the sequential modular approach. On the other hand, the
equation-oriented approach can make it difficult to diagnose
errors. It is generally not as robust as the sequential modular

approach and generally requires a good initialization to solve.
One major advantage of the equation-oriented approach is the
ability to formulate the problem as an optimization problem,
as design problems almost invariably involve some optimiza-
tion. Thus, the formulation in Equation 13.27 can be readily
transformed to the corresponding optimization problem and
the material and energy balance solved simultaneously with
the optimization problem:

minimizef (x1, x2, . . . . . . , xn)

subject to hi(x1, x2, . . . . . . , xn) = 0(i = 1, p)

gi(x1, x2, . . . . . . , xn) ≥ 0(i = 1, q)

(13.37)

Of course, the two approaches can be combined and
the sequential modular approach used to provide an
initialization for the equation-oriented approach.

Example 13.6

a. Given the estimate of the reactor effluent from Example 13.2
for fraction of methane in the recycle and purge of 0.4,
calculate the actual separation in the phase separator assuming
the temperature to be 40◦C. Phase equilibrium for this mixture
can be represented by the Peng–Robinson Equation of State
with binary interaction parameters assumed to be zero. Many
computer simulation programs are available commercially to
carry out such calculations.

b. Repeat the calculation from Example 13.2 with actual phase
equilibrium data in the phase separation instead of assuming a
sharp split.
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Solution

a. If such a phase separation is carried out assuming the feed in
Table 13.2, the results are given in Table 13.10:

Table 13.10 Phase separation calculated using the
Peng–Robinson Equation of State.

Component Reactor
effluent
flowrate

(kmol·h−1)

Vapor flowrate
from phase
separator

(kmol·h−1)

Liquid flowrate
from phase
separator

(kmol·h−1)

Hydrogen 1554 1550 4
Methane 1036 1020 16
Benzene 265 17.8 247.2
Toluene 91 2.3 88.7
Diphenyl 4 0 4

The phase separation at 40◦C gives a good separation of the
hydrogen and methane into the vapor phase and benzene,
toluene and diphenyl into the liquid phase. Under these
conditions, the hydrogen and methane are above their critical
temperatures and are effectively non-condensibles. However,
some hydrogen and methane dissolve in the liquid phase.
Also, some aromatics are carried with the vapor. An important
consequence of this is that the flowsheet in Figure 13.8 would
need to be modified to separate the hydrogen and methane
carried forward with the liquid from the phase separation.
This will require another distillation column to separate the
hydrogen and the methane from the aromatics before separating
the aromatics.
The reader might like to check that as the temperature of
the phase separation is increased or its pressure decreased,
the separation between the hydrogen, methane and the other
components becomes worse.

b. Assuming the phase split operates at 40 bar and 40◦C,
a rigorous solution of the phase equilibrium using the
Peng–Robinson Equation of State and the recycle equations
using flowsheet simulation software gives a composition of
the reactor effluent is given in Table 13.11:

Table 13.11 Composition of the reactor effluent and phase
separation calculated using the Peng–Robinson Equation of State
and solving the recycle for Example 13.3.

Component Reactor effluent
flowrate

(kmol·h−1)

Vapor flowrate
from phase
separator

(kmol·h−1)

Liquid flowrate
from phase
separator

(kmol·h−1)

Hydrogen 1536 1532 4
Methane 1053 1036 17
Benzene 283 18 265
Toluene 93 3 90
Diphenyl 4 0 4

Comparing this solution with that based on a sharp phase
separation in Example 13.2, the errors are surprisingly small.

However, studying at the K-values in the phase separator given
in Table 13.12, it is not so surprising.

Table 13.12 K-values for the phase
separation based on the Peng–Robinson
Equation of State.

Component Ki

Hydrogen 54
Methane 8.9
Benzene 0.010
Toluene 0.0037
Diphenyl 1.2 × 10−5

The temperature of the phase split is well above the critical
temperatures of both hydrogen and methane, leading to large
K-values. On the other hand, the K-values of the benzene,
toluene and diphenyl are very low, hence the assumption of a
sharp split in Example 13.2 was a good one in this case.

13.5 THE PROCESS YIELD

Having considered the feed, reaction, separation and
recycling of material, the streams entering and leaving
the process can be established. Figure 13.16 illustrates
typical input and output streams. Feed streams enter
the process and product, byproduct and purge streams
leave after the separation and recycle system has been
established.

Raw materials costs dominate the operating costs of
most processes (see Chapter 2). Also, if raw materials are
not used efficiently, this creates waste that becomes an
environmental problem. It is therefore important to have
a measure of the efficiency of raw materials usage. The
process yield is defined as:

Process yield = (desired product produced)

(reactant fed to the process)

× stoichiometric factor (13.38)

where the stoichiometric factor is the stoichiometric moles
of reactant required per mole of product. When more than
one reactant is used (or more than one desired product
produced) Equation 13.38 can be applied to each reactant
(or product).

Reaction
Separation
Recycle

Purge

Product

Byproduct

Feed
Streams

Figure 13.16 The overall process material balance for the
process yield.



Optimization of Reactor Conversion 281

In broad terms, there are two sources of yield loss in
the process:

• losses in the reactor due to byproduct formation (selec-
tivity losses) or unconverted feed material if recycling is
not possible

• losses from the separation and recycle system

Addressing the streams entering and leaving the process
in Figure 13.16, there are material losses in the byproducts
and purges that should be reduced if possible. Thus,
before proceeding further, a number of questions should
be considered:

1. Can byproduct formation be avoided or reduced by
recycling? This is often possible when the byproduct
is formed by secondary reversible reactions.

2. If a byproduct is formed by reaction involving feed
impurities, can this be avoided or reduced by purification
of the feed?

3. Can the byproduct be subjected to further reaction and its
value upgraded? For example, most organic chlorination
reactions produce hydrogen chloride as a byproduct. If
this cannot be sold it must be disposed of, an alternative
as discussed in Example 13.1 is to convert the hydrogen
chloride back to chlorine via the reaction:

2HCl + 1
2 O2 −−−→←−−− Cl2 + H2O

The chlorine can then be recycled.
4. Can the loss of useful material in the purge streams be

avoided or reduced by feed purification?
5. Can the loss of useful material in the purge be avoided

or reduced by additional separation on the purge? The
roles of refrigerated condensation, low-temperature dis-
tillation, absorption, adsorption and membranes in this
respect have already been discussed.

6. Can the useful material lost in the purge streams
be reduced by additional reaction to useful products?
If the purge stream contains significant quantities
of reactants, then placing a reactor and additional
separation on the purge can sometimes be justified.
This technique is used in some designs of ethylene
oxide processes.

Example 13.7 Calculate the process yield of benzene from
toluene and benzene from hydrogen for the approximate phase
split in Example 13.2.

Solution

Benzene yield = (benzene produced)

(toluene fed to the process)

× stoichiometric factor

Stoichiometric factor = stoichiometric moles of toluene

required per mole of benzene

produced

= 1

Benzene yield from toluene = (PB)

(PB/S)
× 1

= S = 0.97

In this case, because there are no raw materials losses in the
separation and recycle system, the only yield loss is in the reactor
and the process yield equals the reactor selectivity.

Benzene yield from hydrogen = (benzene produced)

(hydrogen fed to the process)

× stoichiometric factor

Stoichiometric factor = stoichiometric moles of

hydrogen required per mole of

benzene produced

= 1

For y = 0.4, α = 0.3013:

Benzene yield from hydrogen = PB

(1554α + 269.2)
× 1

= 265

1554 × 0.3013 + 269.2)

= 0.36

13.6 OPTIMIZATION OF REACTOR
CONVERSION

Once the structure of the recycle and separation has
been established, some important degrees of freedom can
be optimized that can have a very significant effect on
the overall process economics. Start by considering the
optimization of reactor conversion.

If the reactor conversion is changed so as to optimize
its value, then not only is the reactor affected in size and
performance but also the separation system, since it now has
a different separation task. The size of the recycle will also
change. If the recycle requires a compressor, then the capital
and operating costs of the recycle compressor will change.
In addition, the heating and cooling duties associated with
the reactor and the separation and recycle system change.

As the reactor conversion increases, the reactor volume
increases and hence reactor capital cost increases. At the
same time, the amount of unconverted feed needing to
be separated decreases and hence the cost of recycling
unconverted feed decreases.
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Consider a simple process in which FEED is reacted
to PRODUCT via the reaction in Equation 13.1. The
flowsheet synthesis is started at the reactor. The effluent
from the reactor contains both PRODUCT and unreacted
FEED that must be separated. Unreacted FEED is recycled
to the reactor via a pump if the recycle is liquid, or a
compressor if the recycle is vapor.

Optimization of the system can be carried out by
minimizing cost or maximizing economic potential (EP ), as
discussed in Chapter 2. Costs for the process to carry out
the reaction in Equation 13.1 are illustrated in Figure 13.17
decomposed according to the layers of the onion model1.
In Figure 13.17, the annualized reactor cost (capital only)
increases since high conversion requires a large volume
and hence high capital cost. The annualized separation
and recycle cost (capital only in this case) decreases with
increasing reactor conversion, since the amount of unreacted
FEED to separate and recycle decreases. If the recycle had
required a compressor, the capital and operating costs of
the compressor would have been included in the separation
and recycle cost. The cost of the heat exchanger network
and utilities is a combination of annualized energy cost and
annualized capital cost of all exchangers, heaters and coolers.
Later, it will be explained how to estimate the energy and
capital cost of the heat exchanger network without having
to carry out its detailed design. Figure 13.17 shows the cost
of the heat exchanger network and utilities decreases with
increasing conversion, since the separation duty is decreased
and also the heating and cooling in the recycle. Combining the
reactor, separation and recycle and heat exchanger network

Reactor

PRODUCT

FEED
Separator

Annual
Costs

XOPT0 1

Total Cost

Reactor Cost

HEN Cost
Separation & Recycle

Figure 13.17 Overall cost trade-offs for a simple process as a
function of reactor conversion. (Reproduced from Smith R and
Linnhoff B, 1988, Trans IChemE, CHERD, 66: 195 by permission
of the Institution of Chemical Engineers.)

costs into a total annual cost (energy and capital) reveals that
there is an optimum reactor conversion. From Figure 13.17,
for this example, heat integration and the cost of the heat
exchanger network and utilities has a significant influence
on the optimum conversion. In other cases, the relative
importance of the component costs will be different.

If the cost of the heat exchanger network changes,
perhaps through a change in energy cost, then the
optimum reactor conversion will change. This change will
likely dictate a different optimum reactor conversion and
hence different separator design and process flowrates.
However, such sensitivity is easily explored by changing
the component costs in Figure 13.17.

In Figure 13.17, the only cost forcing the optimum
conversion back from high values is that of the reactor.
Hence, for such simple reaction systems, a high optimum
conversion would be expected. This was the reason in
Chapter 5 that an initial value of reactor conversion of
0.95 of the maximum conversion was chosen for simple
reaction systems.

In Figure 13.17, the curves are limited by a maximum
reactor conversion of 1.0. If the reaction had been
reversible, then a similar picture would have been obtained.
However, instead of being limited by a reactor conversion
of 1.0, the curves would have been limited by the
equilibrium conversion (see Chapter 6).

Consider the example of a process that involves the
multiple reactions in Equation 13.3. Because there is a
mixture of FEED, PRODUCT and BYPRODUCT in the
reactor effluent, an additional separator is required. The
economic trade-offs now become more complex and a
new cost must be added to the trade-offs. This is a raw
materials efficiency cost due to byproduct formation. If
the PRODUCT formation is kept constant, despite varying
levels of BYPRODUCT formation, then the cost can be
defined to be11,12:

Cost due to BYPRODUCT formation

= cost of FEED lost to BYPRODUCT

− value of BYPRODUCT (13.39)

The value of PRODUCT formation and the raw materials
cost of FEED that reacts to PRODUCT are constant.
Alternatively, if the byproduct has no value, the cost of
disposal should be included as:

Cost due to BYPRODUCT formation

= cost of FEED lost to BYPRODUCT

+ cost of disposal of BYPRODUCT
(13.40)

By considering only those raw materials that undergo
reaction to undesired byproduct, only the raw materials
costs that are in principle avoidable are considered.
Those raw materials costs that are inevitable, that is, the
stoichiometric requirements for FEED that converts into the
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Figure 13.18 Cost trade-offs for a process with byproduct
formation from secondary reactions. (Reproduced from Smith
R and Linnhoff B, 1988, Trans IChemE, CHERD, 66: 195 by
permission of the Institution of Chemical Engineers.)

desired PRODUCT are not included. Raw materials costs
that are in principle avoidable are distinguished from those
that are inevitable from the stoichiometric requirements of
the reaction12,13.

Figure 13.18 shows typical cost trade-offs for this case.
At high conversion, the raw materials cost due to byproduct
formation is dominant. This is because the reaction to the
undesired BYPRODUCT is series in nature, which results
in the selectivity becoming very low at high conversions.
In Chapter 5, the initial setting for reactor conversion
was set to be 0.5 of the maximum conversion for such
reaction systems. Figure 13.18 shows clearly why a high
setting for reactor conversion would be inappropriate.
The byproduct formation cost forces the optimum to
lower values of conversion. Again, if the primary reaction
had been reversible, then a similar picture would have
obtained. However, instead of being limited by a reactor
conversion of 1.0, the curves would have been limited by
the equilibrium conversion (see Chapter 6).

Also, if there are two separators’ the order of separation
can change. The trade-offs for these two alternative flow-
sheets will be different. The choice between different sepa-
ration sequences can be made using the methods described
in Chapters 11 and 12. However, as the reactor conversion
changes, the most appropriate sequence can also change.
In other words, different separation system structures can
become appropriate for different reactor conversions.

13.7 OPTIMIZATION OF PROCESSES
INVOLVING A PURGE

If an impurity entering with the feed, or a byproduct of
reaction, needs to be removed via a purge, the concentration
of impurity in the recycle can be varied as a degree
of freedom. If the impurity is allowed to build up to a
high concentration, then this reduces the loss of valuable
raw materials in the purge. However, this decrease in
raw materials cost is offset by an increase in the cost of
recycling the additional impurity, together with increased
capital cost of equipment in the recycle. Changes in
the recycle concentration again make changes throughout
the flowsheet.

As with the case of byproduct losses, another cost needs
to be added to the trade-offs when there is a purge. This is
a raw materials efficiency cost due to purge losses. If the
PRODUCT formation is constant, this cost can be defined
to be12,13:

Cost of Purge Losses = Cost of FEED Lost to Purge

− Value of Purge (13.41)

The purge by its nature is mixture and usually only has
value in terms of its fuel value. Alternatively, if the purge
must be disposed of by effluent treatment:

Cost of Purge Losses = Cost of FEED Lost to Purge

+ Cost of Disposal of Purge
(13.42)

Again, as with the byproduct case, those raw materials
costs that are in principle avoidable (i.e. the purge losses)
are distinguished from those that are inevitable (i.e. the
stoichiometric requirements for FEED entering the process
that converts to the desired PRODUCT ). Consider the
trade-offs for the reaction in Equation 13.1, but now with
IMPURITY entering with the FEED.

Now there are two variables in the optimization. These
are the reactor conversion (as before) but now also the
concentration of IMPURITY in the recycle. For each setting
of the IMPURITY concentration in the recycle, a set
of trade-offs can be produced analogous to those shown
in Figures 13.17 and 13.18. Figure 13.19 shows the trade-
offs for the feed impurity case and a purge with fixed
concentration of impurity in the recycle12,13.

As the concentration of impurity in the recycle is
varied, each component cost shows a family of curves
when plotted against reactor conversion. Reactor cost
(capital only) increases as before with increasing conversion
(Figure 13.20a). Separation and recycle costs decrease as
before (Figure 13.20b). Figure 13.20c shows the cost of
the heat exchanger network and utilities to again decrease
with increasing conversion. Each of the component costs
in Figure 13.20 increase with increasing concentration of
impurity in the recycle.
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Figure 13.19 Cost trade-offs for a process with a purge for a
fixed concentration of impurity in the recycle.

Figure 13.21 shows the corresponding component costs
for the purge losses. Figure 13.21a shows component costs
that are typical when the value of the raw materials lost
in the purge is high relative to the fuel value of the purge.
Figure 13.21b shows component costs that are typical when
the value of the raw materials lost in the purge is low
relative to the fuel value of the purge. If the process
produces a byproduct to be purged and the purge has a
value, then the component cost of the purge can show more
complex behavior, as shown in Figure 13.21c. This shows
a complex pattern that depends on the relative costs of raw
materials and fuel value of the purge12,13.

Figure 13.22 shows the component costs combined to
give a total cost that varies with both reactor conversion

and recycle concentration of impurity. Each setting of the
recycle impurity concentration shows a cost profile with
an optimum reactor conversion. As the recycle impurity
concentration is increased, the total cost initially decreases
but then increases for larger values of recycle concentration.
The optimum conditions in Figure 13.22 are in the region
of y = 0.6 and X = 0.5, although the optimum is quite flat.

An alternative way to view the trade-offs shown in
Figure 13.23 is as a contour diagram. The contours in
Figure 13.23a are lines of constant total cost. The objective
of the optimization is to find the lowest point. A simple
strategy would fix the first variable then optimize the second
variable, and then fix the second variable and optimize
the first, and so on in a univariate search, as discussed in
Chapter 3. This is illustrated in Figure 13.23b where reactor
conversion (X) is first fixed and impurity concentration
(y) optimized. Impurity concentration is then fixed and
conversion optimized. In this case, after two searches the
solution is close to the optimum (Figure 13.23c). Whether
this is adequate depends on how flat the solution space
is in the region of the optimum. Whether such a strategy
will find the actual optimum depends on the shape of the
solution space and the initialization for the optimization, as
discussed in Chapter 3. Other strategies for the optimization
have been discussed in Chapter 3.

Obviously, the use of purges is not restricted to dealing
with impurities. Purges can also be used to deal with
byproducts. As with the optimization of reactor conversion,
changes in the recycle concentration of impurity might
change the most appropriate separation sequence.

13.8 HYBRID REACTION AND
SEPARATION

So far, it has been assumed that the reaction and separation
would be carried out consecutively and connected with
recycle streams if appropriate. Consider a liquid-phase

(a) Reactor costs. (b) Separation and recycle costs. (c) HEN and utility costs.
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Figure 13.20 Cost trade-offs for processes with a purge as recycle inert concentration changes. (Reproduced from Smith R and
Linnhoff B, 1988, Trans IChemE, CHERD, 66: 195 by permission of the Institution of Chemical Engineers.)
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Figure 13.21 Cost trade-offs for purge losses as reactor conversion and recycle impurity concentration change. (Reproduced from
Smith R and Linnhoff B, 1988, Trans IChemE, CHERD, 66: 195 by permission of the Institution of Chemical Engineers.)
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Figure 13.22 Putting all the costs together allows the optimum
conversion and recycle inert concentration to be determined.
(Reproduced from Smith R and Linnhoff B, 1988, Trans IChemE,
CHERD, 66: 195 by permission of the Institution of Chemical
Engineers.)

exothermic equilibrium reaction, such as:

FEED1 + FEED2 −−−→←−−− PRODUCT

+ BYPRODUCT (13.43)

If the reaction is carried out in a reactor, such as
that shown in Figure 13.24a, in which the product is
allowed to vaporize and leave the reactor, then the
equilibrium is shifted to higher conversion, as discussed in
Chapter 6. However, the vaporization would be expected
to be such that not just the product would vaporize, but
also perhaps feed material and byproduct. A distillation
rectifying section could be added to the reactor as shown
in Figure 13.24b to carry out rectification and produce
a pure PRODUCT from the top of the distillation. Of
course, for this to be possible, the relative volatilities of the
various components must be appropriate both in their order
and their magnitude. Also, the temperature at which the
reaction and distillation take place need to be similar. The
arrangement shown in Figure 13.24b, in addition to having
advantages for the reactor, is also energy efficient in that
the vapor supplied to the distillation comes from the heat
of reaction. This idea is carried a step further by adding a
distillation stripping section, as shown in Figure 13.24c, to
separate the pure BYPRODUCT from the liquid leaving the
reactor and return the feed material to the reactor. Again, the

(a) Contour diagram of reactor conversion
and recycle impurity concentration
showing lines of constant cost.

(b) Fixing the first variable, optimizing
the second and then fixing the
second and optimizing the first.

(c) Repeating the procedure approaches
the optimum.
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Figure 13.23 Optimization of reactor conversion and recycle impurity concentration using a univariate search.
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Figure 13.24 Hybrid reaction and distillation – reactive distillation.

relative volatilities of the components must be appropriate
both in their order and their magnitude to allow this to be
achieved. Finally, the whole system is fitted into a single
shell and the result is a reactive distillation, as shown in
Figure 13.24d.

It may also be useful to carry out such hybrid reaction
and separation when byproducts are formed from competing
reactions, such as:

FEED1 + FEED2 −−−→ PRODUCT
PRODUCT −−−→ BYPRODUCT

(13.44)

It is desirable to remove product from the reaction as
soon as it is formed to prevent it from reacting fur-
ther to byproduct. An arrangement such as that shown
in Figure 13.24d would allow this to happen if the rel-
ative volatilities have the appropriate order and magni-
tude.

Thus, there are a number of potential advantages for
reactive distillation:

• reaction equilibrium can be shifted to higher (or even
complete) conversion

• side reactions can be suppressed and selectivity increased
• capital investment can be reduced
• exothermic reaction heat used to provide the heat for the

separation and reduce operating costs

In some fortunate circumstances, azeotropes can be
eliminated from the separation that would need to be dealt
with if reaction and separation are carried out consecutively.

The disadvantages of reactive distillation are:

• favorable relative volatilities are needed
• distillation conditions must give adequate reaction rate
• thorough research, testing and even pilot plant trials

are required

Figure 13.25 shows another example of hybrid reaction
and separation. This shows an esterification reaction in
which water is removed between the reaction stages using
pervaporation14. The esterification uses a heterogeneous
catalyst and the process in Figure 13.25 runs in four stages.
Each stage includes a reactor where the components are
brought close to equilibrium and then the mixture flows
through a pervaporation stage where the water generated
in the reaction step is removed. This shifts the equilibrium
conversion favorably. In the next reaction step, equilibrium
is reestablished and again the reaction water is removed,
and so on.

13.9 FEED, PRODUCT AND
INTERMEDIATE STORAGE

Most processes require storage for the feed and product.
Storage of feed is required if the delivery of the feed is in
batches (e.g. barge, rail car, road truck). Even if the feed
is being delivered continuously via pipelines for gases and
liquids or conveyors in the case of solids, there will be no
guarantee that feed will be free from interruptions in supply.
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Figure 13.25 Hybrid reaction and pervaporation. (From Wynn N, 2001, Chem Eng Progr, Oct: 66, reproduced by permission.)

For example, the upstream plant providing the continuous
feed will need to be shut down for various reasons, and
there might be unexpected failures of the delivery, for
example, as a result of breakdowns.

Whilst solids and liquids are straightforward to store,
gases are difficult. Relatively small quantities of gas can
be stored in the gaseous state at ambient temperature
in pressurized vessels. Larger quantities of gas storage
require the gas to be liquefied. This can be achieved by
decreasing the temperature using refrigeration, or increasing
the pressure, or a combination of both. High-pressure
storage has a high capital cost, as it requires thick-walled
vessels. Low-temperature storage also has a high capital
cost, as it requires capital investment in refrigeration
equipment. Low-temperature storage also has a significant
operating cost for power to run the refrigeration. The most
appropriate method of storage for gases depends on a
number of factors and involves safety, as well as capital
and operating cost considerations.

If the feed is delivered in batches and used continuously,
there is a fluctuating amount of storage, known as the active
stock. For example, suppose a plant operating with a liquid
feed is at steady state. The liquid feed tank after a delivery
might be perhaps 80% full. As the plant operates at steady
state, the liquid level falls continuously to say 20% when the
next delivery arrives and the level returns to 80% as a result of
the delivery. The amount of liquid between the 20% and 80%
levels is the active stock and 20% is inactive. Storage tanks for
liquids should not be designed to operate with less than 10%
inactive stack at the minimum, as this would create difficulties
in operation. On the other hand, tanks for liquids should not be
designed to operate more than 90% full at the maximum. An
empty space above the liquid (known as ullage) is required
when the tank is full to allow for safety and expansion. If
the flowrate of feed material is mFEED tons per year and the
maximum active stock is mSTOCK , the number of deliveries
per year will be the ratio mFEED/mSTOCK .

The capital cost of the storage equipment will be
approximately proportional to the storage capacity. This
involves the capital cost of storage tanks in the case of gases
and liquids, and silos in the case of solids, capital cost of

materials handling equipment (e.g. pumps, conveyors, etc.)
and capital cost of refrigeration equipment. In addition to
the capital cost of the equipment, there is also the working
capital associated with the value of the material being
stored. The greater the value of the material in storage the
greater the disincentive to store large quantities of material.

The feed storage

• provides a supply of feed to the plant between
feed deliveries;

• compensates for interruptions in feed delivery due to
unforeseen circumstances (e.g. breakdown in the plant
manufacturing the feed material);

• allows short-term increases in production if the market
for the product is favorable;

• compensates for interruptions in feed delivery due to
holiday periods;

• compensates for seasonal variations in feed supply;
• allows feed to be bought under favorable market

conditions when it is cheaper and stored for later use;
• dampens out variations in the feed properties.

The amount of feed storage will depend on:

• the frequency of deliveries;
• the size of deliveries;
• the reliability of deliveries;
• the capacity of the plant;
• the phase of the feed (gas, liquid or solid);
• the hazardous nature of the feed material (the inventory

of hazardous feed should be kept to a minimum);
• the capital and operating costs (e.g. refrigeration system

for the storage of liquefied gas) associated with the feed
storage equipment;

• the working capital locked up in the stored feed;
• the economic benefit to be gained from being able to take

advantage of market fluctuations in the purchase cost of
the raw materials.

The product must also be stored, for similar reasons
to those for feed storage. The product delivery will often
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not be continuous. Also, product will often be delivered
to different customers. If the product is being delivered
via pipeline in the case of a liquid or gas, or continuous
conveyer in the case of a solid, then product storage can
be minimized.

The product storage

• balances the difference between the rates of production
and dispatch;

• maintains product delivery during plant shutdown for
maintenance;

• maintains product delivery during unforeseen plant
shutdown;

• compensates for peak and seasonal demands;
• holds materials when holidays prevent dispatch;
• allows material to be held up for later sale if short-term

market conditions are unfavorable, leading to a short-
term decrease in the sales price;

• allows variations in product quality to be dampened out.

The amount of product storage will depend on:

• the frequency of product dispatches;
• the size of dispatches;
• the reliability of the dispatches;
• the capacity of the plant;
• the phase of the product (gas, liquid or solid);
• the hazardous nature of the product (the inventory of

hazardous product should be kept to a minimum);
• the capital and operating costs (e.g. refrigeration system

for the storage of liquefied gas) associated with product
storage equipment;

• the working capital locked up in the stored product;
• the economic benefit to be gained from being able to

take advantage of market fluctuations in the sales price
of the product.

In addition to the storage of feed and product, chemical
intermediates are also often stored within the process.
Intermediate storage for chemical intermediates is required
particularly when the process requires a number of
transformation steps between the feed and the product. It
creates flexibility in the operation of the plant. For example,
consider a process involving a complex reaction system,
followed by a complex separation system. The start-up
and control of the two sections can be simplified if they
can be decoupled. This can be achieved by introducing
intermediate storage between the reaction and separation
sections. For start-up, the reaction section can be started
up independently of the separation section. When starting
up, the reaction section produces an intermediate chemical
that is accumulated in the intermediate storage. When the
reaction section is producing material of a suitable quality to
be fed to the separation section, then the separation section
can be started up by feeding from intermediate storage. Off-
specification material can be kept separate for reworking at

a later time, or disposal. The intermediate storage allows
the two sections to be operated independently of each other.
This is not only important for start-up and shutdown, but
allows one of the sections to be operated even if the other
breaks down for a short period. The intermediate storage
also decouples the control of the two sections.

The intermediate storage between the reaction and
separation system can also help dampen out variations in
composition, temperature and flowrate between the two
sections (for gases and non-viscous liquids, but not solids).
Variations in the outlet properties from the storage are
reduced compared with variations in the inlet properties.

The greater the amount of intermediate storage the
greater the flexibility created in the operation of the process
and the simpler will be the control. However, like feed
and product storage there are significant costs associated
with intermediate storage, involving capital, working and
operating costs. In addition, intermediate storage will bring
additional safety problems if the material being stored is of
a hazardous nature.

In summary, the amount of feed, product and intermediate
storage will depend on capital, working and operating costs,
together with operability, control and safety considerations.

13.10 REACTION, SEPARATION AND
RECYCLE SYSTEMS FOR
CONTINUOUS
PROCESSES – SUMMARY

The use of excess reactants, diluents or heat carriers in
the reactor design has a significant effect on the flowsheet
recycle structure. Sometimes the recycling of unwanted
byproduct to the reactor can inhibit its formation at source.
If this can be achieved, it improves the overall usage of raw
materials and reduces effluent disposal problems. However,
the recycling results in an increase of some costs.

When a mixture in a reactor effluent contains components
with a wide range of volatilities, then a partial condensation
from the vapor phase followed by a simple phase split can
often produce a good separation. If the vapor from such a
phase split is difficult to condense, then further separation
needs to be carried out in a vapor separation process such
as a membrane. The liquid from the phase split can be sent
to a liquid separation unit such as distillation.

The process yield is an important measure of both raw
materials efficiency and environmental impact.

Interactions between the reactor and the rest of the process
are extremely important. Reactor conversion is the most
significant optimization variable, since it tends to influence
most operations through the process. When a purge is used
to remove impurities from the process, the concentration in
the recycle is another important optimization variable, again
influencing operations throughout the process.

As the reactor conversion and recycle impurity changes
in the optimization, the most appropriate separation
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sequence can also change. In other words, different
separation system structures become appropriate for dif-
ferent settings of the reactor conversion and concentration
of impurity in the recycle.

Feed, product and intermediate storage can be very
significant cost components.

13.11 EXERCISES

1. Ethylene is to be converted by catalytic air oxidation to
ethylene oxide. The air and ethylene are mixed in the ratio
10 : 1 by volume. This mixture is combined with a recycle
stream and the two streams are fed to the reactor. Of the
ethylene entering the reactor, 40% is converted to ethylene
oxide, 20% is converted to carbon dioxide and water, and the
rest does not react. The exit gases from the reactor are treated
to remove substantially all of the ethylene oxide and water,
and the residue recycled. Purging of the recycle is required
to avoid accumulation of carbon dioxide and hence maintain
a constant feed to the reactor. Calculate the ratio of purge
to recycle if not more than 8% of the ethylene fed is lost in
the purge. What will be the composition of the corresponding
reactor feed gas?

2. Benzene is to be produced by the hydrodealkylation of toluene
according to the reaction:

C6H5CH3

toluene
+ H2

hydrogen
−−−→ C6H6

benzene
+ CH4

methane

Some of the benzene formed undergoes secondary reactions
in series to unwanted byproducts that can be characterized by
the reaction to diphenyl, according to the reaction:

2C6H6

benzene
−−−→←−−− C12H10

diphenyl
+ H2

hydrogen

Laboratory studies have established that the selectivity (i.e.
fraction of toluene reacted that is converted to benzene) is
related to the conversion (i.e. fraction of toluene fed that is
reacted) according to:

S = 1 − 0.0036

(1 − X)1.544

where S = selectivity
X = conversion

The hydrogen feed to the plant contains methane as an
impurity at a mole fraction of 0.05. In the first instance, it can
be assumed that the reactor effluent will contain hydrogen,
methane, benzene, toluene and diphenyl, and that a simple
phase split will produce vapor stream containing all of the
hydrogen and methane and a liquid stream containing all of
the aromatics. The hydrogen and methane will be recycled to
the reactor with a purge to prevent the buildup of methane.
The liquid stream containing the aromatics will be separated
into pure products and the toluene recycled. The values of
the feeds and products are given in Table 13.13.

The purge stream containing hydrogen and methane and
the byproduct diphenyl will be burned in a furnace and can
be attributed with their fuel value given in Table 13.14
a. For a production rate of benzene of 300 kmol·h−1 and

mole fraction of hydrogen in the purge of 0.35, determine

Table 13.13 Values of feeds and products for
Exercise 2.

Molar mass Value
(kg·kmol−1) ($·kg−1)

Hydrogen 2 1.06
Toluene 92 0.21
Benzene 78 0.34

Table 13.14 Fuel value of waste streams for
Exercise 2.

Molar mass Fuel value
(kg·kmol−1) ($·kg−1)

Hydrogen 2 0.53
Methane 16 0.22
Diphenyl 154 0.17

the flowrate of hydrogen feed and the flowrate of the purge
stream as a function of the selectivity S.

b. Determine the range of reactor conversions over which the
plant is profitable.

3. Toluene is to be pumped between two vessels using a
centrifugal pump with a flowrate of 30 t·h−1. The pipe
diameter is 80 mm (internal diameter 77.93 mm). The
pipeline is 35 m long, with 4 isolation valves (plug cock),
a check valve and 5 bends. The discharge tank is 3 m in
elevation above the feed tank. The density of toluene is
778 kg·m−3 and viscosity of 0.251 × 10−3 N·s·m−2.
a. Estimate the pressure drop through the pipeline.
b. Estimate the power consumed by the centrifugal pump.

4. Toluene is to be pumped between two vessels under flow
control at a rate of 30 t·h−1. The piping arrangement has yet
to be laid out in detail but the approximate distance between
the two tanks in plan is 50 m. The density of the toluene is
778 kg·m−3 and viscosity 0.251 × 10−3 N·s·m−2.
a. Estimate the pressure drop through the pipeline and the

power required if the pumping is accomplished using a
centrifugal pump and the tanks are at the same elevation.

b. How high would the feed tank have to be elevated if the
flow was to be accomplished by gravity?

5. A two-stage compression is from ambient pressure (1.013 bar)
to a final pressure of 10 bar. What should be the pressures
across each compression stage for:
a. no pressure drop between stages;
b. a pressure drop of 0.2 bar between stages in the intercooler

and associated piping.
6. A compressor is required to compress natural gas with a

flowrate of 100,000 m3·d−1 (measured at 15◦C and 1.013
bar) from 1.013 bar to 10 bar. The inlet temperature of the
gas can be assumed to be 20◦C and γ = 1.3. A two-stage
reciprocating compressor is to be used with intercooling to
40◦C. Estimate the power requirements in kW for:
a. no pressure drop in the intercooler;
b. a pressure drop of 0.3 bar in the intercooler;
c. a pressure drop of 0.3 bar in the intercooler and

intercooling to 30◦C.
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7. A centrifugal compressor is to be used in place of the
reciprocating compressor in Exercise 6. Estimate the power
requirements. If multistage compression is to be used, assume
no pressure drop in the intercooler with intercooling to 40◦C.

8. A process is to be simulated involving a simple reaction,
separation and recycle system, as illustrated in Figure 13.13.
The reaction is:

A −−−→ B

The feed contains 95 kmol of A and 5 kmol of B. The reactor
operates at a conversion of 70%. The performance of the
separator gives a recovery of A in the recycle stream of 95%
and a recovery of B in the product stream of 98%. In a
spreadsheet:
a. Solve the material balance using a sequential modular

approach by tearing the recycle stream and using direct
(repeated) substitution to a scaled residual convergence of
0.0001 for both components.

b. Solve the material balance by accelerating the solution
using the Wegstein Method.

c. Check the solutions by solving the equations simultane-
ously.

9. From the material balance in Exercise 8, calculate the process
yield for the manufacture of B.

10. Consider a process in which each delivery of raw material
provides a 10 day supply and is stored in a tank. Delivery
from the supplier takes between 5 and 15 days. The minimum
inventory in the tank is to be 20 days supply. For what period
should the storage tank be sized?
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14 Reaction, Separation and Recycle Systems
for Batch Processes

14.1 BATCH PROCESSES

As pointed out in Chapter 1, in a batch process the main
steps operate discontinuously. This means that temperature,
concentration, mass and other properties vary with time.
Also as pointed out in Chapter 1, most batch processes are
made up of a series of batch and semicontinuous steps.
A semicontinuous step operates continuously with periodic
start-ups and shutdowns.

Many batch processes are designed on the basis of a
scale-up from the laboratory, particularly for the manufac-
ture of specialty chemicals. If this is the case, the process
development will produce a recipe for the manufacturing
process. The recipe is not unlike a recipe used in cookery.
It is a step-by-step procedure that resembles the labora-
tory procedure, but scaled to the quantities required for
manufacturing. It provides information on the quantities of
material to be used in any step in the manufacturing, the
conditions of temperature, pressure, and so on at any time,
and the times over which the various steps take place. The
recipe can be thought of as the equivalent of the material
and energy balance in a continuous process. However, care
should be taken to avoid taking artificial constraints from
the laboratory to the manufacturing process (i.e. those con-
straints imposed by the laboratory procedures that do not
apply to industrial plant).

As noted in Chapter 1, the priorities in batch processes
are often quite different from those in large-scale contin-
uous processes. Particularly when manufacturing specialty
chemicals, the shortest time possible to get a new product to
market is often the biggest priority (accepting that the prod-
uct must meet the specifications and regulations demanded
and the process must meet the required safety and environ-
mental standards). This is particularly true if the product
is protected by patent. The period over which the product
is protected by patent must be exploited to its full. This
means that product development, testing, pilot plant work,
process design and construction should be fast tracked and
carried out as much as possible in parallel.

Before a system of batch reaction and separation
processes is considered, the main operations that will be
used in batch processes need to be reviewed, but with the
emphasis on how they will differ from the corresponding
operations in continuous processes.

Chemical Process Design and Integration R. Smith
 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

14.2 BATCH REACTORS

As with continuous processes, the heart of a batch chemical
process is its reactor. Idealized reactor models were
considered in Chapter 5. In an ideal-batch reactor, all fluid
elements have the same residence time. There is thus
an analogy between ideal-batch reactors and plug-flow
reactors. There are four major factors that effect batch
reactor performance:

• Contacting pattern
• Operating conditions
• Agitation for agitated vessel reactors
• Solvent selection.

1. Contacting pattern. Most batch reactors are agitated
vessels with a standard configuration. However, this is only
one way that such reactions can be accomplished. If the
reaction is multiphase, then any of the contacting patterns
in Figures 7.3 and 7.4 might be considered to enhance the
mass transfer relative to that which can be achieved using an
agitated vessel. For example, a recirculation system could
be used in which material was taken from the reactor and
returned to the reactor via a pump in the case of a liquid,
or a compressor in the case of a gas. If such possibilities
are considered, then there is no reason why the kind of
equipment used for continuous processes could not be
applied, with recirculation of the materials used to create the
batch mode. Indeed, the reactor could simply be operated
in a semicontinuous mode. If the reaction is rapid, and
the temperature can be controlled, whether single-phase or
multiphase, then a simple static mixer arrangement operated
in semicontinuous mode might be the best solution.

Figure 14.1 shows various modes of operation for agi-
tated vessel batch and semibatch reactors. In Figure 14.1a,
the feeds are loaded into the reactor at the beginning of the
batch, the reaction then proceeds for a specified time, after
which the products are removed. By contrast, Figure 14.1b
shows semibatch operation in which one of the feeds is ini-
tially charged to the reactor and the other feed is charged
progressively. This mode of operation was discussed in
Chapter 5. The semibatch operation in Figure 14.1b is one
in which both the composition and the volume in the reactor
change with time. However, batch reactors offer additional
degrees of freedom. Figure 14.1c shows a semibatch oper-
ation in which the feeds are charged to the reactor as the
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Feed 2 Feed 1

Feed 1 Feed 2

Feed 2 Feed 1
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Product Product

(a) Batch operation. (b)  Semibatch operation in which both composition
       and volume change.

(d) Semibatch operation in which composition
      changes, but volume is maintained constant.

(c)  Semibatch operation in which
       composition is maintained constant,
       but volume changes.

Figure 14.1 Various modes of operation for batch and semibatch reactors.

batch progresses. In this way, composition can in princi-
ple be maintained constant, but volume changes. Finally,
Figure 14.1d shows semibatch operation in which the prod-
uct is withdrawn before the end of a batch reaction. In
the arrangements shown in 14.1d, the composition changes
but the volume can in principle be maintained constant.
In Chapter 5, some simple heuristics were developed to
help decide the contacting pattern if some knowledge of the
reaction kinetics is available. For example, for the parallel
reaction:

FEED1 + FEED2 −−−→ PRODUCT

r1 = k1C
a1
FEED1C

b1
FEED2

FEED1 + FEED2 −−−→ BYPRODUCT

r2 = k2C
a2
FEED1C

b2
FEED2

(14.1)

Taking the ratio of the reaction rates:

r2

r1
= k2

k1
C

a2−a1
FEED2C

b2−b1
FEED2 (14.2)

In order to minimize the formation of the unwanted
BYPRODUCT, the ratio of the reaction rates in Equation
14.2 should be minimized. Thus1,2:

• a2 > a1 and b2 > b1. The concentration of both feeds
should be minimized and each added progressively as
the reaction proceeds. Predilution of the feeds might
be considered.

• a2 > a1 and b2 < b1. The concentration of FEED1
should be minimized by charging FEED2 at the begin-
ning of the batch and adding FEED1 progressively

as the reaction proceeds. Predilution of FEED1 might
be considered.

• a2 < a1 and b2 > b1. The concentration of FEED2
should be minimized by charging FEED1 at the begin-
ning of the batch and adding FEED2 progressively
as the reaction proceeds. Predilution of FEED2 might
be considered.

• a2 < a1 and b2 < b1. The concentration of FEED1
and FEED2 should be maximized by rapid addition
and mixing.

Whilst heuristics like these are helpful, they have also
severe limitations:

• Knowledge of the reaction chemistry and the kinetics
is needed.

• They only are helpful when dealing with simple reac-
tion systems.

• They are only qualitative.

Even if it is decided to use semibatch operation in the above
example in which FEED2 is charged to the reactor initially
and then FEED1 as the reaction progresses, it is not known
how fast the feed should be added to obtain the optimum
performance. Feed addition rate and product takeoff rate
are degrees of freedom that need to be optimized.

If a model is available for the reaction chemistry and
kinetics, then a temporal superstructure can be developed
to represent a batch reactor in the time dimension with a
series of reactor compartments that connect to each other
sequentially in the time dimension3. This temporal super-
structure network, representing a batch reactor, is created
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Figure 14.2 A temporal superstructure for a well-mixed batch reactor.

along the batch cycle time, rather than a superstructure with
physical connections. An example of a temporal superstruc-
ture for a batch reactor is shown in Figure 14.2. Figure 14.2
illustrates the superstructure for a single-phase batch or semi-
batch reactor involving two feeds. In this network, the batch
cycle time is divided into a number of time intervals. The
reactor compartment in each time interval connects to the
reactor compartments in the time intervals that are immedi-
ately before and after. The compartment in each time interval
allows feed material to be added, creating semibatch or mul-
tistep operation. Also, Figure 14.2 allows for product takeoff
at intermediate points in the batch. Given that intermediate
feed addition or product takeoff is likely to be semicontinu-
ous, the time intervals need to be short enough to approximate
such semicontinuous operation. The greater the number of
the time intervals, the closer the model approaches the batch
reactor modeled.

Structural changes of the temporal superstructure can
generate different operating modes (batch or semibatch).
The reactants that are fed at the beginning of a batch
are treated as feed streams at the start of the network,
while the intermediate batch feeds, semicontinuous feeds
and product takeoffs are represented as sidestreams feeding
to, or withdrawing from, the network at different time
intervals3.

A simulation model needs to be developed for each
reactor compartment within each time interval. An ideal-
batch reactor has neither inflow nor outflow of reactants
or products while the reaction is carried out. Assuming
the reaction mixture is perfectly mixed within each reactor
compartment, there is no variation in the rate of reaction
throughout the reactor volume. The design equation for a
batch reactor in differential form is from Chapter 5:

dNi

dt
= d[Ni0(1 − Xi)]

dt
= −Ni0

dXi

dt
= riV (5.39)

where t = batch time
Ni0 = initial moles of Component i
Xi = conversion of Component i after time t

ri = reaction rate for Component i
V = volume of reaction mixture

Thus within each time interval, the batch reactor can
be modeled using Equation 5.39. This differential form of
the design equation reflects the fundamental dynamics of a

batch reactor. Equation 5.39 needs to be integrated within
each time interval (e.g. using a fourth order Runge–Kutta
integration technique).

Rather than use Equation 5.39 to model the batch reactor,
an alternative approach can be developed on the basis of
the analogy between ideal-batch and continuous plug-flow
reactors3. Like an ideal-batch reactor, the residence time
in a plug-flow reactor is the same for all fluid elements.
This means that a differential element within a plug-flow
reactor can be taken to be perfectly mixed as it travels
along the reactor, but will not exchange any fluid with
the elements in front or behind. In this way, it may
be considered to behave as a differential batch reactor.
Thus, the difference between ideal-batch and plug-flow
reactors is that composition changes take place temporally
in the first and spatially in the second (see Chapter 5).
Correspondingly, a plug-flow reactor with sidestreams that
feed at different locations along the reactor has the same
performance as an ideal semibatch reactor, given that the
fresh feeds in both cases have been arranged to have the
same residence times. Also, as discussed in Chapter 5, plug-
flow operation can be approached by using a number of
mixed-flow reactors in series. The total volume of the plug-
flow reactor is modeled by dividing it into a number of
mixed-flow reactors with equal volumes. The greater the
number of mixed-flow reactors in series, the closer is the
approach to plug-flow operation. Sidestreams can be added
to the mixed-flow reactors in series to model a plug-flow
reactor with sidestreams. Thus, a batch reactor can also
be modeled as a series of mixed-flow reactors. Each time
interval comprises a mixed-flow reactor to approach the
performance of a batch reactor within this time interval.
The greater the number of time intervals, the closer the
model will approach batch and semibatch behavior. Thus,
if the time interval is short, then a mixed-flow model can
approximate a batch reactor within each time interval. From
Chapter 5:

Ni ,out

�t
= Ni ,in

�t
+ riV (14.3)

where Ni ,in = inlet moles of Component i
Ni ,out = outlet moles of Component i

�t = time interval

For the first time interval, the input to the reactor
compartment are the reactants charged to the vessel
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Figure 14.3 A temporal superstructure for a multiphase well-mixed batch reactor.

initially. The output from the reactor compartment in the
final time interval is the product generated. Equation 4.3
is applied to each time interval and requires the reaction
rate to be evaluated at the outlet conditions. Unfortunately,
the outlet conditions are unknown. A simple approach
would be to calculate the reaction rate from the inlet
conditions, rather than the outlet conditions. However, this
is often too crude, leading to poor numerical reliability.
Instead, Equation 14.3 can be solved simultaneously with
the equation(s) describing the reaction rate.

Thus, the design equations for a batch reactor for the
optimization of a temporal superstructure can be based on
differential or algebraic equations.

Figure 14.3 shows a temporal superstructure for a
multiphase batch reactor3. As with the continuous steady
state reactors discussed in Chapter 7, mass transfer is only
allowed between adjacent reactor compartments.

In Figures 14.2 and 14.3, a single reactor compartment
is used within each time interval for each phase. Perfect
mixing is assumed within each reactor compartment.
Unfortunately, in practice, the mixing will be imperfect
and this can cause deterioration in the performance relative
to perfect mixing. If an agitated vessel reactor is used,
different types of agitators, baffles, feed locations and other
reactor vessel configurations create different flow patterns.
To reflect this, a network of perfectly mixed compartments
can be used to replace the single compartment within each
time interval3. The reactor is divided into a number of
homogeneous regions, but different in intensity of mixing
(regions with different values of rate of energy dissipation).
Each mixing compartment is assumed to be represented
by a mixed-flow reactor with input and output streams
that feed to, or are fed by, other mixing compartments.
Thus, the interconnected mixing compartments and their
connections constitute a mixing compartment network,
which can be used to model the mixing pattern inside
the reactor vessel. Figure 14.4 shows some examples of

mixing compartment networks. The mixing compartment
network can be used to simulate more accurately the reactor
performance within each time interval and increase the
reliability of the optimization calculations. Even further,
the structure of the mixing compartment network within
each time interval can be optimized3.

However, it should be noted that there are many
practical issues that need to be considered when choosing
mixing equipment and mixing patterns, in addition to
those for maximizing yield, selectivity or conversion4.
This is especially the case when dealing with multiphase
reactions4.

Thus, the design of a batch reactor can be based on
the optimization of a temporal superstructure. Given a
simulation model with a mathematical formulation, the next
step is to determine the optimal values for the control
variables of a batch reaction system.

2. Operating conditions. Optimization variables such as
batch cycle time and total amount of reactants have fixed
values for a given batch reactor system. However, variables
such as temperature, pressure, feed addition rates and
product takeoff rates are dynamic variables that change
through the batch cycle time. The values of these variables
form a profile for each variable across the batch cycle time.

If the rate of feed addition, rate of product takeoff,
temperature and pressure are known in each time interval,
a simulation of the reactor can be carried out in that time
interval. The problem is that the conditions will change
from one time interval to subsequent time intervals. The
profile of the dynamic variables (feed addition, product
takeoff, temperature and pressure) need to be known
through time. In the approach described in Chapter 3
for profile optimization5, a shape can be imposed for a
given variable through time and the dynamic variables
optimized in conjunction with the temporal superstructure.
One profile for each dynamic variable is assigned to the
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Figure 14.4 Some examples of mixing compartment networks to represent agitated vessels. (Reproduced from Zhang J and Smith R,
2004, Chem Eng Sci, 59:459, by permission of Elsevier Ltd).

batch reactor system. Thereafter, the performance of the
batch reactor under these assigned feed, product takeoff,
temperature and pressure profiles can be evaluated against
the corresponding objective function. The optimization
imposes different shapes with different initial and final
values, location and values of any maximum or minimum.
The optimization requires structural decisions (e.g. should
the feeds be added at the beginning of the batch or
added progressively in the appropriate time interval?). Feed
addition rate, product takeoff rate, temperature and pressure
are treated as continuous variables, along with the batch
reaction time. The objective function needs to reflect the
performance of the batch reactor. Maximization of the
yield, selectivity or profit, minimization of batch cycle
time or total cost could all be possible objectives. The
optimization is a mixed integer nonlinear optimization.
However, it can be tackled successfully using stochastic
optimization3,5.

The resulting optimal profiles for the operating conditions
will need to be evaluated in terms of their practicality from
the point of view of control and safety. If a complex profile
offers only a marginal benefit relative to a fixed value,
then simplicity (and possibly safety) will dictate a fixed
value to be maintained. But an optimized profile might
offer a significant increase in the performance, in which
the complex control problem will be worth addressing.

Example 14.1 Consider again the chlorination reaction in
Example 7.3. This was examined as a continuous process. Now
assume it is carried out in batch or semibatch mode. The same
reactor model will be used as in Example 7.3. The liquid feed
of butanoic acid is 13.3 kmol. The butanoic acid and chlorine
addition rates and the temperature profile need to be optimized
simultaneously through the batch, and the batch time optimized.
The reaction takes place isobarically at 10 bar. The upper and
lower temperature bounds are 50◦C and 150◦C respectively.
Assume the reactor vessel to be perfectly mixed and assume
that the batch operation can be modeled as a series of mixed-
flow reactors. The objective is to maximize the fractional yield
of α-monochlorobutanoic acid with respect to butanoic acid.
Specialized software is required to perform the calculations, in
this case using simulated annealing3.

Solution From the kinetic expressions given in Example 7.3,
it can be concluded that r2/r1 = k3CLCl2. In order to increase
the selectivity of the reactions, the CLCl2 should be minimized. A
semibatch reactor would thus be preferred, in which BA is charged
at the beginning of the batch and Cl2 fed continuously during the
reaction. In any case, charging all of the chlorine at the beginning
of the reaction will be impractical.

The most straightforward way to operate such a process is
to maintain a constant chlorine addition rate and a constant
temperature. However, both the constant value of the chlorine
addition rate and the fixed temperature should be optimized.
The temperature of the reaction system is allowed to vary
within the set temperature range, but kept constant throughout
a batch cycle. The batch time is divided into twenty time
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Figure 14.5 One possible combination of chlorine feed trajectory and temperature profile.

intervals, although this needs to be examined to ensure that a
greater number will not give a significantly different answer. The
optimum yield under such conditions is 85.8%. In terms of batch
operation, this strategy has the benefit of simplicity, with a batch
cycle time at 0.98 h. The optimization favors high temperature,
with the reactor operating isothermally at the upper bound of
150◦C.

The optimization is now constrained to be at a fixed (optimized)
chlorine addition rate, but the temperature profile optimized.
Profile optimization is used for the temperature, as discussed in
Chapter 3. The batch cycle time required is 1.42 h. The resulting
fractional yield of MBA from BA now reaches 92.7%.

Conversely, the optimization is now constrained to be at a
fixed (optimized) temperature, but the chlorine addition profile
optimized. Both the feed addition profile and the total chlorine
feed are optimized. The optimum temperature reaches its upper
bound of 150◦C. Chlorine addition is 75.0 kmol and the batch
cycle is 1.35 h. The resulting fractional yield of MBA from BA
now reaches 97.4%.

The final option is to allow both the chlorine addition profile
and temperature profile to be varied through the batch. The
optimization shows a further improvement of the objective to
99.8%. It requires 1.35 h of batch cycle time and 75.0 kmol of
chlorine. The optimized profiles for reaction temperature and feed
addition rate of chlorine are shown in Figure 14.5.

Table 14.1 presents the yields of the MBA from different
operations. It shows that batch operation for the production
of MBA is favorable when compared with standard design
configurations in continuous operation. An advanced control
system is needed to apply the results in practice, but the incentives
to succeed are significant. Although the optimized temperature
and feed profiles give a better yield, operation with constant
feed and temperature might be preferred for control and safety
reasons. A high conversion of chlorine is preferred. However, the
model predicts that the mass transfer becomes very slow at a high
conversion of chlorine. Therefore, a large amount of chlorine is
used in order to maintain a high mass transfer rate. The unreacted
chlorine can be recovered by scrubbing using dilute hydrochloric
acid or water to remove the hydrogen chlorine produced. Unlike
the continuous process, recycle of the chlorine is difficult in
batch operation.

Finally, the reactor vessel has been assumed to be perfectly
mixed. Imperfect mixing and a flow pattern created by different
types of agitators, baffles, feed locations and other reactor vessel
configurations will cause the performance to be below that
indicated by perfect mixing.

Table 14.1 Fractional yields of MBA from BA under different
reactors and operating modes.

Reactor and operation mode Yield of MBA
from BA (%)

Semibatch with optimized constant addition
rate of chlorine and optimized constant
temperature

85.8

Semibatch with optimized constant addition
rate of chlorine and optimized temperature
profile

92.7

Semibatch with optimized addition rate profile
of chlorine under optimized constant
temperature

97.4

Semibatch with optimized profiles of addition
rate of chlorine and temperature

99.8

3. Agitation. If an agitated vessel is being used for the
batch reactor, then various types of agitator are available.
Processing duties are central to the selection of the agitator.
The duties of the agitator are:

• Mixing
• Solids suspension (suspending sinking solids or incorpo-

rating floating solids)
• Dispersion of two liquid phases
• Gas dispersion
• Heat transfer.

Selection of the most appropriate design of agitator is a
specialized subject outside of the scope of this text (see,
for example, Harnby, Nienow and Edwards5). However, it
is important to note that the selectivity of the system can be
effected by agitation when competing reactions are involved
that produce byproducts. For example, consider the reaction
system:

FEED1 + FEED2 −−−→ PRODUCT

PRODUCT + FEED2 −−−→ BYPRODUCT
(14.4)

Where mixing is imperfect, then regions of excess
FEED2 produce excessive BYPRODUCT. Regions low in
FEED2 give lower rates for both the PRODUCT and
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BYPRODUCT. This means that imperfect mixing favors
the production of the BYPRODUCT.

Often the reaction kinetics is not known when try-
ing to design a batch reactor. Indeed, the reaction chem-
istry is often not known. In such circumstances, scale-up
from small-scale experiments to production scale is used.
Two broad scales of mixing can be distinguished. Mix-
ing through the bulk flow is termed macromixing. Mix-
ing at the molecular level through diffusion is termed
micromixing. The rate of micromixing depends on the
operating conditions, viscosity and the energy dissipa-
tion rate. If the energy dissipation rate from the agita-
tor in the reaction zone is held constant, the product
distribution for the same operating conditions should be
independent of the scale. If the reaction is very slow,
then the reaction will proceed throughout the whole reac-
tor volume. On the other hand, if the reaction is very
fast, the reaction will proceed in only a small fraction
of the whole reactor volume. The fraction within which
the reaction takes place is scale-dependent and reaction
zones spread out to different extents at different scales.
This introduces complexities in the scale-up of reac-
tion systems.

4. Solvent selection. Solvents are very common in batch
reaction systems. The solvent has a number of purposes2:

• mobilize solid reactants or solid products with high
melting points;

• allows reaction and mass transfer;
• modify reaction pathway;
• act as a heat sink;
• temperature control where the solvent evaporates from

the reactor is condensed and returned to the reactor;
• allows material transfer to other units.

There are many issues to consider in solvent selection2:

• a large working range between the melting and boiling
points is desirable;

• viscosity should allow good mixing;
• interfacial tension should be considered for liquid–liquid

reactions;
• the solvent should be easily recovered for recycling (i.e.

no azeotropes if distillation is to be used, low latent
heat, etc.);

• low boiling point can create environmental problems
through the release of volatile organic compounds
(VOC’s) that create environmental problems;

• the solvent should be easily disposed of if waste is
formed (e.g. chlorinated solvents should be avoided);

• effect on reactions (solvent polarity, bond type, effect on
reaction rate, activation energy, equilibrium, changes in
reaction mechanism).

14.3 BATCH SEPARATION PROCESSES

1. Batch distillation. Batch distillation has a number of
advantages when compared with continuous distillation:

• The same equipment can be used to process many
different feeds and produce different products.

• There is flexibility to meet different product specifica-
tions.

• One distillation column can separate a multicomponent
mixture into relatively pure products.

The disadvantages of batch distillation are:

• High purity products require the careful control of the
column because of its dynamic state.

• The mixture is exposed to a high temperature for
extended periods.

• Energy requirements are generally higher.

The simplest batch distillation would involve charging a
feed to a batch distillation pot, as shown in Figure 14.6, and
carrying out a vaporization of the material from the pot. The
vapor formed is removed from the system. Since this vapor
is richer in the more volatile components than the liquid,
the liquid remaining in the pot becomes steadily leaner in
these components. The result of this vaporization is that the
composition of the product changes progressively through
time. The vapor leaving the pot at any time is assumed to be
in equilibrium with the liquid in the pot, but since the vapor
is richer in the more volatile components, the composition
of the liquid and vapor are not constant. To show how the
compositions change with time, consider vaporization of an
initial charge to the distillation pot in Figure 14.6.

Let B be the total number of moles and xi,B the liquid
mole fraction of Component i of liquid in the batch pot at
time t . If a small amount of liquid dB with a vapor mole
fraction xi,D is vaporized, a material balance on Component
i gives:

xi,D dB = d(Bxi,B)

= Bdxi,B + xi,B dB (14.5)

xD

xB

Figure 14.6 Simple distillation from a batch pot.
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Rearranging Equation 14.5 and integrating gives:

∫ B

F

dB

B
=

∫ xi

xi,F

dxi,B

xi,D − xi,B

(14.6)

or

ln
B

F
=

∫ xi

xi,F

dxi,B

xi,D − xi,B

(14.7)

where B = total moles in the batch pot at time t

F = total moles in the batch pot at the beginning
of the operation

xi,B = mole fraction of Component i in the liquid
in the batch pot at time t

xi,F = mole fraction of Component i in the liquid
in the batch at the beginning of the
operation

xi,D = mole fraction of Component i in the
vaporized material leaving the batch pot at
time t

Equation 14.7 is known as the Rayleigh Equation and
describes the material balance around the distillation pot.

Batch distillation from a pot will not provide a good
separation unless the relative volatility is very high. In most
cases, a rectifying column with reflux is added to the pot, as
shown in Figure 14.7. The operation of a batch distillation
can be analyzed for binary systems at a given instant in

time using a McCabe–Thiele diagram. The operating line
is the same as that for the rectifying section of a continuous
distillation (see Chapter 9).

yi,n+1 = R

R + 1
xi,n + 1

R + 1
xi,D (9.13)

This is shown in Figure 14.6, where the slope of the
operating line is given by R/(R + 1). The feed is charged
to the distillation pot at the beginning of the batch
and is subjected to continuous vaporization. This vapor
would then flow upward through trays or packing to the
condenser and reflux would be returned, as with continuous
distillation. However, unlike continuous distillation, the
overhead product will change with time. The first material
to be distilled will be the more volatile components.
As the vaporization proceeds and product is withdrawn
overhead, the product will become gradually richer in the
less-volatile components. Thus, batch distillation allows
different fractions to be taken from the same feed. The
batch distillation strategy depends on both the feed mixture
and the products required from the distillation.

Figure 14.7 illustrates what happens if the reflux ratio
is fixed for a binary separation. Because the reflux ratio
is fixed, the slope of the operating line is fixed, but
its position varies through time. For a fixed number of
stages, the distillate and the bottoms gradually become
more concentrated in the heavier component. This means
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Figure 14.7 If reflux ratio is fixed in batch distillation, the overhead product purity decreases. (Reproduced from Smith R and Jobson
B, 2000, Distillation in Encyclopedia of Separation Science, by permission of Academic Press Ltd).
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Figure 14.8 Integration of the Rayleigh Equation for constant
reflux ratio.

that the product quality deteriorates with time and blending
is required to meet the appropriate purity specification.
The Rayleigh Equation (Equation 14.7) can be integrated
graphically, as illustrated in Figure 14.8 for the separation
of an AB mixture. The initial charge to the distillation pot is
F moles with a mole fraction of xA,F . The McCabe–Thiele
construction can be used to determine the distillate mole
fraction xA,D for various bottoms moles fractions xA,B for
a fixed reflux ratio (fixed slope of operating line) and a
given number of stages (4 stages in the case of Figure 14.7).
Thus, in Figure 14.8, 1/(xA,D − xA,B) is plotted versus the
bottoms mole fraction from xA,F to the final bottoms mole
fraction xA,B ,final . Integrating to find the area under the
graph (e.g. using Simpson’s Rule), the amount of liquid
left in the pot at the end of the batch is given by:

Bfinal = F exp(−Area) (14.8)

where Bfinal = total moles in the batch pot at the end of
the batch
The amount of distillate is by mass balance:

Dfinal = F [1 − exp(−Area)] (14.9)

The amount of A in the final product

= xA,F F − xA,B ,finalBfinal

Thus the average overhead composition of xA,D is given
by:

xA,D = xA,F F − xA,B ,finalBfinal

F − B

= xF − xA,B ,final (Bfinal/F)

1 − (Bfinal/F)
(14.10)

The total amount of material vaporized during the batch

= (F − Bfinal)(R + 1) (14.11)

Thus the total heat requirement for the batch is given by:

Q = F�HVAP (1 − Bfinal/F )(R + 1) (14.12)

where Q = heat requirement
�HVAP = latent heat of vaporization

Alternatively, by careful control of the reflux ratio, it is
possible to hold the composition of the distillate constant
for a time until the required reflux ratio becomes intolerably
large, as illustrated in Figure 14.9. A mass balance gives:

DfinalxA,D = FxA,F − BfinalxA,B ,final (14.13)

Substituting Bfinal = F − Dfinal in Equation 14.13 and rear-
ranging gives:

Dfinal = F(xA,F − xA,B ,final )

(xA,D − xA,B ,final )
(14.14)

Substituting Dfinal = F − Bfinal in Equation 14.13 and rear-
ranging gives:

Bfinal = F(xA,D − xA,F )

(xA,D − xA,B ,final )
(14.15)

In this case, the energy requirement is a variable as reflux
ratio varies. For a differential time interval:

dQ = �HVAP dD(R + 1)

= �HVAP dB(R + 1)
(14.16)

Substituting Equation 14.15 into Equation 14.16:

dQ = �HVAPB

(
dxA,B

xA,D − xA,B

)
(R + 1) (14.17)

From Equation 14.15:

B = F(xA,D − xA,F )

xA,D − xA,B

(14.18)

Substituting Equation 14.18 into Equation 14.17 and inte-
grating gives:

Q = F�HVAP (xA,D − xA,F )

∫ xA,D

xA,F

R + 1

(xA,D − xA,B)2
dxA,B

(14.19)

Thus, from Figure 14.9, the McCabe–Thiele diagram can
be used to determine the reflux ratio for a given xA,B .
This allows Equation 14.19 to be integrated graphically,
as shown in Figure 14.10.

Operation at constant reflux ratio is better than oper-
ation with constant distillate composition for high-yield
batch separations. However, operation with constant distil-
late composition might be necessary if high product purity
is required. In fact, it is not necessary to operate in one
of these two special cases of constant reflux ratio or con-
stant distillate composition. Given the appropriate control
scheme, the reflux ratio can be varied through the batch
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Figure 14.10 Integration of the equation for constant distillate
composition allows the energy requirement to be determined.

with an objective different from that of maintaining con-
stant distillate composition. As with other batch processes,
profile optimization can be used to optimize for a variety
of objective functions.

The calculation procedures can be extended to multicom-
ponent systems using shortcut or rigorous simulation of the
column as the batch progresses6.

Whilst most batch distillation operations involve the
purification of a single-product overhead, it can also

1.0

xi,D

D/F

Product 1 Product 2 Product 3

Figure 14.11 Batch distillation of a multiproduct mixture.

be applied to the separation of multiproduct systems6.
In principle, a number of products need to be purified
from the same initial charge to the batch distillation.
Different product receivers are then used to collect the
separate products. Figure 14.11 shows a profile of distillate
composition versus the ratio of distillate to feed flowrate for
a variety of products distilled overhead. Initially, Product
1 is distilled overhead. Once Product 1 has largely been
distilled overhead, its concentration begins to fall in the
distillate and the composition of Product 2 begins to rise.
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Then Product 2 is distilled overhead for a period, after
which its concentration begins to fall as the concentration
of Product 3 increases in the distillate. The distillation is
finished by collecting Product 3 overhead.

When evaluating a batch distillation, either through
simulation or from scale-up of a pilot plant, one thing that
needs special attention is hold-up in the column. A large
hold-up in the column reduces the sharpness of separation
and will require increased reflux or increased number of
stages. If hold-up in the column is not accounted for,
products might be off specification6.

2. Batch crystallization. Crystallization is extremely com-
mon in the production of fine and specialty chemicals.
Many chemical products are in the form of solid crystals.
Also, crystallization has the advantage that it can produce
a product with a high purity and can be more effective than
distillation from the separation of heat-sensitive materials.
Crystallization has already been discussed in Chapter 10
and has two main steps. Firstly the solute to be crystal-
lized is dissolved in a suitable solvent, unless it is already
dissolved, for example, solute dissolved in a solvent from
a previous a reaction step. Secondly, the solid is then
deposited in the form of crystals from the solution by cool-
ing, evaporation and so on.

Two of the main objectives in crystallization are to
maximize the average crystal size and to minimize the
coefficient of variation of crystal size. As pointed out in
Chapter 10, large crystals are easier to filter and wash in
order to produce a high purity product.

Table 14.2 contrasts continuous versus batch
crystallization.

From Table 14.2, it can be concluded that both batch and
continuous crystallization have their relative advantages and

Table 14.2 Batch versus continuous crystallization.

Batch Continuous

Flexible Not flexible
Low capital investment High capital investment
Small process development

requirements
Large process development

requirements
Poor reproducibility Good reproducibility

disadvantages. The biggest single advantage of batch crys-
tallization is its flexibility. Batch crystallization operations
are most often carried out in an agitated vessel. However,
the vessel might be fitted with baffles or a draft tube. A draft
tube is a vertical cylinder placed inside the crystallizer with
a diameter typically 70% of the vessel diameter. The agi-
tator induces a vertical flow through the inside of the draft
tube and circulation vertically in the opposite direction on
the outside of the draft tube. This can help maintain good
circulation rates for the slurry.

Cooling crystallization (see Chapter 10) is the most
common method of achieving supersaturation. A solvent is
preferred that exhibits a high solubility at high temperature,
but a low solubility at low temperature. The initial
temperature is reduced gradually to the final temperature.
Figure 14.12 illustrates a batch cooling crystallization.
Starting at Point A in the unsaturated region, this can
be cooled and the metastable region entered. A cooling
profile can then be followed within the metastable region
to the final temperature. As pointed out in Chapter 10, it is
desirable to stay out of the labile region, otherwise too many
fine crystals are created. In cooling from the initial to the
final temperature, different cooling profiles can be followed,
as illustrated in Figure 14.13. Figure 14.13a shows natural
cooling, whereby there is a large temperature decrease
initially, but as the temperature difference between the
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Figure 14.12 Batch cooling crystallization.
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Figure 14.13 Types of batch cooling crystallization.
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crystallization and the ambient temperature decreases, the
rate of cooling decreases. Natural cooling is uncontrolled
and tends to lead to poor crystal quality. Rather than rely
on natural cooling, a coolant such as cooling water could be
exploited. Figure 14.13b illustrates linear cooling in which
the coolant flowrate is used to maintain a constant rate of
cooling. This tends to lead to better crystal quality than
natural cooling. Finally, Figure 14.13c illustrates controlled
cooling in which the flowrate of the coolant is varied
in order to follow a specified profile from the initial to
the final temperature. The cooling profile is a degree of
freedom for optimization and can be optimized using profile
optimization5.

Although cooling crystallization is the most common
method of inducing supersaturation in batch crystallization
processes, other methods can be used, as discussed in
Chapter 10. For example, evaporation can be used, in
which case the profile of the rate of evaporation through
the batch can also be optimized7. Indeed, the profiles of
both temperature and rate of evaporation can be controlled
simultaneously to obtain greater control over the level of
supersaturation as the batch proceeds7. However, it should
be noted that there is often reluctance to use evaporation
in the production of fine, specialty and pharmaceutical
products, as evaporation can concentrate any impurities and
increase the level of contamination of the final product.

The agitator is a key component of crystallizer design
and is required to

• generate appropriate levels of secondary nucleation
throughout the vessel;

• prevent local excessive levels of supersaturation;
• provide adequate temperature control throughout the

vessel for cooling crystallization;
• provide adequate rates of heat transfer for evaporation if

evaporative crystallization is used;
• keep crystals from settling on the bottom of the

crystallizer to maintain crystal growth and a low
coefficient variation of crystal size.

Increasing the power input and fluid shear from agitation,
increases both crystal breakage and secondary nucleation.
As the speed of an agitator is increased, this generally
reduces the size of the metastable region. Scale-up of
crystallizers from laboratory size to full-scale operation is
far from straightforward. If a crystallization operation is
scaled up for a constant power input per unit volume of
slurry based on geometric similarity, the maximum shear
rate at the agitator increases, but the average shear rate
decreases. This can result in a greater coefficient variation
of crystal size from scale-up. Secondary nucleation is
likely to vary significantly with location in the crystallizer.
Changes in the agitation and vessel geometry can change
the local rates of energy dissipation and result in significant
changes in total secondary nucleation.

Table 14.3 Optimization variables for batch and semibatch
cooling crystallization.

Batch Semibatch

1. Temperature profile
2. Number of seeds
3. Size of seeds
4. Agitation
5. Initial level of

supersaturation
6. Batch time

1. Solute/feed flowrate
2. Temperature profile
3. Number of seeds
4. Seed addition profile
5. Size of seeds
6. Agitation
7. Initial level of

supersaturation
8. Batch Time

As pointed out in Chapter 10, another way to create
secondary nucleation is to add seed crystals to start the
crystals growing in the supersaturated solution. These seeds
should be pure product.

Just as a reactor can be operated in batch or semibatch
mode, a crystallizer can also be operated in batch or
semibatch mode. Table 14.3 contrasts the optimization
variables for batch and semibatch operation of cooling
crystallization.

As mentioned previously, scale-up of crystallization
processes from the laboratory is far from straightfor-
ward. Various parameters need to be maintained to be
as close to those used in the laboratory as possible
in order to reproduce the results from the laboratory.
For scale-up, supersolubility, agitation (and its effect on
secondary nucleation throughout the vessel), fraction of
solids in the slurry, seed number and sizes, contact
time between growing crystals and liquid all need to be
maintained.

3. Batch filtration. Batch filtration involves the separation
of suspended solids from a slurry of associated liquid. The
required product could be either the solid particles or the
liquid filtrate. In batch filtration, the filter medium presents
an initial resistance to the fluid flow that will change as
particles are deposited. The driving forces used in batch
filtration are2:

• gravity
• vacuum
• pressure
• centrifugal.

If a constant pressure difference is maintained across a filter
medium and filter cake, then for the filtration of volume of
liquid F , filtration time is proportional to the square of F .

Filter aids can be added to the slurry to reduce the
filter cake resistance. These are materials that have high
porosity. Their application is normally restricted to cases
where the filtrate is valuable and the solid cake is a waste.
In cases where the solid is valuable, the filter aid should
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be readily separable from the filter cake. Sometimes the
filter aid is precoated onto the filter medium. If the solid
filter cake is the product, then the cake is normally washed
to remove dissolved solutes and solvents present in the
original feed. Liquid may be retained within the cake within
clusters of particles or at points of contact between particles.
In an ideal situation, perfect washing would require only
one volume of wash liquid equivalent to the void in the
solid bed to wash away unwanted solute and solvent. In
practice, perfect washing is not achieved and the actual
washing efficiency depends on mixing and mass transfer.
After washing the filter cake, the product would normally
be dried to remove any wash liquid remaining within
the solid.

Experimental results from the laboratory or pilot plant
may often be scaled up by a factor of 100 times or more.
However, to reduce errors in scale-up, a similar filter, the
same slurry mixture, the same filter aid and approximately
the same pressure drop should be used.

14.4 GANTT CHARTS

Now consider the complete batch process. Figure 14.14
shows a simple process. Feed material is withdrawn from
storage using a pump. The feed material is preheated in a
heat exchanger before being fed to a batch reactor. Once the
reactor is full, further heating takes place inside the reactor
using steam to the reactor jacket, before the reaction pro-
ceeds. During the later stages of the reaction, cooling water

is applied to the reactor jacket. Once the reaction is com-
plete, the reactor product is withdrawn using a pump. The
reactor product is passed to a batch distillation that produces
a finished product in the overhead and a residue left in the
distillation. The product and residue are sent to storage.

The process is also shown in Figure 14.14 as a Gantt
or time event chart8,9. The first two steps, pumping for
reactor filling and feed preheat are both semicontinuous.
The heating inside the reactor, the reaction itself and the
cooling using the reactor jacket are all batch. The pumping
to empty the reactor and charge to the batch distillation
is again semicontinuous. The distillation step is batch. It
can be seen from the Gantt chart in Figure 14.14 that
there is very poor utilization of equipment. There are
considerable periods over which the equipment is standing
idle, sometimes termed dead time. The batch cycle time
is the time interval between successive batches of product
being produced.

High utilization of equipment is one of the goals of
batch process design. This can be achieved by overlapping
batches. Overlapping means that more than one batch, at
different stages, resides in the process at any time, as shown
in Figure 14.15. This allows the batch cycle time, that is,
the time interval between producing successive batches of
product, to be decreased considerably. The step with the
longest time limits the cycle time. Alternatively, if more
than one step is carried out in the same equipment, the
cycle time is limited by the longest series of steps in the
same equipment. The batch cycle time must be at least as
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Figure 14.14 Gantt chart for a simple batch process.
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Figure 14.15 Overlapping batches allows the batch cycle time to be decreased.

long as the longest step. The rest of the equipment other
than the limiting step is then idle for some fraction of the
batch cycle.

14.5 PRODUCTION SCHEDULES FOR
SINGLE PRODUCTS

Batch processes can be dedicated to the production of
a single product or can produce multiple products. Start
by considering the simplest case in which the process
produces only a single product. Consider the process shown
in Figure 14.16 involving three steps (Step A, Step B and
Step C) in which Step A takes 10 h, Step B takes 5 h and
Step C also takes 5 h. Figure 14.16a shows a sequential
production schedule. Subsequent batches are only started
once the previous batch has been completely finished. For
this sequential production schedule, the cycle time is 20 h.
This clearly leads to very poor utilization of equipment. It
has already been noted that overlapping batches can reduce
the cycle time. This is illustrated in Figure 14.16b, where
subsequent batches are started as soon as the appropriate
equipment becomes available. Cycle time in Figure 14.16b
decreases to 10 h for overlapping batches (the length of the
longest step). If a specified volume of production needs
to be achieved over a given period of time, then the
equipment in the process that uses overlapping batches
in Figure 14.16b can in principle be half the size of the
equipment for sequential production in Figure 14.16a.

Even with overlapping batches in Figure 14.16b, Steps
B and C are under utilized. Step A is fully utilized and this
is the limiting step. Figure 14.16c shows a design in which
there are two items of equipment operating Step A, but in
parallel. This allows both Step B and Step C to be carried
out with complete utilization. If the sizes of the equipment
are compared to the sequential production schedule, then
each of the two Steps A1 and A2 in Figure 14.16c can in
principle be one-quarter the size of the equipment for Step
A for sequential production in Figure 14.16a. The size of
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Figure 14.16 Production schedules for a three-step process.
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the equipment for Steps B and C in Figure 14.16c will also
be one-quarter the size of those in the sequential production
schedule in Figure 14.16a.

The final option shown in Figure 14.16d is to use
intermediate storage for the limiting step. Material from
Step A is sent to storage, from which Step B draws its
feed. Material is still passed directly from Step B to Step
C. Now all three steps are fully utilized. For the same rate of
production over a period of time, the size of Step A can in
principle be half that relative to the sequential production in
Figure 14.16a and the sizes of Steps B and C can in principle
be one-quarter those for sequential production. However, this
is at the cost of introducing intermediate storage.

14.6 PRODUCTION SCHEDULES FOR
MULTIPLE PRODUCTS

So far plants have been considered involving a single
product. However, batch processes often produce multiple
products in the same equipment. Here two broad types of
process can be distinguished. In flowshop or multiproduct
plants, all products produced require all steps in the process
and follow the same sequence of operations. In jobshop or
multipurpose processes, not all products require all steps
and/or might follow a different sequence of steps9.

Figure 14.17 shows a process that produces two products,
Product 1 and 2, in a flowshop process. Figure 14.17a
shows a production cycle involving a sequential production
schedule. Production alternates between Product 1 and
Product 2. The cycle time to produce a batch each of
Product 1 and 2 is 30 h.

The first thing that can be considered in order to reduce
the cycle time and increase equipment utilization is to
overlap the batches as shown in Figure 14.17b. This reduces
the cycle time to 18 h.

All of the schedules considered so far involved trans-
ferring material from one step to another, from a step to
storage or from storage to a step without any time delay.
This is known as zero-wait transfer. An alternative is to
exploit the equipment in which a production step has taken
place to provide hold-up. In this situation, material is held
in the equipment until it is required by the production
schedule. A schedule using equipment hold-up is shown
in Figure 14.17c. This reduces the cycle time to 15 h.

Finally, Figure 14.17d shows the use of intermediate
storage. The use of storage is only necessary for Product 2.
Use of intermediate storage in this way reduces the cycle
time to 14 h.

Consider now another problem involving the production
of two products (Product 1 and 2) each involving two steps
(Step A and B) in a flowshop plant. Figure 14.18a shows
the production cycle for three batches each of Product 1
and Product 2. It can be seen from Figure 14.18a that the
batches have been overlapped to increase equipment uti-
lization. In order to produce three products each of Product
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Figure 14.17 Production schedule for two products with a
three-step process.

1 and Product 2, the schedule in Figure 14.18a involves
single-product campaigns. Three batches of Product 1 and
three batches of Product 2 follow directly from each other.
For this production schedule, the cycle time is 47 h. The
total time required to produce a given number of batches,
in this case three batches of each Product 1 and Product 2,
is known as the makespan. From Figure 14.18a, for single-
product campaigns the makespan is 53 h.

An alternative production schedule can be suggested
by following a mixed-product campaign, as illustrated in
Figure 14.18b. Alternating between batches of Product 1
and Product 2 in Figure 14.14b allows the cycle time to be
reduced to 45 h and the makespan to be reduced to 51 h.
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Figure 14.18 Single versus mixed-product campaigns for three
batches each of two products.

14.7 EQUIPMENT CLEANING AND
MATERIAL TRANSFER

So far, in the discussion of production schedules, some
practical issues have been neglected. Two practical issues
can be encountered in production scheduling that can have
a significant effect on the cycle time and the makespan9.

Consider first the changeover between two different
products. It is usual for the equipment to be cleaned
when changing from one product to another. Figure 14.19
shows the single-product campaigns and mixed-product
campaigns from Figure 14.18, but with cleaning between
product changes. The cleaning increases both the cycle
time and the makespan. If the single-product campaign
without cleaning in Figure 14.18a is compared with the
single-product campaign with cleaning in Figure 14.19a,
then the cycle time increases from 47 to 49 h and the
makespan from 53 to 55 h. However, when the mixed-
product campaign in Figure 14.18a is compared with the
mixed-product campaign with cleaning in Figure 14.19b,
it can be seen that there is a more significant increase in
both the cycle time and the makespan. Cleaning increases
the cycle time from 45 to 55 h and the makespan from 51
to 61 h.

Without cleaning the mixed-product campaign would
have been considered to be more efficient than the single-
product campaigns. Once cleaning is introduced, the mixed-
product campaigns are seen to be less efficient than single-
product campaigns.

Whether cleaning introduces such a decrease in the over-
all equipment utilization as that presented in Figures 14.18
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Figure 14.19 Cleaning between product changes extends the
cycle times.

and 14.19 depends on the problem. However, it is some-
thing that must be taken into account when planning pro-
duction schedules. Another issue to be addressed later is
that when products are changed in a batch production sys-
tem, and equipment needs to be cleaned, this can produce a
significant amount of waste from the process that can create
a significant environmental problem. This will be discussed
again later under cleaner production.

Another important issue that has been neglected so
far in the production schedules is that of transfer times
between different steps. Figure 14.20 shows again the
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Figure 14.20 Transfer times extend the cycle times.
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production schedule from Figure 14.16, but this time
introducing an allowance of 1 h to transfer material
between storage and the production steps, from one
production step to another and from the outlet of a
production step to storage. If material is being transferred
from one step to another step, then the emptying of
one step and filling the next step can be carried out
simultaneously, hence the transfer from Step A to Step
B and from Step B to Step C overlaps. The cycle
time for sequential production as shown in Figure 14.20a
increases from 20 h to 24 h for one-hour transfer times.
Figure 14.20b shows overlapping production with 1 h
transfer times. In this case, the cycle time increases from
10 h to 12 h.

14.8 SYNTHESIS OF REACTION AND
SEPARATION SYSTEMS FOR
BATCH PROCESSES

Now consider how to synthesize the reaction and separation
system for a batch process. Start by assuming the process to
be continuous and then, if choosing to use batch operation,
the continuous steps are replaced by batch steps10. It is
simpler to start with continuous process operation because
the time dependency of batch operation adds additional
constraints over and above those for continuous operation.

However, there is one very significant difference between
batch and continuous processes as far as the synthesis of
reaction and separation systems is concerned. Continuous
processes involve connections in space between process-
ing steps. Batch processes also have connections in space
between processing steps. However in addition, batch pro-
cesses have connections in time between processing steps.
In batch processes, the connections in space can some-
times be substituted by connections in time. Consider the
sequential production schedule in Figure 14.16a. Suppose
that Step B and Step C could be carried out in the same
equipment as Step A. This would mean that only one piece
of equipment would be needed rather than three, but the
production schedule would look the same as shown in
Figure 14.16a. This would serve to reduce the capital cost
of the equipment. It would also give advantages in terms of
material transfer. Thus, the transfer times between the steps
in Figure 14.20 would be eliminated. Another advantage in
terms of cleaning is that there is less equipment to clean and
less waste resulting from cleaning. Of course, the option to
overlap batches would no longer be available if steps were
merged. An example of how steps can be merged is a reac-
tion followed by cooling crystallization. In principle, both
steps can be carried out in the same equipment.

Before steps are merged into a single piece of equipment,
it must be ensured that the equipment is suitable for
multiple purposes in terms of its function, size, materials
of construction and pressure rating. Also, it is clear

that merging will affect the production schedule and the
schedule needs to be considered when merging.

Finally, recycling of materials is difficult in batch
processes because the connection in time cannot usually
be made between the steps involved in the recycling.
This is because different steps take place in different time
periods. However, time can be bridged through the use of
intermediate storage for the recycle.

The approach is illustrated by the following example.

Example 14.2 Butadiene sulfone (or 3-sulfolene) is an interme-
diate used for the production of solvents. It can be produced from
butadiene and sulfur dioxide according to the reaction10,11:

CH2 CHCH CH2 + SO2 CH CH

CH2

SO2

CH2

butadiene sulfur
dioxide

butadiene
sulfone

This is an exothermic, reversible, homogeneous reaction that takes
place in a single liquid phase. The liquid butadiene feed contains
0.5% n-butane as an impurity. The sulfur dioxide is essentially
pure. The mole ratio of sulfur dioxide to butadiene must be kept
above 1 to prevent unwanted polymerization reactions. A value of
1.2 will be assumed. The temperature in the process must be kept
above 65◦C to prevent crystallization of the butadiene sulfone
but below 100◦C to prevent its decomposition. The product
must contain less than 0.5 wt% butadiene and less than 0.3 wt%
sulfur dioxide.

The normal boiling points of the materials are given in the
Table 14.4.

Table 14.4 Normal boiling points for
the components.

Material Normal boiling
point (◦C)

Sulfur dioxide −10
Butadiene −4
n-Butane −1
Butadiene sulfone 151

Synthesize a continuous reaction, separation and recycle system
for the process, bearing in mind that the process will later
become batch.

Solution The reversible nature of the reaction means that neither
of the feed materials can be forced to complete conversion.
The reactor design in Figure 14.21a shows that the reactor
product contains a mixture of both feed and product materials
together with the n-butane impurity. These must be separated,
but how?

If the relative boiling points of the components in the
reactor product are considered, there is a wide range of
volatilities. The sulfur dioxide, butadiene and n-butane are all
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Figure 14.21 Reaction and separation system for the production of butadiene sulfone.

low boilers and the butadiene sulfone is a much higher boiling
material by comparison. Given that the reaction takes place
in the liquid phase, a partial vaporization might well give a
good separation between the butadiene sulfone and the other
components (Figure 14.21b).

A vapor–liquid equilibrium calculation shows that a good
separation is obtained but the required product purity of butadiene
<0.5 wt% and sulfur dioxide <0.3 wt% is not obtained. Further
separation of the liquid is needed. Distillation of the liquid is
difficult because of the narrow temperature limits between which
the distillation must operate. However, the liquid can be stripped
using nitrogen (Figure 14.21c).

The type of equipment illustrated in Figure 14.21 is more typ-
ical of batch operation than continuous, even though continuous

operation is being contemplated at the moment. For example,
the evaporator is a stirred tank with a heating jacket. In con-
tinuous plant, a more elaborate design with tubular heating of
some type would probably have been used, perhaps with multi-
ple stages.

Now consider recycling unconverted feed material to the
reactor. Figure 14.22a shows recycles for unconverted feed
material. The recycle from the evaporator to the reactor has been
made possible by pressurizing the evaporator with the evaporator
feed pump. Had this not been done, the vapor recycle would have
required a compressor. The stripper works at a lower pressure to
allow the unconverted material to be stripped. Thus, the recycle
from the stripper requires a compressor. It is then condensed and
fed back to the reactor.



Synthesis of Reaction and Separation Systems for Batch Processes 309

Reactor Evaporator Stripper

CW

CW

Butadiene
Sulfone

SO2
Butadiene

SO2
Butadiene

Reactor Evaporator Stripper

N2

N2

N2

N2Purge

Steam

Steam

Purge

Purge

CW

CW

Storage

Storage

Butadiene
Sulfone

(a)

(b)

Figure 14.22 The recycle system for the production of butadiene.

Another problem is that most of the n-butane impurity that
enters with the feed enters the vapor phase from the evaporator.
Thus the n-butane builds up in the recycle unless a purge is
provided (Figure 14.22a). Finally, the possibility of a nitrogen
recycle should be considered to minimize the use of fresh nitrogen
(Figure 14.22b).

Example 14.3 Convert the continuous process from Example
14.2 into a batch process. Preliminary sizing of the equipment
indicates that the duration of the processing steps are given in the
Table 14.510:

Table 14.5 Duration of processing steps.

Processing
step

Duration
(h)

Reaction 2.1
Evaporation 0.45
Stripping 0.65
Vessel filling 0.25
Vessel emptying 0.25
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Figure 14.23 Gantt chart for a repeated batch cycle for Example 14.2.
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Figure 14.24 Overlapping batches for Example 14.2 reduces the batch cycle time.
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Figure 14.25 Flowsheet for the production of butadiene sulfone in a batch process.

Solution Having synthesized the continuous flowsheet shown in
Figure 14.22b, now convert this into batch operation. The reactor
now becomes batch, requiring the reaction to be completed before
the separation can take place. Figure 14.23 shows the production
schedule for a sequential batch schedule. Note in Figure 14.23
that there is a small overlap between the process steps. This is
to allow for the fact that emptying of one step and filling the
following step take place during the same time period.

The Gantt chart shown in Figure 14.23 indicates that individual
items of equipment have a poor utilization. To improve the equip-
ment utilization, overlapping batches are shown in Figure 14.24.

Clearly, it is not possible to recycle directly from the separators
to the reactor since the reactor is fed at a time different from that
at which the separation is carried out. A storage tank is needed
to hold the recycle material. This material is then used to provide
part of the feed for the next batch. The final flowsheet for batch
operation is shown in Figure 14.25.

In Figure 14.24, the reactor limits the batch cycle time, that
is, it has no dead time. On the other hand, the evaporator and
stripper both have significant dead time. Figure 14.26 shows
the schedule for an arrangement with two reactors operating
in parallel. With parallel operation, the reaction operations can
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Figure 14.26 Placing units in parallel for the limiting step reduces the batch cycle time.

overlap, allowing the evaporation and stripping operations to be
carried out more frequently. This improves the overall utilization
of equipment, and in principle allows the size of equipment to
be reduced.

The batch cycle time has been reduced from 2.6 to 1.3 h. This
means that a greater number of batches can be processed and
hence, if there are two reactors each with the original capacity, the
process capacity has increased. However, the increase in capacity
has been achieved at the expense of an increased capital cost for
the second reactor. An economic assessment is required before it
can judge whether the trade-off is justified.

Perhaps the additional capacity might not be needed. If it
is not needed then the size of the reactors, evaporator and
stripper can be reduced. Keeping the original process capacity
with parallel operation of the reactors would mean a trade-
off between the increased capital cost of two (smaller) reactors
versus reduced capital cost of the evaporator and stripper. An
economic comparison would be required to judge whether this
would be beneficial.

Another option to improve utilization of equipment is, instead
of adding a reactor in parallel, installing intermediate storage.
Figure 14.27 shows a production schedule with intermediate
storage between the reactor and evaporator and between the reactor
and stripper. The evaporation step is no longer constrained to start
on completion of the reaction step and start the stripping step on
completion of the evaporation step. The individual steps can be
decoupled via the intermediate storage. This maintains the original
batch cycle time of 2.6 h but allows, as shown in Figure 14.27, the
elimination of dead time in the evaporation and stripping steps.
Now more evaporation and stripping steps can be carried out and
the size of the evaporator and stripper reduced accordingly. This
time the capital cost of intermediate storage is traded off against
reduced capital cost of the evaporator and stripper. In Figure 14.27,
the intermediate storage between the reactor and evaporator has
a significant effect on equipment utilization. The intermediate

storage between the evaporator and stripper has a less pronounced
effect and would be more difficult to justify economically.

Finally, merging of operations into the same equipment could
be considered to replace connections through space by those
through time. For example, it might be possible to carry out the
reaction and evaporation in the same equipment. Overlapping of
the reaction and evaporation would no longer be possible, but
there would be savings in capital cost.

14.9 OPTIMIZATION OF BATCH
PROCESSES

In general, utilization can be improved by:

• merging more than one operation into a single piece of
equipment (e.g. feed preheating and reaction in the same
vessel), providing these operations are not limiting the
cycle time;

• overlapping batches, that is, more than one batch at
different processing stages resides in the plant at any
given time;

• introducing parallel operations to the steps, which limit
the batch cycle time;

• introducing multiple operations in series to the steps that
limit the batch cycle time;

• increasing the size of equipment in the steps that limit
the batch cycle time to reduce the dead time for those
steps that are not limiting;

• decreasing the size of equipment for those steps that are
not limiting to increase the time required for those steps
that are not limiting and hence reduce the dead time for
the nonlimiting steps;

• introducing intermediate storage between batch steps.
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Figure 14.27 Gantt chart for Example 14.2 with intermediate storage.

Whether parallel operations, larger or smaller items of
equipment and intermediate storage should be used can only
be judged based on economic trade-offs. However, this is
still not the complete picture as far as the batch process
trade-offs are concerned. So far the batch size has not been
varied. Batch size can be varied as a function of cycle time.
Overall, the variables are:

• batch size
• batch cycle time
• number of batch units in parallel
• number of batch units in series
• size of equipment
• intermediate storage.

In addition to these variables, which result from the batch
nature of the process, there are still the variables considered
earlier for continuous processes:

• reactor conversion
• recycle inert concentration.

All of these variables must be varied in order to minimize
the total cost or maximize the economic potential (see
Chapter 2). This is a complex optimization problem
involving both continuous variables (e.g. batch size) and
integer variables (e.g. number of units in parallel) and is
outside the scope of the present text9.

However, the designer should not loose sight of the fact
that, whilst schedule planning and optimization provides the
basis for the design of batch processes, production sched-
ules are often disrupted once production has commenced.
For example, what happens if a key item of equipment
breaks down and needs to be repaired? What happens if

delivery of some of the raw materials is delayed? In a mul-
tiproduct plant, what happens if there is a rush order for
one of the products, or cancellation of an order? These
and many other possible disruptions mean that a carefully
planned and optimized production schedule would need
to be completely changed. Thus, the design must make
allowance as much as possible for such disruptions by
building flexibility into the design.

14.10 STORAGE IN BATCH PROCESSES

The storage requirements associated with continuous pro-
cesses were discussed in Chapter 13. The minimum storage
volume in batch processes is equal to the delivered batch
size for feed materials, or the manufactured quantity per
batch for the product.

Because batch processes are in a dynamic state, it can
be difficult to maintain the required product specification
throughout the batch. Thus, storage can help to dampen out
variations in product quality for fluid products. Variations in
the outlet properties from the storage are reduced compared
with variations in the inlet properties for fluid products. As
long as the mean quality is within specifications, all of the
product can be sold.

Batch manufacture often takes place in the form of cam-
paigns. Each campaign manufactures a quantity of a given
product that is stored until dispatched. Product campaigns
might involve a single batch or a number of batches. The
production might then be switched to a different product
and another campaign carried out for that product. Chang-
ing product leads to lost production time, creates waste
through equipment cleaning and decontamination and might
result in some off-specification product as a result of the
changeover. Thus, operation of the plant is favored by large
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batches and long production campaigns, but this increases
storage costs (capital, working and operating).

As with storage for continuous processes, storage tanks
for liquids should not be designed to operate with less that
10% inventory at the minimum or more than 90% full at
the maximum. As with storage for continuous processes,
the amount of feed product and intermediate storage will
depend on capital, working and operating costs, together
with operability, control and safety considerations.

14.11 REACTION AND SEPARATION
SYSTEMS FOR BATCH
PROCESSES – SUMMARY

Many batch processes are designed on the basis of a scale-
up from the laboratory, particularly for the manufacture
of specialty chemicals. Particularly when manufacturing
specialty chemicals, the shortest time possible to get a new
product to market is often the biggest priority (accepting
that the product must meet the specifications and regulations
demanded and the process must meet the required safety
and environmental standards). This is particularly true if
the product is protected by patent.

For batch reactors the four major factors that effect batch
reactor performance are:

• Contacting pattern
• Operating conditions
• Agitation
• Solvent selection.

Batch distillation has a number of advantages when
compared with continuous distillation:

• The same equipment can be used to process many
different feeds and produce different products.

• There is flexibility to meet different product specifica-
tions.

• One distillation column can separate a multicomponent
mixture into relatively pure products.

Crystallization is extremely common in the production
of fine and specialty chemicals. Many chemical products
are in the form of solid crystals. Also, crystallization
has the advantage that it can produce a product with a
high purity and can be more effective than distillation
from the separation of heat-sensitive materials. Batch
crystallization is:

• Flexible
• Incurs low capital investment
• Features small process development requirements
• But can give poor reproducibility.

Batch filtration involves the separation of suspended solids
from a slurry of associated liquid. The required product

could be either the solid particles or the liquid filtrate.
In batch filtration, the filter medium presents an initial
resistance to the fluid flow that will change as particles are
deposited. The driving forces used in batch filtration are:

• gravity
• vacuum
• pressure
• centrifugal.

Production schedules for batch processes can be sequential,
overlapping, parallel, use intermediate storage, or use a
combination of these. Such schedules can be analyzed
using Gantt charts. Batch processes often produce multiple
products in the same equipment and can be distinguished
as flowshop or multiproduct plants. Equipment cleaning
and material transfer policy have a significant effect on the
production schedule.

Synthesis of the reaction and separation system for
a batch process can be carried out by assuming the
process to be continuous and then, replacing the continuous
steps by batch steps. When synthesizing a batch process,
connections through both space and time can be exploited.

14.12 EXERCISES
1. Benzyl acetate is to be manufactured in a batch reactor from

the reaction between benzyl chloride and sodium acetate in a
solution of xylene in the presence of triethylamine as catalyst
according to the reaction:

C6H5CH2Cl+CH3COONa −−−→ CH3COOC6H5CH2+NaCl

or
A + B −−−→ C + D

The kinetic model for the reaction is given by

−rA = kACA

where rA = rate of reaction of benzyl chloride
kA = reaction rate constant

= 0.01306 h−1

CA = molar concentration of benzyl chloride

Calculate the residence time required for a conversion of 40%
and 60%.

2. Ethyl acetate is to be manufactured in a batch reactor from the
reaction between ethanol and acetic acid in the liquid phase
according to the reaction:

CH3COOH
aceticacid

+ C2H5OH
ethanol

−−−→←−−− CH3COOC2H5

ethylacetate
+ H2O

water

or
A + B −−−→←−−− C + D

The reaction rate expression is of the form

−rA = kAC2
A − k′

ACC

where kA = 0.002688 m3·kmol−1·min−1

k′
A = 0.004644 min−1
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Molar masses and densities for the components are given in
Table 14.6.

Table 14.6 Molar masses for the components.

Component Molar mass
(kg·kmol−1)

Density at 60◦C
(kg·m−3)

Acetic acid 60.05 1018
Ethanol 46.07 754
Ethyl acetate 88.11 847
Water 18.02 980

The reactants are equimolar with product concentrations of
initially zero.
a. Calculate the residence time required for a conversion

of 50%.
b. The operating schedule for the reactor requires it to be shut

down between batch reactions for 1 h. Calculate the volume
of the reactor required to produce 10 t · d−1 based on a
conversion of 50% and operation of 24 h per day.

3. A solvent A is to be recovered from a residue B by batch
distillation. The feed mixture contains a mole fraction of A

of 60%. The relative volatility between A and B is 3.5.
The distillation is required to recover 90% of A. Calculate
composition of the recovered A:
a. If only a batch distillation pot is used (i.e. no distillation

trays and no reflux).
b. If a rectification section is added to the batch distillation pot

with four ideal stages using a constant reflux ratio of 3.
4. A batch process consists of the four steps given in Table 14.7.

For repeated batch cycles of the same process, calculate the
cycle time for:
a. a sequential production schedule;
b. overlapping batches.

Table 14.7 Batch steps
for Exercise 4.

Step Duration (h)

A 0.75
B 3
C 0.75
D 6

5. A batch process consists of three steps given in Table 14.8.
For repeated cycles of the same process, calculate the cycle
time for:
a. a sequential production schedule
b. overlapping batches
c. two parallel units for the limiting step
d. intermediate storage for the limiting step.

Table 14.8 Batch steps
for Exercise 5.

Step Duration (h)

A 12
B 5
C 5

6. A batch process manufactures Product 1 and Product 2 in the
same process. The manufacture of both products involves three
steps with durations given in Table 14.9. Calculate the cycle
time and makespan for one batch each of Product 1 and Product
2 with no delay between the two batches for:
a. a sequential production schedule with zero-wait transfer;
b. overlapping batches with zero-wait transfer;
c. overlapping batches with hold-up;
d. overlapping batches with intermediate storage.

Table 14.9 Batch steps for Exercise 6.

Step Product 1 (h) Product 2 (h)

A 12 4
B 5 3
C 5 3

7. The following process is proposed for the production of
Product C. For the scheduling of the production campaign,
overlapping is allowed and a zero-wait transfer is applied for
storage policy. The process is represented in Figure 14.28.

Stage I

• Liquid raw materials A and B are reacted in a batch reactor
for 6 h.

• 1 kg of A and 1 kg of B are mixed to produce C.

Reactor Mixing
Tank Centrifuge

Solvent

Feed

A
B

A,B,C

Stage I Stage II

Stage III

Solid
Product C

Liquid
A,B, Solvent

Figure 14.28 A simple batch process involving three steps.



References 315

• A reactor is operated with 70% of yield by mass.
• The mixture density is 800 kg·m−3.

Stage II

• The liquid mixture of A, B and C is fed into a tank and
mixed with a solvent for 3 h. The product C is converted
into solids.

• 1 kg of solvent is added and mixed with A, B and C.
• The mixture density is 950 kg·m−3.

Stage III

• The product C is separated by centrifuge for 4 h.
• 90% recovery by mass for product C is obtained.
• The mixture density is 900 kg·m−3.
(a) Calculate the cycle time for the production of Product C

when only one unit is used for each stage. Use a Gantt
chart to show at least two production batches.

(b) The current production campaign must produce
100,000 kg·y−1 of product C. The plant is operated for
7200 h·y−1. What is the size of the reactor (Stage I)
required? (Use the cycle time calculated in Part a).

(c) The addition of parallel units can increase the efficiency
of equipment utilization. When two reactors are operated
for Stage I, one tank for Stage II, and two centrifuges for
Stage III, how is the cycling time changed? Use a Gantt
chart to show at least four production batches.

8. The plant from Exercise 7 is modified to produce Products D

and E according to the schedule in Table 14.10.

Table 14.10 Modified schedule.

Product Stage
I

Stage
II

Stage
III

Processing D 8 3 5
times (h) E 4 2 4

a. When no intermediate storage is applied as the storage
policy, calculate the cycle time for the production of D

and E in a sequence DEDEDE . . . . . . Use a Gantt chart to
show at least two cycles of production (i.e. DEDE ).

b. When unlimited intermediate storage is applied for storage
policy, calculate the cycle time for the production of D and
E in a sequence DEEDEEDEE . . . . . . Use a Gantt chart to
show at least two cycles of production (i.e. DEEDEE ).
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15 Heat Exchanger Networks I – Heat Transfer Equipment

Many types of heat transfer equipment are used in the
process industries. By far, the most commonly used type
is the shell-and-tube heat exchanger. Two of the more
common types of shell-and-tube heat exchanger are illus-
trated in Figure 15.1. The first, shown in Figure 15.1a,
shows the fluid flowing through the tubes in a single pass.
Figure 15.1b shows a design in which the fluid flows in
two passes through the tube-side. The two-pass arrange-
ment can be constructed using “U” tubes to turn the tube-
side fluid, rather than relying on the heat exchanger head
to reverse the flow, as shown in Figure 15.1b. The fluid
flowing in the shell is made to flow repeatedly across the
outside of the tubes through the use of baffles. Figure 15.2a
shows an ideal shell-side flow pattern using segmented baf-
fles with combinations of ideal cross-flow and ideal axial
flow. Cross-flow gives both higher rates of heat transfer
and higher pressure drops than axial flow. In practice, the
flow pattern is not ideal, as illustrated in Figure 15.2a, but
leakage occurs through the tube-to-baffle clearance, as illus-
trated in Figure 15.2b. Also, bypassing occurs between the
tube bundle and the shell and is a function of the shell-
to-baffle clearance, as illustrated in Figure 15.2b. Sealing
devices are usually included in the design to minimize
bypassing. Both leakage and bypassing act to reduce the
rate of heat transfer on the shell-side. Baffle designs other
than segmented baffles are available, giving different flow
patterns on the shell-side. There are many other shell-and-
tube designs than those illustrated in Figure 15.11 – 4.

It should be noted that in Figure 15.1a, the hot fluid flows
vertically down. This is normal practice since a hot liquid
will become more dense as it is cooled, and therefore less

(a) 1 shell pass, one tube pass.

TC2
TC1

TC2

TC1

TH2

TH2

TH1

TH1

(b) 1 shell pass, 2 tube pass.

Figure 15.1 Shell-and-tube heat exchangers.

Chemical Process Design and Integration R. Smith
 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

(a) Ideal shell-side flow.

Ideal Cross Flow

Ideal Axial Flow

(b) Nonideal shell-side flow.

Baffle Leakage

Bypassing

Figure 15.2 Shell-side flow patterns.

buoyant, and would tend to naturally flow downwards as a
result of the buoyancy forces. Also, if some condensation
of the vapor were occurring, this would also tend to flow
naturally downwards. Similarly, in Figure 15.1b, the cold
fluid on the tube-side of the heat exchanger flows upwards.
This is because a cold liquid being heated up would become
less dense and therefore more buoyant, and would tend to
naturally flow upwards as a result of the buoyancy forces.
Alternatively, if a liquid were being partially vaporized, any
vapor would tend to naturally flow upwards.

Consider first the resistance to heat transfer across the
wall of the tubes.

15.1 OVERALL HEAT TRANSFER
COEFFICIENTS

Figure 15.3 illustrates the resistance to heat transfer across
the wall of the tube. There are five resistances to heat trans-
fer. Each can be characterized by a heat transfer coefficient.
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Inside (Tube-side) Film

Inside (Tube-side)
Fouling

Outside (Shell-side) Film 

Outside (Shell-side)
Fouling

Tube Wall

r

do

dr

di

Figure 15.3 Resistance to heat transfer across the tube.

1. Shell-side film coefficient. The heat transfer through the
resistance created by the fluid on the outside (shell-side) of
the tubes is given by:

Q = hSAO�TS (15.1)

where Q = heat transferred per unit time (J·s−1 = W)
hS = film heat transfer coefficient on the outside

(shell-side) of the tubes (W·m−2·K−1)
AO = heat transfer area outside (shell-side) of

the tubes (m2)
�TS = temperature difference across the outside

(shell-side) film (K)

2. Shell-side fouling coefficient. Heat transfer is usually
impeded by surface deposits on the heat transfer surface
(fouling). The material deposited as fouling usually has a
low thermal conductivity. Fouling is time dependent and
depends on the fluid velocity, temperature and many other
factors. Fouling is difficult to predict and allowances are
usually based on experience. Design is based on an assumed
value to be expected after a reasonable period of time before
the exchanger is cleaned.

The heat transfer through the resistance created by
the outside (shell-side) fouling is quantified by a fouling
coefficient given by:

Q = hSF AO�TSF (15.2)

where hSF = outside (shell-side) fouling coefficient
(W·m−2·K−1)

�TSF = temperature difference across the outside
(shell-side) fouling resistance (K)

3. Tube wall coefficient. Heat transfer across the tube wall
is described by the Fourier Equation1:

Q = −kA
dT

dr
(15.3)

where k = thermal conductivity of the tube wall material
(W·m−1·K−1)

r = radial distance (m)
A = heat transfer area at radial distance r(m)

Consider an incremental thickness of tube wall dr with
radius r as illustrated in Figure 15.3.

A = 2πrL (15.4)

where L = tube length (m)
Substituting Equation 15.4 into Equation 15.3 and

integrating:

− Q

2πkL

∫ ro

rI

dr

r
=

∫ To

TI

dT (15.5)

where rO = outside tube radius (m)
rI = inside tube radius (m)

TO = outside surface temperature of the tube (◦C)
TI = inside surface temperature of the tube (◦C)

Integrating Equation 15.5 gives:

− Q

2πkL
ln

(
rO

rI

)
= TO − TI (15.6)

Thus:

Q = 2πkL

ln

(
dO

dI

)�TW (15.7)

where dO, dI = outside and inside tube diameters (m)
�TW = temperature difference across the wall (K)

4. Tube-side fouling coefficient. The heat transfer through
the resistance created by the inside (tube-side) fouling is
given by:

Q = hTF AI�TTF (15.8)

where hTF = inside (tube-side) fouling coefficient
(W·m−2·K−1)

AI = inside (tube-side) heat transfer area of
tubes (m2)

�TTF = temperature difference across the tube-side
fouling resistance (K)

5. Tube-side film coefficient. The heat transfer through the
resistance created by the fluid on the inside (tube-side) of
the tubes is given by:

Q = hT AI�TT (15.9)

where hT = inside (tube-side) film heat transfer
coefficient (W·m−2·K−1)

�TT = temperature difference across the inside
(tube-side) film (K)

The five resistances can be added. If �T represents the
temperature difference between the bulk temperature of
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the fluid on the outside and inside of the tubes, then the
temperature differences across the individual resistances
can be added to give:

�T = �TS + �TSF + �TW + �TTF + �TT

= Q

hSAO

+ Q

hSF AO

+ Q

2πkL
ln

(
dO

dI

)

+ Q

hTF AI

+ Q

hT AI

(15.10)

Rearranging Equation 15.10 gives:

�T = Q

AO

[
1

hS

+ 1

hSF
+ dO

2k
ln

(
dO

dI

)

+ dO

dI

· 1

hTF
+ dO

dI

· 1

hT

]
(15.11)

If the overall heat transfer is written as:

�T = Q

AO

1

U
(15.12)

where U = overall heat transfer coefficient based on the
outside area of the tube (W·m−2·K−1), then comparing
Equations 15.11 and 15.12:

1

U
= 1

hS

+ 1

hSF
+ dO

2k
ln

(
dO

dI

)
+ dO

dI

· 1

hTF
+ dO

dI

· 1

hT

(15.13)

Table 15.1 lists typical values for the film transfer
coefficients1 – 4.

Table 15.2 gives typical values of fouling coefficients1 – 4.
Fouling is often quoted as a fouling factor. This is simply

the reciprocal of the fouling coefficient.

Table 15.1 Typical values for film transfer coefficients.

hS or hT

(W·m−2·K−1)

No change of state

Water 2000–6000
Gases 10–500
Organic liquid (low viscosity) 1000–3000
Organic liquid (high viscosity) 100–1000

Condensing

Steam 5000–15,000
Organic (low viscosity) 1000–2500
Organic (high viscosity) 500–1000
Ammonia 3000–6000

Evaporation

Water 2000–10,000
Organic (low viscosity) 500–2000
Organic (high viscosity) 100–500
Ammonia 1000–2500

Table 15.2 Typical values of fouling coefficients.

hSF or hTF

(W·m−2·K−1)

Water

Distilled 11,000
Boiler feedwater 6000–11,000
Town water 2000–5000
Well water 1000–3000
Clear river 2000–6000
Good-quality cooling water 3000–6000
Poor-quality cooling water 1000–2000
Sea 6000–11,000
Boiler blowdown 3000

Steam

Good quality 20,000
Contaminated 5000–11,000

Liquids

Aqueous salt solutions 3000–6000
Organic (low viscosity) 3000–11,000
Organic (high viscosity) 1000–3000
Machinery oil 6000
Fuel oils 1000
Tars 500–1000
Vegetable oils 2000

Gases

Air 2000–4000
Organic vapor 5000–11,000

As pointed out previously, fouling is dependent on time,
fluid velocity, temperature and other factors. Table 15.3
illustrates this with typical fouling coefficients for crude
oil as a function of fluid velocity and temperature.

It is also interesting to consider the heat transfer
coefficient of the tube wall relative to the film and
fouling coefficients. Table 15.4 tabulates the coefficients
for a variety of materials for some standard tube sizes.
It should be noted that the sizes in Table 15.4 are not
universally standard.

From Table 15.4, the heat transfer coefficient for the tube
wall in many cases is so high that its contribution to the
overall heat transfer coefficient can be neglected.

15.2 HEAT TRANSFER COEFFICIENTS
AND PRESSURE DROPS FOR
SHELL-AND-TUBE HEAT
EXCHANGERS

Calculation of the overall heat transfer coefficient from
Equation 15.13 requires knowledge of the film transfer
coefficients. Although Table 15.1 presents typical values,
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Table 15.3 Fouling coefficient for crude oil as a function of temperature and fluid velocity (W·m−2·K−1)1.

Below 90◦C 90 to 150◦C 150 to 260◦C Over 260◦C

Less
than 1 m·s−1

Greater
than 1 m·s−1

Less
than 1 m·s−1

Greater
than 1 m·s−1

Less
than 1 m·s−1

Greater
than 1 m·s−1

Less
than 1 m·s−1

Greater
than 1 m·s−1

2000 3000 2000 3000 1000 3000 1000 2000

Table 15.4 Tube wall coefficients based on the outer diameter for a variety of metals at 100◦C.

Metal k(W·m−1·K−1)
2k

dO ln dO/dI

(W·m−2·K−1)

dO = 20 mm dO = 25 mm

dI = 16.8 mm dI = 16 mm dI = 21 mm dI = 19.8 mm

Copper 378 216,800 169,400 173,400 129,700
Aluminum 206 118,200 92,300 94,500 70,700
Nickel 61 35,000 27,300 28,000 20,900
Cupro-nickel 45 25,800 20,200 20,600 15,400
Steel 45 25,800 20,200 20,600 15,400
Monel 30 17,200 13,400 13,800 10,300
Stainless steel 16 9200 7200 7300 5500
Titanium 16 9200 7200 7300 5500

the actual values depend on the velocities (flowrates) of the
fluids, fluid physical properties and exchanger geometry. A
method is needed that will allow an estimate of the film
transfer coefficients for both the tube-side and the shell-
side. In addition to heat transfer coefficients, it is also
necessary to be able to estimate the pressure drops.

At the conceptual stage for heat exchanger network
synthesis, the calculation of heat transfer coefficients and
pressure drops should depend as little as possible on the
detailed geometry. However, some assumptions must be
made regarding the geometry.

1. Tube diameter. Standard sizes are used, but standards
are not universal. Common sizes are dO = 20 mm with
dI = 16 mm and dO = 25 mm with dI = 19.8 mm.

2. Tube length. Standard tube lengths are preferred, but
again, standards are not universal. However, in principle,

any length of tube can be used. The working length of the
tube is slightly shorter than its end-to-end length from the
length taken up by the tube sheets on which it is mounted.
An allowance of 0.05 m for two tube sheets is a reasonable
assumption in the preliminary design stage. The choice of
tube length is a degree of freedom at the discretion of the
designer. The same heat transfer area can be made available
either with a small number of long tubes in a small diameter
but long shell or a large number of short tubes in a large
diameter but short shell. The ratio of tube length to shell
diameter is usually in the range 5 to 10.

3. Tube pitch. Tube pitch (pT ) is the center-to-center
distance between adjacent tubes and is usually 1.25dO .

4. Tube configuration. Tubes can be arranged in either
a square or triangular configuration, as illustrated in
Figure 15.4. A square configuration is used for fouling

(a) Square pitch. (b) Rotated square pitch. (c) Triangular pitch.

Flow

pT

pT

pT pT

pT

pT

pT

Flow

Figure 15.4 Tube configurations.
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fluids to provide lanes between the rows for mechanical
cleaning. Cleaning lanes should be continuous through the
entire tube bundle. A triangular configuration is restricted
to nonfouling fluids because it is more difficult to clean
mechanically. However, for a given tube pitch, a triangular
configuration allows a greater number of tubes in a given
shell diameter. A square configuration will normally be
a conservative assumption in conceptual design. For a
square pitch, each tube is contained in an area of p2

T .
For a triangular pitch, each triangular pitch with sides
pT having an area of 0.5p2

T sin 60o contains half a tube.
Thus, a single tube in a triangular pitch is contained in
an area of p2

T sin 60o = 0.866p2
T . This means that for the

same pitch, a triangular configuration can allow a greater
number of tubes than a square configuration in the same
size of shell. The assumption of a square configuration will
be conservative.

5. Baffle cut. Baffles are used to direct the fluid stream
across the tubes. The baffle cut is the height of the segment
removed to form the baffle as a fraction of the baffle
disc diameter. Baffle cuts from 0.15 to 0.45 are used. In
conceptual design, a value of 0.25 can be assumed.

Simple models are developed in Appendix C in which
heat transfer coefficient and pressure drop are both related
to velocity5. It is then possible to derive a correlation
between the heat transfer coefficient, pressure drop and
the surface area by using velocity as the bridge between
the two5.

For the tube-side:

hT = KhT v0.8
T (15.14)

�PT = KPT
A d2

I

4FI dO

v2.8
T + 1.25NPT ρv2

T (15.15)

�PT = KPT1Ah3.5
T + KPT2h

2.5
T (15.16)

where KhT = C

(
k

dI

)
Pr1/3

(
dIρ

µ

)0.8

(15.17)

KPT = 0.092ρ0.8µ0.2 d−1.2
I (15.18)

KPT1 = 0.023ρ0.8µ0.2 d0.8
I

FI dO

[
1

KhT

]3.5

(15.19)

KPT2 = 1.25NTPρ

[
1

KhT

]2.5

(15.20)

hT = tube-side film transfer coefficient
vT = fluid velocity for the tube-side

�PT = tube-side pressure drop
NPT = number of tube passes

L = tube length
ρ = fluid density
A = heat transfer area

C = constant (0.021 for gases, 0.023
for nonviscous liquids, 0.027
for viscous liquids)

k = fluid thermal conductivity
dI = inside(tube-side)diameter
Pr = Prandtl Number

= CP µ

k
CP = fluid heat capacity
µ = fluid viscosity at the bulk fluid temperature

FI = inside(tube-side)volumetric flowrate
dO = outside(shell-side)diameter

For the shell-side:

hS = KhS v0.64
S (15.21)

�PS = 2KPS 1v
1.83
S + KPS 2Av2.83

S − KPS 3v
1.83
S + KPS 4Av 3

S

(15.22)

�PS = KS1h
2.86
S + KS2Ah4.42

S + KS3Ah4.69
S (15.23)

where

KhS = 0.24FhnFhwFhbFhLρ
0.64C

1
3
P k

2
3

µ0.307 d0.36
O

(15.24)

KPS 1 = 1.298FPbDS(1 − BC)ρ0.83µ0.17

pT d0.17
O

(15.25)

KPS 2 = 0.5261FPbFPLpC(1 − 2BC)(pT − dO)ρ0.83µ0.17

d1.17
O FO

(15.26)

KPS 3 = 2.596FPbFPL(1 − 2BC)DSρ
0.83µ0.17

pT d0.17
O

(15.27)

KPS 4 = 0.2026FPLpCpT (pT − dO)ρ

dOFO

(
2

DS

+ 0.6BC

pT

)

(15.28)

KS1 = 2KPS 1 − KPS 3

K2.86
hS

(15.29)

KS2 = KPS2

K4.42
hS

(15.30)

KS3 = KPS 4

K4.69
hS

(15.31)

where hS = shell-side film transfer coefficient
vS = fluid velocity for the shell-side

= FODS

pT

(pT − dO)LB (15.32)

FO = outside (tube-side) volumetric flowrate
BC = baffle cut
DS = shell diameter
pC = pitch configuration factor (pC = 1 for

square pitch, pC = 0.866 for
triangular pitch)
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pT = tube pitch (i.e. center-to-center distance
between adjacent tubes)

LB = distance between baffles
Fhn = correction factor to allow for the effect of

the number of tube rows crossed
(see Appendix C)

Fhw = the window correction factor
(see Appendix C)

Fhb = the bypass stream correction factor
(see Appendix C)

FhL = the leakage correction factor
(see Appendix C)

FPb = bypass correction factor for pressure drop
to allow for flow between the tube bundle
and the shell wall and is a function of
the shell to bundle clearance
(see Appendix C)

FPL = leakage correction factor to allow for
leakage through the tube-to-baffle
clearance and the baffle-to-shell clearance
(see Appendix C)

The shell-side correction factors Fhn, Fhw , Fhb, FhL, FPb

and FPL are adjustable parameters that characterize the
flow pattern on the shell-side. The values depend on the
design of the heat exchanger, the fluids being heated
and cooled and the fouled condition on the shell-side.
For preliminary design in the clean condition, reason-
able values are Fhn = Fhw = 1, Fhb = FhL = 0.8, FPb =
0.8 and FPL = 0.5. As the shell-side fouls, bypass-
ing and leakage will decrease, and the factors will
tend towards 1 (but not necessarily reach 1). Choos-
ing the most appropriate values is at the discretion of
the designer.

Before these equations can be applied, a number of issues
need to be considered:

1. Shell diameter. The equations for the shell-side feature
the shell diameter, which is unknown at the conceptual
design stage. This can be eliminated by considering the
heat transfer area.

A = NT π dOL (15.33)

where A = heat transfer area based on the tube outside
surface (m2)

NT = total number of tubes (−)
dO = tube outside diameter (m)
L = tube length (m)

For a square pitch, each tube is contained in an area of p2
T .

The number of tubes can then be approximated as:

NT =
π

4
D2

S

p2
T

(15.34)

For a triangular pitch, each tube is contained in an area of
0.866p2

T . The number of tubes can then be generalized as:

NT =
π

4
D2

S

pCp2
T

(15.35)

where pC = pitch configuration factor
= 1 for square pitch
= 0.866 for triangular pitch

In practice, the number of tubes in a given shell diameter
will be less than that predicted by Equation 15.35 because
of the mechanical features such as pass partition plates, not
accounted for. Combining Equations 15.33 and 15.35 gives:

A = π2 dOD2
SL

4pCp2
T

(15.36)

Equation 15.36 can be rearranged to give:

DS =
(

4pCp2
T A

π2 dOL

) 1
2

(15.37)

Equation 15.37 can be used to approximate the shell
diameter if the tube length L is specified. This might be
preferred, as standard tube lengths will tend to be used.
Alternatively, the tube length to shell diameter (L/DS) can
be specified. If this is specified, then Equation 15.36 can
be rearranged to give:

DS =
(

4pCp2
T A

π2 dO(L/DS)

) 1
3

(15.38)

The ratio of tube length to shell diameter is usually in the
range 5 to 10.

2. Fluid velocity. Equations 15.14, 15.15, 15.21 and 15.22
require knowledge of the fluid velocity. Liquid velocity on
the tube-side is usually of the order of 1 to 3 m·s−1. On the
shell-side, liquid velocity is usually of the order of 0.5 to
2 m·s−1. Gas velocity on both the tube-side and the shell-
side typically vary in the range 5 to 70 m·s−1. The higher
the pressure, the lower the gas velocity.

High velocities will result in high heat transfer coefficients
and will tend to reduce fouling. However, high velocities also
result in a high pressure drop. Also, if solids are present in
the fluids, then high velocities can result in erosion. High
velocities on the shell-side for liquids (typically greater than
3 m·s−1) can also induce vibration within the heat exchanger
that can cause long-term damage to the heat exchanger.

3. Pressure drop. Rather than specify a fluid velocity, it
is often preferred to specify the pressure drop across the
heat exchanger. In retrofit situations, where a new heat
exchanger is to be installed in an existing plant, the allow-
able pressure drop is often highly constrained. This is
because in a retrofit situation, it is often desirable to avoid
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the installation of new pumps. In the absence of a specific
retrofit constraint for pressure drop, the value for liquids
is normally in the range 0.35 to 0.7 bar. For low-viscosity
liquids (less than 1 mN·s·m−2), the pressure drop is likely
to be less than 0.35 bar. For gases, the maximum allow-
able pressure drop varies typically between 1 bar for high-
pressure gases (10 bar and above) down to 0.01 bar for
gases under vacuum conditions. For gases, the cost associ-
ated with the pressure drop is more sensitive to aspects of
the design outside of the immediate considerations for the
heat exchanger design than is the case for liquids.

4. Fouling. Fouling is the accumulation of undesired
material at the heat transfer surfaces. It is a transient process
that begins with a clean heat transfer surface and continues
until the point where the surface becomes fouled to the
point where the heat exchanger can no longer be used
effectively. At this point, the heat exchanger must be taken
out of service and cleaned. Cleaning can be accomplished
by mechanical or chemical processes. Mechanical cleaning
involves the use of high-pressure water jets and so on.
Chemical cleaning exploits cleaning fluids that react with
and/or dissolve surface deposits. This usually involves
creating a cleaning circuit involving the heat exchanger and
a pump in which the cleaning fluid is recirculated through
the heat exchanger at a relatively high velocity.

In some instances (e.g. cooling water circuits), chemicals
can be added to the heat transfer fluids to inhibit fouling.
The chemicals added to inhibit fouling and the means of
cleaning depend on the nature of the fouling. Fouling can
be classified as:

• particulate, in which solid particles suspended in the
process stream are carried to the heat transfer surface
and accumulate;

• scaling, in which solid material is precipitated from
solution on the heat transfer surface through inverse
solubility (e.g. calcium carbonate deposit from hardness
in water);

• crystallization, in which solid material is crystallized
from solution as a result of the change in temperature
and/or the presence of nucleation sites at the surface;

• freezing, in which material is decreased in temperature
locally to below its freezing point;

• chemical reaction, which results from reactions at the
heat transfer surface (e.g. polymerization and crack-
ing reactions);

• corrosion, in which the heat transfer surface is exposed
to a corrosive fluid that reacts to produce byproducts of
corrosion on the surface;

• biological fouling or biofouling, in which a layer of
microorganisms grows on the heat transfer surface
producing slime.

The rate at which fouling occurs depends on many factors,
but the two most important are temperature and fluid

velocity. Fouling can be removed from the surface by high
surface shear stress created by high fluid velocity. Indeed,
for certain types of fouling, it has been demonstrated that
for a given surface temperature, there is a threshold velocity
above which fouling will not occur.

As pointed out in Section 15.1, fouling adds additional
resistances to heat transfer on both the tube-side and the
shell-side. If one of the fluids in the heat exchanger is
significantly more fouling than the other, the fouling fluid
is normally placed on the tube-side. If this fouling fluid
placed on the tube-side has a particularly high tendency
to foul (e.g. crude oil), then designing for a low pressure
drop can be a false economy. As the fluid fouls the tube-
side, not only will the overall heat transfer coefficient
decrease significantly but the pressure drop will also
increase significantly as a direct result of the fouling. If, for
this highly fouling fluid, the exchanger had been designed
for an initial high pressure drop on the tube-side, the
resulting high velocity would not only have increased the
initial rate of heat transfer, but also decreased the rate of
deterioration of the rate of heat transfer and the rate of
increase of pressure drop. An initial design for a tube-
side pressure drop of 0.7 bar for a highly fouling fluid
(e.g. crude oil) might result in a fouled pressure drop of
say 4 to 5 bar after a year of operation. Had the initial
design been for, say, 2.5 bar, this could have led to a lower
pressure drop after a year of operation and an overall better
performance.

In addition to the use of antifouling chemical agents to
mitigate the effect of fouling on the tube-side, twisted tubes
can be used rather than plain tubes. These have surface
irregularities. Plain tubes can also be fitted on the inside
with tube inserts. Twisted tubes and tube inserts promote
additional turbulence and pressure drop and reduce the
surface temperature of the tube to mitigate fouling. Tube
inserts will be dealt with in more detail later.

The effect of fouling on the shell-side is more complex.
On the shell-side, the heat transfer and pressure drop are
also affected by the fouling changing the flow pattern.
Bypassing and leakage reduces both the shell-side heat
transfer coefficient and pressure drop. Fouling will tend to
block the clearances, increasing the amount of cross-flow.
This will have the effect of increasing the shell-side heat
transfer coefficient and pressure drop. This increase will be
countered by film resistances of the heat transfer surfaces.
Initially, the fouling might even increase the heat transfer
coefficient by promoting better cross-flow, only to decrease
it later as the film resistance increases.

The segmented baffles normally used in shell-and-tube
heat exchangers are not the best arrangement for fouling
fluids placed on the shell-side, as stagnant zones are created
by the flow pattern. Rather than use segmented baffles,
helical flow baffles can be used, which induce a spiral flow
pattern along the exchanger on the shell-side, eliminating
the stagnant zones.
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5. Standard dimensions. Applying the equations described
here will result in certain specifications for heat transfer
area, tube length and shell diameter. In practice, standard
tube lengths, shell diameters and tube layouts are used. The
preliminary design would then need to be adjusted to meet
standard size and layout specifications.

15.3 TEMPERATURE DIFFERENCES IN
SHELL-AND-TUBE HEAT
EXCHANGERS

Consider the heat exchange process in Figure 15.5a. The
heat transfer arrangement shows a concentric pipe heat
exchanger. The flow of the fluids in such a device is truly
countercurrent. To understand the heat transfer, assume that
it is a steady state process in which all of the fluid properties
and overall heat transfer coefficient U are constant. It is
also assumed that there is no phase change and that there
is no heat loss from the system. The heat transfer process
is shown in Figure 15.5b in a plot of heat transfer versus
temperature. The slope of the �T line in Figure 15.5b is
given by:

d(�T )

dQ
= �TH − �TC

Q
(15.39)

Applying Equation 15.39 across the differential element in
Figure 15.5b:

dQ = U · dA·�T (15.40)

dQ

∆TH

Q
∆TC

TC1

TC2

TH1

TH2

T

TH1

TC2

TH2

TC1

(b) Heat transfer versus temperature.

(a) Countercurrent heat exchange.

Figure 15.5 Heat exchange temperature difference.

Combining Equations 15.39 and 15.40 gives:

�TH − �TC

Q
= d(�T )

U ·dA·�T
(15.41)

Rearranging and integrating gives:
∫ A

o

dA = Q

�TH − �TC

· 1

U

∫ �TH

�TC

d(�T )

�T
(15.42)

Thus:

A = Q

�TH − �TC

· 1

U
ln

�TH

�TC

(15.43)

Q = UA


�TH − �TC

ln
�TH

�TC


 (15.44)

= UA�TLM (15.45)

where �TLM = logarithmic mean temperature difference
Note that this result would have been obtained if

a. the fluid positions inside and outside of the tube in
Figure 15.5b had been reversed;

b. the direction of one of the fluids had been reversed
giving cocurrent flow;

c. either fluid had been isothermal.

If both fluids had been isothermal, then the logarithmic
and average temperature differences would be equal and
�TH = �TC = �T . It should also be noted that:

�TH − �TC

ln
�TH

�TC

= �TC − �TH

ln
�TC

�TH

(15.46)

Although the result in Equation 15.45 applies to both
countercurrent and cocurrent flow, in practice, cocurrent
flow is almost never used as, given fixed fluid inlet
and outlet temperatures, the logarithmic mean temperature
difference for countercurrent flow is always larger. This
in turn leads to smaller surface area requirements. Also,
as shown in Figure 15.6a for countercurrent flow, the
final temperature of the hot fluid can be lower than the
final temperature of the cold fluid (sometimes known as
temperature cross), whereas in Figure 15.6b, it is clear that
there can never be a temperature cross.

For a given heat duty and overall heat transfer coefficient,
the 1–1 design (1 shell pass – 1 tube pass), as illustrated
in Figure 15.7a, offers the lowest requirement for surface
area for shell-and-tube heat exchangers. Many flow arrange-
ments other than the 1–1 design exist, the most common
of which is the 1–2 design (1 shell pass – 2 tube passes),
as illustrated in Figure 15.7b. Because the flow arrange-
ment involves part countercurrent and part cocurrent flow,
the effective temperature difference for heat exchange is
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Figure 15.6 Fluid temperatures can never cross in a cocurrent heat exchanger.
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Figure 15.7 1-1 shells approach pure countercurrent flow, whereas 1-2 shells exhibit partial countercurrent and partial cocurrent flow.

reduced compared to a pure countercurrent device. This
is accounted for, in design, by the introduction of the FT

factor into the basic heat exchanger design equation6:

Q = UA�TLM FT where 0 < FT < 1 (15.47)

Thus, for a given exchanger duty and overall heat transfer
coefficient, the 1–2 design needs a larger area than
the 1–1 design. However, the 1–2 design offers many
practical advantages. These include, in particular, allowance
for thermal expansion, easy mechanical cleaning and
good heat transfer coefficients on the tube-side (due to
higher velocity).

The FT correction factor is usually correlated in terms of
two dimensionless ratios, the ratio of the two heat capacity

flowrates (R) and the thermal effectiveness of the exchanger
(P)6:

FT = f (R, P ) (15.48)

where

R = CPC/CPH = (TH1 − TH2)/(TC2 − TC1) (15.49)

and
P = (TC2 − TC1)/(TH1 − TC1) (15.50)

Note therefore that FT depends only on the inlet and outlet
temperatures of the streams in a 1–2 heat exchanger.
An expression can be developed for the FT in a 1–2
heat exchanger. The proof is lengthy and can be found
elsewhere1,6.
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For R �= 1:

FT =
√

R2 + 1 ln

[
(1 − P)

(1 − RP)

]

(R − 1) ln

[
(2 − P(R + 1 − √

R2 + 1))

(2 − P(R + 1 + √
R2 + 1))

] (15.51)

For R = 1:

FT =

[ √
2P

(1 − P)

]

ln

[
(2 − P(2 − √

2))

(2 − P(2 + √
2))

] (15.52)

The shape of this function is illustrated in Figure 15.8. It
can be seen that the slope of the FT curve for a given R

becomes very steep and approaches an asymptote as the
thermal effectiveness P increases.

Three basic situations can be encountered when using
1–2 exchangers (Figure 15.8):

1. The final temperature of the hot stream is higher than
the final temperature of the cold, as illustrated in
Figure 15.8a. This is a so-called temperature approach.
This situation is straightforward to design for, since it
can always be accommodated in a single 1–2 shell.

2. The final temperature of the hot stream is slightly lower
than the final temperature of the cold stream, as illus-
trated in Figure 15.8b. This is a so-called temperature
cross. This situation is usually straightforward to design
for, provided the temperature cross is small, because
again it can probably be accommodated in a single shell.
However, the decrease in FT increases the heat transfer
area requirements significantly.

3. As the amount of temperature cross increases, however,
problems are encountered as illustrated in Figure 15.8c.
The FT decreases significantly, causing a dramatic
increase in the heat transfer area requirements. Local
reversal of heat flow may also be encountered, which
is wasteful in heat transfer area. The design may even
become infeasible. Thus, for a given R, the design of
the heat exchanger becomes less and less efficient as
the asymptote for the FT curve is approached.

The maximum temperature cross that can be tolerated is
often set by rules of thumb, for example, FT > 0.751. It is
important to avoid low values of FT because:

1. Low values of FT indicate inefficient use of the heat
transfer area.

2. Any violation of the simplifying assumptions used in the
approach tends to have a particularly significant effect in
areas of the FT chart where slopes are particularly steep.

3. Any uncertainties or inaccuracies in design data also
have a more significant effect when slopes are steep.

Consequently, to be confident in a design, those parts of
the FT chart where slopes are steep should be avoided,
irrespective of FT > 0.757. A simple method to achieve
this is based upon the fact that for any value of R there
is a maximum asymptotic value for P , say Pmax , which is
given as FT tends to −∞, and is given by7:

Pmax = 2

R + 1 + √
R2 + 1

(15.53)

Equation 15.53 is derived in Appendix D. Practical designs
will be limited to some fraction of Pmax , that is7:

P = XP Pmax , 0 < XP < 1 (15.54)

where XP is a constant defined by the designer.
A line of constant XP is compared with a line of constant

FT in Figure 15.98. It can be seen that the line of constant
XP avoids the regions of steep slope.

Situations are often encountered where the design is
infeasible in a single 1–2 shell, because the FT is too
low or the FT slope too large. If this happens, either
different types of shell or multiple shell arrangements must
be considered1 – 3. Here, consideration will be restricted to
multiple shell arrangements of the 1–2 type. By using two
1–2 shells in series (Figure 15.10), the temperature cross in
each individual shell is reduced below that for a single 1–2
shell for the same duty. The profiles shown in Figure 15.10
could in principle be achieved either by two 1–2 shells in
series or by a single 2–4 shell.

For a number of 1–2 shells in series, a transformation can
be developed based on the fact that for NSHELLS in series,
each shell pass has the same value of FT , which also equals
the FT across all NSHELLS passes6. Also, all values of P of
each shell pass (P1−2) are equal, but not equal to the value
of P across all NSHELLS (PN−2N). Of course, R is constant
across all shells and the overall design.

For R �= 16:

PN−2N =
1 −

[
1 − P1−2R

1 − P1−2

]NSHELLS

R −
[

1 − P1−2R

1 − P1−2

]NSHELLS
(15.55)

For R = 16:

PN−2N = P1−2NSHELLS

P1−2NSHELLS − P1−2 + 1
(15.56)

Thus, given an overall value of PN−2N for the duty
involving NSHELLS , Equations 15.55 and 15.56 allow the
value of P1−2 to be calculated for each shell. To do this,
first define a variable Z:

Z =
[

1 − P1−2R

1 − P1−2

]NSHELLS

(15.57)
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Figure 15.8 Designs with a temperature approach or small temperature cross can be accommodated in a single 1-2 shell, whereas
designs with a large temperature cross become infeasible. (From Ahmad S, Linnhoff B and Smith R, 1988, Trans ASME J Heat Transfer,
110: 304, reproduced by permission of the American Society of Mechanical Engineers).
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Figure 15.9 The XP parameter avoids steep slopes on the
FT curves, whereas minimum FT does not. (From Ahmad S,
Linnhoff B and Smith R, 1990, Computers and Chem Eng,7: 751,
reproduced by permission of Elsevier Ltd).

Substituting Z into Equation 15.55 and rearranging gives:

Z = 1 − PN−2NR

1 − PN−2N

(15.58)

Thus, starting with the overall PN−2N for the duty, Z is first
calculated from Equation 15.58. Then P1−2 is calculated for
each shell by inverting Equation 15.57 and substituting the
value of Z:

P1−2 = Z1/NSHELLS − 1

Z1/NSHELLS − R
forR �= 1 (15.59)

For R = 1, a simple rearrangement of Equation 15.56
gives:

P1−2 = PN−2N

PN−2N − NSHELLS PN−2N + NSHELLS
(15.60)

Traditionally, the designer would approach a design for an
individual unit by trial and error. Starting by assuming one
shell, the FT can be evaluated. If the FT is not acceptable,
then the number of shells in series is progressively increased
until a satisfactory value of FT is obtained for each shell.
For a number of 1–2 shells in series:

F1−2 < F2−4 < F3−6 < F4−8 . . . . . . . . . < 1 (15.61)

Adopting the design criterion given by Equation 15.54 as
the basis, any need for trial and error can be eliminated
since an explicit expression for the number of shells for a
given unit is derived in Appendix E7.

R �= 1:

NSHELLS =
ln

(
1 − RP

1 − P

)

ln W
(15.62)

where W = R + 1 + √
R2 + 1 − 2RX P

R + 1 + √
R2 + 1 − 2XP

(15.63)

R = 1:

NSHELLS =

(
P

1 − P

)(
1 +

√
2

2
− XP

)

XP

(15.64)

XP is chosen to satisfy the minimum allowable FT (for
example, for FTmin > 0.75, XP = 0.9 is used). Once the
real (noninteger) number of shells is calculated from
Equation 15.62 or 15.64, this is rounded up to the next
largest number to obtain the number of shells. Generally,

Temperature Temperature

Temperature
   Cross Large

Enthalpy Length

Temperature Temperature

    Temperature
Cross Smaller

Enthalpy Length

(a)  A single 1-2 shell is infeasible.

(b)  Putting shells in series reduces the temperature cross in individual exchangers.

Figure 15.10 A large overall temperature cross requires shells in series to reduce the cross in individual exchangers. (From Ahmad
S, Linnhoff B and Smith R, 1988, Trans ASME J Heat Transfer, 110: 304, reproduced by permission of the American Society of
Mechanical Engineers).
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the smaller the number of shells for a given overall duty,
the cheaper will be the design. The higher the value of
XP chosen, the larger will be the number of shells, but the
safer the design. Thus, a compromise is required. A value
of XP = 0.9 is reasonable for conceptual design.

In addition to the FT limiting the temperature cross in
each shell and dividing the overall duty into a number
of shells, there is a maximum physical size that can
be fabricated in a single shell. For shell-and-tube heat
exchangers with removable tube bundles, the maximum size
of shell is around 1000 m2. However, a significantly lower
figure might well be preferred for maintenance and cleaning
purposes. Fixed bundle heat exchangers can be much larger,
typically up to 4500 m2.

Example 15.1 A hot stream is to be cooled from 300 to 100◦C
by exchange with a cold stream being heated from 60 to 200◦C
in a single unit. 1–2 shell-and-tube heat exchangers are to
be used subject to XP = 0.9. The duty for the exchanger is
3.5 MW and the overall heat transfer coefficient is estimated to
be 100 W·m−2·K−1. Calculate:

a. number of shells required
b. P1−2 for each shell
c. FT for the shells in series
d. heat transfer area

Solution

a. R = TH1 − TH2

TC2 − TC1

= 300 − 100

200 − 60

= 1.4286

PN−2N = TC2 − TC1

TH1 − TC1

= 200 − 60

300 − 60

= 0.5833

W = R + 1 + √
R2 + 1 − 2RX P

R + 1 + √
R2 + 1 − 2XP

= 0.6748

NSHELLS =
ln

[
(1 − RPN−2N)

(1 − PN−2N)

]

ln W

= 2.33

Thus, the unit requires three shells.

b. Z = 1 − PN−2NR

1 − PN−2N

= 1 − 0.5833 × 1.4286

1 − 0.5833

= 0.4

P1−2 = Z1/NSHELLS − 1

Z1/NSHELLS − R

= (0.4)
1
3 − 1

(0.4)
1
3 − 1.4286

= 0.3805

c. FT =
√

R2 + 1 ln

[
(1 − P)

(1 − RP)

]

(R − 1) ln

{
[2 − P(R + 1 − √

R2 + 1)]

[2 − P(R + 1 + √
R2 + 1)]

}

Substituting R = 1.4286 and P = 0.3805:

FT = 0.86

d. A = Q

U�TLM FT

= 3.5 × 106

100 × 65.48 × 0.86

= 619 m2

15.4 ALLOCATION OF FLUIDS IN
SHELL-AND-TUBE HEAT
EXCHANGERS

In a new design, the allocation of streams to the tube-side
or shell-side will be unknown at this stage. The issues to
be considered for the allocation include:

a. Materials of construction. If expensive materials of
construction are required for one of the fluids because of its
corrosive nature or high temperature, then this fluid should
normally be allocated to the tube-side. This can reduce the
cost of expensive materials of construction.

b. Fouling. The fluid that has the greatest tendency to foul
the heat transfer surfaces should be allocated to the tube-
side. This will give better control over the design fluid
velocity, and the higher allowable velocity in the tubes will
reduce fouling. Stagnant zones and zones with low velocity
can occur on the shell-side, leading to accelerated fouling.
Also, the tubes are easier to clean than the shell-side.

c. Operating pressures. The stream with the higher pres-
sure should be allocated to the tube-side. The smaller the
diameter of a tube, the thinner the wall needed to contain
the same pressure. The tubes are therefore more effective
at containing high pressure than the shell.

d. Pressure drop. For the same pressure drop, higher heat
transfer coefficients will be obtained on the tube-side than
the shell-side. The fluid with the lowest allowable pressure
drop should normally be allocated to the tube-side.

e. Viscosity. Generally, a higher heat transfer coefficient
will be obtained by allocating the more viscous material
to the shell-side, provided the flow is turbulent. The critical
Reynolds number for turbulent flow on the shell-side is in
the region of 200.
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f. Stream flowrates. Allocating the fluid with the lower
flowrate to the shell-side will normally allow a higher heat
transfer coefficient to be obtained for that fluid and give the
most economic design.

g. Fluid temperatures. Placing the hotter fluid in the tubes
will reduce the shell surface temperature, and hence the
need for lagging to reduce heat loss and might be desirable
for safety reasons.

These general guidelines can contradict each other. If this
is the case, some compromise must be made.

Example 15.2 A crude oil stream is to be preheated by
recovering heat from a kerosene product in a shell-and-tube heat
exchanger. The flowrates, temperatures and physical properties (at
the mean temperatures) are given in Table 15.5.

Table 15.5 Data for a heat recovery problem.

Kerosene Crude oil

Flowrate (m3·s−1) 0.037 0.103
Initial temperature (◦C) 200 35
Final temperature (◦C) 95 75
Density (kg·m−3) 730 830
Heat capacity (J·kg−1·K−1) 2470 2050
Viscosity (N·s·m−2) 4.0 × 10−4 3.6 × 10−3

Thermal conductivity (W·m−1·K−1) 0.132 0.133

The exchanger type to be used is 1 shell-pass, 2 tube-
passes. Because crude oil will have a greater tendency to foul
than kerosene, crude oil will be allocated to the tube-side.
Assume the fouling coefficient for kerosene on the shell-side
is 5000 W·m−2·K−1 and for the crude oil on the tube-side is
2000 W·m−2·K−1.

Steel tubes will be used and the following assumptions can be
made regarding the heat exchanger geometry:

dO = 20 mm

dI = 16 mm

pT = 1.25dO

pC = 1(square pitch)

BC = 0.25

L/DS = 7

a. Calculate the number of shells required and the FT based on
XP = 0.9.

b. Estimate the overall heat transfer coefficient, heat transfer area
and pressure drops for the tube-side and shell-side assuming a
fluid velocity of 1 m·s−1 on both the tube-side and shell-side.
Assume the flow on the shell-side is characterized by the clean
condition, that is, Fhn = Fhw = 1, Fhb = FhL = 0.8, FPb = 0.8
and FPL = 0.5.

c. Estimate the overall heat transfer coefficient and heat transfer
area for a tube-side pressure drop of 0.3 bar and a shell-side
pressure drop of 0.6 bar. Again, assume the flow on the shell-
side is characterized by the clean condition.

d. Repeat the calculation in Part c above but assuming the flow
is characterized by the fouled condition. Assume Fhn = Fhw =
Fhb = FhL = FPb = FPL = 1.

Solution

a. The calculations can be conveniently carried out in a
spreadsheet.

R = TH1 − TH2

TC2 − TC1
= 200 − 95

75 − 35
= 2.625

P = TC2 − TC1

TH1 − TC1
= 75 − 35

200 − 35
= 0.2424

W = R + 1 + √
R2 + 1 − 2RX P

R + 1 + √
R2 + 1 − 2XP

= 0.3688

NSHELLS =
ln

[
1 − RP

1 − P

]

ln W

= 0.74

Thus, the unit requires 1 shell.

FT =
√

R2 + 1 ln

[
(1 − P)

(1 − RP)

]

(R − 1) ln

{
[2 − P(R + 1 − √

R2 + 1)]

[2 − P(R + 1 + √
R2 + 1)]

}

Substituting R = 2.625 and P = 0.2424:

FT = 0.90

b. KhT = C

[
k

dI

]
Pr

1
3

[
dIρ

µ

]0.8

= 0.023

[
0.133

0.016

] [
2050 × 3.6 × 10−3

0.133

] 1
3

×
[

0.016 × 830

3.6 × 10−3

]0.8

= 520.4

For an assumed tube-side velocity of 1 m·s−1:

hT = KhT v0.8
T

= 520.4 × 10.8

= 520.4 W·m−2·K−1

KhS = 0.24FhnFhwFhbFhLρ
0.64C

1
3
P k

2
3

µ0.307 d0.36
O

=

0.24 × 1 × 1 × 0.8 × 0.8

×(730)0.64 × (2470)
1
3 × (0.132)2/3

(4 × 10−4)0.307 × (0.02)0.36

= 1653
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For an assumed shell-side velocity of 1 m·s−1:

hS = KhS v0.64
S

= 1653 × 10.64

= 1653 W·m−2·K−1

Taking the wall coefficient from Table 15.4, the overall heat
transfer coefficient can be estimated from:

1

U
= 1

hS

+ 1

hSF
+ 1

hW

+ do

dI

1

hTF
+ do

dI

1

hT

= 1

1653
+ 1

5000
+ 1

20,200

+ 0.02

0.016

(
1

2000
+ 1

520.4

)

U = 257.6 W·m−2·K−1

�TLM = (200 − 75) − (95 − 35)

ln

[
200 − 75

95 − 35

]

= 88.6◦C

A = Q

U�TLM FT

= 0.037 × 730 × 2470 × (200 − 95)

257.4 × 88.6 × 0.9

= 341 m2

For the tube-side pressure drop:

KPT = 0.092ρ0.8µ0.2 d−1.2
I

= 0.092 × (830)0.8 × (3.6 × 10−3)0.2 × (0.016)−1.2

= 923.4

�PT = KPT
Ad 2

I

4FI dO

v2.8
T + 1.25NPT ρv2

T

= 923.4 × 341 × (0.016)2 × 12.8

4 × 0.103 × 0.02
+ 1.25 × 2 × 830 × 12

= 11,900 N·m−2

For the shell-side pressure drop, first estimate the shell diameter:

DS =
(

4pCp2
T A

π2 dO(L/DS)

) 1
3

=
(

4 × 1 × 0.0252 × 341

π2 × 0.02 × 7

) 1
3

= 0.85 m

KPSI = 1.298FpbDS(1 − BC)ρ0.83µ0.17

pT d0.17
O

=
1.298 × 0.8 × 0.85 × (1 − 0.25)

×(730)0.83 × (4 × 10−4)0.17

0.025 × (0.02)0.17

= 3246

KPS 2 = 0.5261FPbFPLpC(1 − 2BC)(pT − dO)ρ0.83µ0.17

d1.17
O FI

=
0.5261 × 0.8 × 0.5 × 1 × (1 − 2 × 0.25)

×(0.025 − 0.02) × (730)0.83 × (4 × 10−4)0.17

(0.02)1.17 × 0.037

= 87.01

KPS 3 = 2.596FPbFPL(1 − 2Bc)DSρ
0.83µ0.17

pT d0.17
O

=
2.596 × 0.8 × 0.5 × (1 − 2 × 0.25) × 0.85

×(730)0.83 × (4 × 10−4)0.17

0.025 × (0.02)0.17

= 2164

KPS 4 = 0.2026FPLpCpT (pT − do)ρ

dOFO

[
2

DS

+ 0.6BC

pT

]

= 0.2026 × 0.5 × 1 × 0.025(0.025 − 0.02) × 730

0.02 × 0.037

×
[

2

0.85
+ 0.6 × 0.25

0.025

]

= 104.3

�PS = 2KPS 1v
1.83
S + KPS 2Av2.83

S − KPS 3v
1.83
S + KPS 4Av3

S

= 2 × 3246 × 11.83 + 87.01 × 341 × 12.83 − 2164

× 11.83 + 104.3 × 341 × 13

= 69,600 N·m−2

The shell-side pressure drop is high. The fluid velocity on the
shell-side could be decreased and the calculation repeated until
an acceptable pressure drop is obtained. However, the approach
allows the pressure drop to be specified directly.

c. The tube-side and shell-side pressure drops are now fixed to be:

�PT = 30,000 N·m−2

30,000 = KPTI Ah3.5
T + KPT2h

2.5
T (15.65)

�PS = 60,000 N·m−2

60,000 = KS1h
2.86
s + KS2Ah4.42

s + KS3Ah4.69
s (15.66)

Thus, hT and hS can be varied by trial and error to satisfy these
two equations. At each new value of hT and hS , the U and A

need to be calculated for fixed Q, �TLM and FT . Also, for each
iteration, the new shell diameter needs to be calculated in order
to update KPS 1,KPS 3,KPS 4,KS1 and KS3.

For flow characterized on the shell-side by the clean condition:

Fhn = Fhw = 1

Fhb = FhL = 0.8

FPb = 0.8, FPL = 0.5

The calculation is iterative and can be conveniently carried out
using a solver in a spreadsheet to satisfy the Equations 15.65 and
15.66 simultaneously. To reach the two variables simultaneously,
the objective can be set up such that the difference between the
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left- and right-hand sides of Equations 15.65 and 15.66 are given
the values, say Objective 1 and Objective 2 respectively. Then the
spreadsheet solver is used to search for:

(Objective 1)2 + (Objective 2)2 = 0 (within a tolerance)

The result is:
�PT = 30,000 N·m−2

hT = 721 W·m−2·K−1

�PS = 60,000 N·m−2

hS = 1662 W·m−2·K−1

U = 311.5 W·m−2·K−1

A = 282 m2

DS = 0.8 m

Also, given the specified pressure drop, the corresponding fluid
velocities can be calculated from:

vT =
(

hT

Kht

) 1
0.8

= 1.5 m·s−1

vS =
(

hS

KhS

) 1
0.64

= 1.0 m·s−1

d. Fouling will tend to reduce bypass and leakage on the shell-
side. As an extreme case, all shell-side factors can be assumed to
be 1.0 to illustrate the trend that fouling will have. As in Part C
above, hT and hS are varied simultaneously to satisfy the pressure
drop specifications. The result is:

�PT = 30,000 N·m−2

hT = 731 W·m−2·K−1

�PS = 60,000 N·m−2

hS = 2226 W·m−2·K−1

U = 329.7 W·m−2·K−1

A = 267 m2

DS = 0.78 m

The effect of the fouling on the shell-side flow is to increase the
cross-flow and increase the overall heat transfer coefficient for
a fixed pressure drop (assuming the same fouling coefficients in
both cases).

Given the uncertainties associated with the calculations,
especially those on the shell-side, a sensible design basis for
the heat transfer area specification would be the shell-side flow
characterized by the clean condition. Of course, the fouling
coefficients for the shell-side and tube-side should be included
to account for the surface fouling resistance.

This approach provides a preliminary specification for the heat
exchanger. The actual heat exchanger will be restricted to standard
tube lengths, tube layout and shell size. The preliminary design
would then be adjusted up to meet standard size and layout
specifications.

15.5 EXTENDED SURFACE TUBES

In situations in which the film transfer coefficient on the
outside of the tubes in a heat exchanger is much lower than
the inside, the outside becomes the controlling coefficient.
Considering Equation 15.13 for the overall heat transfer
coefficient, if the outside film is controlling, then no matter
what is done to increase the inside coefficient, it will
have little effect on the overall heat transfer coefficient.
This will happen when heating or cooling viscous liquids
and gases. In such circumstances, a more compact unit
will result if a greater surface area is presented to the
controlling fluid by the use of extended-surface tubes.
Extended surfaces increase the rate of heat transfer per
unit length of tube and the resulting exchanger can be
much smaller and cheaper than the corresponding plain-
tube exchanger. The external tube surface can be extended
in one of two general ways:

• Integrally formed tubes, in which the extended surface
is produced by cold-forming fins onto the surface of the
tube by extrusion of the parent tube.

• Nonintegrally formed fins, in which the surface is
extended by attaching pieces of metal in the form
of longitudinal or transverse strips, wire or spines by
welding, brazing, grooving and peening, or shrink fitting
the extended surface to the tube. The method of fixing
the extended surface to the parent tube might create a
resistance to heat transfer.

By far the most common design of extended surface tube
uses “high” transverse fins, as illustrated in Figure 15.11a.
High transverse fins can increase the surface area by a
factor of up to 16 relative to plain tubes. Such tubes
are commonly used in heat exchangers for cooling duties
where hot fluid is passed through the inside of horizontal
tubes with ambient air from a fan flowing vertically across
the outside. These air-cooled heat exchangers or fin-fan
exchangers are illustrated in Figures 15.11b and 15.11c.
The ambient air can be drawn across the tubes in an
induced draft arrangement, as shown in Figure 15.11b,
or driven across the tubes in a forced draft arrangement,
as shown in Figure 15.11c. The enhancement in the
heat transfer depends on the dimensions of the tube,
the dimensions of the fins, the number of fins per unit
length, bundle arrangement (square or triangular pitch),
tube and fin materials of construction, as well as the fluid
velocities, physical properties, temperatures and fouling
characteristics. Enhancements in the outside film transfer
coefficients for such exchangers are of the order 50 to
70% when compared with plain tubes. Typical outside
film transfer coefficients would usually be of the order
of 60 W·m2·◦C. Air-cooled heat exchangers of the type
in Figure 15.11 are used extensively for cooling utility,
particularly when cooling water is scarce.
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(a) Extended surface tube with high transverse fins.

(b) Induced draft air-cooled heat exchanger.

(c) Forced draft air-cooled heat exchanger.

Air Flow

Hot Fluid Outlet

Hot Fluid Intlet

AirFlow

Hot Fluid Outlet

Hot Fluid Intlet

Figure 15.11 Extended surface heat transfer.

Extended surfaces created from integrally formed “low”
transverse fins can be used in conventional shell-and-
tube heat exchangers to enhance the outside film transfer
coefficient. Low transverse fins can increase the surface
area by a factor of around 2.5 relative to plain tubes.

Longitudinal fins can also be used, but their application
is restricted to small heat exchangers in the form of a
concentric pipe heat exchanger, similar to the schematic
in Figure 15.5a. In this arrangement, the inner tube would
be the extended surface tube with the fins in the annular
space to enhance the heat transfer. Longitudinal fins can
increase the surface area by a factor of 14 to 20 relative to
plain tubes.

15.6 RETROFIT OF HEAT EXCHANGERS

In retrofit situations, existing exchangers might be subjected
to changes in flowrate. For example, a debottlenecking
project might require an increase in throughput. If this is
the case, then the change in the heat transfer coefficients
can be approximated by:

For the tube-side coefficient

hT 2

hT 1
=

(
FI2

FI1

)0.8

(15.67)

where hT 1, hT 2 = tube-side film transfer coefficients for
the initial and new flowrates

FI1, FI2 = tube-side volumetric flowrates for the
initial and new flowrates

For the shell-side coefficient

hS2

hS1
=

(
FO2

FO1

)0.64

(15.68)

where hS1, hS2 = shell-side film transfer coefficients for
the initial and new flowrates

FO1, FO2 = shell-side volumetric flowrates for the
initial and new flowrates

The change in pressure drop can be approximated by:

For the tube-side pressure drop

�PT 2

�PT 1
=

(
FI2

FI1

)1.9

(15.69)

where �PT 1, �PT 2 = tube-side pressure drop for the initial
and new flowrates

For the shell-side pressure drop

�PS2

�PS1
=

(
FO2

FO1

)2.9

(15.70)

where �PS1, �PS2 = shell-side pressure drop for the initial
and new flowrates.

Although an increase in flowrate can result in increased
film transfer coefficients, an increase in flowrate is also
usually accompanied by an increase in heat transfer duty.
In turn, this might lead to a need for increased heat
transfer area.

For example, an increase in the process throughput might
result in an increase in the heat duty, and hence an increase
in the heat transfer area, if the temperatures are unchanged.
More generally, additional heat transfer area might be
required as a result of increased heat duty, operation under
reduced temperature differences, operation under reduced
heat transfer coefficients or increased fouling.

If shell-and-tube heat exchangers are being used and
additional heat transfer area is required, it might be pos-
sible to install a new tube bundle into existing shells if the
additional area requirement is small. This might be possible
if the tube pitch can be decreased or the pitch configuration
changed from a square to a triangular pitch. If a significant
amount of additional area is required, then the existing area
can be supplemented by adding a new shell (or more than
one shell if there is a large area requirement). New heat
exchanger shells can be added to an existing match in one
of two ways:

a. Series. When new exchanger shells are added in series
to an existing match, then the full flowrate goes through
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the existing exchangers of the match. The pressure drop
and heat transfer coefficients of the existing exchangers
of the match will only change significantly if the changes
lead to significant changes in the operating conditions
of the existing match (e.g. increase in flowrate in a
debottlenecking study). The addition of new exchangers
in series to the existing match will lead to an increase in
the overall pressure drop across the match. This might
be important if the pump (or compressor) is close to its
maximum capacity.

b. Parallel. If new exchanger shells are added in parallel
to an existing match, then the flowrate through the
existing exchangers is decreased. This will decrease
the flowrate and pressure drop through the existing
exchangers of the match. However, it will also decrease
the heat transfer coefficient, decreasing its performance.
The addition of new exchangers will therefore leave the
pressure difference largely unchanged. The pressure drop
across the match will be the largest between that of the
existing exchangers under the new conditions and the
new exchangers installed in parallel.

Increasing the heat transfer area, either by replacing tube
bundles or by adding new shells, is likely to be expensive.
Rather than install additional heat transfer area to cater for
the new operational requirements, the overall heat transfer
coefficient of the heat exchanger can be increased. It might
be possible to modify the tube-side flow pattern to increase
the number of tube passes, thereby increasing the tube-
side film transfer coefficient. On the shell-side, it might
be possible to modify the baffle arrangement to increase
the shell-side film transfer coefficient, for example, by
decreasing the baffle spacing. Heat transfer enhancement
can also be considered. Changing the heat transfer surface
from a plain surface to a finned, ribbed or nonuniform
surface can increase the rate of heat transfer of the tube
surfaces. This can be applied to the inside or outside
surface of the tube, or both, but requires the tubes to be
changed. Alternatively, devices can be inserted into the
inside of existing plain tubes to enhance the inside heat
transfer coefficient, at the expense of increased pressure
drop. Insertion devices include8,9:

• Twisted tapes. These consist of a thin strip of twisted
metal with the same width as the tube inside diameter
that is slid into the tube. The flow is caused to spiral
along the tube length.

• Static mixers. Static mixers are manufactured from thin
metal strips with the same width as the tube internal
diameter. In contrast with twisted tapes, the helix is not
continuous. The flow is caused to twist through 180◦

and then twist in the reverse direction through 180◦,
and so on. The continuous splitting, reorientation and
recombination of the fluid cause the enhancement as it
flows through the insert.

• Coiled wire. The coil is manufactured by tightly wrap-
ping wire onto a rod such that the outside diameter of
the coil is slightly larger than the inside diameter of the
tube. This ensures that when it is fitted into the tube there
is no movement when in service. The coil functions as
nonintegral tube roughness.

• Mesh inserts. Mesh inserts are manufactured from a
matrix of thin wire filaments. The matrix consists of
small loops offset in a helical arrangement and supported
by two thicker central wires twisted together. The
diameter of the wire mesh is slightly larger than the tube
diameter to give close contact with the tube wall. The
mesh causes a swirling and random mixing from the flow
and is usually restricted to laminar flow applications.

If the new increased heat duty and new log mean
temperature difference are fixed, then the additional surface
area above the existing area using a plain tube surface is
given by9:

Q = U(Aexisting + �A)�TLM FT (15.71)

where Q = heat transfer duty
U = overall heat transfer coefficient

Aexisting = existing heat transfer area
�A = additional area requirement

�TLM = logarithmic mean temperature difference
FT = logarithmic mean temperature difference

correction factor

If the same duty is to be serviced by enhanced heat transfer
without additional area:

Q = UeAexisting�TLM FT (15.72)

where Ue = enhanced overall heat transfer coefficient

Thus, for heat transfer enhancement to solve the problem
without installation of new area:

UeAexisting ≥ U (Aexisting + �A) (15.73)

Rearranging this equation gives:

Ue

U
≥ Aexisting + �A

Aexisting
(15.74)

The overall heat transfer coefficient is given by:

1

U
= 1

hO

+ 1

hW

+ dO

dI

1

hI

(15.75)

where
1

hO

= 1

hS

+ 1

hSF

1

hI

= 1

hT

+ 1

hTF

U = overall heat transfer coefficient
hO, hI = heat transfer coefficients for the outside

and inside of plain tubes including the
fouling resistance
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hW = heat transfer coefficients for the tube
wall

dO, dI = outside and inside tube diameters
hS, hT = film heat transfer coefficients for the

shell-side and tube-side of plain tubes
hSF , hTF = fouling coefficients for the shell-side

and tube-side of plain tubes

If heat transfer enhancement is only for the inside of the
tubes using inserts, then:

1

Ue

= 1

hO

+ 1

hW

+ dO

dI

1

hIe
(15.76)

where
1

hIe
= 1

hTe
+ 1

hTFe

Ue = enhanced overall heat transfer coefficient
hIe = enhanced film transfer coefficient for the

inside of tubes including the fouling
resistance

hTe = enhanced film heat transfer coefficients for
the tube-side

hTFe = enhanced fouling resistance for the
tube-side.

Dividing Equation 15.75 by 15.76 gives:

Ue

U
= hIe(dOhOhW + dOhOhI + dIhWhI )

hI (dOhOhW + dOhOhIe + dIhWhIe)
(15.77)

Combining Equations 15.74 and 15.77 gives:

hIe

hI

≥ dOhOhW (Aexisting + �A)

dOhOhWAexisting − �AhI ( dOhO + dIhW )
(15.78)

Equation 15.78 gives the criterion for heat transfer enhance-
ment to cater to the new duty without increasing the heat
transfer area. If it is assumed that the resistance to heat
transfer across the tube wall is negligible (i.e. hW goes to
infinity) and the difference between the inside and outside
diameters is negligible (i.e. dO = dI ), then Equation 15.78
simplifies to9:

hIe

hI

≥ hO(Aexisting + �A)

hOAexisting − hI�A
(15.79)

The enhancement ratio (hIe/hI ) for tube inserts can be
correlated as a function of Reynolds number based on the
internal diameter of the tube Re = ρV di/µ

10. Different
tube inserts can be compared on the basis of plots of
enhancement ratio (hTe/hT ) versus Reynolds number.

The major disadvantage in using heat transfer enhance-
ment is that it increases the pressure drop. In retrofit, this
can be important, as the pumps driving the flow might be
limited in their capacity to meet the required increase in
pressure drop.

Example 15.3 Suppose the data in Table 15.5 now relate to the
performance of an existing heat exchanger. The details of the

exchanger geometry (which uses steel tubes) are:

dO = 20 mm

dI = 16 mm

pT = 25 mm (square pitch)

BC = 0.25

L = 5.95(after subtracting tube sheet thickness)

DS = 0.84 m (internal diameter)

NT = 824

NTP = 2

This exchanger is required to operate under new conditions that
call for an increase in flowrate of 30% for both fluids. The
temperatures at the inlet of the exchanger are unchanged, but
the temperatures at the exit must be maintained at their current
values. The pumps feeding the exchanger have spare capacity
and therefore some increase in the pressure drop of both fluids
is acceptable.

a. Estimate the increase in the overall heat transfer coefficient and
the resulting outlet temperatures for the new conditions.

b. Can the increase in heat duty be accommodated by keeping
the existing tube bundle and using tube inserts? A number of
inserts are available. Their thermal performance is given in
Table 15.6 and friction factor performance given in Table 15.7
as a function of the Reynolds number based on the internal tube
diameter, dI

10. The value of H in Tables 15.6 and 15.7 relates
to the axial distance between a 180◦ twist in the device10.

Table 15.6 Thermal performance of tube insert devices.

Type of insert Enhancement ratio hIe/hI

Coiled wire H/dI 5.5 4.191 Re−0.1

Coiled wire H/dI 2.8 5.309 Re−0.1

Coiled wire H/dI 1.12 7.313 Re−0.1

Twisted tape H/dI 8.5 4.687 Re−0.1203

Twisted tape H/dI 3.6 15.88 Re−0.2206

Table 15.7 Friction factor performance of tube insert
devices.

Type of insert Enhancement ratio cfe/cf

Coiled wire HdI 5.5 4.948 Re−0.0953

Coiled wire HdI 2.8 5.465 Re−0.0345

Coiled wire HdI 1.12 5.685 Re0.0432

Twisted tape HdI 8.5 4.765 Re−0.1166

Twisted tape HdI 3.6 12.65 Re−0.1787

Solution

a. Existing heat duty

= 0.037 × 730 × 2470 × (200 − 95)

= 7.01 × 106 W
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From Example 15.2, �TLM = 88.6◦C. Since the FT is based
on temperatures only and the temperatures are the same
as in Example 15.2, the existing FT = 0.90 as calculated in
Example 15.2.

A = π dOLN T

= π × 0.02 × 5.95 × 824

= 308 m2

U = Q

A�TLM FT

= 7.01 × 106

308 × 88.6 × 0.90

= 285 W·m−2·K−1

While it is possible to calculate the existing overall heat transfer
coefficient from the operating data, it is not possible to calculate
the individual film transfer coefficients. The individual film
transfer coefficients can be combined in any number of ways
to add up to an overall value of 285 W·m−2·K−1. However, the
film transfer coefficients can be estimated from the correlations
in Appendix C. Given that the tube-side correlations are much
more reliable than the shell-side correlations, the best way to
determine the individual coefficients is to calculate the coefficient
for the tube-side and allocate the shell-side coefficient to add
up to U = 285 W·m−2·K−1. Thus, to calculate the tube-side film
transfer coefficient, KhT must first be determined.

KhT = C

[
k

dI

]
Pr

1
3

[
dIρ

µ

]0.8

= 0.023

[
0.133

0.016

] [
2050 × 3.6 × 10−3

0.133

] 1
3

[
0.016 × 830

3.6 × 10−3

]0.8

= 520.4

vT = FI

π d2
I

4

NT

NTP

= 0.103

π × 0.0162

4

824

2

= 1.24 m·s−1

hT = KhT V 0.8
T

= 520.4 × 1.240.8

= 618 W·m−2·K−1

Assume fouling coefficients:

hTF = 2000 W·m−2·K−1

hSF = 5000 W·m−2·K−1

1

U
= 1

hS

+ 1

hSF
+ 1

hW

+ dO

dI

1

hTF
+ dO

dI

1

hT

1

285
= 1

hS

+ 1

5000
+ 1

20,200
+ 0.02

0.016

(
1

2000
+ 1

618

)

hS = 1635 W·m−2·K−1

The change in the tube-side and shell-side film transfer coefficients
as a result of a 30% increase in both flowrates can be estimated
from Equations 15.67 and 15.68:

hT 2

hT 1
=

(
FI2

FI1

)0.8

hT 2 = 618 × 1.30.8

= 762 W·m−2·K−1

hS2

hS1
=

(
FO2

FO1

)0.64

hS2 = 1635 × 1.30.64

= 1934 W·m−2·K−1

If the fouling coefficients are assumed to be unchanged, the new
overall heat transfer coefficient is given by:

1

U
= 1

1934
+ 1

5000
+ 1

20,200
+ 0.02

0.016

(
1

2000
+ 1

762

)

U = 330 W·m−2·K−1

At the increased flowrate condition, the outlet temperatures and
heat duty for the existing area are unknown.

Q = 0.037 × 1.3 × 730 × 2470(200 – TH2)

= 0.103 × 1.3 × 830 × 2050(TC2−35)

A = Q

U�TLM FT

Thus, the outlet temperature of the hot or cold stream can
be assumed. This specifies the heat duty and hence the outlet
temperature of the other stream. In this case, assume the outlet
temperature of the hot stream and calculate the final temperature
of the cold stream from:

TC2 = TC1 + Q

FIρCP

This allows �TLM and FT to be calculated. Given the value of
U , this allows the area to be calculated. The outlet temperature
of the hot stream can then be varied by trial and error until the
calculated area equals the actual area of 308 m2.

Try TH2 = 100◦C

Q = 8.67 × 106 W

TC2 = 73.1◦C

�TLM = 92.5◦C

FT = 0.92

A = 309 m2

This is close; an exact value is given by further trial and error
to give:

TH2 = 100.2◦C

Q = 8.66 × 106 W

TC2 = 73◦C
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�TLM = 92.7◦C

FT = 0.92

A = 308 m2

b. Maintaining the existing temperatures, the new duty is
given by:

Q = 0.037 × 1.3 × 730 × 2470(200–95)

= 9.11 × 106 W

A = Q

U ·�TLM ·FT

= 9.11 × 106

330 × 88.6 × 0.90

= 346 m2

�A = 346−308

= 38 m2

Calculate the outside and inside coefficients including the fouling:

1

hO

= 1

hS

+ 1

hSF

= 1

1934
+ 1

5000

hO = 1395 W·m−2·K−1

1

hI

= 1

hT

+ 1

hTF

= 1

762
+ 1

2000

hI = 552 W·m−2·K−1

The heat transfer enhancement ratio can now be calculated from
Equation 15.78:

hIe

hI

= dOhOhW (Aexisting + �A)

dOhOhWAexisting − �AhI ( dOhO + dIhW )

= 0.02 × 1395 × 20,200(308 + 38)

0.02 × 1395 × 20,200 × 308 − 38 × 552

(0.02 × 1395 + 0.016 × 20,200)

= 1.17

For the purpose of comparison, now neglect the wall resistance
and difference between the inside and outside tube diameters.
From Equation 15.79:

hIe

hI

= hO(Aexisting + �A)

hOAexisting − hI�A

= 1395(308 + 38)

1395 × 308 − 552 × 38

= 1.18

For most applications, Equation 15.79 is accurate enough.

The enhancement ratio for a given device can be correlated as
a function of the Reynolds Number9:

Re = ρ dI vT

µ

= 830 × 0.016 × 1.24 × 1.3

3.6 × 10−3

= 5946

Table 15.8 shows the enhancement ratios for various tube inserts.

Table 15.8 Enhancement ratios for heat transfer of
various tube inserts.

Type of insert Enhancement ratio

Coiled wire H/dI 5.5 4.191 Re−0.1 = 1.76
Coiled wire H/dI 2.8 5.309 Re−0.1 = 2.23
Coiled wire H/dI 1.12 7.313 Re−0.1 = 3.07
Twisted tape H/dI 8.5 4.687 Re−0.1203 = 1.65
Twisted tape H/dI 3.6 15.88 Re−0.2206 = 2.33

Thus, all of the tube inserts will potentially provide the
required enhancement without the need for extra heat transfer
area. However, it would be preferred to have the enhancement
with minimum increase in pressure drop. Table 15.9 shows the
increase in friction factor for the various inserts.

Table 15.9 Enhancement ratios for friction factor of
various tube inserts.

Type of insert Friction factor ratio

Coiled wire H/dI 5.5 4.948 Re−0.0953 = 2.16
Coiled wire H/dI 2.8 5.465 Re−0.0345 = 4.05
Coiled wire H/dI 1.12 5.685 Re0.0432 = 8.28
Twisted tape H/dI 8.5 4.765 Re−0.1166 = 1.73
Twisted tape H/dI 3.6 12.654 Re−0.1787 = 2.68

On the basis of heat transfer enhancement and pressure drop
considerations, Twisted Tape H/dI 8.5 would be chosen. However,
a detailed examination of capital cost might cause this to
be revised.

15.7 CONDENSERS

The construction of shell-and-tube condensers is very
similar to shell-and-tube heat exchangers for duties that
do not involve a change of phase. Condensers can be
horizontally or vertically oriented with the condensation
on the tube-side or the shell-side. The magnitude of
the condensing film coefficient for a given quantity of
vapor condensation on a given surface is significantly
different depending on the orientation of the condenser.
The condensation normally takes place on the shell-side
of horizontal exchangers and the tube-side of vertical
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exchangers. Horizontal shell-side condensation is normally
preferred, as the condensing film transfer coefficients
are higher. Condensation on the tube-side of horizontal
condensers is normally restricted to the use of condensing
steam as a heating medium.

Condensation can take place by one of two mechanisms:

a. film-wise condensation, in which the condensing vapor
wets the surface of the tube forming a continuous film

b. drop-wise condensation, in which droplets of conden-
sation do not wet the surface and after growing, fall
from the tube to expose fresh condensing surface with-
out forming a continuous film.

Although drop-wise condensation can produce much higher
condensing film transfer coefficients, it is unpredictable,
and the design is carried out on the basis of film-wise
condensation.

The basic equations describing film-wise condensation
were developed by Nusselt11. The derivation of the
equations has been given by Kern1 and others. A number
of assumptions are made in the derivation:

• the liquid film flows smoothly and steadily by gravita-
tional forces;

• the liquid film is in laminar flow;
• no noncondensable gases are present in the vapor phase;
• no vapor shear force acts on the liquid–vapor interface;
• momentum terms are negligible;
• temperature distribution in the condensate film is linear;
• the only heat transferred across the liquid film is the

latent heat of condensation released at the liquid–vapor
interface (transfer of sensible heat in the liquid film
is negligible);

• temperature of the liquid–vapor interface is equal to the
saturation temperature;

• physical properties of the liquid film are constant.

For condensation outside of a horizontal tube1:

hC = 0.725

(
k3
Lρ2

L�HVAPg

dOµL�T

) 1
4

(15.80)

where hC = condensing film coefficient
(W·m−2·K−1)

kL = thermal conductivity of the liquid
(W·m−1·K−1)

ρL = density of the liquid (kg·m−3)

�HVAP = latent heat (J·kg−1)

g = gravitational constant (9.81 m·s−2)

dO = outside diameter of tube (m)
µL = viscosity of the liquid (N·s·m−2 or

kg·m−1·s−1)

�T = temperature difference across the
condensate film (K)

The analysis was later modified to include some of the
factors neglected by Nusselt12,13. One of these is the
effect of buoyancy forces acting on the liquid film. This
results in the ρ2

L term in Equation 15.80 being replaced
by ρL(ρL − ρV ). Such buoyancy forces are usually only
important close to the critical point. In most cases, the two
most important factors that cause a significant deviation
from Equation 15.80 are the presence of vapor shear
forces and noncondensable gases in the vapor. Vapor shear
forces act to increase the heat transfer coefficient, whereas
noncondensable gases act to decrease it.

Since the �T across the film is unknown, it is best
eliminated from Equation 15.80. By definition of the
condensing film coefficient:

m�HVAP = hCπ dOLN T �T (15.81)

where m = flowrate of condensate (kg·s−1)

L = tube length (m)
NT = number of tubes (−)

Substituting Equation 15.81 into Equation 15.80 and rear-
ranging gives:

hC = 0.954kL

(
ρ2

LLgN T

µLm

) 1
3

(15.82)

For the shell-side of a horizontal tube bundle, dripping
of condensate over successive rows acts to decrease the
condensing coefficient. This can be accounted for by
multiplying the condensing coefficient for a single tube by
an empirical correction involving the number of tubes in
a vertical row. However, in a tube bundle, the number of
tubes in the vertical rows varies according to the position
in the bundle. A simple empirical correction is14:

hC = 0.954kL

(
ρ2

LLgN T

µLm

) 1
3

N
− 1

6
R (15.83)

NR = number of tubes in a vertical row(−)

≈ 0.78
DS

pT

DS = shell diameter(m)

pT = vertical tube pitch(m)

For condensation inside horizontal tubes, the Nusselt
Equation can be applied with a correction for the reduction
in condensing coefficient caused by the accumulation of
condensation. The correction usually applied is 0.8. No
correction for the number of tubes is required. Thus, for
condensation inside horizontal tubes:

hC = 0.763kL

(
ρ2

LLgN T

µLm

) 1
3

(15.84)

The Nusselt Equations apply to laminar flow of the
condensing film. For horizontal condensation the equations
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are applicable for:

Re = 2m

µLLN T

< 2000 (15.85)

For condensation on a vertical surface, the Nusselt Equation
takes the form1:

hC = 0.943

(
k3
Lρ2

L�HVAPg

LµL�T

) 1
4

(15.86)

where L = length of the condensing surface (m)
�T = temperature difference across the condensate

film (K)

Combining Equation 15.81 for condensation on the outside
of a tube with Equation 15.86 gives:

hC = 1.35kL

(
ρ2

L dOgN T

µLm

) 1
3

(15.87)

For condensation on the inside of the vertical tubes:

m�HVAP = hCπ dI LN T �T (15.88)

Combining Equations 15.86 and 15.88 gives the Nusselt
Equation for condensation inside vertical tubes:

hC = 1.35kL

(
ρ2

L dI gN T

µLm

) 1
3

(15.89)

For vertical condensation, the Nusselt Equations are valid
for a laminar film according to:

Re = 4m

πµL dINT

< 2000 (15.90)

In the above equations, the film thickness and hence
the condensing coefficient varies across the surface. The
correlations give an average coefficient applicable to the
entire surface. The condensing coefficients are independent
of shell-side geometry (e.g. baffle cut, distance etc.). The
Nusselt Equations give reasonably good agreement with
experimental data for laminar flow of the condensate film
in the absence of vapor shear forces and noncondensable
gases in the vapor. In the absence of noncondensable gases,
the Nusselt Equations will tend to give a conservative
prediction of the condensing coefficient. Vapor shear and
turbulence in the film can lead to considerably higher values
than those predicted by the Nusselt Equations.

For a simple total condenser involving isothermal
condensation:

Q = m�HVAP = UA�TLM (15.91)

where U is defined by Equation 15.13. Note that if the
condensing fluid is pure and therefore isothermal, no FT

correction factor is required if multipass exchangers are
used, that is, FT = 1.

If the heat exchange involves desuperheating as well as
condensation, then the exchanger can be divided into zones
with linear temperature–enthalpy profiles in each zone.
Figure 15.12a illustrates desuperheating and condensation
on the shell-side of a horizontal condenser. The total heat
transfer area is the sum of the values for each zone:

A = ADS + ACN

= QDS

UDS �TLM ,DS
+ QCN

UCN �TLM ,CN

(15.92)

where A = total heat transfer area
ADS = heat transfer area for the

desuperheating zone
ACN = heat transfer area for the condensing

zone
QDS = heat transfer duty for the

desuperheating zone
QCN = heat transfer duty for the condensing

zone
UDS = overall heat transfer coefficient for the

desuperheating zone
UCN = overall heat transfer coefficient for the

condensing zone
�TLM ,DS = logarithmic mean temperature

difference for the desuperheating zone
�TLM ,CN = logarithmic mean temperature

difference for the condensing zone

To calculate the condensing heat transfer coefficient
requires the length of the condensing zone L to be specified.
Thus, a value of L must be estimated before the calculation
can be made. For the value of L to be correct, it must
comply with:

L = ACN

A
× tube length (15.93)

The value of L is then varied until there is agreement with
Equation 15.93.

It might also be necessary to subcool the condensate.
As with desuperheating, if subcooling is required, the
heat exchanger can be divided into zones. Figure 15.12b
illustrates subcooling on the shell-side of a vertical
condenser. The subcooling arrangement in Figure 15.12b
is achieved by using a loop seal to create a partially
submerged tube bundle1. For subcooling, the heat transfer
area is given by:

A = ACN + ASC

= QCN

UCN �TLM ,CN
+ QSC

USC �TLM ,SC

(15.94)

where ASC = heat transfer area for the subcooling
zone

QSC = heat transfer duty for the subcooling
zone
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Figure 15.12 Condensation with desuperheating and subcooling.

USC = overall heat transfer coefficient for the
subcooling zone

�TLM ,SC = logarithmic mean temperature
difference for the subcooling zone

To calculate the condensing heat transfer coefficient again
requires the length of the condensing zone L to be specified.
Thus, a value of L must be estimated and adjusted until it
complies with Equation 15.93.

Figure 15.12c illustrates subcooling on the shell-side of
a horizontal condenser. The subcooling arrangement in
Figure 15.12c is again achieved by using a loop seal to
create a partially submerged tube bundle1. Rather than
use a loop seal, a dam baffle can be used to partially
submerge the bundle1. Figure 15.12c shows the zones
this time represented in parallel, rather than the series
arrangements in Figures 15.12a and 15.12b. Calculation of
the condensing heat transfer coefficient for a horizontal
exchanger requires the number of tubes in the condensing
zone NT ,CN to be specified. Thus, a value of NT ,CN must
be estimated before the calculation can be made. For the
value of NT ,CN to be correct, it must comply with:

NT ,CN = ACN

A
× number of tubes (15.95)

The value of NT ,CN is then varied until there is agreement
with Equation 15.95.

For multicomponent condensation, the condensation
will not be isothermal, leading to a nonlinear tempera-
ture–enthalpy profile for the condensation. If this is the
case, then the exchanger can be divided into a number of
zones with the temperature–enthalpy profiles linearized in
each zone. Each zone is then modeled separately and zones
summed to obtain the overall area requirement1.

Particular care needs to be adopted if a vapor to
be condensed has noncondensable gases present. Here
the vapor diffuses through the gas to the cold surface
where it condenses. But as the condensation proceeds,
the concentration of the noncondensable gas increases,
which increases the diffusional resistance and decreases the
condensing coefficient. To take this into account requires
complex models, which is outside the scope of this text.

Pressure drop during condensation results essentially
from the vapor flow. As condensation proceeds, the vapor
flowrate decreases. The equations described previously
for pressure drop in shell-and-tube heat exchangers are
only applicable under constant flow conditions. Again
the exchanger can be divided into zones. However, in
preliminary design, a reasonable estimate of the pressure
drop can usually be obtained by basing the calculation on
the mean of the inlet and outlet vapor flowrates.

Example 15.3 A flowrate of 0.1 kmol·s−1 of essentially pure
acetone vapor from the overhead of a distillation column is to be
condensed without any condensate subcooling. The condensation
is to take place on the shell-side of a horizontal shell-and-tube heat
exchanger against cooling water flowing in two passes on the tube-
side. The operating pressure of the condenser is 1.52 bar. At this
pressure, the acetone condenses at 67◦C. The cooling water can be
assumed to be at 25◦C and to be returned to the cooling tower at
35◦C. The condenser can be assumed to be steel with tubes with
20-mm outside diameter and 2-mm wall thickness. The tube pitch
can be assumed to be 1.25dO and a square configuration. The
ratio of tube length to shell diameter can be assumed to be 5. The
physical property data are given in Table 15.10. The properties
of acetone are at 67◦C. Although the average film temperature
will be lower than this, the value of k(ρ2/µ)1/3 tends not to be
very sensitive to temperature. The molar mass of acetone can be
assumed to be 58 kg·kmol−1. Assume the fouling coefficients to
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be 11,000 W·m−2·K−1 and 5000 W·m−2·K−1 for the shell-side
and tube-side respectively. For an allowable tube-side velocity of
2 m·s−1, estimate the heat transfer area.

Table 15.10 Physical property data for acetone and water.

Property Acetone (67◦C) Water (30◦C)

Density (kg·m−3) 736 996
Heat capacity

(J·kg−1·K−1)

2320 4180

Viscosity (N·s·m−2) 0.213 × 10−3 0.797 × 10−3

Thermal conductivity
(W·m−1·K−1)

0.137 0.618

Heat of vaporization
(J·kg−1)

494,000 –

Solution

Flowrate of acetone = 0.1 × 58

= 5.8 kg·s−1

Duty on condenser = 5.8 × 494,000

= 2.865 × 106 W

Flowrate of cooling water = 2.865 × 106

4180(35 − 25)

= 68.54 kg·s−1

= 0.0688 m3·s−1

To determine the condensing film coefficient using Equation 15.83
requires the number of tubes to be known.

NT = πD2
S

4pCp2
T

where DS =
(

4pCp2
T A

π2 dO(L/DS)

) 1
3

Thus, the solution must be iterative as the heat transfer area A

is unknown. An initial estimate of A (say 100 m2) is required,
giving:

DS = 0.633 m

NT = 503

hC = 0.954kL

(
ρ2

LLgN T

µLm

) 1
3

N
− 1

6
R

= 0.954kL

(
ρ2

L(L/DS)DSgN T

µLm

) 1
3

(
0.78

DS

pT

)− 1
6

= 0.954 × 0.137

(
7362 × 5 × 0.633 × 9.81 × 503

2.13 × 10−4 × 5.8

) 1
3

×
(

0.78
0.633

0.02 × 1.25

)− 1
6

= 1510 W·m−2·K−1

The tube-side heat transfer coefficient is given by:

KhT = C

[
k

dI

]
Pr

1
3

[
dIρ

µ

]0.8

= 0.023

[
0.618

0.016

] [
4180 × 7.97 × 10−4

0.618

] 1
3

×
[

0.016 × 996

7.97 × 10−4

]0.8

= 4298

For a tube-side velocity of 2 m·s−1:

hT = KhT V 0.8
T

= 4298 × 20.8

= 7483 W·m−2·K−1

Now the overall heat transfer coefficient can be estimated.

1

U
= 1

hC

+ 1

hSF
+ dO

2k
ln

dO

dI

+ dO

dI

1

hTF
+ dO

dI

1

hT

= 1

1510
+ 1

11,000
+ 1

20,200
+ 0.02

0.016

[
1

5000
+ 1

7483

]

U = 820 W·m−2·K−1

�TLM = (67 − 35) + (67 − 25)

ln

[
67 − 35

67 − 25

] = 36.8 K

Now the duty can be calculated from:

Q = UA�TLM

= 820 × 100 × 36.8

= 3.01 × 106 W

This does not agree with the specified duty of 2.865 × 106 W.
To make the heat duty balanced requires the heat transfer area A

to be adjusted by trial and error. At each value of A, the number
of tubes and hC must be calculated. This can be readily done
using a spreadsheet solver. The result is:

Q = 2.865 × 106 W

hC = 1491 W·m−2·K−1

hT = 7483 W·m−2·K−1

U = 814 W·m−2·K−1

A = 96 m2

DS = 0.623 m

NT = 488

Rather than specify the tube-side velocity, the tube-side pres-
sure drop could have been specified (e.g. �PT = 30,000 N·m−2).
Had this been the case, then the calculation would have required
Equation 15.16 to be solved simultaneously with the above
equations by varying A and hT simultaneously, similar to the
solution of Example 15.1c.
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15.8 REBOILERS AND VAPORIZERS

Reboilers are required for distillation columns to vaporize
a fraction of the bottom product, as discussed in Chapter 9.
It may also be the case that a liquid needs to be vaporized
for other purposes, for example, a liquid feed needs to be
vaporized before entering a reactor. The discussion here
will focus on reboiling a distillation column, but the same
principles apply to other types of vaporizers.

Three common designs of the reboiler are illustrated
in Figure 15.13. The first shown in Figure 15.13a is a
kettle reboiler. Vaporization takes place on the outside of
tubes immersed in a pool of liquid. The bottom product is
taken from an overflow from the liquid pool and there is
no recirculation between the reboiler and the column. In
some designs, the tube bundle can be installed in the base
of the column as an internal reboiler. The kettle reboiler
incorporates a volume above the liquid pool and tube bundle
for vapor and liquid disengagement. The shell diameter is
typically 40% greater than the bundle diameter to allow for
this. The second type of reboiler shown in Figure 15.13b,
the horizontal thermosyphon, also features vaporization on
the outside of the tubes. However, in this case, there is
recirculation around the base of the column. A mixture of
vapor and liquid leaves the reboiler and enters the base of
the column where it separates. The third type of reboiler,
the vertical thermosyphon, is illustrated in Figure 15.13c.
Again, there is a recirculation around the base of the
column, but this time the vaporization takes place inside
the tubes. Boiling on the tube-side will normally be carried
out in a 1–1 exchanger.

The three reboilers in Figure 15.13 are shown under
natural circulation. The flow of liquid from the column
to the reboiler is created by the difference in hydrostatic
head between the column of liquid feeding the reboiler and
the vapor–liquid mixture created by the reboiler.

The amount of liquid vaporized in the reboiler should
not be more than 80%, otherwise this will tend to lead
to excessive fouling of the reboiler. For kettle reboilers,
there is no recirculation. But for thermosyphon reboilers, a
recirculation ratio can be defined as:

Recirculation ratio = flowrate of liquid at reboiler outlet

flowrate of vapor at reboiler outlet

This usually lies between 0.25 and 6. The greater the
value of recirculation ratio, the less fouling there is in
the reboiler. Lower values tend to be used in horizontal
thermosyphons and higher values (greater than 4) used in
vertical thermosyphons. The recirculation ratio is a degree
of freedom at the discretion of the designer. This should be
fixed later when the detailed design is carried out.

The kettle reboiler has the advantage that it is equivalent
to a theoretical stage for the distillation but is relatively
expensive due to the extra volume required for vapor dis-
engagement. Also, the liquid has a high residence time in
the heating zone, which can be a problem if the material is
prone to thermal decomposition. If the reboiler must operate
at a high pressure, then the large diameter of the kettle shell
is a disadvantage. A large diameter cylindrical shell requires
a thicker wall to withstand a given pressure than a small
diameter shell. The horizontal and vertical thermosyphons
both have the disadvantage of not providing a theoretical
stage for the distillation. But the thermosyphon reboilers
are less prone to fouling than kettle reboilers and have a
lower residence time in the heating zone. Thermosyphon
reboilers require additional height inside the column shell
than kettle reboilers to allow for vapor disengagement as
the vapor–liquid mixture enters the column. Vertical ther-
mosyphon reboilers require the column to be at a higher ele-
vation than kettle and horizontal thermosyphons. Horizontal
thermosyphons tend to be preferred to vertical ones if the
heat transfer area is large, as horizontal arrangements are
easier to maintain. Although thermosyphon reboilers can
be used under vacuum conditions, care must be exercised,
as the effect of pressure on the boiling point of the fluid
entering the reboiler must be considered. When reboiling
multicomponent systems, the vaporization can take place
over a range of temperature. The forced flow in a ther-
mosyphon can give a higher mean temperature difference
than a kettle for the same percentage of vaporization, as the
kettle boiling temperature is uniform. Generally the heat
flux (heat transferred per unit area) and heat transfer coef-
ficients are in the order

kettle < horizontal thermosyphon < vertical thermosyphon

Given these arguments, it is not surprising that the most
common design of reboiler is the vertical thermosyphon.

Bottom
Product

Bottom
Product

(a) Kettle.

Bottom Product

(b) Horizontal thermosyphon. (c) Vertical thermosyphon.

Figure 15.13 Reboiler designs.
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Figure 15.14 Heat transfer characteristics of boiling.

The basic characteristics of the boiling process are
illustrated in Figure 15.14. This shows a plot of heat flux
versus the temperature difference between the vaporizing
surface and the bulk liquid plotted on logarithmic axes.
Initially, between Points A and B in Figure 15.14, heat
transfer is by natural convection. Superheated liquid rises
to the liquid surface where evaporation takes place. As
the temperature difference increases beyond Point B in
Figure 15.14, nucleate boiling occurs in which vapor
bubbles are formed at the heating surface and released
from the surface. Nucleate boiling, as its name implies,
depends on the presence of nuclei. In boiling, the nuclei
are preexisting inclusions of noncondensable gas or vapor
in cavities on the heat transfer surface. It thus depends on
the character of the heat transfer surface.

Point C in Figure 15.14 is termed the critical heat flux
or maximum boiling flux or peak boiling flux as bubbles
coalesce on the surface creating a vapor blanket. Critical
heat flux occurs because insufficient liquid is able to reach
the heat transfer surface due to the rate at which vapor is
leaving. Beyond Point D, the surface is dry and entirely
blanketed by vapor and heat is transferred by conduction
and radiation.

Reboilers are designed to operate below the peak flux,
as beyond it either the heat flux would be lower, or much
higher temperate difference would be required. Design is
normally restricted to have a heat flux less than 70% of
the critical flux. Preliminary design of kettle and horizontal
thermosyphon reboilers can be based on pool boiling. In
pool boiling, the heating surface is surrounded by a large
body of fluid in which the fluid motion is only induced
by natural convection currents and the motion of bubbles.
A simple correlation for nucleate boiling that can be
used for the preliminary design of kettle and horizontal
thermosyphon reboilers is that due to Palen15:

hNB = 0.182P 0.67
C q0.7

(
P

PC

)0.17

(15.96)

where hNB = nucleate boiling coefficient (W·m−2·K−1)

PC = liquid critical pressure (bar)
P = operating pressure (bar)
q = heat flux (W·m−2)

= hNB (Tw − TSAT )

TW = wall temperature of the heating surface (◦C)
TSAT = saturation temperature of the boiling

liquid (◦C).

This equation applies to vaporization of single components,
but can be used for close boiling mixtures without too
much error. Coefficients for wide boiling mixtures will be
overestimated.

Mostinski16 gives a correlation for the estimation of the
critical heat flux for single tubes:

qC1 = 3.67 × 104PC

(
P

PC

)0.35 [
1 − P

PC

]0.9

(15.97)

where qC1 = critical heat flux for single tube (W·m−2)

This can be corrected for tube bundles by15:

qC = qC1φB (15.98)

where qC = critical heat flux for the tube bundle
(W·m−2·K−1)

φB = 3.1πDBL

A
DB = tube bundle diameter (m)

L = tube length (m)
A = heat transfer area (m2)

The design of vertical thermosyphon reboilers requires
iterative calculations in which the exchanger needs to
be divided into zones. The energy and pressure balances
need to be performed simultaneously. Frank and Prickett17

performed a range of detailed simulations and presented
the results graphically. This can be used as the basis of
preliminary design.

The graphical data can be correlated as:

For Aqueous Solutions

q = 384.52�T + 130.07�T 2 − 2.4204�T 3 (15.99)

where q = heat flux (W·m−2)

�T = mean temperature difference between the
heat transfer surface and the bulk fluid (K)

For Organic Liquids

q = −100.98 + 1705.9�T + 26.37�T 2 − 0.288�T 3

− 5902.8TR�T + 6031.3T 2
R�T

(15.100)

where TR = reduced temperature of fluid
= T /TC

T = temperature (K)
TC = critical temperature (K)
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For the simulations, the heating was assumed to be supplied
using saturated steam on the shell-side with a combined
condensation and fouling coefficient of 5700 W·m−2·K−1.
The fouling coefficient on the tube-side was assumed to be
5700 W·m−2·K−1.

If these values are appropriate, then the overall heat
transfer coefficient can be calculated from:

U = q

�T
(15.101)

The correlation should be used with caution outside the
range 0.6 < TR < 0.8 and should not be used below a pres-
sure of 0.3 bar. When dealing with a clean, nondegrading
material, the process fouling coefficient should be increased
to around 11,000 W·m−2·K−1, but should be reduced to
1400 to 1900 W·m−2·K−1 for material that has a tendency
to polymerize17. If a shell-side coefficient of process fouling
coefficient different from 5700 W·m−2·K−1 is required, the
corrected overall heat transfer coefficient can be calculated
from17:

1

U ′ = 1

U
− 1

5700
+ 1

hS

− 1

5700
+ 1

hTF
(15.102)

where U ′ = corrected overall heat transfer coefficient
(W·m−2·K−1)

hS = required shell-side coefficient including
fouling (W·m−2·K−1)

hTF = required process fouling coefficient
(W·m−2·K−1)

The mean temperature difference should be less than 35
to 55◦C. This will avoid excessive fouling and excessive
vaporization per pass (i.e. low recirculation ratio), leading
to poor heat transfer in the upper parts of the tubes as heat
transfer to a liquid annulus is replaced by heat transfer to
a mist.

Great caution should be exercised regarding correlations
for boiling: they are notoriously unreliable. Unlike other
heat transfer phenomena, the goal of reliable prediction of
boiling rates has proved to be elusive. Many correlations
other than those given here are available in the literature.
Their predictions of boiling coefficients for the same
duty can differ by an order of magnitude. Even the
predictions from detailed simulations should be treated with
great caution.

Rather than use natural circulation, as in the designs
in Figure 15.13, the liquid can be fed to the reboiler by
a pump using forced circulation. Vaporization in forced
convection reboilers is usually limited to be less than 1
to 5%. In some cases, it might be desirable to suppress
boiling inside the heat exchanger completely by installing
a control valve at the exchanger outlet to increase the
pressure in the exchanger and suppress boiling. The liquid
leaving the exchanger will then partially vaporize as the
liquid pressure is decreased across the valve. Suppression
of boiling inside the heat exchanger might be desirable if

it leads to excessive fouling. In preliminary design, forced
convection reboilers can be based on the assumption that
heat transfer is by forced convection only. This will give
a conservative design if some boiling is allowed in the
exchanger and will overestimate the heat transfer area. High
tube velocities of the order of 3 to 5 m·s−1 or higher are
used to reduce fouling.

If forced-convective boiling is to be carried out, the
boiling can take place either on the shell-side or the tube-
side. The designs for shell-side boiling are essentially the
same as any 1–1 or 1–2 exchanger. Boiling on the tube-side
will normally be carried out in a 1–1 exchanger.

Forced convection suppresses nucleate boiling but intro-
duces a significant component of forced convection heat
transfer. In fact, in most practical situations, including nat-
ural circulation, both forced convection and nucleate boil-
ing are important. In forced-convective boiling, the boiling
heat transfer coefficient can be estimated by a combina-
tion of convective and nucleate boiling heat transfer with
the nucleate boiling component reduced by a suppression
factor. There is significant uncertainty associated with the
prediction of such components. Because the amount of
vapor changes through the exchanger, the exchanger needs
to be divided into zones and the correlations applied in
each zone.

Natural circulation will lead to cheaper designs than
forced circulation, but forced circulation can lead to lower
fouling than the corresponding natural circulation designs.

Finally, if vaporization of a liquid is required for
applications other than distillation, then the same principles
and methods can be applied. The one distinctive difference
is that with all designs, with the exception of kettle designs,
a vapor–liquid separation device will be required at the
vaporizer outlet, as illustrated in Figure 15.15.

Example 15.4 A reboiler is required to supply 0.1 kmol·s−1 of
vapor to a distillation column. The column bottom product is
almost pure butane. The column operates with a pressure at the
bottom of the column of 19.25 bar. At this pressure, the butane
vaporizes at a temperature of 112◦C. The vaporization can be
assumed to be essentially isothermal and is to be carried out
using steam with a condensing temperature of 140◦C. The heat of
vaporization for butane is 233,000 J·kg−1, its critical pressure 38
bar, critical temperature 425.2 K and molar mass 58 kg·kmol−1.
Steel tubes with 30 mm outside diameter, 2 mm wall thickness
and length 3.95 m are to be used. The thermal conductivity of the
tube wall can be taken to be 45 W·m−1·K−1. The film coefficient
(including fouling) for the condensing steam can be assumed to
be 5700 W·m−2·K−1. Estimate the heat transfer area for

a. kettle reboiler
b. vertical thermosyphon reboiler

Solution

a. Heat load = 0.1 × 58 × 233,000

= 1.351 × 106 W
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Figure 15.15 Process vaporizer arrangements.

The boiling film coefficient for a kettle reboiler can be estimated
from the correlation for pool boiling. Equation 15.96 gives one
such method due to Palen15. However, the correlation requires
the heat flux to be known, and therefore the heat transfer area
to be known. Hence the calculation will need to be iterative.
An initial estimate of the overall heat transfer coefficient of
2000 W·m−2·K−1 gives:

A = Q

U�T

= 1.351 × 106

2000 × (140 − 112)

= 24.1 m2

q = Q

A

= 1.351 × 106

24.1

= 56,100 W·m−2

Now the boiling film coefficient can be calculated:

hNB = 0.182P 0.67
C q0.7

(
P

PC

)0.17

= 0.182 × 380.67 × 56,1000.7

(
19.25

38

)0.17

= 3914 W·m−2·K−1

The overall heat transfer coefficient can be calculated from:
1

U
= 1

hNB
+ 1

hSF
+ dO

2k
ln

dO

dI

+ dO

dI

1

hTF
+ dO

dI

1

hT

= 1

3914
+ 1

5700
+ 0.03

2 × 45
ln

0.03

0.026
+ 0.03

0.026

(
1

5700

)

U = 1468 W·m−2·K−1

Q = UA�T

= 1468 × 24.1 × 28

= 0.991 × 106 W

The calculated heat duty does not agree with the specified duty
of 1.351 × 106 W. To make the duty balance requires the heat
transfer area to be adjusted by trial and error. At each value of A, a
new heat flux and boiling film coefficient is calculated. This allows
the new overall heat transfer coefficient to be calculated, and so
on, until the calculated heat duty agrees with a specified duty. This
can be readily done using a spreadsheet solver. The result is:

Q = 1.351 × 106 W

hNB = 2883 W·m−2·K−1

U = 1295 W·m−2·K−1

A = 37.3 m2

q = 36,250 W·m−2

This heat flux must be checked to see if it is below the critical
heat flux. The critical heat flux for a single tube is given by the
Mostinski Equation (Equation 15.97):

qC1 = 3.67 × 104PC

(
P

PC

)0.35 [
1 − P

PC

]0.9

= 5.82 × 105 W·m−2

To correct this for the bundle requires the bundle diameter to be
calculated from Equation 15.37:

DB =
(

4pCp2
T A

π dOL

) 1
2

Assume a pitch of 1.25dO and square configuration with a tube
length of 3.95 m:

DB =
(

4 × 1 × (0.03 × 1.25)2 × 37.3

π × 0.03 × 3.95

) 1
2

= 0.75 m

φB = 3.1πDBL

A

= 3.1 × π × 0.75 × 3.95

37.3

= 0.77
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qC = qC1φB

= 5.82 × 105 × 0.77

= 4.48 × 105 W·m−2

The flux is well below the maximum predicted by the Mostin-
ski Equation.

It should be noted that the shell diameter will be around
40% greater than that of the tube bundle to allow for vapor
disengagement.

b. For a vertical thermosyphon reboiler, the heat flux can be
approximated using Equation 15.100 for organic liquids.

TR = T

TC

= 112 + 273.15

425.2

= 0.91

This is outside the range over which the original data was
correlated and hence the results should be treated with caution.

q = −100.98 + 1705.9 × 28 + 26.37 × 282−0.288 × 283

−5902.8 × 0.91 × 28 + 6031.3 × 0.912 × 28

= 51,460 W·m−2

U = q

�T

= 51,460

28

= 1838 W·m−2·K−1

This does not need to be corrected using Equation 15.102 as the
steam condensing film coefficient and process fouling coefficient
agree with the assumptions on which the correlation is based.

A = Q

q

= 1.351 × 106

51,460

= 26.3 m2

On the basis of these calculations, the vertical thermosyphon
would appear to be the best option. However, the correlations
to predict boiling have an extremely low reliability. Predicted
minor variations in heat transfer area should not be used to choose
options, as the predictions for boiling are so unreliable.

15.9 OTHER TYPES OF HEAT
EXCHANGE EQUIPMENT

While the shell-and-tube heat exchanger is the most
common type of heat exchanger in the process industries,
it does have some significant limitations:

a. The flow is not truly countercurrent. Even the 1–1
exchanger is not truly countercurrent as the flow on the
shell-side is partially cross-flow. This means that the

shell-and-tube exchanger is mostly limited to transfer
heat with a minimum temperature difference of 10◦C.
Designs can in some cases achieve a smaller temperature
difference (perhaps down to 5◦C), but care is needed in
the application. Some heat transfer duties demand very
small temperature differences.

b. The area density (heat transfer area per unit of volume of
exchanger) is relatively low. A conventional shell-and-
tube heat exchanger has an area density of the order of
100 m2·m−3. Other designs of the heat exchanger can
achieve area densities of 300 m2·m−3 to 700 m2·m−3

and in some designs greater than 1000 m2·m−3.

The most important alternatives to shell-and-tube designs
are:

1. Gasketed plate heat exchanger. After the shell-and-
tube heat exchanger, probably the most commonly used
alternative is the gasketed plate heat exchanger. This
consists of a series of parallel plates with gaskets between
the plates to provide a fluid seal. The plates are corrugated
both to increase the turbulence (and hence the film
transfer coefficients) and to give mechanical rigidity.
The enhancement of heat transfer coefficients from the
corrugations is a particular advantage when heating and
cooling more viscous materials. The turbulence promoted
by the corrugations also helps to reduce fouling relative to
plain surfaces. The plates are held together and compressed
in a frame by the use of lateral bolts. The basic arrangement
is illustrated in Figure 15.16. Each corrugated plate is
provided with four ports. The gasket arrangement around
the four ports forces the hot and cold fluids to flow
down alternate channels. This provides countercurrent flow,
allowing temperature differences between hot and cold
fluids down to around 1◦C. Most applications for gasketed
plate heat exchangers are for liquid–liquid duties, but can
also be applied to condensing and evaporating duties. The
limitations of the gasket seals mean that applications are
normally restricted to be between −30 and 200◦C with
pressures up to 20 bar.

A gasketed plate heat exchanger is usually significantly
cheaper than a shell-and-tube heat exchanger for the same
duty. This is especially the case if the shell-and-tube heat
exchanger must be fabricated in more expensive materials
such as stainless steel.

Another advantage in retrofit is that an existing frame can
often accommodate additional plates if a higher capacity is
required. For the same flowrate, an increase in the number
of plates decreases the flowrate through the channels and
therefore the heat transfer coefficients. However, if the
flowrate increases, the number of plates can be increased
to accommodate a higher duty (at the expense of increased
pressure drop).

The flow arrangement shown in Figure 15.16 involves a
single pass for each fluid. More complex flow arrangements
can also be used.
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Figure 15.16 Plate-and-frame heat exchanger.

2. Welded plate heat exchangers. The limitations of the
gaskets in gasketed plate heat exchangers can be overcome
by welding the plates together. This eliminates both the
gaskets and the frame from the design. Elimination of the
gaskets extends the range of application to a wider range
of temperatures and pressures. The highest pressures for
welded plate heat exchangers can be achieved by mounting
the plates within a shell. Welded plate heat exchangers
can achieve an area density of up to 300 m2·m−3. The
operating temperature range varies between −200 and
900◦C. Pressures up to 300 bar can be accommodated.

The costs for this form of exchanger are higher than
those for gasketed plate heat exchangers. An important
limitation is that they can only be cleaned chemically and
not mechanically.

3. Plate-fin heat exchangers. Another type of plate heat
exchanger is the plate-fin heat exchanger. This is illustrated
in Figure 15.17. The plate-fin heat exchanger consists of
a series of flat plates, between which is a matrix formed

Figure 15.17 Plate-fin heat exchanger.

from corrugated metal that provides a large extended heat
transfer area. The components are bonded together either
by brazing or diffusion bonding. Many different surface
geometries are available to promote heat transfer. The space
between the plates and the surface geometry chosen for
each fluid are important degrees of freedom in the design
of such units. The area density of such units is typically
in the range 850 to 1500 m2·m−3. The operating range for
such units depends both on the bonding technique used
and the material of construction. Aluminum-brazed plate-fin
heat exchangers are used for cryogenic applications, but can
also be used up to temperatures of around 100◦C. Stainless
steel plate-fin heat exchangers are able to operate up to
650◦C and titanium units up to 550◦C. Aluminum-brazed
units can operate up to 100 bar, stainless steel units up
to 50 bar and higher. Higher pressures require diffusion-
bonded units. Plate-fin heat exchangers not only have the
advantages of high area density and high heat transfer
coefficients but also have a number of other advantages
that make them overwhelmingly attractive for certain
applications. Temperature differences of 1◦C or less can be
tolerated in such units. Also, the units can be designed to
handle multiple streams through the use of complex header
arrangements. This allows, in effect, for a heat exchanger
network to be accommodated within a single unit.

4. Spiral heat exchangers. Spiral heat exchangers can be
thought of as plate heat exchangers in which the plates
are formed into a spiral, as illustrated in Figure 15.18.
The channels are closed by gasketed end-plates. The hot
fluid enters at the center of the unit and flows from the
inside outwards. The cold fluid enters at the periphery
and flows towards the center in a countercurrent flow
arrangement. The gap between the plates can be adjusted
to suit the application. Operating temperatures up to 400◦C
and operating pressures up to 20 bar are possible. The units
have a low tendency to foul, but are easily cleaned by
removing the end-plates. Again, true countercurrent flow
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Figure 15.18 Spiral heat exchanger.

is possible and therefore lower temperature driving forces
can be tolerated. Spiral heat exchangers are suited to small
heat transfer duties that have a tendency to foul.

15.10 FIRED HEATERS

In some situations, process heat needs to be supplied:

a. with a high heat duty (e.g. a very large reboiler)
b. at a high temperature (e.g. at a temperature above which

heat can be supplied by steam)
c. with a high heat flux (e.g. heat of reaction in situations

where a short residence time in the reactor is required)

In such cases, radiant heat transfer is used from the
combustion of fuel in a fired heater or furnace. Sometimes
the function is to purely provide heat; sometimes the fired
heater is also a reactor and provides heat of reaction.
The special case of steam generation in a fired heater
(a steam boiler) will be dealt with in Chapter 23. Fired
heater designs vary according to the function, heating duty,
type of fuel and the method of introducing combustion air.
However, process furnaces have a number of features in
common. A simple design is illustrated in Figure 15.19. The
chamber where combustion takes place, the radiant section

Stack

Convection
Section

Radiant
Section

Finned Tubes

Shield or Shock Tubes

Radiant Section Tubes
Horizontally or Vertically
Mounted

Burners

Figure 15.19 A typical furnace arrangement.

or firebox, is refractory lined and heat is transferred to tubes
mounted in the chamber through which passes the fluid to
be heated. Heat transfer in the radiant section is mainly
by radiation, with a small contribution (less than 10%) by
convection. The tubes are usually mounted around the walls
of the radiant section and can be mounted vertically or
horizontally. The burners can be mounted in the base or the
walls of the radiant zone. The fuel for process-fired heaters
is usually gaseous or liquid. The shape of the radiant section
can be cylindrical or rectangular.

After the flue gas leaves the combustion chamber, most
furnace designs extract further heat from the flue gas in
horizontal banks of tubes in a convection section, before the
flue gas is vented to the atmosphere. The temperature of the
flue gases at the exit of the radiant section is usually in the
range 700 to 900◦C. The first few rows of tubes at the exit
of the radiant section are plain tubes, known as shock tubes
or shield tubes. These tubes need to be robust enough to be
able to withstand high temperatures and receive significant
radiant heat from the radiant section. Heat transfer to the
shock tubes is both by radiation and by convection. After
the shock tubes, the hot flue gases flow across banks of
tubes that usually have extended surfaces to increase the
rate of heat transfer to the flue gas. The heat transferred in
the radiant section will usually be between 50 and 70% of
the total heat transferred.

Heat input to the fired heater is from three sources:

a. net heat of combustion (QCOMB )

b. sensible heat of combustion air (QAIR)

c. sensible heat of the fuel, together with heat from
atomizing steam if it is used for heavy fuel oil
combustion (QFUEL)

The heat output from the fired heater is to four sinks:

a. heat transferred to the radiant section tubes (QRADIANT )

b. heat transferred in the convection section (QCONV )

c. casing losses (QCASING)

d. sensible heat of exit flue gas (QLOSS )

Overall, there must be an energy balance such that:

QCOMB = QRADIANT + QCONV + QCASING

+ QLOSS − QAIR − QFUEL (15.103)

The split between the radiant and convection section heat
varies according to the design. Casing losses are usually
between 1 and 3% of the heat release from combustion.
The heat loss from the stack is constrained by the desire to
avoid any condensation of water vapor in the convection
section. If there is any sulfur present in the fuel, then the
condensate will be corrosive. The temperature at which the
flue gas starts to condense is the acid dew point. For sulfur-
bearing fuels, the temperature of the flue gas is normally
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kept above 150 to 160◦C. For combustion of sulfur-free
gaseous fuels, the temperature can be decreased to below
100◦C.

Three methods are used to produce airflow through the
fired heater:

a. Natural Draft. In natural draft, the pressure in the
furnace is maintained slightly below atmospheric by
a flow of air created from the difference in density
between the hot flue gas in the stack and the ambient
air. The stack must therefore be high enough to provide
adequate draft.

b. Forced Draft. Forced draft uses a fan to create the
airflow by blowing air into the furnace. The furnace is
slightly above atmospheric pressure. The stack height is
now only required to provide adequate gas dispersion.

c. Induced Draft. Induced draft uses a fan between the
furnace and the stack, leading to a pressure in the furnace
slightly below atmospheric. Again, the stack height is
only required to provide adequate gas dispersion.

Natural draft is a low capital cost option, but the draft
requirements tend to lead to high stack temperature with
a low efficiency for the furnace. Forced draft and induced
draft are higher capital cost options than natural draft but
tend to lead to higher furnace efficiencies as the stack
temperature can be lowered significantly.

The preliminary specification of fired heaters is largely
based on heat duty and furnace efficiency. A simple model
can be developed on the basis of the concept of the theoreti-
cal flame temperature or adiabatic combustion temperature.
Theoretical flame temperature is the temperature attained
when a fuel is burnt in air or oxygen without loss or gain
of heat. A combustion process is the reaction of carbon,
hydrogen, sulfur and nitrogen in the fuel with oxygen to
produce carbon dioxide, carbon monoxide, water, sulfur
dioxide, sulfur trioxide and oxides of nitrogen. Depend-
ing on the fuel being solid, liquid or gaseous, the carbon,
hydrogen, sulfur and nitrogen in the fuel can be in their
elemental forms or as compounds. Nitrogen in combus-
tion air or elemental nitrogen in a gaseous fuel can react
with oxygen to form oxides of nitrogen at high temper-
atures. However, the formation of oxides of nitrogen in
this way can be neglected when calculating the theoreti-
cal flame temperature, as only small quantities are formed.
Also, in a well-designed and operated combustion device,
there should be no carbon monoxide formed, but all carbon
should be oxidized to carbon dioxide. Any sulfur present in
the fuel can be assumed to react to form sulfur dioxide. In
practice, some formation of sulfur trioxide will occur, but
measurements on combustion systems indicate that sulfur
trioxide is only formed in small quantities and less than
what would be predicted by thermodynamic equilibrium
with the sulfur dioxide. Thus, it can be assumed that all
sulfur in the fuel reacts to sulfur dioxide.
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Figure 15.20 The enthalpy change from initial to final state in
a combustion process is independent of path.

To calculate the heat release from combustion and the tem-
perature of the products of combustion, the thermodynamic
path shown in Figure 15.20 can be followed18. The actual
combustion process goes from reactants at temperature T1 to
products at temperature T2. However, it is more convenient
to follow the alternative path from reactants at temperature
T1 that are initially cooled (or heated) to standard tempera-
ture of 298 K. The combustion reactions are then carried out
at a constant temperature of 298 K. Standard heats of com-
bustion are available for this. The products of combustion
are then heated from 298 K to the final temperature of T2.
The actual heat of combustion is given by18:

�HCOMB = �HR + �HO
COMB + �HP (15.104)

where �HCOMB = heat of combustion (J·kmol−1)

�HR = heat to bring reactants from their
initial temperature to standard
temperature (J·kmol−1)

= ∫ 298
T1

Cpreact dT

�HO
COMB = standard heat of combustion at 298 K

(J·kmol−1)

�HP = heat to bring products from standard
temperature to the final temperature
(J·kmol−1)

= ∫ T2

298 Cpprod dT

Cpreact = heat capacity of reactants
(J·kmol−1·K−1)

Cpprod = heat capacity of products
(J·kmol−1·K−1)

For adiabatic combustion, �HCOMB = 0 and Equation 15.89
becomes:

�HP = −�HR − �HO
COMB (15.105)

Standard heats of combustion are widely available.
Table 15.11 provides a list of some combustion reactions.

When using data for standard heats of combustion, care
should be taken regarding the initial state of the reactants
and the final state of the products. If these do not correspond
with the conditions for the actual combustion, then errors
can arise. Note in Table 15.11, the final state of water was
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Table 15.11 Standard heats of combustion.

Reaction �HO
COMB at 298 K

(MJ·kmol−1)

C(sol) + O2 → CO2 −393.5
S(sol) + O2 → SO2 −297.1
CO + 1

2 O2 → CO2 −283.0
H2 + 1

2 O2 → H2O(vap) −241.8
CH4(vap) + 2O2 → CO2 + 2H2O(vap) −802.8
C2H6(vap) + 3 1

2 O2 → 2CO2 + 3H2O(vap) −1428.7
C3H8(vap) + 5O2 → 3CO2 + 4H2O(vap) −2043.2
nC4H10(vap) + 6 1

2 O2 → 4CO2 + 5H2O(vap) −2657.7
iC4H10(vap) + 6 1

2 O2 → 4CO2 + 5H2O(vap) −2649.1

taken in all cases to be vapor rather than liquid. This relates
to the condition of the combustion products as they would
normally be in practice. Combustion data for fuels are given
in terms of different conditions for the water that is formed.
When the water vapor remains in the vapor phase, the
heat of combustion is known as the net calorific value or
lower heating value. When the water condenses, it is known
as the gross calorific value or higher heating value. Data
can obviously be converted from one to the other from
knowledge of how many molecules of water are formed
and the heat of vaporization of water. When dealing with
solid fuels, extra care needs to be taken as data can be
quoted “as fired” or on a “dry ash-free basis”.

Data for some typical gaseous and liquid fuels are given
in Tables 15.12 and 15.13.

One further problem needs to be considered before a
calculation can be attempted. The heat balance as illustrated
in Figure 15.20 involves extremely large temperature
changes for the combustion process. This means that the

Table 15.13 Data for some typical liquid fuels.

Fuel Composition
(% by mass)

Calorific value
(MJ·kg−1)

C H S O + N
+Ash

Gross Net

Light fuel oil 85.6 11.7 2.5 0.2 43.5 41.1
Medium fuel oil 85.6 11.5 2.6 0.3 43.1 40.8
Heavy fuel oil 85.4 11.4 2.8 0.4 42.9 40.5

heat capacity will vary significantly, especially for the
products of combustion. The variation in heat capacity can
be expressed as a polynomial in temperature, as discussed
in Chapter 6. However, with combustion processes, care
should be taken that the data have been correlated over a
wide range of temperature. Thus, for example18:

CP = αO + α1T + α2T
2 + α3T

3 (15.106)

where CP = heat capacity (J·kmol−1·K−1 or
kJ·kmol−1·K−1)

α0, α1, α2, α3 = constants
T = absolute temperature (K)

Thus,

�H =
∫ T2

T1

CP dT

=
∫ T2

T1

(α0 + α1T + α2T
2 + α3T

3) dT

=
[
α0T + α1T

2

2
+ α2T

3

3
+ α3T

4

4

]T2

T1

(15.107)

where �H = enthalpy change from T1 to T2 (J·kmol−1,
kJ·kmol−1)

Equation 15.92 and Table 15.14 can be used to calculate
the enthalpy changes, for example, in a spreadsheet.

Table 15.14 Heat capacity constants.

Component CP (kJ·kmol−1·K−1)

α0 α1 × 102 α2 × 105 α3 × 109

O2 25.4767 1.5202 −0.7155 1.3117
N2 28.9015 −0.1571 0.8081 −2.8726
H2O 32.2384 0.1923 1.0555 −3.5952
CO2 22.2570 5.9808 −3.5010 7.4693
SO2 25.7781 5.7945 −3.8112 8.6122
CO 28.3111 0.1675 0.5372 −2.2219
H2 29.1066 −0.1916 0.4004 −0.8704
CH4 19.8873 5.0242 1.2686 −11.0113
C2H6 6.8998 17.2664 −6.4058 7.2850
C3H8 −4.0444 30.4757 −15.7214 31.7359
n-C4H10 3.9565 37.1495 −18.3382 35.0016
i-C4H10 −7.9131 41.6000 −23.0065 49.9067

Table 15.12 Data for some typical natural gases.

Gas Composition (% by volume) Calorific value (MJ·m−3)

CO2 N2 CH4 C2H6 C3H8 C10H14 C5H12 C5H14 Gross Net

North Sea 0.2 1.5 94.4 3.0 0.5 0.2 0.1 0.1 38.62 34.82
Groningen 0.9 15.0 81.8 2.7 0.4 0.1 0.1 – 33.28 30.00
Algeria 0.2 5.5 83.8 7.1 2.1 0.9 0.4 – 39.1
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Table 15.15 Mean heat capacity data.

T (
◦C) CP (kJ·kmol−1·K−1)

O2 N2 H2O CO2 SO2 CO H2 CH4 C2H6 C3H8 n-C4H10 i-C4H10

25 29.41 29.07 33.65 37.17 39.89 29.12 28.87 35.69 52.86 73.65 99.30 96.95
100 29.82 29.18 33.94 38.65 41.24 29.40 28.88 37.76 57.87 81.65 109.20 107.56
200 30.33 29.34 34.36 40.47 42.87 29.64 28.92 40.51 64.22 91.59 121.56 120.68
300 30.81 29.54 34.82 42.12 44.33 29.89 28.98 43.25 70.20 100.75 132.99 132.70
400 31.26 29.76 35.31 43.61 45.61 30.16 29.05 45.97 75.84 109.19 143.55 143.69
500 31.67 30.00 35.83 44.96 46.74 30.44 29.14 48.64 81.13 116.95 153.29 153.73
600 32.05 30.26 36.38 46.17 47.74 30.73 29.25 51.26 86.08 124.07 162.27 162.88
700 32.41 30.53 36.94 47.25 48.60 31.02 29.37 53.80 90.72 130.61 170.53 171.23
800 32.73 30.80 37.52 48.23 49.34 31.31 29.51 56.24 95.05 136.61 178.14 178.84
900 33.04 31.09 38.10 49.10 49.99 31.59 29.65 58.58 99.08 142.12 185.14 185.80

1000 33.32 31.36 38.68 49.88 50.54 31.88 29.80 60.79 102.82 147.19 191.59 192.18
1100 33.58 31.64 39.27 50.58 51.02 32.15 29.97 62.86 106.28 151.86 197.53 198.05
1200 33.82 31.90 39.84 51.21 51.43 32.40 30.14 64.77 109.48 156.19 203.03 203.49
1300 34.04 32.15 40.39 51.78 51.79 32.64 30.32 66.51 112.42 160.22 208.12 208.58
1400 34.25 32.39 40.93 52.31 52.12 32.86 30.50 68.05 115.12 163.99 212.88 213.38
1500 34.44 32.60 41.44 52.80 52.42 33.06 30.69 69.39 117.58 167.57 217.34 217.98
1600 34.63 32.78 41.93 53.27 52.70 33.23 30.87 70.50 119.83 170.98 221.56 222.44
1700 34.81 32.93 42.37 53.73 52.99 33.37 31.06 71.37 121.86 174.28 225.59 226.84
1800 34.97 33.05 42.78 54.18 53.29 33.48 31.25 71.98 123.69 177.53 229.49 231.27
1900 35.14 33.13 43.13 54.65 53.62 33.55 31.44 72.32 125.33 180.76 233.31 235.78
2000 35.30 33.16 43.44 55.14 53.99 33.58 31.62 72.37 126.79 184.02 237.09 240.47
2100 35.46 33.14 43.69 55.66 54.41 33.60 31.80 72.11 128.08 187.36 240.91 245.39
2200 35.62 33.07 43.87 56.22 54.89 33.51 31.98 71.52 129.22 190.84 244.79 250.63

Alternatively, the heat capacity data can be used to derive
mean heat capacities. The mean heat capacity can be
defined as18:

CP =
∫ T2

T1
CP dT

T2 − T1
(15.108)

where CP = mean heat capacity between temperatures T1

and T2 (J·kmol−1·K−1 or kJ·kmol−1·K−1)

Table 15.15 presents mean heat capacity data between
25◦C and a given temperature for a range of temperatures.

Example 15.5 A gas, which can be considered to be pure
methane, is to be used as fuel in a furnace. Both the fuel gas
and combustion air are both at 25◦C. Calculate the theoretical
flame temperature if the methane is burnt in:

a. its stoichiometric ratio in dry air
b. 15% excess dry air
c. 15% excess air with a relative humidity of 60%

Solution

a. Stoichiometric air requirements are defined by

CH4

1 kmol
+ 2O2

2 kmol
−−−→ CO2

1 kmol
+ 2H2O

2 kmol

2 kmol oxygen are required per kmol of methane burnt. If air
is assumed to be 21% of oxygen and nitrogen is assumed inert,

then combustion products are:

O2 = 2 kmol

N2 = 2 × 0.79

0.21
= 7.52 kmol

H2O = 2 kmol

CO2 = 1 kmol

Since the fuel and combustion air are at the standard
temperature of 25◦C, �HR = 0. To calculate �Hp , start by
estimating the theoretical flame temperature to be 2000◦C.
From:

CP O2
= 35.30 kJ·kmol−1·K−1

CP N2
= 33.16 kJ·kmol−1·K−1

CP H2O = 43.44 kJ·kmol−1·K−1

CP CO2
= 55.14 kJ·kmol−1·K−1

�HP = (7.52 × 33.16 + 2 × 43.44 + 1 × 55.14)(T − 25)

= 391.38(T − 25)

From Table 15.11, �Ho
COMB = 802.8 × 103 kJ·kmol−1. Thus,

from an energy balance:

�HP = −�HR − �Ho
COMB

391.38(TTFT − 25) = 0 − (−802.8 × 103)

TTFT = 2076◦C
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This agrees well with the initial estimate. Had there been
significant disagreement, then revised mean heat capacities
would need to be taken and the calculation repeated.

b. If 15% excess air is used, then combustion products are:

O2 = 2 × 0.15 = 0.3 kmol

N2 = 2 × 0.79

0.21
× 1.15 = 8.65 kmol

H2O = 2 kmol

CO2 = 1 kmol

Again, estimate the theoretical flame temperature to be 2000◦C.
The mean heat capacities are as before and the heat balance is
now:

�HP = (0.3 × 35.3 + 8.65 × 33.16 + 2

× 43.44 + 1 × 55.14)(TTFT − 25)

= 439.44(TTFT − 25)

�HP = �HR − �Ho
COMB

439.44(TTFT − 25) = 0 − (−802.8 × 103)

TTFT = 1852◦C

c. So far the combustion air has been assumed to be dry. If
the combustion air is humid, then the water vapor will act
as another inert in the combustion. The relative humidity of
air is the percentage relative to saturation.
Saturated vapor pressure of water at 25◦C (from steam tables)

= 0.03166 bar

For 60% relative humidity, the partial pressure of water vapor
is given by:

pH2O = 0.03166 × 0.6

= 0.0190 bar

Thus, the mole fraction of water vapor in the combustion air
for a pressure of 1 atm (1.013 bar) is given by:

yH2O = pH2O

P

= 0.0190

1.013

= 0.0188

The combustion air for 15% excess

= (2 + 7.52)1.15

= 10.95 kmol

Water from combustion air

= 10.95 × yH2O

1 − yH2O

= 10.95 × 0.0188

1 − 0.0188

= 0.21 kmol

The total water vapor in the combustion products

= 2 + 0.21

= 2.21 kmol

Again, estimate the theoretical flame temperature to be 2000◦C.
The mean heat capacities are as before and the heat balance is:

�HP = (0.3 × 35.3 + 8.65 × 33.16 + 2.21

× 43.44 + 1 × 55.14) × (TTFT − 25)

= 448.57(TTFT − 25)

448.57(TTFT − 25) = 0 − (−802.8 × 103)

TTFT = 1815◦C

Again, iterate with revised heat capacities for greater accuracy.

It can be seen that excess air and humidity in the combustion
air both act to reduce the theoretical flame temperature.
However, the excess air has the more significant effect. In some
combustion processes, steam is injected into the combustion
process to decrease the flame temperature to decrease NOx

formation. This will be discussed later in Chapter 25.

In these calculations, the fuel and combustion air were both
at the standard temperature of 25◦C. If the temperature of
either had been below 25◦C, then �HR would have acted
to decrease the theoretical flame temperature. If either had
been above 25◦C, the effect would have been to increase
the theoretical flame temperature. One energy conservation
technique sometimes used in furnace design is to use waste heat
to preheat the combustion air. This has the effect of increasing
the theoretical flame temperature, and as will be seen later,
increases the fuel efficiency.

It should be emphasized that the theoretical and real
flame temperatures will be significantly different. The real
flame temperature will be lower than the theoretical flame
temperature because, in practice, heat is lost from the flame
(mainly due to radiation). Also, part of the heat released
provides heat for a variety of endothermic dissociation
reactions, which occur at high temperatures, such as:

CO2 −−−→←−−− CO + O

H2O −−−→←−−− H2 + O

H2O −−−→←−−− H + OH

However, as the temperature of the flue gas decreases,
as heat is extracted, the dissociation reactions reverse
and the heat is released. Thus, although theoretical flame
temperature does not reflect the true flame temperature,
it does provide a convenient reference to indicate how
much heat is actually released by combustion as the flue
gas is cooled. Figure 15.21 shows the flue gas starting
from the theoretical flame temperature. This is cooled
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Figure 15.21 The flue gas profile for a fired heater.

in the radiant and convection sections to provide the
process duty. The temperature at the exit of the convection
section is the stack temperature. The cooling from the
stack temperature to the ambient temperature is the stack
loss. The temperatures in the radiant section (above 700
to 900◦C) are thus not accurately represented by the
profile based on the theoretical flame temperature. The
temperature differences between the sources of radiant
heat and the furnace tubes in the radiant zone of the
furnace cannot be represented accurately by simple models,
and requires a detailed simulation model. Such a model
must account for the burner design, the absorption and
emission of radiant heat for the surfaces in the radiant
zone of the particular geometry, and so on. Fortunately,
this does not usually present a problem in using the
simple model represented in Figure 15.21 for preliminary
design, since temperature differences in the radiant zone
are very large anyway. Also, as the flue gas is cooled and
passes through the convection section of the furnace, the
temperatures are more representative of what they would
be in practice. However, it should be emphasized again that
the simple model in Figure 15.21 does allow the correct
heat duty to be represented. Furnace efficiency can be
defined as:

Furnace efficiency = Heat to process

Heat released by fuel
(15.109)

The profile shown in Figure 15.21 represents the furnace
efficiency, if the casing heat losses are neglected. Making
this assumption, the process duty plus the stack loss
represents the heat released by the fuel.

Example 15.6 For the three cases in Example 15.5, determine
the furnace efficiency for an assumed stack temperature of 100◦C.

Solution

a. For dry, stoichiometric air TTFT = 2076◦C:

Furnace efficiency = Heat to process

Heat released by fuel

= 391.38(2076 − 100)

802.8 × 103

= 0.963

b. For dry air in 15% excess, TTFT = 1852◦C:

Furnace efficiency = 439.44(1852 − 100)

802.8 × 103

= 0.96

c. For 15% excess air with 60% relative humidity TTFT =
1815◦C:

Furnace efficiency = 448.57(1815 − 100)

802.8 × 103

= 0.958

For a given stack temperature, the higher the theoretical flame
temperature, the higher the furnace efficiency. However there
is a minimum excess air required to ensure that the combustion
is itself efficient.

All combustion processes work with an excess of air or
oxygen to ensure complete combustion of the fuel. Excess
air typically ranges between 5 and 25% depending on the
fuel, burner design and furnace design. Typical excess air is
10 to 15% for gaseous fuels, 15 to 20% for liquid fuels and
20 to 25% for solid fuels. Natural draft furnaces normally
work with a higher excess air than forced draft designs. The
excess oxygen in the flue gas should normally be around
3%. However, in large furnaces, the excess oxygen might be
significantly less (e.g. 2% for fuel oil, 1% for natural gas).

As excess air is reduced, theoretical flame temperature
increases. This has the effect of reducing the stack loss and
increasing the thermal efficiency of the furnace for a given
process heating duty. Alternatively, if the combustion air is
preheated (e.g. by heat recovery), then again the theoretical
flame temperature increases, reducing the stack loss.

Although, higher flame temperatures reduce the fuel
consumption for a given process heating duty, there is
one significant disadvantage. Higher flame temperatures
increase the formation of oxides of nitrogen, which are
environmentally harmful.

Obviously, the lower the stack temperature, the higher
the furnace efficiency. As already noted, it is desirable to
avoid condensation in the convection section and the stack.
If there is any sulfur in the fuel, the condensate will be
corrosive. There is thus a practical minimum to which a flue
gas can be cooled without condensation causing corrosion
in the stack, known as the acid dew point. If there is any
sulfur in the fuel, the stack temperature is normally kept
above 150 to 160◦C. Natural gas can normally be cooled to



354 Heat Exchanger Networks I – Heat Transfer Equipment

a significantly lower temperature (100◦C or less), because it
is usually treated to remove sulfur down to less than 1 ppm.

In preliminary design, the heat duty and furnace effi-
ciency are the prime considerations. However, if the tube
area needs to be specified, a preliminary estimate can be
obtained from an assumed flux. In the radiant section, this
usually lies in the range of 45,000 W·m−2 to 65,000 W·m−2

of tube surface, with a value of around 55,000 W·m−2 most
often used. The heat flux is particularly important if a reac-
tion is being carried out in the furnace tubes. Overall heat
transfer coefficients in the convection section are in the
range 20 to 50 W·m−2·K−1.

15.11 HEAT TRANSFER
EQUIPMENT – SUMMARY

Of the many types of heat transfer equipment used in
the process industries, the shell-and-tube heat exchanger
is by far the most common. A number of different
flow arrangements are possible with shell-and-tube heat
exchangers, but the one shell pass–one tube pass and
the one shell pass–two tube pass arrangements are the
most common.

Resistance to heat transfer across the tube wall for shell-
and-tube heat exchangers is made up of five individual
resistances to heat transfer:

• shell-side film coefficient
• shell-side fouling coefficient
• tube wall coefficient
• tube-side fouling coefficient
• tube-side film coefficient

These are combined to give an overall heat transfer
coefficient in which one of the individual coefficients might
be controlling.

At the conceptual stage for the design of shell-and-tube
heat exchangers, the calculation of heat transfer coefficients
and pressure drops should depend as little as possible
on the detailed geometry. Simple models are available in
which both heat transfer coefficients and pressure drops
can be related to the fluid velocity. It is then possible to
derive a correlation between the heat transfer coefficient,
pressure drop and heat transfer surface area by using
the velocity as a bridge between the two. The 1–1 heat
exchanger is designed as a countercurrent device. The 1–2
heat exchanger has an element of cocurrent flow as well
as the countercurrent flow. This must be corrected by
the introduction of a correction to the logarithmic mean
temperature difference.

In retrofit situations, existing heat exchangers might be
subjected to changes in flowrate, heat transfer duty, tem-
perature differences or fouling characteristics. Heat transfer
coefficients and pressure drops can be approximated from

their original values from the change in flowrate. Increased
duties can be accommodated by changing the tube bundle
to incorporate a greater heat transfer area in the same shell,
or by the use of tube insert enhancement devices.

Shell-and-tube heat exchangers are also used extensively
for condensing duties. Condensers can be horizontally or
vertically mounted with the condensation on the tube-side
or the shell-side. Condensation normally takes place on
the shell-side of horizontal exchangers and the tube-side
of vertical exchangers.

Reboilers are required on distillation columns to vapor-
ize a fraction of the bottom product. Three common
designs of reboiler are used: the kettle reboiler, the hor-
izontal and vertical thermosyphon reboilers. The prelimi-
nary design of kettle and horizontal thermosyphon reboil-
ers can be based on correlations for pool boiling. The
design of vertical thermosyphon reboilers requires the
hydraulic and thermal design to be carried out simulta-
neously. Preliminary design of such units can be based
on correlations derived from a large number of detailed
designs. Great care must be exercised in the preliminary
design of reboilers as the predictions of the correlations are
extremely unreliable.

While the shell-and-tube heat exchanger is the most
commonly used in the process industries, it has the
disadvantages that the flow is not truly countercurrent,
which limits the minimum temperature difference that
can be accommodated, and the area density is relatively
low. Commonly used alternatives for shell-and-tube heat
exchangers are:

• Gasketed plate heat exchangers
• Welded plate heat exchangers
• Plate-fin heat exchangers
• Spiral heat exchangers

Some heat transfer operations demand a high heat duty,
high temperature and/or high heat flux. In such cases,
radiant heat transfer is used from the combustion of fuel
in a fired heater. Fired heater designs vary according to
the function, heating duty, type of fuel and method of
introducing combustion air. In conceptual design, the heat
duty in the various sections of the furnace is more important
than the heat transfer area, as the cost in preliminary
design is based on the heat duty. The theoretical flame
temperature provides a simple model to allow the heat duty
to be determined.

15.12 EXERCISES

1. A distillation operation separating a low-viscosity hydrocar-
bon mixture requires three shell-and-tube heat exchangers.
The liquid feed is to be preheated to saturated liquid by heat
recovery from another low-viscosity hydrocarbon stream. The
reboiler is to be a vertical thermosyphon using steam heating.



Exercises 355

The condenser is to be a horizontal exchanger with the con-
densing stream on the shell-side and the cooling serviced by
cooling water. What would be the expected rank order of the
three heat exchangers in terms of their overall heat transfer
coefficient?

2. For the three heat exchangers from Exercise 1, make a
first estimate of the order of magnitude of the overall heat
coefficients from tabulated values of film transfer coefficients
and fouling coefficients. Neglect the resistance from the
tube walls.

3. Under what circumstances might a thermosyphon reboiler be
orientated vertically or horizontally?

4. Under what circumstances might a distillation condenser be
orientated vertically or horizontally.

5. The demethanizer distillation column of an ethylene process
works at extremely low temperatures. The feed is cooled with
extremely small temperature differences of the order of 1◦C to
minimize the refrigeration costs associated with the cooling.
What type of heat exchanger would you expect to be used
for this duty?

6. Gasketed plate heat exchangers are commonly used in food
processing. What advantages does the design offer in such
applications?

7. A hot stream is to be cooled from 210 to 80◦C by heating
a cold stream from 60 to 150◦C with a duty of 1.7 MW.
A 1–1 shell-and-tube heat exchanger is to be used and the
overall heat transfer coefficient has been estimated to be
120 W·m−2·K−1. Calculate the heat transfer area of the unit.

8. Instead of using a 1–1 design in Example 7, a 1–2 design
is to be used subject to XP = 0.9. Assume that the overall
heat transfer coefficient is unchanged. (In practice, it would
be expected to increase). Calculate
a. the number of shells required
b. P1 – 2 for each shell
c. FT for the shells in series
d. the heat transfer area

9. Liquid n-butanol at 115◦ is to be cooled to 45◦C against
cooling water between 25 and 35◦C. The flowrate of n-
butanol is 10 kg·s−1. A 1–1 shell-and-tube heat exchanger is
to be used. The cooling water has a greater fouling tendency
than the n-butanol and will have a higher flowrate; hence the
cooling water will be allocated to the tube-side and the n-
butanol to the shell-side. Physical property data for the fluids
are given in Table 15.16.

Table 15.16 Physical property data for n-butanol and water.

n-Butanol Water

Density (kg·m−3) 712 993
Heat capacity (J·kg−1·K−1) 3200 4190
Viscosity (N·s·m−2) 4.0 × 10−4 8.0 × 10−4

Thermal conductivity (W·m−1·K−1) 0.127 0.616

Assume that the fouling coefficient for n-butanol is
10,000 W·m−2·K−1 and that for cooling water is
3,000 W·m−2·K−1. Steel tubes are to be used and the follow-
ing assumptions can be made regarding the heat exchanger

geometry:
dO = 20 mm

dI = 16 mm

pT = 1.25 dO

pC = 0.866(triangular pitch)

BC = 0.25

L/DS = 7

Estimate the overall heat transfer coefficient, heat transfer
area and pressure drops for the tube-side:
a. for a fluid velocity of 1 m·s−1 on both tube-side and the

shell-side
b. for a tube-side and shell-side pressure drop of 0.6 bar.
Assume the shell-side is characterized by:

Fhn = Fhw = 1, Fhb = FhL = 0.8, FPb = 0.8 and FPL = 0.5

10. Table 5.17 gives estimates of the film transfer coefficients
of an existing shell-and-tube heat exchanger, assuming the
tube-wall resistance to be negligible.

Table 15.17 Estimated film transfer coefficients for an existing
heat exchanger.

Tube-side Shell-side

Film transfer coefficient (W·m−2·K−1) 500 750
Fouling coefficient (W·m−2·K−1) 1000 2000

The flowrate on the tube-side is to be increased by 20% with
the shell-side flowrate fixed.
a. Estimate the change in the tube-side film transfer coeffi-

cient.
b. The tube-side pressure drop before the increase is 0.7 bar.

Estimate the change in the tube-side pressure drop.
c. The data for an existing heat exchanger are given in

Table 15.18.

Table 15.18 Data for existing heat exchanger.

Tube-side Shell-side

Flowrate (kg·s−1) 7.7 11.0
Initial temperature (◦C) 90 30
Final temperature (◦C) 40 50
Heat capacity (J·kg−1·K−1) 2400 4180

Estimate the change in the overall heat transfer coefficient
and the new outlet temperatures for a 20% increase in the
tube-side flow.

11. A condenser is required to condense a flowrate of 7 kg·s−1

of isopropanol. The condensation takes place isothermally
at 83◦C without subcooling of the condensate. The cooling
is provided by cooling water between 25 and 35◦C. The
condenser can be assumed to be steel with 20 mm tubes
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with 2 mm wall thickness. The tube pitch can be assumed
to be 1.25dO with a square configuration. The length to shell
diameter can be assumed to be 5. The physical property data
are given in Table 15.19.

Table 15.19 Physical property data for isopropanol and water.

Property Isopropanol
(83◦C)

Water
(30◦C)

Density (kg·m−3) 732 996
Liquid heat capacity

(J·kg−1·K−1)

3370 4180

Viscosity (N·s·m−2) 0.502 × 10−3 0.797 × 10−3

Thermal conductivity
(W·m−1·K−1)

0.131 0.618

Heat of vaporization
(J·kg−1)

678,000 –

Assume the fouling coefficients to be 10,000 W·m−2·K−1

and 5000 W·m−2·K−1 for isopropanol and cooling water
respectively. For an assumed cooling water velocity of
1 m·s−1, estimate the heat transfer area for:
a. a horizontal condenser with shell-side condensation.
b. a vertical condenser with tube-side condensation.

12. For the case of vertical tube-side condensation from Exercise
11, the condensate is to be subcooled to 45◦C. By dividing the
condenser into two zones for condensation and subcooling,
estimate the heat transfer area.

13. A reboiler of a distillation column is required to supply
10 kg·s−1 of toluene vapor. The column operating pressure
at the bottom of the column is 1.6 bar. At this pressure,
the toluene vaporizes at 127◦C and can be assumed to be
isothermal. Steam at 160◦C is to be used for the vaporization.
The latent heat of vaporization of toluene is 344,000 J·kg−1,
the critical pressure is 40.5 bar and critical temperature is
594 K. Steel tubes with 30 mm outside diameter, 2 mm
wall thickness and length 3.95 m are to be used. The film
coefficient (including fouling) for the condensing steam can
be assumed to be 5700 W·m−2·K−1. Estimate the heat transfer
area for:
a. kettle reboiler.
b. vertical thermosyphon reboiler.

14. The purge gas from a petrochemical process is at 25◦C and
contains a mole fraction of methane of 0.6, the balance being
hydrogen. This purge gas is to be burnt in a furnace to provide
heat to a process with a cold stream pinch temperature of
150◦C (�Tmin = 50◦C). Ambient temperature is 10◦C.
a. Calculate the theoretical flame temperature if 15% excess

air is used in the combustion. Standard heats of combustion
are given in Table 15.11 and mean molar heat capacities
in Table 15.15.

b. Calculate the furnace efficiency.

c. Suggest ways in which the furnace efficiency could
be improved.
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The design philosophy started at the heart of the onion with
the reactor and moved out to the next layer, the separation
and recycle system (Figure 1.7). Acceptance of the major
processing steps (reactors, separators and recycles) in the
inner two layers of the onion fixes the material and energy
balance. Thus, the heating and cooling duties for the next
layer of the onion, the heat recovery system, are known.
However, completing the design of the heat exchanger
network is not necessary in order to assess the completed
design. Targets can be set for the heat exchanger network
to assess the performance of the complete process design
without actually having to carry out the network design.
These targets allow both energy and capital cost for the heat
exchanger network to be assessed. Moreover, the targets
allow the designer to suggest process changes for the reactor
and separation and recycle systems to improve the targets
for energy and capital cost of the heat exchanger network.

Using targets for the heat exchanger network, rather
than designs, allows many design options for the overall
process to be screened quickly and conveniently. Screening
many design options by completed designs is usually
simply not practical in terms of the time and effort
required. First consider the details of how to set energy
targets. Capital cost targets will be considered in the next
chapter. In later chapters, energy targets will be used to
suggest design improvements to the reaction, separation and
recycle systems.

16.1 COMPOSITE CURVES

The analysis of the heat exchanger network first identifies
sources of heat (termed hot streams) and sinks (termed cold
streams) from the material and energy balance. Consider
first a very simple problem with just one hot stream
(heat source) and one cold stream (heat sink). The initial
temperature (termed supply temperature), final temperature
(termed target temperature) and enthalpy change of both
streams are given in Table 16.1.

Steam is available at 180◦C and cooling water at 20◦C.
Clearly, it is possible to heat the cold stream using steam
and cool the hot stream, in Table 16.1, using cooling
water. However, this would incur excessive energy cost.
It is also incompatible with the goals of sustainable
industrial activity, which call for use of the minimum
energy consumption. Instead, it is preferable to try to

Chemical Process Design and Integration R. Smith
 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

Table 16.1 Two-stream heat recovery problem.

Stream Type Supply
temperature

TS (◦C)

Target
temperature

TT (◦C)

�H

(MW)

1 Cold 40 110 14
2 Hot 160 40 −12

recover the heat between process streams, if this is possible.
The scope for heat recovery can be determined by plotting
both streams from Table 16.1 on temperature-enthalpy axes.
For feasible heat exchange between the two streams, the
hot stream must at all points be hotter than the cold stream.
Figure 16.1a shows the temperature-enthalpy plot for this
problem with a minimum temperature difference (�Tmin )
of 10◦C. The region of overlap between the two streams
in Figure 16.1a determines the amount of heat recovery
possible (for �Tmin = 10◦C). For this problem, the heat
recovery (QREC ) is 11 MW. The part of the cold stream that
extends beyond the start of the hot stream in Figure 16.1a
cannot be heated by recovery and requires steam. This is
the minimum hot utility or energy target (QHmin), which
for this problem is 3 MW. The part of the hot stream that
extends beyond the start of the cold stream in Figure 16.1a
cannot be cooled by heat recovery and requires cooling
water. This is the minimum cold utility (QCmin), which
for this problem is 1 MW. Also shown at the bottom
of Figure 16.1a is the arrangement of heat exchangers
corresponding with the temperature-enthalpy plot.

The temperatures or enthalpy change for the streams
(and hence their slope) cannot be changed, but the relative
position of the two streams can be changed by moving
them horizontally relative to each other. This is possible
since the reference enthalpy for the hot stream can be
changed independently from the reference enthalpy for the
cold stream. Figure 16.1b shows the same two streams
moved to a different relative position such that �Tmin is
now 20◦C. The amount of overlap between the streams is
reduced (and hence heat recovery is reduced) to 10 MW. A
greater amount of the cold stream now extends beyond the
start of the hot stream, and hence the amount of steam is
increased to 4 MW. Also, more of the hot stream extends
beyond the start of the cold stream, increasing the cooling
water demand to 2 MW. Thus, the approach of plotting a
hot and a cold stream on the same temperature-enthalpy
axes can determine hot and cold utility for a given value
of �Tmin .
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(a) Recovery for DTmin = 10°C.
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(b) Recovery for DTmin = 20°C.
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Figure 16.1 A simple heat recovery problem with one hot stream and one cold stream.

The importance of �Tmin is that it sets the relative
location of the hot and cold streams in this two-stream
problem, and therefore the amount of heat recovery. Setting
the value of �Tmin or QHmin or QCmin sets the relative
location and the amount of heat recovery.

Consider now the extension of this approach to several
hot streams and cold streams. Figure 16.2 shows a simple
flowsheet. Flowrates, temperatures and heat duties for each
stream are shown. Two of the streams in Figure 16.2

are sources of heat (hot streams) and two are sinks for
heat (cold streams). Assuming that the heat capacities
are constant, the data for the hot and cold streams can
be extracted as given in Table 16.2. Note that the heat
capacities (CP ) are total heat capacities, being the product
of mass flowrate and specific heat capacity (CP = m·CP ).
Had the heat capacities varied significantly, the nonlinear
temperature-enthalpy behavior could have been represented
by a series of linear segments (see Chapter 19).

∆H = 27MW
∆H = −30MW

∆H = −31.5MW

∆H = 32MW

Feed 1

Feed 2

20°C 180°C 250°C

40°C

40°C

40°C

230°C
200°C

80°C
140°C

Reactor 1

Reactor 2
Product 2

Product 1

Off Gas

Figure 16.2 A simple flowsheet with two hot streams and two cold streams.
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Table 16.2 Heat exchange stream data for the flowsheet
Figure 16.2.

Stream Type Supply
temperature

TS (◦C)

Target
temperature

TT (
◦C)

�H

(MW)
Heat capacity

flowrate
CP (MW·K−1)

1. Reactor 1
feed

Cold 20 180 32.0 0.2

2. Reactor 1
product

Hot 250 40 −31.5 0.15

3. Reactor 2
feed

Cold 140 230 27.0 0.3

4. Reactor 2
product

Hot 200 80 −30.0 0.25

Instead of dealing with individual streams as given
in Table 16.1, an overview of the process is needed.
Figure 16.3a shows the two hot streams individually on
temperature-enthalpy axes. How these hot streams behave
overall can be quantified by combining them in the given
temperature ranges1,2,3. The temperature ranges in question
are defined by changes in the overall rate of change of
enthalpy with temperature. If heat capacities are constant,
then changes will occur only when streams start or finish.
Thus, in Figure 16.3, the temperature axis is divided into
ranges defined by the supply and target temperatures of
the streams.

Within each temperature range, the streams are combined
to produce a composite hot stream. This composite hot
stream has a CP in any temperature range that is the sum of
the individual streams. Also, in any temperature range, the
enthalpy change of the composite stream is the sum of the
enthalpy changes of the individual streams. Figure 16.3b

shows the composite curve of the hot streams1,2,3. The
composite hot stream is a single stream that is equivalent
to the individual hot streams in terms of temperature and
enthalpy. Similarly, the composite curve of the cold streams
for the problem can be produced, as shown in Figure 16.4.
Again, the composite cold stream is a single stream that
is equivalent to the individual cold streams in terms of
temperature and enthalpy.

The composite hot and cold curves can now be plotted
on the same axes, as in Figure 16.5. Plotting the composite
hot and cold curves is analogous to plotting the single
hot and cold streams in Figure 16.1. The composite curves
in Figure 16.5a are set to have a minimum temperature
difference (�Tmin) of 10◦C. Where the curves overlap in
Figure 16.5a, heat can be recovered vertically from the
hot streams that comprise the hot composite curve into
the cold streams that comprise the cold composite curve.
The way in which the composite curves are constructed
(i.e. monotonically decreasing hot composite curve and
monotonically increasing cold composite curve) allows
maximum overlap between the curves and hence maximum
heat recovery. Maximizing the energy recovery thereby
minimizes the external requirements for heating and cooling
duties and minimizes the energy consumption. In this
problem, for �Tmin = 10◦C, the maximum heat recovery
(QREC ) is 51.5 MW.

Where the cold composite curve extends beyond the start
of the hot composite curve in Figure 16.5a, heat recovery is
not possible, and the cold composite must be supplied with
external hot utility such as steam. This represents the target
for hot utility (QHmin). For this problem, with �Tmin =
10◦C, QHmin = 7.5 MW. Where the hot composite curve

(a)  The hot streams plotted separately.
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Figure 16.3 The hot streams can be combined to obtain a composite stream.
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(b)  The composite cold stream.(a)  The cold streams plotted separately.

T(°C)

230

180

140

20

H(MW)

59.0

27.032.0

CP 
= 

0.
2

CP = 0.3

T(°C)

230

180

140

20

24.0 20.0 15.0 H(MW)

59.0

CP 
= 

0.
2

CP = 0.5

CP = 0.3

Figure 16.4 The cold streams can be combined to obtain a composite cold stream.
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(b) Increasing DTmin from 10°C to 20°C increases the hot and cold utility targets.

(a) The hot and cold composite curves plotted together at DTmin = 10°C.
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Figure 16.5 Plotting the hot and cold composite curves together allows the targets for hot and cold utility to be obtained.



The Heat Recovery Pinch 361

extends beyond the start of the cold composite curve in
Figure 16.5a, heat recovery is again not possible and the hot
composite curve must be supplied with external cold utility
such as cooling water. This represents the target for cold
utility (QCmin). For this problem, setting �Tmin = 10◦C
gives QCmin = 10.0 MW.

Specifying the hot utility or cold utility heat duty or
�Tmin fixes the relative position of the two curves. As with
the simple problem in Figure 16.1, the relative position of
the two curves is a degree of freedom4. Again, the relative
position of the two curves can be changed by moving
them horizontally relative to each other. Clearly, to consider
heat recovery from hot streams into cold streams, the hot
composite curve must be in a position such that it is always
above the cold composite curve for feasible heat transfer.
Thereafter, the relative position of the curves can be chosen.
Figure 16.5b shows the curves with �Tmin = 20◦C. The hot
and cold utility targets are now increased to 11.5 MW and
14 MW respectively.

Figure 16.6 illustrates what happens to the cost of the
system as the relative position of the composite curves is
changed over a range of values of �Tmin . When the curves
just touch, there is no driving force for heat transfer at
one point in the process, which would require infinite heat
transfer area and hence infinite capital cost. As the energy
target (and hence �Tmin between the curves) is increased,
the capital cost decreases. This results from increased
temperature differences throughout the process, decreasing
the heat transfer area. On the other hand, the energy cost
increases as �Tmin increases. There is a trade-off between
energy and capital cost and an economic amount of energy
recovery. Later, it will be shown how this trade-off can be
carried out using energy and capital cost targets.

However, care should be taken not to ignore practical
constraints when setting �Tmin . To achieve a small �Tmin

in a design requires heat exchangers that exhibit pure
countercurrent flow. With shell-and-tube heat exchangers

T
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T

H

2

Cost

DTmin

Total

Capital

Optimum
1 2

Energy

Figure 16.6 The correct setting for �Tmin is fixed economic
trade-offs.

this is not possible, even if single-shell pass and single-
tube pass designs are used, because the shell-side stream
takes periodic cross-flow. Consequently, operating with a
�Tmin less than 10◦C should be avoided, unless under
special circumstances5. A smaller value of 5◦C or less can
be achieved with plate heat exchangers, and the value can
go as low as 1 to 2◦C with plate-fin designs5. It should
be noted, however, that such constraints only apply to the
exchangers that operate around the point of closest approach
between the composite curves. Additional constraints apply
if vaporization or condensation is occurring at the point of
closest approach (see Chapter 15).

16.2 THE HEAT RECOVERY PINCH

As discussed above, the correct setting for the compos-
ite curves is determined by an economic trade-off between
energy and capital, corresponding to an economic mini-
mum temperature difference between the curves, �Tmin .
Accepting for the moment that the correct economic �Tmin

is known, this fixes the relative position of the composite
curves and hence the energy target. The value of �Tmin

and its location between the composite curves have impor-
tant implications for design, if the energy target is to be
achieved in the design of a heat exchanger network. The
�Tmin is normally observed at only one point between the
hot and the cold composite curves, called the heat recovery
pinch3,6 – 8. The pinch point has a special significance.

The trade-off between energy and capital in the compos-
ite curves suggests that, “on average”, individual exchang-
ers should have a temperature difference no smaller than
�Tmin . A good initialization in heat exchanger network
design is to assume that no individual heat exchanger has a
temperature difference smaller than the �Tmin between the
composite curves.

With this rule in mind, divide the process at the pinch
as shown in Figure 16.7a. Above the pinch (in temperature
terms) the process is in heat balance with the minimum
hot utility, QHmin . Heat is received from hot utility and no
heat is rejected. The process acts as a heat sink. Below the
pinch (in temperature terms), the process is in heat balance
with the minimum cold utility, QCmin . No heat is received
but heat is rejected to cold utility. The process acts as a
heat source.

Consider now the possibility of transferring heat between
these two systems. Figure 16.7b shows that it is possible
to transfer heat from hot streams above the pinch to
cold streams below it. The pinch temperature for hot
streams for the problem is 150◦C and for cold streams
140◦C. Transfer of heat from above the pinch to below,
as shown in Figure 16.7b, means transfer of heat from
hot streams with a temperature of 150◦C or greater into
cold streams with a temperature of 140◦C or less. This is
clearly possible. By contrast, Figure 16.7c shows that heat
transfer from hot streams below the pinch to cold streams
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(c)  Heat transfer from below to above
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Figure 16.7 The composite curves set the energy target and the location of the pinch.

above is not possible. Such transfer requires heat being
transferred from hot streams with a temperature of 150◦C
or less into cold streams with a temperature of 140◦C or
greater. This is clearly not possible (without violating the
�Tmin constraint).

If an amount of heat XP is transferred from the system
above the pinch to the system below the pinch, as in
Figure 16.8a, this will create a deficit of heat XP above
the pinch and an additional surplus of heat XP below the
pinch. The only way this can be corrected is by importing
an extra XP amount of heat from hot utility and exporting
an extra XP amount of heat to cold utility3,4.

Analogous effects are caused by the inappropriate use of
utilities. Utilities are appropriate if they are necessary to
satisfy the enthalpy imbalance in that part of the process.
Above the pinch, hot utility (in this case, steam) is needed
to satisfy the enthalpy imbalance. Figure 16.8b illustrates
what happens if inappropriate use of utilities is made. If
cooling to cold utility XP is used to cool hot streams above
the pinch, this creates an enthalpy imbalance in the system
above the pinch. To satisfy the enthalpy imbalance above
the pinch, an import of (QHmin + XP) heat from hot utility
is required. Overall, (QCmin + XP ) of cold utility is used3,4.

Another inappropriate use of utilities involves heating of
some of the cold streams below the pinch by hot utility
(steam in this case). Below the pinch, cold utility is needed
to satisfy the enthalpy imbalance. Figure 16.8c illustrates

(a) Process–process heat transfer across the pinch.

XP

H

T QHmin + XP

QCmin + XP

(c) Hot utility below the pinch.

XP
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QCmin + XP

(b) Cold utility above the pinch.
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Figure 16.8 Three forms of cross pinch heat transfer.
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Figure 16.9 A design that achieves the energy target.

what happens if an amount of heat XP from hot utility is
used below the pinch. QHmin must still be supplied above
the pinch to satisfy the enthalpy imbalance above the pinch.
Overall, (QHmin + XP ) of steam is used and (QHmin + XP )
of cooling water3,4.

In other words, to achieve the energy target set by the
composite curves, the designer must not transfer heat across
the pinch by3,4:

a. Process-to-process heat transfer
b. Inappropriate use of utilities

These rules are both necessary and sufficient to ensure that
the target is achieved, providing that the initialization rule
is adhered to that no individual heat exchanger should have
a temperature difference smaller than �Tmin .

Figure 16.9a shows a design corresponding to the
flowsheet in Figure 16.2, which achieves the target of
QHmin = 7.5 MW and QCmin = 10 MW for �Tmin = 10◦C.

Figure 16.9b shows an alternative representation of the
flowsheet in Figure 16.9a, known as the grid diagram9.
The grid diagram shows only heat transfer operations. Hot
streams are at the top running left to right. Cold streams
are at the bottom running right to left. A heat exchange
match is represented by a vertical line joining two circles
on the two streams being matched. An exchanger using hot
utility is represented by a circle with an “H”. An exchanger
using cold utility is represented by a circle with a “C”. The
importance of the grid diagram is clear in Figure 16.9b,
since the pinch, and how it divides the process into two
parts, is easily accommodated. Dividing the process into
two parts on a conventional diagram such as shown in
Figure 16.9a is both difficult and extremely cumbersome.

Details of how the design in Figure 16.9 was developed
are explained in Chapter 18. For now, simply take note
that the targets set by the composite curves are achievable
in design, providing that the pinch is recognized and there
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is no transfer of heat across the pinch, either process-to-
process or through inappropriate use of utilities. However,
the insight of the pinch is needed to analyze some of the
important decisions still to be made before the network
design is addressed.

16.3 THRESHOLD PROBLEMS

Not all problems have a pinch to divide the process into
two parts4. Consider the composite curves in Figure 16.10a.
At this setting, both steam and cooling water are required.
As the composite curves are moved closer together, both
the steam and cooling water requirements decrease until
the setting shown in Figure 16.10b. At this setting, the
composite curves are in alignment at the hot end, indicating
that there is no longer a demand for hot utility. Moving the
curves closer together as shown in Figure 16.10c, decreases
the cold utility demand at the cold end but opens up
a demand for cold utility at the hot end corresponding
with the decrease at the cold end. In other words, as the
curves are moved closer together, beyond the setting in
Figure 16.10b, the utility demand is constant. The setting
shown in Figure 16.10b marks a threshold, and problems
that exhibit this feature are known as threshold problems4.
In some threshold problems, the hot utility requirement
disappears as in Figure 16.10. In others, the cold utility
disappears as shown in Figure 16.11.

Considering the capital-energy trade-off for threshold
problems, there are two possible outcomes as shown in

Figure 16.12. Below the threshold �Tmin , energy costs are
constant, since utility demand is constant. Figure 16.12a
shows a situation where the optimum occurs at the threshold
�Tmin . Figure 16.12b shows a situation where the optimum
occurs above the threshold �Tmin . The flat profile of energy
costs below the threshold �Tmin means that the optimum
can never occur below the threshold value. It can only be
at or above the threshold value.

In a situation, as shown in Figure 16.12a, with the
optimum �Tmin at the threshold, there is no pinch. On the
other hand, in a situation as shown in Figure 16.12b with
the optimum above the threshold value, there is a demand
for both utilities and there is a pinch.

It is interesting to note that threshold problems are quite
common in practice and although they do not have a process
pinch, pinches are introduced into the design when multiple
utilities are added. Figure 16.13a shows composite curves
similar to the composite curves from Figure 16.10 but with
two levels of cold utility used instead of one. In this case,
the second cold utility is steam generation. The introduction
of this second utility causes a pinch. This is known as a
utility pinch since it is caused by the introduction of an
additional utility4.

Figure 16.13b shows composite curves similar to those
from Figure 16.11, but with two levels of steam used.
Again, the introduction of a second steam level causes a
utility pinch.

In design, the same rules must be obeyed around a utility
pinch as a process pinch. Heat should not be transferred
across it by process-to-process transfer and there should
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H H

T

DTmin

QCmin

QHmin

QHmin

QCmin
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Figure 16.10 As �Tmin is varied, some problems require only cold utility below a threshold value.
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Figure 16.11 In some threshold problems, only hot utility is required below the threshold value of �Tmin .

(b) The capital - energy trade-off can lead to an optimum above DTTHRESHOLD
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Figure 16.12 The optimum setting of the capital/energy trade
off for threshold problems.

be no inappropriate use of utilities. In Figure 16.13a, this
means that the only utility to be used above the utility
pinch is steam generation and only cooling water below.
In Figure 16.13b, this means that the only utility to be used
above the utility pinch is high-pressure steam and only low-
pressure steam below.

16.4 THE PROBLEM TABLE
ALGORITHM

Although composite curves can be used to set energy tar-
gets, they are inconvenient since they are based on a graph-
ical construction. A method of calculating energy targets
directly without the necessity of graphical construction can
be developed1,9. The process is first divided into tempera-
ture intervals in the same way as was done for construction
of the composite curves. Figure 16.14a shows that it is
not possible to recover all of the heat in each temperature
interval since temperature driving forces are not feasible
throughout the interval. Some heat recovery is possible, but
all of the heat cannot be recovered. The amount that can be
recovered depends on the relative slopes of the two curves
in the temperature interval. This problem can be overcome
if, purely for the purposes of construction, the hot com-
posite is shifted to be �Tmin /2 colder than it is in practice
and that the cold composite is shifted to be �Tmin /2 hotter
than it is in practice as shown in Figure 16.14b. The shifted
composite curves now touch at the pinch. Carrying out a
heat balance between the shifted composite curves within
a shifted temperature interval shows that heat transfer is
feasible throughout each shifted temperature interval, since
hot streams in practice are actually �Tmin /2 hotter and cold
streams �Tmin /2 colder. Within each shifted interval, the hot
streams are in reality hotter than the cold streams by �Tmin .

It is important to note that shifting the curves vertically
does not alter the horizontal overlap between the curves.
It therefore does not alter the amount by which the
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Figure 16.13 Threshold problems are turned into pinched
problem when additional utilities are added.

cold composite curve extends beyond the start of the hot
composite curve at the hot end of the problem. Also, it
does not alter the amount by which the hot composite curve
extends beyond the start of the cold composite curve at the
cold end. The shift simply removes the problem of ensuring
temperature feasibility within temperature intervals.

This shifting technique can be used to develop a strategy
to calculate the energy targets without having to construct
composite curves1,9:

1. Set up shifted temperature intervals from the stream
supply and target temperatures by subtracting �Tmin /2
from the hot streams and adding �Tmin /2 to the cold
streams (as in Figure 16.14b).

(a)  Driving forces not feasible within each interval.

DTmin

No DTmin

H

T

Shifted
Composite

Curves

T

H

(b)  Heat transfer within temperature intervals now feasible.

Figure 16.14 Shifting the composite curves in temperature
allows complete heat recovery within temperature intervals.

2. In each shifted temperature interval, calculate a simple
energy balance from:

�Hi =

 ∑

CPC

Cold streams
− ∑

CPH

Hot streams


�Ti (16.1)

where �Hi is the heat balance for shifted temperature
interval i and �Ti is the temperature difference across
it. If the cold streams dominate the hot streams in
a temperature interval, then the interval has a net
deficit of heat, and �H is positive. If hot streams
dominate cold streams, the interval has a net surplus
of heat, and �H is negative. This is consistent with
standard thermodynamic convention, for example, for an
exothermic reaction, �H is negative. If no hot utility
is used, this is equivalent to constructing the shifted
composite curves shown in Figure 16.15a.

3. The overlap in the shifted curves as shown in
Figure 16.15a means that heat transfer is infeasible. At
some point, this overlap is a maximum. This maximum
overlap is added as hot utility to correct the overlap.
The shifted curves now touch at the pinch as shown
in Figure 16.15b. Since the shifted curves just touch,
the actual curves are separated by �Tmin at this point,
Figure 16.15b.

This basic approach can be developed into a formal
algorithm known as the problem table algorithm9. The
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Figure 16.15 The utility target can be determined from the
maximum overlap between the shifted composite curves.

algorithm will be explained using the data from Figure 16.2
given in Table 16.2 for �Tmin = 10◦C.

First determine the shifted temperature intervals (T ∗)
from actual supply and target temperatures. Hot streams are
shifted down in temperature by �Tmin /2 and cold streams
up by �Tmin /2 as detailed in Table 16.3.

The stream population is shown in Figure 16.16 with
a vertical temperature scale. The interval temperatures

Table 16.3 Shifted temperatures for the data from Table 16.2.

Stream Type TS TT T ∗
S T ∗

T

1 Cold 20 180 25 185
2 Hot 250 40 245 35
3 Cold 140 230 145 235
4 Hot 200 80 195 75

T* Interval
Temperature
(°C)

245°
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195°
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145°

75°
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1
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70° 80° 80°

140°

180° 190° 180° 190°

150° 140° 150°
3

190°200° 200°4

240° 230°

250°2

Figure 16.16 The stream population for the data from
Figure 16.2.
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Figure 16.17 The temperature interval heat balances.

shown in Figure 16.16 are set to �Tmin /2 below hot stream
temperatures and �Tmin /2 above cold stream temperatures.

Next, a heat balance is carried out within each shifted
temperature interval according to Equation 16.1. The result
is given in Figure 16.17, in which some of the shifted
intervals are seen to have a surplus of heat and some have a
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(a) Cascade surplus heat from high to low temperature. (b) Add heat from hot utility to make all heat
      flows zero or positive.
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Figure 16.18 The problem table cascade.

deficit. The heat balance within each shifted interval allows
maximum heat recovery within each interval. However,
recovery must also be allowed between intervals.

Now, cascade any surplus heat down the temperature
scale from interval to interval. This is possible because any
excess heat available from the hot streams in an interval
is hot enough to supply a deficit in the cold streams in
the next interval down. Figure 16.18 shows the cascade for
the problem. First, assume no heat is supplied to the first
interval from hot utility, Figure 16.18a. The first interval
has a surplus of 1.5 MW, which is cascaded to the next
interval. This second interval has a deficit of 6 MW, which
leaves the heat cascaded from this interval to be −4.5 MW.
In the third interval, the process has a surplus of 1 MW,
which leaves −3.5 MW, to be cascaded to the next interval,
and so on.

Some of the heat flows in Figure 16.18a are negative,
which is infeasible. Heat cannot be transferred up the
temperature scale. To make the cascade feasible, sufficient
heat must be added from hot utility to make the heat flows
to be at least zero. The smallest amount of heat needed
from hot utility is the largest negative heat flow from
Figure 16.18a, that is 7.5 MW. In Figure 16.18b, 7.5 MW
is added from hot utility to the first interval. This does not
change the heat balance within each interval, but increases

all of the heat flows between intervals by 7.5 MW, giving
one heat flow of just zero at an interval temperature of
145◦C.

More than 7.5 MW could be added from hot utility to
the first interval, but the objective is to find the minimum
hot and cold utility, hence only the minimum is added.
Thus from Figure 16.18b, QHmin = 7.5 MW and QCmin =
10 MW. This corresponds with the values obtained from
the composite curves in Figure 16.5. One further important
piece of information can be deduced from the cascade in
Figure 16.18b. The point where the heat flow goes to zero at
T ∗ = 145◦C corresponds to the pinch. Thus, the actual hot
and cold stream pinch temperatures are 150◦C and 140◦C
respectively. Again, this agrees with the result from the
composite curves in Figure 16.5.

The initial setting for the heat cascade in Figure 16.18a
corresponds to the setting for the shifted composite curves
in Figure 16.15a where there is an overlap. The setting
of the heat cascade for zero or positive heat flows in
Figure 16.18b corresponds to the shifted composite curve
setting in Figure 16.15b.

The composite curves are useful in providing conceptual
understanding of the process but the problem table
algorithm is a more convenient calculation tool.
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Figure 16.19 A low-temperature distillation process.

Example 16.1 The flowsheet for a low-temperature distillation
process is shown in Figure 16.19. Calculate the minimum hot and
cold utility requirements and the location of the pinch assuming
�Tmin = 5◦C.

Solution First extract the stream data from the flowsheet. This
is given in Table 16.4 below.

Next, calculate the shifted interval temperatures. Hot stream
temperatures are shifted down by 2.5◦C and cold stream
temperatures shifted up by 2.5◦C, as shown in Table 16.5.

Now carry out a heat balance within each shifted temperature
interval as shown in Figure 16.20.

Finally, the heat cascade is shown in Figure 16.21. Figure 16.21a
shows the cascade with zero hot utility. This leads to negative heat
flows, the largest of which is −1.84 MW. Adding 1.84 MW from
hot utility as shown in Figure 16.21b gives QHmin = 1.84 MW,
QCmin = 1.84 MW, hot stream pinch temperature = −19◦C and
cold stream pinch temperature = −24◦C.

Table 16.4 Stream data for low-temperature distillation process.

Stream Type Supply
temperature

TS(◦C)

Target
temperature

TT (◦C)

�H

(MW)
CP

(MW·K−1)

1. Feed to
column 1

Hot 20 0 −0.8 0.04

2. Column 1
condenser

Hot −19 −20 −1.2 1.2

3. Column 2
condenser

Hot −39 −40 −0.8 0.8

4. Column 1
reboiler

Cold 19 20 1.2 1.2

5. Column 2
reboiler

Cold −1 0 0.8 0.8

6. Column 2
bottoms

Cold 0 20 0.2 0.01

7. Column 2
overheads

Cold −40 20 0.6 0.01
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Figure 16.20 Temperature interval heat balances for Example 16.1.
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Table 16.5 Shifted temperatures for the data in Table 16.4.

Stream Type TS TT T ∗
S T ∗

T

1 Hot 20 0 17.5 −2.5
2 Hot −19 −20 −21.5 −22.5
3 Hot −39 −40 −41.5 −42.5
4 Cold 19 20 21.5 22.5
5 Cold −1 0 1.5 2.5
6 Cold 0 20 2.5 22.5
7 Cold −40 20 −37.5 22.5

(b)
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Figure 16.21 The problem table cascade for Example 16.1.

16.5 NONGLOBAL MINIMUM
TEMPERATURE DIFFERENCES

So far, it has been assumed that the minimum tempera-
ture difference for a heat exchanger network applies glob-
ally between all streams in the network. However, there
are occasions when nonglobal minimum temperature dif-
ferences might be required. For example, suppose a heat

exchanger network is servicing some streams that are liquid
and some that are gaseous. For the liquid–liquid heat trans-
fer matches, a value of perhaps �Tmin = 10◦C is appropri-
ate. But for the gas–gas matches, a larger temperature mini-
mum temperature difference is required, say �Tmin = 20◦C.
How can this be accommodated in the targeting?

When carrying out the problem table algorithm, the
temperatures were shifted according to �Tmin /2 being
added to the cold streams and subtracted from the hot
streams. This value of �Tmin /2 can be considered to be a
contribution to the overall �Tmin between the hot and the
cold streams. Rather than making the �Tmin contribution
equal for all streams, it could be made stream-specific:

T ∗
H,i = TH,i − �Tmin,cont,i

T ∗
C,j = TC,j + �Tmin,cont,j

where T ∗
H,i, TH,i are the shifted and actual temperatures

for Hot Stream i, T ∗
C,j , TC,j are the shifted and actual

temperatures for Cold Stream j , and �Tmin,cont,i and
�Tmin,cont,j are the contributions to �Tmin for Hot Stream
i and Cold Stream j . Thus, for the above example, if
the �Tmin contribution for liquid streams is taken to be
5◦C and for gas streams 10◦C, then a liquid–liquid match
would lead to �Tmin = 10◦C, a gas–gas match would
lead to �Tmin = 20◦C and a liquid–gas match would
lead to �Tmin = 15◦C4. To include this in the problem
table algorithm is straightforward. All that needs to be
done is that the appropriate �Tmin contribution is to be
allocated to each stream and then that �Tmin contribution
is subtracted in the case of hot streams and added in the
case of cold streams. This would lead to different interval
temperatures compared with a global minimum temperature
difference. The remainder of the problem table algorithm
would be the same. Once the interval temperatures based
on �Tmin contributions have been established, the interval
heat balances can be performed and the cascade set up in
the same way as for a global �Tmin .

From the point of view of the composite curves, the
location of the pinch and the �Tmin at the pinch would
depend on which kind of streams were located in the region
of the point of closest approach between the composite
curves. If only liquid streams were present around the point
of closest approach of the composite curves, then in the
above example, �Tmin = 10◦C will apply. If there were
only gas streams in the region around the point of closest
approach, then in the above example, �Tmin = 20◦C would
apply. If there was a mixture of liquid and gas streams at the
point of closest approach, then �Tmin = 15◦C would apply.

16.6 PROCESS CONSTRAINTS

So far it has been assumed that any hot stream could, in
principle, be matched with any cold stream providing there
is feasible temperature difference between them. Often,
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practical constraints prevent this. For example, it might
be the case that if two streams are matched in a heat
exchanger and a leak develops, such that the two streams
come into contact, this might produce an unacceptably
hazardous situation. If this were the case, then no doubt
a constraint would be imposed to prevent the two streams
being matched. Another reason for a constraint might be
that two streams are expected to be geographically very
distant from each other, leading to unacceptably long pipe
runs. Potential control and start-up problems might also call
for constraints. There are many reasons why constraints
might be imposed.

One common reason for imposing constraints results
from areas of integrity10. A process is often normally
designed to have logically identifiable sections or areas.
An example might be the “reaction area” and “separation
area” of the process. These areas might need to be kept
separate for reasons such as start-up, shutdown, operational
flexibility, safety, and so on. The areas are often made
operationally independent by use of intermediate storage
between the areas. Such independent areas are generally
described as areas of integrity and impose constraints on
the ability to transfer heat. Clearly, to maintain operational
independence, two areas cannot be dependent on each other
for heating and cooling by recovery.

The question now is, given that there are often constraints
to deal with, how to evaluate the effect of these constraints
on the system performance? The problem table algorithm
cannot be used directly if constraints are imposed. However,
often the effect of constraints on the energy performance
can be evaluated using the problem table algorithm,
together with a little common sense. The following example
illustrates how10.

Example 16.2 A process is to be divided into two operationally
independent areas of integrity, Area A and Area B. The stream
data for the two areas are given in Table 16.610.

Calculate the penalty in utility consumption to maintain the two
areas of integrity for �Tmin = 20◦C.

Solution To identify the penalty, first calculate the utility
consumption of the two areas separate from each other as shown
in Figure 16.22a. Next, combine all of the streams from both
areas and again calculate the utility consumption, Figure 16.22b.
Figure 16.23a shows the problem table cascade for Area A, the
cascade for Area B is shown in Figure 16.23b, and that for Areas
A and B combined in Figure 16.23c.

(a)

Area A

Area B

QHmin(A)

QCmin(A)

QHmin(B)

QCmin(B)

+

Area A

Area B

QHmin(A + B)

QCmin(A+B)

(b)

Figure 16.22 The areas of integrity can be targeted separately
and then the combination targeted.

With Areas A and B separate, the total hot utility consumption
is (1400 + 0) = 1400 kW and the total cold utility consumption
is (0 + 1350) = 1350 kW. With Areas A and B combined, the
total utility consumption is 950 kW of hot utility and 900 kW of
cold utility.

The penalty for maintaining the areas of integrity is thus
(1400 − 950) = 450 kW of hot utility and (1350 − 900) =
450 kW of cold utility.

Having quantified the penalty as a result of imposing
constraints, the designer can exercise judgment as to
whether it is acceptable or too expensive. If it is too
expensive, there is a choice between two options:

a. Reject the constraints and operate the process as a
single system.

b. Find a way to overcome the constraint. This is often
possible by using a heat transfer fluid. The simplest
option is via the existing utility system. For example,
rather than have a direct match between two streams,

Table 16.6 Stream data for heat recovery between two areas of integrity.

Area A Area B

Stream TS

(◦C)
TT

(◦C)
CP (kW·K−1) Stream TS

(◦C)
TT

(◦C)
CP (kW·K−1)

1 190 110 2.5 3 140 50 20.0
2 90 170 20.0 4 30 120 5.0
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Figure 16.23 Problem table cascade for the separate and combined areas of integrity.

it might be possible for the heat source to generate
steam to be fed into the steam mains and the heat sink
to use steam from the same mains. The utility system
then acts as a buffer between the heat sources and sinks.
Another possibility might be to use a heat transfer fluid
such as hot oil that circulates between the two streams
being matched. To maintain operational independence,
a standby heater and cooler supplied by utilities can be
provided in the hot oil circuit, so that if either the heat
source or sink is not operational, utilities could substitute
heat recovery for short periods.

Many constraints can be evaluated by scoping out the
problem with different boundaries. In Example 16.2, the
sets of streams that were constrained to be separate
were collected to be within each boundary for targeting.
Comparing the targets for the streams within each boundary
with that for all the streams put together allows the penalty
of the constraint to be evaluated. The approach is more
widely applicable than just areas of integrity. Whenever
a stream, or set of streams, is to be maintained separate
from any other set of streams, the same approach can be
used. However, this approach of scoping out the problem
with different boundaries has limitations in the evaluation
of constraints. More complex constraints require linear
programming to obtain the energy target11,12.

16.7 UTILITY SELECTION

After maximizing heat recovery in the heat exchanger
network, those heating and cooling duties not serviced
by heat recovery must be provided by external utilities.
The most common hot utility is steam. It is usually
available at several levels. High-temperature heating duties
require furnace flue gas or a hot oil circuit. Cold utilities
might be refrigeration, cooling water, air-cooling, furnace

QHmin

QCmin

Heat sink

Heat Source

T*

Pockets of Heat
Recovery

∆H

Figure 16.24 The grand composite curve shows the utility
requirements both in enthalpy and temperature terms.

air preheating, boiler feedwater preheating or even steam
generation if heat needs to be rejected at high temperatures.

Although the composite curves can be used to set energy
targets, they are not a suitable tool for the selection of
utilities. The grand composite curve is a more appropriate
tool for understanding the interface between the process
and the utility system4,13,14. It will also be shown in
later chapters to be a useful tool to study the interaction
between heat-integrated reactors and separators and the rest
of the process.

The grand composite curve is obtained by plotting the
problem table cascade. A typical grand composite curve
is shown in Figure 16.24. It shows the heat flow through
the process against temperature. It should be noted that
the temperature plotted here is shifted temperature (T ∗)
and not actual temperature. Hot streams are represented
�Tmin /2 colder and cold streams �Tmin /2 hotter than they
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Figure 16.25 The grand composite curve allows alternative utility mixes to be evaluated.

are in practice. Thus, an allowance for �Tmin is built into
the construction.

The point of zero heat flow in the grand composite
curve in Figure 16.24 is the heat recovery pinch. The
open “jaws” at the top and bottom are QHmin and
QCmin respectively. Thus, the heat sink above the pinch
and heat source below the pinch can be identified as
shown in Figure 16.24. The shaded areas in Figure 16.24,
known as pockets, represent areas of additional process-
to-process heat transfer. Remember that the profile of
the grand composite curve represents residual heating and
cooling demands after recovering heat within the shifted
temperature intervals in the problem table algorithm. In
the pockets in Figure 16.24, a local surplus of heat in
the process is used at temperature differences in excess of
�Tmin to satisfy a local deficit. This reflects the cascading
of excess heat from high-temperature intervals to lower
temperature intervals in the problem table algorithm.

Figure 16.25a shows the same grand composite curve
with two levels of steam used as hot utility. Figure 16.25b
shows again the same grand composite curve but with hot
oil used as hot utility.

Example 16.3 The problem table cascade for the process
in Figure 16.2 is given in Figure 16.18. Using the grand
composite curve:

a. For two levels of steam at saturation conditions and tem-
peratures of 240◦C and 180◦C, determine the loads on the
two steam levels that maximizes the use of the lower pres-
sure steam.

b. Instead of using steam, a hot oil circuit is to be used with
a supply temperature of 280◦C and CP = 2.1 kJ·kg−1·K−1.
Calculate the minimum flowrate of hot oil.

Solution

a. For �Tmin = 10◦C, the two steam levels are plotted on the
grand composite curve at temperatures of 235◦C and 175◦C.
Figure 16.26a shows the loads that maximize the use of the
lower pressure steam. Calculate the load on the low-pressure
steam by interpolation of the cascade heat flows. At T ∗ =
175◦C:

Load of 180◦C steam = 75 − 145

185 − 145
× 4

= 3 MW

Load of 240◦C steam = 7.5 − 3

= 4.5 MW

b. Figure 16.26b shows the grand composite curve with hot oil
providing the hot utility requirements. If the minimum flowrate
is required, then this corresponds to the steepest slope and
minimum return temperature. For this problem, the minimum
return temperature for the hot oil is pinch temperature (T ∗ =
145◦C, T = 150◦C for hot streams). Thus,

Minimum flowrate = 7.5 × 103 × 1

2.1
× 1

(280 − 150)

= 27.5 kg·s−1

In other problems, the shape of the grand composite curve
away from the pinch could have limited the flowrate.
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Figure 16.26 Alternative utility mixes for the process in
Figure 16.2.

16.8 FURNACES

When hot utility needs to be at a high temperature and/or
provide high heat fluxes, radiant heat transfer is used from
combustion of fuel in a furnace. Furnace designs vary

according to the function of the furnace, heating duty, type
of fuel and the method of introducing combustion air (see
Chapter 15). Sometimes the function is to purely provide
heat, sometimes the furnace is also a reactor and provides
heat of reaction. However, process furnaces have a number
of features in common. In the chamber in which combustion
takes place, heat is transferred mainly by radiation to tubes
around the walls of the chamber, through which passes the
fluid to be heated. After the flue gas leaves the combustion
chamber, most furnace designs extract further heat from the
flue gas in a convection section before the flue gas is vented
to atmosphere.

Figure 16.27 shows a grand composite curve with a flue
gas matched against it to provide hot utility15. The flue gas
starts at its theoretical flame temperature (see Chapter 15)
shifted for �Tmin on the grand composite curve and presents
a sloping profile because it is giving up sensible heat.
Theoretical flame temperature is the temperature attained
when a fuel is burnt in air or oxygen without loss or gain
of heat, as explained in Chapter 15.

In Figure 16.27, the flue gas is cooled to pinch tempera-
ture before being released to atmosphere. The heat released
from the flue gas between pinch temperature and ambient
is the stack loss. Thus in Figure 16.27, for a given grand
composite curve and theoretical flame temperature, the heat
from fuel and stack loss can be determined.

All combustion processes work with an excess of air
or oxygen to ensure complete combustion of the fuel.
Excess air typically ranges between 5 and 20% depending
on the fuel, burner design and furnace design. As excess
air is reduced, theoretical flame temperature increases as
shown in Figure 16.28. This has the effect of reducing
the stack loss and increasing the thermal efficiency of the
furnace for a given process heating duty. Alternatively, if
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Figure 16.27 Simple furnace model.



Furnaces 375

T*

T*TFT

T*o

T*Stack

T*′TFT

∆HStack
Loss

Fl
ue

 G
as

Figure 16.28 Increasing the theoretical flame temperature by
reducing excess air or preheating combustion air reduces the
stack loss.

the combustion air is preheated (say by heat recovery), then
again the theoretical flame temperature increases as shown
in Figure 16.28, reducing the stack loss.

Although, the higher flame temperatures in Figure 16.28
reduce the fuel consumption for a given process heating
duty, there is one significant disadvantage. Higher flame
temperatures increase the formation of oxides of nitrogen,
which are environmentally harmful. This point will be
returned to in Chapter 25.

In Figures 16.27 and 16.28, the flue gas is capable of
being cooled to pinch temperature before being released
to atmosphere. This is not always the case. Figure 16.29a
shows a situation in which the flue gas is released to
atmosphere above pinch temperature for practical reasons.
There is a practical minimum, the acid dew point, to which
a flue gas can be cooled without condensation causing
corrosion in the stack (see Chapter 15). The minimum stack
temperature in Figure 16.29a is fixed by acid dew point.
Another case is shown in Figure 16.29b where the process
away from the pinch limits the slope of the flue gas line
and hence the stack loss.

Example 16.4 The process in Figure 16.2 is to have its hot
utility supplied by a furnace. The theoretical flame temperature
for combustion is 1800◦C and the acid dew point for the flue gas
is 160◦C. Ambient temperature is 10◦C. Assume �Tmin = 10◦C
for process-to-process heat transfer but �Tmin = 30◦C for flue
gas to process heat transfer. A high value for �Tmin for flue
gas to process heat transfer has been chosen because of poor
heat-transfer coefficients in the convection bank of the furnace.
Calculate the fuel required, stack loss and furnace efficiency.

T*0

T*

(a)  Stack temperature limited by acid dew point.

T*TFT

T*Acid Dew

T*Pinch

T*0

∆H

T*

(b) Stack temperature limited by process away
     from the pinch.

T*TFT

T*Acid Dew

T*Pinch

∆H

Figure 16.29 Furnace stack temperature can be limited by other factors than pinch temperature.
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Solution The first problem is that a different value of �Tmin

is required for different matches. The problem table algorithm is
easily adapted to accommodate this. This is achieved by assigning
�Tmin contributions to streams. If the process streams are assigned
a contribution of 5◦C and flue gas a contribution of 25◦C, then
a process/process match has a �Tmin of (5 + 5) = 10◦C and a
process/flue gas match has a �Tmin of (5 + 25) = 30◦C. When
setting up the interval temperatures in the problem table algorithm,
the interval boundaries are now set at hot stream temperatures
minus their �Tmin contribution, rather than half the global �Tmin .
Similarly, boundaries are now set on the basis of cold stream
temperatures plus their �Tmin contribution.

Figure 16.30 shows the grand composite curve plotted from the
problem table cascade in Figure 16.18b. The starting point for the
flue gas is an actual temperature of 1800◦C, which corresponds
to a shifted temperature of (1800 − 25) = 1775◦C on the grand
composite curve. The flue gas profile is not restricted above the
pinch and can be cooled to pinch temperature corresponding with
a shifted temperature of 145◦C before venting to atmosphere.
The actual stack temperature is thus (145 + 25) = 170◦C. This
is just above the acid dew point of 160◦C. Now calculate the fuel
consumption.

QHmin = 7.5 MW

CPFLUE GAS = 7.5

1775 − 145

= 0.0046 MW·K−1

The fuel consumption is now calculated by taking the flue gas
from theoretical flame temperature to ambient temperature:

Fuel required = 0.0046(1800 − 10)

= 8.23 MW

Stack loss = 0.0046(170 − 10)

= 0.74 MW

Furnace efficiency = QH min

Fuel Required
× 100

= 7.5

8.23
× 100

= 91%

16.9 COGENERATION (COMBINED
HEAT AND POWER GENERATION)

More complex utility options are encountered when com-
bined heat and power generation (or cogeneration) is
exploited. Here the heat rejected by a heat engine such
as a steam turbine, gas turbine or diesel engine is used as
hot utility.

Fundamentally, there are two possible ways to integrate
a heat engine exhaust14. In Figure 16.31, the process is
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Figure 16.30 Flue gas matched against the grand composite curve of the process in Figure 16.2.
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Figure 16.32 Integration of a steam turbine with the process.

represented as a heat sink and heat source separated by the
pinch. Integration of the heat engine across the pinch as
shown in Figure 16.31a is counterproductive. The process
still requires QHmin and the heat engine performs no better
than operated stand-alone. There is no saving by integrating
a heat engine across the pinch14.

Figure 16.31b shows the heat engine integrated above
the pinch. In rejecting heat above the pinch, it is rejecting
heat into the part of the process, which is overall a heat
sink. In so doing, it is exploiting the temperature difference
that exists between the utility source and the process sink,
producing power at high efficiency. The net effect in
Figure 16.31b is the import of extra energy W from heat
sources to produce W power. Owing to the process and
heat engine acting as one system, apparently conversion of
heat to power at 100% efficiency is achieved14.

Now consider the two most commonly used heat engines
(steam and gas turbines) in more detail to see whether

they achieve this in practice. To make a quantitative
assessment of any combined heat and power scheme, the
grand composite curve should be used and the heat engine
exhaust treated like any other utility.

Figure 16.32 shows a steam turbine integrated with the
process above the pinch. A steam turbine is conceptually
like a centrifugal compressor, but working in reverse.
Steam is expanded from high to low pressure in the
machine, producing power. In Figure 16.32 heat QHP is
taken into the process from high-pressure steam. The
balance of the hot utility demand QLP is taken from the
steam turbine exhaust. In Figure 16.32a, heat QFUEL is
taken into the boiler from fuel. An overall energy balance
gives:

QFUEL = QHP + QLP + W + QLOSS (16.2)

The process requires (QHP + QLP ) to satisfy its enthalpy
imbalance above the pinch. If there were no losses from
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Figure 16.33 A gas turbine exhaust matched against the process (same as a flue gas).

the boiler, then fuel W would be converted to power W at
100% efficiency. However, the boiler losses QLOSS reduce
this to below 100% conversion. In practice, in addition to
the boiler losses, there can also be significant losses from
the steam distribution system. Figure 16.32b shows how the
grand composite curve can be used to size steam turbine
cycles14. Steam turbines will be dealt with in more detail
in Chapter 23.

Figure 16.33 shows a schematic of a simple gas turbine.
The machine is essentially a rotary compressor mounted on
the same shaft as a turbine. Air enters the compressor where
it is compressed before entering a combustion chamber.
Here the combustion of fuel increases its temperature. The
mixture of air and combustion gases is expanded in the
turbine. The input of energy to the combustion chamber
allows enough power to be developed in the turbine to
both drive the compressor and provide useful power. The
performance of the machine is specified in terms of the
power output, airflow rate through the machine, efficiency
of conversion of heat to power and the temperature of the
exhaust. Gas turbines are normally used only for relatively
large-scale applications, and will be dealt with in more
detail in Chapter 23.

Figure 16.33 shows a gas turbine matched against the
grand composite curve14. As with the steam turbine, if
there was no stack loss to atmosphere (i.e. if QLOSS

was zero), then W heat would be turned into W power.
The stack losses in Figure 16.33 reduce the efficiency of
conversion of heat to power. The overall efficiency of
conversion of heat to power depends on the turbine exhaust
profile, the pinch temperature and the shape of the process
grand composite.

Example 16.5 The stream data for a heat recovery problem are
given in Table 16.7 below.

Table 16.7 Stream data for Example 16.5.

Stream TS TT Heat capacity
(◦C) (◦C) flowrate

No. Type (MW·K−1)

1 Hot 450 50 0.25
2 Hot 50 40 1.5
3 Cold 30 400 0.22
4 Cold 30 400 0.05
5 Cold 120 121 22.0

A problem table analysis for �Tmin = 20◦C results in the heat
cascade given in Table 16.8.

Table 16.8 Problem table cascade for
Example 16.5.

T ∗ (◦C) Cascade heat flow (MW)

440 21.9
410 29.4
131 23.82
130 1.8

40 0
30 15

The process also has a requirement for 7 MW of power.
Two alternative cogeneration schemes are to be compared
economically.

a. A steam turbine with its exhaust saturated at 150◦C used
for process heating is one of the options to be considered.
Superheated steam is generated in the central boiler house at
41 bar with a temperature of 300◦C. This superheated steam
can be expanded in a single-stage turbine with an isentropic
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efficiency of 85%. Calculate the maximum generation of power
possible by matching the exhaust steam against the process.

b. A second possible scheme uses a gas turbine with a flowrate of
air of 97 kg·s−1, which has an exhaust temperature of 400◦C.
Calculate the power generation if the turbine has an efficiency
of 30%. Ambient temperature is 10◦C.

c. The cost of heat from fuel for the gas turbine is $4.5 GW−1.
The cost of imported electricity is $19.2 GW−1. Electricity can
be exported with a value of $14.4 GW−1. The cost of fuel
for steam generation is $3.2 GW−1. The overall efficiency of
steam generation and distribution is 80%. Which scheme is
most cost-effective, the steam turbine or the gas turbine?

Solution
a. This is shown in Figure 16.34a. The steam condensing interval

temperature is 140◦C.
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Figure 16.34 Alternative combined heat and power schemes for
Example 16.5.

Heat flow required from the turbine exhaust

= 21.9 MW

From steam tables, inlet conditions at T1 = 300◦C and P1 =
41 bar are:

H1 = 2959 kJ·kg−1

S1 = 6.349 kJ·kg−1·K−1

Turbine outlet conditions for isentropic expansion to 150◦C
from steam tables are:

P2 = 4.77 bar

S2 = 6.349 kJ·kg−1·K−1

The wetness fraction (X) can be calculated from

S2 = XSL + (1 − X)SV

where SL and SV are the saturated liquid and vapor entropies.
Taking saturated liquid and vapor entropies from steam tables
at 150◦C and 4.77 bar:

6.349 = 1.842X + 6.838(1 − X)

X = 0.098

The turbine outlet enthalpy for an isentropic expansion can
now be calculated from:

H2 = XHL + (1 − X)HV

where HL and HV are the saturated liquid and vapor enthalpies.
Taking saturated liquid and vapor enthalpies from steam tables
at 150◦C and 4.77 bar:

H2 = 0.098 × 632 + (1 − 0.098)2747

= 2540 kJ·kg−1

For a single-stage expansion with isentropic efficiency of 85%:

H ′
2 = H1 − ηIS (H1 − H2)

= 2959 − 0.85(2959 − 2540)

= 2603 kJ·kg−1

The actual wetness fraction (X′) can be calculated from:

H ′
2 = X′HL + (1 − X′)HV

where HL and HV are the saturated liquid and vapor enthalpies.

H ′
2 = 2603 = 632X′ + 2747(1 − X′)

X′ = 0.068

Assume in this case that the saturated steam and condensate
are separated after the turbine and only the saturated steam
used for process heating.

Steam flow to process = 21.9 × 103

2747 − 632

= 10.35 kg·s−1

Steam flow through turbine = 10.35

(1 − 0.068)

= 11.11 kg·s−1

Power generated W = 11.11(2959 − 2603) × 10−3

= 3.96 MW



380 Heat Exchanger Networks II – Energy Targets

b. The exhaust from the gas turbine is primarily air with a small
amount of combustion gases. Hence, the CP of the exhaust
can be approximated to be that of the airflow. Assuming CP

for air = 1.03 kJ·kg−1·K−1.

CPEX = 97 × 1.03

= 100 kW·K−1

The gas turbine option is shown in Figure 16.34b.

QEX = CPEX (TEX − T0)

= 0.1 × (400 − 10)

= 39 MW

QFUEL = QEX

(1 − ηGT )

= 39

(1 − 0.3)

= 55.71 MW

W = QFUEL − QEX

= 16.71 MW

c. Steam turbine economics:

Cost of fuel = (21.9 + 3.96) × 3.2 × 10−3

0.8

= $0.10 s−1

Cost of imported electricity = (7 − 3.96) × 19.2 × 10−3

= $0.06 s−1

Net cost = $0.16 s−1

Gas turbine economics:

Cost of fuel = 55.71 × 4.5 × 10−3

= $0.25 s−1

Electricity credit = (16.71 − 7) × 14.4 × 10−3

= $0.14 s−1

Net cost = $0.11 s−1

Hence the gas turbine is the most profitable in terms of energy
costs. However, this is only part of the story since the capital cost
of a gas turbine installation is likely to be significantly higher than
that of a steam turbine installation.

Example 16.6 The problem table cascade for a process is given
in Table 16.9 below for �Tmin = 10◦C.

It is proposed to provide process cooling by steam generation
from boiler feedwater with a temperature of 100◦C.

Table 16.9 Problem table cascade.

Interval temperature
(◦C)

Heat flow
(MW)

495 3.6
455 9.2
415 10.8
305 4.2
285 0
215 16.8
195 17.6
185 16.6
125 16.6

95 21.1
85 18.1

a. Determine how much steam can be generated at a saturation
temperature of 230◦C.

b. Determine how much steam can be generated with a saturation
temperature of 230◦C and superheated to the maximum
temperature possible against the process.

c. Calculate how much power can be generated from the
superheated steam from Part b, assuming a single-stage
condensing steam turbine is to be used with an isentropic
efficiency of 85%. Cooling water is available at 20◦C and is
to be returned to the cooling tower at 30◦C.

Solution

a. Heat available for steam generation at 235◦C interval temper-
ature

= 12.0 MW

From steam tables, the latent heat of water at a saturated
temperature of 230◦C is 1812 kJ·kg−1.

Steam production = 12.0 × 103

1812

= 6.62 kg·s−1

Taking the heat capacity of water to be 4.3 kJ·kg−1·K−1, heat
duty on boiler feedwater preheating

= 6.62 × 4.3 × 10−3(230 − 100)

= 3.70 MW

The profile of steam generation is shown against the grand
composite curve in Figure 16.35a. The process can support
both boiler feedwater preheat and steam generation.

b. Maximum superheat temperature

= 285◦C interval

= 280◦C actual

The profile is shown against the grand composite curve in
Figure 16.35b.
From steam tables, enthalpy of superheated steam at 280◦C
and 28 bar

= 2947 kJ·kg−1
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Figure 16.35 Alternative cold utilities for Example 16.6.

and enthalpy of saturated water at 230◦C and 28 bar

= 991 kJ·kg−1

Steam production = 12.0 × 103

(2947 − 991)

= 6.13 kg·s−1

c. In a condensing turbine, the exhaust from the turbine is
condensed under vacuum against cooling water. The lower
the condensing temperature, the greater the power generation.
The lowest condensing temperature for this problem is cooling
water temperature plus �Tmin , that is, 30 + 10 = 40◦C.
From steam tables, inlet conditions at T1 = 280◦C and P1 =
28 bar are:

H1 = 2947 kJ·kg−1

S1 = 6.488 kJ·kg−1·K−1

Turbine outlet conditions for isentropic expansion to 40◦C from
steam tables are:

P2 = 0.074 bar

For S2 = 6.488 kJ·kg−1·K−1, the wetness fraction (X) and
outlet enthalpy H2 can be calculated as shown in Example 14.4.

X = 0.23

H2 = 2020 kJ·kg−1

For a single-stage expansion with isentropic efficiency of 85%:

H ′
2 = 2947 − 0.85(2947 − 2020)

= 2159 kJ·kg−1

The power generation (W ) is given by:

W = 6.13(2947 − 2159) × 10−3

= 4.8 MW

The wetness fraction for the real expansion is given by:

H ′
2 = 2159 = X′HL + (1 − X′)HV

= 167.5X′ + 2574(1 − X′)

X′ = 0.17

This wetness fraction is possibly too high, since high levels
of wetness can cause damage to the turbine. To allow a
lower wetness fraction of say X = 0.15, the outlet pressure
of the turbine must be raised to 0.2 bar, corresponding to a
condensing temperature of 60◦C. However, in so doing, the
power generation decreases to 4.2 MW.

16.10 INTEGRATION OF HEAT PUMPS

A heat pump is a device that takes in low-temperature
heat and upgrades it to a higher temperature to provide
process heat. A schematic of a simple vapor compression
heat pump is shown in Figure 16.36. In Figure 16.36,
the heat pump absorbs heat at a low temperature in the
evaporator, consumes power when the working fluid is
compressed and rejects heat at a higher temperature in the
condenser. The condensed working fluid is expanded and
partially vaporizes. The cycle then repeats. The working
fluid is usually a pure component, which means that
the evaporation and condensation take place isothermally.
When considering the integration of a heat pump with the
process, there are appropriate and inappropriate ways to
integrate heat pumps.

There are two fundamental ways in which a heat pump
can be integrated with the process; across and not across
the pinch14. Integration not across (above) the pinch is
illustrated in Figure 16.37a. This arrangement imports W

Expansion
Valve

Condenser

W

Compressor

Evaporator

Figure 16.36 Schematic of a simple vapor compression heat
pump.
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Figure 16.37 Integration of heat pump with the process.

power and saves W hot utility. In other words, the system
converts power into heat, which is not normally worthwhile
economically. Another integration not across (below) the
pinch is shown in Figure 16.37b. The result is worse
economically. Power is turned into waste heat14.

Integration across the pinch is illustrated in Figure 16.37c.
This arrangement brings a genuine saving. It also makes
overall sense since heat is pumped from the part of the
process that is overall a heat source to the part that is overall
a heat sink.

Figure 16.38 shows a heat pump appropriately integrated
against a process. Figure 16.38a shows the overall balance.
Figure 16.38b illustrates how the grand composite curve
can be used to size the heat pump. How the heat pump
performs determines its coefficient of performance. The
coefficient of performance for a heat pump can generally be
defined as the useful energy delivered to the process divided
by the power expended to produce this useful energy. From
Figure 16.38a:

COPHP = QHP + W

W
(16.3)

where COPHP is the heat pump coefficient of performance,
QHP the heat absorbed at low temperature and W the
power consumed.

For any given type of heat pump, a higher COPHP leads
to better economics. Having a better COP and hence better
economics means working across a small temperature lift
with the heat pump. The smaller the temperature lift, the
better the COPHP . For most applications, a temperature lift
greater than 25◦C is rarely economic. Attractive heat pump
application normally requires a lift much less than 25◦C.

Using the grand composite curve, the loads and tem-
peratures of the cooling and heating duties and hence the
COPHP of integrated heat pumps can be readily assessed.

Thus, the appropriate placement of heat pumps is that
they should be placed across the pinch14. Note that the
principle needs careful interpretation if there are utility
pinches. In such circumstances, heat pump placement above
the process pinch or below it can be economic, providing
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Figure 16.38 The grand composite curve allows heat pump cycles to be sized.
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Figure 16.39 Heat pumping can be applied across utility pinches as well as the process pinch.

the heat pump is placed across a utility pinch. Figure 16.39a
shows a process that does not show a significant potential
for heat pumping across the process pinch. The heat source
just below the process pinch is small. The heat sink just
above the process pinch is also small. Significant heat
pumping across the process pinch can only be accomplished
across a large temperature difference in this case, which will
result in a poor COPHP . However, Figure 16.39b shows
another possible heat pump arrangement. A heat source
in the pocket of the grand composite curve is pumped
through a relatively small temperature difference to replace
medium-pressure (MP) steam. To compensate for taking
heat from within the pocket of the grand composite curve,
additional low-pressure (LP) steam is used for process
heating to maintain the heat balance. Thus, the heat pump
results in a saving in MP steam for a sacrifice of extra
LP steam usage and the power required for the heat
pump. This might be economic if there is a large cost
difference between MP and LP steam. Although the heat
pump does not operate across the process pinch, it does not
violate the principle of the appropriate placement of heat
pumps. The heat pump in Figure 16.39b operates across a
utility pinch.

16.11 HEAT EXCHANGER NETWORK
ENERGY TARGETS – SUMMARY

The energy targets for the process can be set without
having to design the heat exchanger network and utility
system. These energy targets can be calculated directly from
the material and energy balance. Thus, energy costs can
be established without design for the outer layers of the
process onion. Using the grand composite curve, different
utility scenarios can be screened quickly and conveniently,
including cogeneration and heat pumps.

16.12 EXERCISES

1. A heat recovery problem consists of two streams given in
Table 16.10:

Table 16.10 Stream data for Exercise 1.

Stream Type Supply
temperature

(◦C)

Target
temperature

(◦C)

Enthalpy
change
(MW)

1 Hot 100 40 12
2 Cold 10 150 7

Steam is available at 180◦C and cooling water at 20◦C.
a. For a minimum permissible temperature difference (�Tmin)

of 10◦C, calculate the minimum hot and cold utility
requirements.

b. What are the hot and cold stream pinch temperatures?
c. If the steam is supplied as the exhaust from a steam turbine,

is the heat engine appropriately placed?
d. If the (�Tmin ) is increased to 20◦C, what will happen to the

utility requirements?
2. The stream data for a process are given in Table 16.11.

Table 16.11 Stream data for Exercise 2.

Stream TS TT Heat duty
(◦C) (◦C) (MW)

No. Type

1 Hot 160 40 3.6
2 Hot 50 50 5.0
3 Hot 140 110 1.5
4 Cold 160 160 5.0
5 Cold 60 150 1.8

a. Sketch the composite curves for �Tmin = 10◦C.
b. From the composite curves, determine the target for hot and

cold utility for �Tmin10◦C.
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3. The problem table cascade for a process is given in the
Table 16.12 for �Tmin = 10◦C.

Table 16.12 Problem table cascade for Exercise 3.

Interval temperature (◦C) Cascade heat flow (MW)

360 9.0
310 7.6
230 8.0
210 4.8
190 5.8
190 0
170 1.0
150 7.6

60 3.0

The minimum permissible temperature differences for various
options are given in Table 16.13.

Table 16.13 �Tmin for different matches.

Type of match �Tmin (◦C)

Process/process 10
Process/steam 10
Process/flue gas (furnace

or gas turbine)
50

a. Calculate the amount of fuel required to satisfy the heating
requirements for a furnace used to supply hot utility for a
theoretical flame temperature of 1800◦C and acid dew point
of 150◦C.

b. If the furnace from Part a is used in conjunction with
saturated steam at 250◦C for heating, such that the heat
duty for the steam is maximized, what is the heat duty on
the steam and the furnace heat duty?

4. The stream data for a process involving an exothermic
chemical reaction are given in the Table 16.14.

Table 16.14 Stream data for Exercise 4.

Stream Enthalpy TS TT

Change (◦C) (◦C)
No. Type (kW)

1 Hot −7000 377 375
2 Hot −3600 376 180
3 Hot −2400 180 70
4 Cold 2400 60 160
5 Cold 200 20 130
6 Cold 200 160 260

A problem table analysis of the data indicates that it is a
threshold problem requiring only cold utility. The threshold
value of �Tmin is 117◦C, corresponding with a cold utility
duty of 10,100 kW. It is proposed to use steam generation as
cold utility for which �Tmin = 10◦C.
a. Assume that saturated boiler feedwater is available and that

the steam generated is saturated, in order to calculate how

much steam can be generated by the process at a pressure of
41 bar. The temperature of saturated steam at this pressure
is 252◦C and the latent heat is 1706 kJ·kg−1.

b. If the steam is superheated to a temperature of 350◦C,
calculate how much steam can be generated at 41 bar.
Assume the heat capacity of steam is 4.0 kJ·kg−1·K−1.

c. What would happen if the steam in Part b was generated
from boiler feedwater at 100◦C with a heat capacity
of 4.2 kJ·kg−1·K−1. How would the steam generation be
calculated under these circumstances?

5. The problem table cascade for a process is given in Table 16.15
for �Tmin = 10◦C.

Table 16.15 Problem table cascade
for Exercise 5.

Interval temperature
(◦C)

Heat flow
(MW)

495 3.6
455 9.2
415 10.8
305 4.2
285 0
215 16.8
195 17.6
185 16.6
125 16.6

95 21.1
85 18.1

It is proposed to provide process cooling by steam generation
from boiler feedwater with a temperature of 80◦C.
a. Determine how much saturated steam can be generated at a

temperature of 230◦C. The latent heat of steam under these
conditions is 1812 kJ·kg−1. The heat capacity of water can
be taken as 4.2 kJ·kg−1·K−1.

b. Determine how much steam can be generated with a
saturation temperature of 230◦C and superheated to the
maximum temperature possible against the process. The
heat capacity of steam can be taken as 3.45 kJ·kg−1·K−1.

c. Calculate how much power can be generated from the
superheated steam from Part b, assuming the exhaust steam
is saturated at a pressure of 4 bar.

6. The problem table cascade for a process is given in Table 16.16
for �Tmin = 20◦C.

Table 16.16 Problem table cascade for
Exercise 6.

Interval temperature
(◦C)

Heat flow
(MW)

440 21.9
410 29.4
130 23.82
130 1.8
100 0

95 15
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The process also has a requirement for 7 MW of power. Three
alternative utility schemes are to be compared economically:
a. A steam turbine with its exhaust saturated at 150◦C used

for process heating is one of the options to be considered.
Steam is raised in the central boiler house at 41 bar with
an enthalpy of 3137 kJ·kg−1. The enthalpy of saturated
steam at 150◦C is 2747 kJ·kg−1 and its latent heat is
2115 kJ·kg−1. Calculate the maximum power generation
possible by matching the exhaust steam against the process.

b. A second possible scheme uses a gas turbine with an
exhaust temperature of 400◦C and heat capacity flowrate of
0.1 MW·K−1. Calculate the power generation if the turbine
converts heat to power with an efficiency of 30%. Ambient
temperature is 10◦C.

c. A third possible scheme integrates a heat pump with the
process. The power required by the heat pump is given by

W = QH

0.6

TH − TC

TH

where QH is the heat rejected by the heat pump at TH (K).
Heat is absorbed into the heat pump at TC (K). Calculate
the power required by the heat pump.

d. The cost utilities are given in the Table 16.17.

Table 16.17 Utility costs for Exercise 6.

Utility Cost
($·MW−1)

Fuel for gas turbine 0.0042
Fuel for steam generation 0.0030
Imported power 0.018
Credit for exported power 0.014
Cooling water 0.00018

The overall efficiency of steam generation and distribution is
60%. Which scheme is most cost-effective, the steam turbine,
the gas turbine or the heat pump?

7. The Table 16.18 represents a problem table cascade (�Tmin =
20◦C).

Table 16.18 Problem table cascade
for Exercise 7.

Interval temperature
(◦C)

Heat flow
(kW)

160 1000
150 0
130 1100
110 1400
100 900

80 1300
40 1400
10 1800

-10 1900
-30 2200

The following utilities are available:
(i) MP steam at 200◦C

(ii) LP steam at 107◦C raised from boiler feed water at 60◦C
(iii) Cooling water (20 to 40◦C)
(iv) Refrigeration at 0◦C
(v) Refrigeration at −40◦C

For matches between process and refrigeration, �Tmin = 10◦C.
Draw the process grand composite curve and set the targets for
the utilities. Below the pinch use of higher temperature, cold
utilities should be maximized. For boiler feedwater, the specific
heat capacity is 4.2 kJ·kg·K−1 and the latent heat of vaporization
is 2238 kJ·kg−1.
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17 Heat Exchanger Networks III – Capital
and Total Cost Targets

In addition to being able to predict the energy costs of
the heat exchanger network directly from the material and
energy balance, it would be useful to be able to calculate
the capital cost of the network.

The principal components that contribute to the capital
cost of the heat exchanger network are:

• number of units (matches between hot and cold streams)
• heat exchange area
• number of shells
• materials of construction
• heat exchanger type
• pressure rating.

Now consider each of these components in turn and
explore whether they can be estimated from the material and
energy balance without having to perform heat exchanger
network design.

17.1 NUMBER OF HEAT
EXCHANGE UNITS

To understand the minimum number of matches or units
in a heat exchanger network, some basic results of graph
theory can be used1,2. A graph is any collection of points
in which some pairs of points are connected by lines.
Figures 17.1a and 17.1b give two examples of graphs. Note
that the lines such as BG and CE and CF in Figure 17.1a
are not supposed to cross, that is, the diagram should be
drawn in three dimensions. This is true for the other lines
in Figure 17.1 that appear to cross.

In this context, the points correspond to process and
utility streams, and the lines to heat exchange matches
between the heat sources and heat sinks.

A path is a sequence of distinct lines that are connected
to each other. For example, in Figure 17.1a AECGD is a
path. A graph forms a single component (sometimes called
a separate system) if any two points are joined by a path.
Thus, Figure 17.1b has two components (or two separate
systems), and Figure 17.1a has only one.

A loop is a path that begins and ends at the same point,
like CGDHC in Figure 17.1a. If two loops have a line
in common, they can be linked to form a third loop by
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 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

deleting the common line. In Figure 17.1a, for example,
BGCEB and CGDHC can be linked to give BGDHCEB.
In this case, this last loop is said to be dependent on the
other two.

From graph theory, the main result needed in the present
context is that the number of independent loops for a graph
is given by1:

NUNITS = S + L − C (17.1)

where NUNITS = number of matches or units
(lines in graph theory)

S = number of streams including utilities
(points in graph theory)

L = number of independent loops
C = number of components

In general, the final network design should be achieved
in the minimum number of units to keep down the capital
cost (although this is not the only consideration to keep
down the capital cost). To minimize the number of units
in Equation 17.1, L should be zero and C should be a
maximum. Assuming L to be zero in the final design is a
reasonable assumption. However, what should be assumed
about C? Consider the network in Figure 17.1b that has
two components. For there to be two components, the heat
duties for streams A and B must exactly balance the duties
for streams E and F . Also, the heat duties for streams C

and D must exactly balance the duties for streams G and
H . Such balances are likely to be unusual and not easy
to predict. The safest assumption for C thus appears to be
that there will be one component only, that is, C = 1. This
leads to an important special case when the network has a
single component and is loop-free. In this case1,2:

NUNITS = S − 1 (17.2)

Equation 17.2 put in words states that the minimum number
of units required is one less than the number of streams
(including utility streams).

This is a useful result since, if the network is assumed
to be loop-free and has a single component, the minimum
number of units can be predicted simply by knowing the
number of streams. If the problem does not have a pinch,
then Equation 17.2 predicts the minimum number of units.
If the problem has a pinch, then Equation 17.2 is applied
on each side of the pinch separately2:

NUNITS = [SABOVE PINCH − 1] + [SBELOW PINCH − 1]
(17.3)
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Figure 17.1 Two alternative graphs. (From Linnhoff B, Mason
D and Wardle I, 1979, Comp and Chem Engg, 3: 279, reproduced
by permission of Elsevier Ltd.)

250°

200°

180°

230°

140°

150°

150° 40°

80°

140°

STEAM

1

2

3

4 CW

Pinch

SABOVE PINCH

20°

SBELOW PINCH

Figure 17.2 To target the number of units for pinched problems
the streams above and below the pinch must be counted separately
with the appropriate utilities included.

Example 17.1 For the process in Figure 17.2, calculate the
minimum number of units given that the pinch is at 150◦C for the
hot streams and 140◦C for the cold streams.

Solution Figure 17.2 shows the stream grid with the pinch in
place dividing the process into two parts. Above the pinch,
there are five streams, including the steam. Below the pinch,
there are four streams, including the cooling water. Applying
Equation 17.3:

NUNITS = (5 − 1) + (4 − 1)

= 7

Looking back at the design presented for this problem in
Figure 16.9, it does in fact use the minimum number of units
of 7. In the next chapter, design for the minimum number of
units will be addressed.

17.2 HEAT EXCHANGE AREA TARGETS

In addition to giving the necessary information to predict
energy targets, the composite curves also contain the
necessary information to predict network heat transfer
area. To calculate the network area from the composite
curves, utility streams must be included with the process
streams in the composite curves to obtain the balanced
composite curves3, going through the same procedure
as illustrated in Figures 16.3 and 16.4 but including the
utility streams. The resulting balanced composite curves
should have no residual demand for utilities. The balanced
composite curves are divided into vertical enthalpy intervals
as shown in Figure 17.3. Assume initially that the overall
heat transfer coefficient U is constant throughout the
process. Assuming true countercurrent heat transfer, the
area requirement for enthalpy interval k for this vertical
heat transfer is given by1,3:

ANETWORKk = �Hk

U�TLMk
(17.4)

where ANETWORKk = heat exchange area for vertical heat
transfer required by interval k

�Hk = enthalpy change over interval k

�TLMk = log mean temperature difference for
interval k

U = overall heat transfer coefficient

Ak =
Qk

U • ∆TLMk

Steam

CW

Qk H

T

Figure 17.3 To determine the network area the balanced
composite curves are divided into enthalpy intervals.
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To obtain the network area, Equation 17.4 is applied to
all enthalpy intervals1,3:

ANETWORK = 1

U

INTERVALS K∑
k

�Hk

�TLMk
(17.5)

where ANETWORK = heat exchange area for vertical heat
transfer for the whole network

K = total number of enthalpy intervals

The problem with Equation 17.5 is that the overall heat
transfer coefficient is not constant throughout the process.
Is there some way to extend this model to deal with the
individual heat transfer coefficients?

The effect of individual stream film transfer coefficients
can be included using the following expression, which is
derived in Appendix F3,4:

ANETWORK =
INTERVALS K∑

k

1

�TLMk

[
HOT STREAMS I∑

i

qi,k

hi

+
COLD STREAMS J∑

j

qj,k

hj


 (17.6)

where qi,k = stream duty on hot stream i in enthalpy
interval k

qj,k = stream duty on cold stream j in enthalpy
interval k

hi, hj = film transfer coefficients for hot stream i and
cold stream j (including wall and fouling
resistances)

I = total number of hot streams in enthalpy
interval k

J = total number of cold streams in enthalpy
interval k

K = total number of enthalpy intervals

This simple formula allows the network area to be targeted,
on the basis of a vertical heat exchange model if film
transfer coefficients vary from stream to stream. However,
if there are large variations in film transfer coefficients,
Equation 17.6 does not predict the true minimum network
area. If film transfer coefficients vary significantly, then
deliberate nonvertical matching is required to achieve
minimum area. Consider Figure 17.4a. Hot stream A with a
low heat transfer coefficient is matched against cold stream
C with a high coefficient. Hot stream B with a high heat
transfer coefficient is matched with cold stream D with a
low coefficient. In both matches, the temperature difference
is taken to be the vertical separation between the curves.
This arrangement requires 1616 m2 area overall.

By contrast, Figure 17.4b shows a different arrangement.
Hot stream A with a low heat transfer coefficient is
matched with cold stream D, which also has a low
coefficient but uses temperature differences greater than
vertical separation. Hot stream B is matched with cold
stream C, both with high heat transfer coefficients, but with
temperature differences less than vertical. This arrangement
requires 1250 m2 area overall, less than the vertical
arrangement.

If film transfer coefficients vary significantly from stream
to stream, the true minimum area must be predicted using
linear programming5,6. However, Equation 17.6 is still a

T(°C)

CP = kW·K−1

h = kW·m−2·K−1

Figure 17.4 If film transfer coefficients differ significantly then nonvertical heat transfer is necessary to achieve the minimum area.
(From Linnhoff B and Ahman S, 1990, Comp and Chem Engg, 7: 729 with permission of Elsevier Science Ltd.)



390 Heat Exchanger Networks III – Capital and Total Cost Targets

useful basis to calculate the network area for the purposes
of capital cost estimation, for the following reasons.

1. Providing film coefficients vary by less than one order of
magnitude, then Equation 17.6 has been found to predict
network area to within 10% of the actual minimum6.

2. Network designs tend not to approach the true minimum
in practice, since a minimum area design is usually too
complex to be practical. Putting the argument the other
way around, starting with the complex design required
to achieve minimum area, then a significant reduction in
complexity usually only requires a small penalty in area.

3. The area target being predicted here is used for
predesign optimization of the capital–energy trade-off
and the evaluation of alternative flowsheet options,
such as different reaction and separation configurations.
Thus, the area prediction is used in conjunction with
capital cost data for heat exchangers that often have
a considerable degree of uncertainty. The capital cost
predictions obtained later from Equation 17.6 are likely
to be more reliable than the capital cost predictions
for the major items of equipment, such as reactors and
distillation columns.

One significant problem remains; where to get the film
transfer coefficients hi and hj from. There are the following
three possibilities.

1. Tabulated experience values (see Chapter 15).
2. By assuming a reasonable fluid velocity, together with

fluid physical properties, heat transfer correlations can
be used (see Chapter 15).

3. If the pressure drop available for the stream is known,
the expressions from Chapter 15, derived in Appendix
C can be used.

The detailed allocation of fluids to tube-side or shell-
side can only be made later in the heat exchanger network
design. Also, the area targeting formula does not recognize
fluids to be allocated to the tube-side or shell-side. Area
targeting only recognizes the individual film heat transfer
coefficients. All that can be done in network area targeting

is to make a preliminary estimate of the film heat transfer
coefficient on the basis of an initial assessment as to
whether the fluid is likely to be suited to tube-side or shell-
side allocation in the final design. Thus, in addition to the
approximations inherent within the area targeting formula,
there is uncertainty regarding the preliminary assessment of
the film heat transfer coefficients.

However, one other issue that needs to be included in
the assessment often helps mitigate the uncertainties in the
assessment of the film heat transfer coefficient. A fouling
allowance needs to be added to the film transfer coefficient
according to Equation 15.13.

Example 17.2 For the process in Figure 16.2, calculate the
target for network heat transfer area for �Tmin = 10◦C. Steam
at 240◦C and condensing to 239◦C is to be used for hot utility.
Cooling water at 20◦C and returning to the cooling tower at 30◦C
is to be used for cold utility. Table 17.1 presents the stream data,
together with utility data and stream heat transfer coefficients.

Calculate the heat exchange area target for the network.

Solution First, the balanced composite curves must be con-
structed using the complete set of data from Table 17.1.
Figure 17.5 shows the balanced composite curves. Note that the
steam has been incorporated within the construction of the hot
composite curve to maintain the monotonic nature of compos-
ite curves. The same is true of the cooling water in the cold
composite curve. Figure 17.5 also shows the curves divided into
enthalpy intervals where there is a change of slope either on the
hot composite curve or on the cold composite curve.

Figure 17.6 now shows the stream population for each enthalpy
interval together with the hot and cold stream temperatures. Now
set up a table to compute Equation 17.6. This is shown below in
Table 17.2.

Thus, the network area target for this problem for �Tmin =
10◦C is 7410 m2.

The network design in Figure 16.9 already achieves minimum
energy consumption, and it is now possible to judge how close
the area target is to design if the area for the individual units in
Figure 16.9 is calculated. Using the same heat transfer coefficients
as given in Table 17.1, the design in Figure 16.9 requires some
8341 m2, which is 13% above target. Remember that no attempt
was made to steer the design in Figure 16.9 towards minimum

Table 17.1 Complete stream and utility data for the process from Figure 16.2.

Stream Supply
temperature

TS (◦C)

Target
temperature

TT (◦C)

�H

(MW)
Heat capacity
flowrate, CP
(MW·K−1)

Film heat
transfer

coefficient, h

(MW·m−2·K−1)

1. Reactor 1 feed 20 180 32.0 0.2 0.0006
2. Reactor 1 product 250 40 −31.5 0.15 0.0010
3. Reactor 2 feed 140 230 27.0 0.3 0.0008
4. Reactor 2 product 200 80 −30.0 0.25 0.0008
5. Steam 240 239 7.5 7.5 0.0030
6. Cooling water 20 30 10.0 1.0 0.0010
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Figure 17.5 The enthalpy intervals for the balanced composite curves of Example 17.2.

Stream

Figure 17.6 The enthalpy interval stream population for Example 17.2.
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Table 17.2 Network area target for the process from Figure 17.2.

Enthalpy
interval

�TLMk Hot streams
�(qi/hi)k

Cold streams
�(qj/hj )k

Ak

1 17.38 1500 1875 194.2
2 25.30 2650 9562.5 482.7
3 28.65 5850 7312.5 459.4
4 14.43 23,125 28,333.3 3566.1
5 29.38 25,437.5 36,666.7 2113.8
6 59.86 6937.5 6666.7 227.3
7 34.60 6000 6666.7 366.1

�Ak 7409.6

area. Instead, the design achieved the energy target in the
minimum number of units that tends to lead to simple designs.

17.3 NUMBER-OF-SHELLS TARGET

The shell-and-tube exchanger is the most common type
of exchanger used in the chemical and process industries.
The basic heat exchanger design equation was developed
in Chapter 15:

Q = UA�TLM FT where 0 < FT < 1 (15.47)

In Chapter 15, the FT correction factor was correlated in
terms of two dimensionless ratios, the ratio of the two
heat capacity flowrates (R) and the thermal effectiveness of
the exchanger (P ). Practical designs were limited to some
fraction of Pmax , that is7:

P = XP Pmax , 0 < XP < 1 (15.54)

where XP is a constant defined by the designer to satisfy
the minimum allowable FT (for example, for FTmin > 0.75,
XP = 0.9 is used). Equations were also developed in
Chapter 15 to allow the number of shells for a unit to
be determined:

R �= 17:

NSHELLS =
ln

(
1 − RP

1 − P

)

ln W
(15.62)

where W = R + 1 + √
R2 + 1 − 2RX P

R + 1 + √
R2 + 1 − 2XP

(15.63)

R = 17:

NSHELLS =

(
P

1 − P

)(
1 +

√
2

2
− XP

)

XP

(15.64)

If exchangers are countercurrent devices, then the number
of units equals the number of shells, providing individual

shells do not exceed some practical upper size limit.
If, however, equipment is used that is not completely
countercurrent, as with the 1–2 shell and tube heat
exchanger, then:

NSHELLS ≥ NUNITS (17.7)

Since the number of shells can have a significant influence
on the capital cost, it would be useful to be able to predict
it as a target ahead of design.

A simple algorithm can be developed (see Appendix
G) to target the minimum total number of shells (as
a real, i.e. noninteger, number) for a stream-set based
on the temperature distribution of the composite curves.
The algorithm starts by dividing the composite curves
into enthalpy intervals in the same way as the area
target algorithm.

The resulting number of shells is8:

NSHELLS =
INTERVALS K∑

k

Nk(Sk − 1) (17.8)

where NSHELLS = total number of shells over K

enthalpy intervals
Nk = real (or fractional) number of shells

resulting from the temperatures of
enthalpy interval k

Sk = number of streams in enthalpy interval k

Nk is given by the application of Equations 15.62 to 15.64
to interval k.

In practice, the integer number of shells is evaluated from
Equation 17.8 for each side of the pinch. This maintains
consistency between achieving maximum energy recovery
and the corresponding minimum number of units target
NUNITS . In summary, the number-of-shells target can be
calculated from the basic stream data and an assumed value
of XP (or equivalently, FTmin).

The FT correction factor for each enthalpy interval
depends both on the assumed value of XP and the
temperatures of the interval on the composite curves. It
is possible to modify the simple area target formula to
obtain the resulting increased overall area, ANETWORK , for
a network of 1–2 exchangers8.

ANETWORK ,1−2 =
INTERVALS K∑

k

1

�TLMkFTk

[
HOT STREAMS I∑

i

qi,k

hi

+
COLD STREAMS J∑

j

qj,k

hj


 (17.9)

Furthermore, the average area per shell (ANETWORK ,1−2/
NSHELL) can also be considered at the targeting stage. If
this is greater than the maximum allowable area per shell,
ASHELL,max , then the shells target needs to be increased to
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the next largest integer above ANETWORK ,1−2/ASHELL,max .
Again, this can be applied each side of the pinch.

17.4 CAPITAL COST TARGETS

To predict the capital cost of a network, it must first be
assumed that a single heat exchanger with surface area A

can be costed according to a simple relationship such as:

Installed Capital Cost of Exchanger = a + bAc (17.10)

where a, b, c = cost law constants that vary according to
materials of construction, pressure rating
and type of exchanger.

When cost targeting, the distribution of the targeted area
between network exchangers is unknown. Thus, to cost a
network using Equation 17.10, some area distribution must
be assumed, the simplest being that all exchangers have the
same area:

Network Capital Cost = N [a + b(ANETWORK /N)c]
(17.11)

where N = number of units or shells, whichever is
appropriate.

At first sight, the assumption of equal area exchangers
used in Equation 17.11 might seem crude. However, from
the point of view of predicting capital cost, the assumption
turns out to be a remarkably good one6. At the targeting
stage, no given distribution can be judged consistently
better than another, since the network is not yet known.
The implications of these inaccuracies, together with others,
will be discussed later.

If the problem is dominated by equipment with a
single specification (i.e. a single material of construction,
equipment type and pressure rating), then the capital
cost target can be calculated from Equation 17.11 with
the appropriate cost coefficients. However, if there is a
mix of specifications such as different streams requiring
different materials of construction, then the approach must
be modified.

Equation 17.11 uses a single cost function in conjunction
with the targets for the number of units (or shells) and
network area. Differences in cost can be accounted for by
either introducing new cost functions or adjusting the heat
exchange area to reflect the cost differences9. This can be
done by weighting the stream heat transfer coefficients in
the calculation of network area with a factor φ to account
for these differences in cost. If, for example, a corrosive
stream requires more expensive materials of construction
than the other streams, it has a greater contribution to the
capital cost than a similar noncorrosive stream. This can
be accounted for by artificially decreasing its heat transfer
coefficient to increase the contribution the stream makes to
the network area. This fictitious area when turned into a
capital cost using the cost function for the noncorrosive

materials returns a higher capital cost, reflecting the
increased cost resulting from special materials.

Heat exchanger cost data can usually be manipulated
such that the fixed costs, represented by the coefficient a in
Equation 17.10, do not vary with exchanger specification9.
If this is done, then Equation 17.6 can be modified, as
derived in Appendix H, to9:

A∗
NETWORK =

INTERVALS K∑
k

1

�TLMk

[
HOT STREAMS I∑

i

qi,k

φihi

+
COLD STREAMS J∑

j

qj,k

φjhj


 (17.12)

where

φj =
(

b1

b2

) 1
c1

(
ANETWORK

N

)1− c2
c1

(17.13)

where φi = cost-weighting factor for hot stream i

φj = cost-weighting factor for cold stream j

a1, b1, c1 = cost law coefficients for the reference
cost law

a2, b2, c2 = cost law coefficients for the special cost law
N = number of units or shells, whichever

is applicable

Heat exchanger cost laws can often be adjusted with little
loss of accuracy such that the coefficient c is constant for
different specifications, that is, c1 = c2 = c. In this case,
Equation 17.13 simplifies to9:

φ =
(

b1

b2

) 1
c

(17.14)

Thus, to calculate the capital cost target for a network
comprising mixed exchanger specifications, the procedure
is as follows.

1. Choose a reference cost law for the heat exchangers.
Greatest accuracy is obtained if the category of streams
that make the largest contribution to capital cost is
chosen as reference9.

2. Calculate φ-factors for those streams that require a
specification different from that of the reference, using
Equations 17.13 or 17.14. If Equation 17.13 is to be
used, then the actual network area ANETWORK must first
be calculated using either Equation 17.6 or 17.9 and
NUNITS or NSHELLS , whichever is appropriate.

3. Calculate the weighted network area A∗
NETWORK from

Equation 17.12. When the weighted h-values (φh) vary
appreciably, say by more than one order of magnitude,
an improved estimate of A∗

NETWORK can be evaluated by
linear programming5,6.
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4. Calculate the capital cost target for the mixed specifica-
tion heat exchanger network from Equation 17.11 using
the cost law coefficients for the reference specification.

Example 17.3 For the process in Figure 16.2, the stream and
utility data are given in Table 17.1. Pure countercurrent (1-1) shell
and tube heat exchangers are to be used. For �Tmin = 10◦C:

a. calculate the capital cost target if all individual heat exchangers
can be costed by the relationship:

Heat Exchanger Capital Cost = 40,000

+ 500A ($)

where A is the heat transfer area in m2.
b. calculate the capital cost target if cold stream 3 from Table 17.1

required a more expensive material. Individual heat exchangers
made entirely from this more expensive material can be costed
by the relationship:

Heat Exchanger Capital Cost (special) = 40,000

+ 1,100A($)

where A is the heat transfer area in m2.

Solution

a. The capital cost target of the network can be calculated from
Equation 17.11. To apply this equation requires the target for
both the number of units (NUNITS ) and the heat exchange area
(ANETWORK ). In Example 17.1, NUNITS = 7 was calculated, and
in Example 17.2 ANETWORK = 7410 m2. Thus:

Network Capital Cost = 7[40,000 + 500(7410/7)1]

= 3.99 × 106 $

b. To calculate the capital cost target of the network with mixed
materials of construction, a reference material is first chosen.
In principle, either of the materials can be chosen as reference.
However, greater accuracy is obtained if the reference is
taken to be that category of streams that makes the largest
contribution to capital cost. In this case, the reference should
be taken to be the cheaper material of construction. Now
calculate φ-factors for those streams that require a specification
different from the reference. In this problem, it only applies to
stream 3. Since the c constant is the same for both cost laws,
Equation 17.14 can be used.

φ3 = (500/1100)1/1

= 1/2.2

φ3h3 = 0.0008/2.2

Now recalculate the network area target substituting φ3h3 for
h3 in Figure 17.6. Table 17.2 is revised to the values shown in
Table 17.3.
Thus, the weighted network area A∗

NETWORK is 9547 m2. Now
calculate the network capital cost for mixed materials of

Table 17.3 Area target per enthalpy interval.

Enthalpy
interval

�TLMk Hot streams
�(qi/hi)k

Cold streams
�(qj /hj )k

Ak

1 17.38 1500 4125.0 323.6
2 25.30 2650 21,037.5 936.1
3 28.65 5850 16,087.5 765.6
4 14.43 23,125 46,333.4 4814.5
5 29.38 25,437.5 36,666.7 2113.8
6 59.86 6937.5 6666.7 227.3
7 34.60 6000 6666.7 366.1

�Ak 9546.9

construction by using A∗
NETWORK in conjunction with the cost

coefficients for the reference material in Equation 17.11.

Network Capital Cost (mixed materials)

= 7[40,000 + 500(9547/7)1]

= 5.05 × 106 $

Consider now how accurate the capital cost targets are
likely to be. It was discussed earlier how the basic area
targeting equation (Equations 17.6 or 17.9) represents a
true minimum network area if all heat transfer coefficients
are equal but slightly above the true minimum if there
are significant differences in heat transfer coefficients.
Providing heat transfer coefficients vary by less than one
order of magnitude, Equations 17.6 and 17.9 predict an
area that is usually within 10% of the minimum. However,
this does not turn into a 10% error in capital cost of the
final design since practical designs are almost invariably
slightly above the minimum. There are also the following
two errors inherent in the approach to capital cost targets.

• Total heat transfer area is assumed to be divided equally
between exchangers. This tends to overestimate the
capital cost.

• The area target is usually slightly less than the area
observed in design.

These small positive and negative errors partially cancel
each other. The result is that capital cost targets predicted
by the methods described in this chapter are often within
5% of the final design, providing heat transfer coefficients
vary by less than one order of magnitude. If heat transfer
coefficients vary by more than one order of magnitude, then
a more sophisticated approach can sometimes be justified6.

If the network comprises mixed exchanger specification,
then an additional degree of uncertainty is introduced into
the capital cost target. Applying the φ-factor approach to
a single exchanger, where both streams require the same
specification, there is no error. In practice, there can be
different specifications on two streams being matched, and
φH �= φC for specifications involving shell-and-tube heat
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exchangers with different materials of construction and
pressure rating. In principle, this does not present a problem
since the exchanger can be designed for different materials
of construction or pressure rating on the shell-side and the
tube-side of a heat exchanger. If, for example, there is a mix
of streams, some requiring carbon steel and some stainless
steel, then some of the matches involve a corrosive stream
on one side of the exchanger and a noncorrosive stream
on the other. The capital cost of such exchangers will
lie somewhere between the cost based on the sole use of
either material. This is what the capital cost target predicts.
Thus, introducing mixed specifications for materials of
construction and pressure rating does not significantly
decrease the accuracy of the capital cost predictions.

By contrast, the same is not true of mixed exchanger
types. For networks comprising different exchanger types
(e.g. shell-and-tube, plate-and-frame, spiral, etc.), it is not
possible to mix types in a single unit. Although a cost-
weighting factor may be applied to one stream in targeting,
this assumes that different exchanger types can be mixed.
In practice, such a match is forced to be a special-type
exchanger. Thus, there may be some discrepancy between
cost targets and design cost when dealing with mixed
exchanger types.

Overall, the accuracy of the capital cost targets is usually
good enough for the purposes for which they are used:

• Screening design options from the material and energy
balance. For example, changes in reactor design or
separation system design can be screened effectively
without performing repeated network design.

• Different utility options such as furnaces, gas turbines
and different steam levels can be assessed more easily
and with greater confidence, knowing the capital cost
implications for the heat exchanger network.

• Preliminary process optimization is greatly simplified.
• The design of the heat exchanger network is greatly

simplified if the design is initialized with an optimized
value for �Tmin .

17.5 TOTAL COST TARGETS

Increasing the chosen value of process energy consumption
also increases all temperature differences available for
heat recovery and hence decreases the necessary heat
exchanger surface area, Figure 16.6. The network area can
be distributed over the targeted number of units or shells to
obtain a capital cost using Equation 17.11. This capital cost
can be annualized as detailed in Chapter 2. The annualized
capital cost can be traded off against the annual utility cost
as shown in Figure 16.6. The total cost shows a minimum
at the optimum energy consumption.

Example 17.4 For the process in Figure 16.2, determine the
value of �Tmin and the total cost of the heat exchanger network at

the optimum setting of the capital–energy trade-off. The stream
and utility data are given in Table 17.1. The utility costs are:

Steam Cost = 120,000 ($·MW−1·y−1)

Cooling Water Cost = 10,000 ($·MW−1·y−1)

The heat exchangers to be used are single-tube and shell-pass.
The installed capital cost is given by:

Heat Exchanger Capital Cost = 40,000 + 500A($)

where A is the heat transfer area in m2. The capital cost is to be
paid back over five years at 10% interest.

Solution From Equation 2.7 from Chapter 2:
Annualized Heat Exchanger Capital Cost

= Capital Cost × i(1 + i)n

(1 + i)n − 1

where i = fractional interest rate per year
n = number of years

Annualized Heat Exchanger Capital Cost

= [40,000 + 500A] × 0.1(1 + 0.1)5

(1 + 0.1)5 − 1

= [40,000 + 500A]0.2638

= 10,552 + 131.9A

Annualized Network Capital Cost

= NUNITS

[
10, 552 + 131.9ANETWORK

NUNITS

]

Now scan a range of values of �Tmin and calculate the targets
for energy, number of units and network area and combine these
into a total cost. The results are given in Table 17.4.

The data from Table 17.4 are presented graphically in
Figure 17.7. The optimum �Tmin is at 10◦C, confirming the initial
value used for this problem in Chapter 16. The total annualized
cost at the optimum setting of the capital–energy trade-off is
2.05 × 106 $·y−1.

For more complex examples, total cost profiles return
step changes shown in Figure 17.8 (due to changes in
NUNITS and NSHELLS ). These step changes are easily located,
prior to design, through simple software. Most importantly,
experience has shown that predicted overall costs are
typically accurate within 5% or better6.

17.6 HEAT EXCHANGER NETWORK
AND UTILITIES CAPITAL AND
TOTAL COSTS – SUMMARY

There are parts of the flowsheet synthesis problem that
can be predicted without having to study actual designs.
These are the layers of the process onion relating to the
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Table 17.4 Variation of annualized costs with �Tmin .

�Tmin QHmin

(MW)
Annual hot
Utility Cost
(106 $·y−1)

QCmin

(MW)
Annual cold
utility cost
(106 $·y−1)

ANETWORK

(m2)
NUNITS Annualized

capital cost
(106 $·y−1)

Annualized
total cost

(106 $·y−1)

2 4.3 0.516 6.8 0.068 15,519 7 2.121 2.705
4 5.1 0.612 7.6 0.076 11,677 7 1.614 2.302
6 5.9 0.708 8.4 0.084 9645 7 1.346 2.138
8 6.7 0.804 9.2 0.092 8336 7 1.173 2.069

10 7.5 0.900 10.0 0.100 7410 7 1.051 2.051
12 8.3 0.996 10.8 0.108 6716 7 0.960 2.064
14 9.1 1.092 11.6 0.116 6174 7 0.888 2.096
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Figure 17.7 Optimization of the capital–energy trade-off for
Example 17.5.
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Figure 17.8 Energy and capital cost targets can be combined to
optimize prior to design (From Smith R and Linnhoff B, 1988,
ChERD,66: 195 reproduced by permission of the Institution of
Chemical Engineers.).

heat exchanger network and utilities. For these parts of
the process design, targets can be set for energy costs and
capital costs directly from the material and energy balance
without having to resort to heat exchanger network design
for evaluation.

Once a design is known for the reaction and sep-
aration systems, the overall total cost is the total
cost of all reactors and separators (evaluated explic-
itly) plus the total cost target for heat exchanger net-
work.

17.7 EXERCISES

1. The problem table cascade for a process is given in Table 17.5
for �Tmin = 10◦C. The process hot utility requirement is to
be provided by a steam turbine exhaust. The exhaust steam is
saturated. The performance of the turbine can be described by
the equation:

W = 0.6 × QH

TH − TC

TH

where W = power generated (MJ)
QH = heat input from high-pressure steam (MJ)
TH = temperature of input steam (K)
TC = temperature of exhaust steam (K)

High-pressure steam is available at 400◦C. Table 17.6 below
presents the relevant cost data.
a. Determine the optimum exhaust temperature for �Tmin =

10◦C. The variation of network area (with the exhaust steam

Table 17.5 Cascade heat flow.

Interval
temperature

(◦C)

Heat flow
(MW)

435 8.160
395 12.160
116 9.928
115 1.120
35 0.480
25 0.000
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Table 17.6 Cost data for Exercise 1.

Power cost = 50 $·MWh−1

High-pressure steam cost = 15 $·MWh−1

Process availability = 8000 h·y−1

Heat exchanger cost = 350A ($)
(where A is exchanger area in m2)
Plant lifetime = 5 years
Interest rate = 8%

Table 17.7 Variation of heat exchanger network
area with steam turbine exhaust temperature.

Steam turbine
exhaust temperature

(◦C)

Network
area
(m2)

120 3345
130 2415
140 2078
150 1914
160 1818

included) is given in Table 17.7 for a range of exhaust
temperatures.

b. The optimization of the steam turbine exhaust temperature
used a fix value of �Tmin . Is this correct? If not, why, and
what would have been a better way for the calculation to
have been done?

2. Figure 17.9 shows a heat exchanger network designed with the
minimum number of units and to satisfy the energy target at
�Tmin = 20◦C. On the basis of the following utilities and cost
data, it has a total annual cost of 14.835 × 106 ($·y−1).

Cost of saturated steam (200◦C) = 70 $·kW−1·y−1

Cost of cooling water (10◦C to 40◦C) = 7.5 $·kW−1·y−1

Heat exchanger installed cost ($) = 15,000 + 700A

where A = heat exchanger area (m2)
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Figure 17.9 A heat exchanger network.

Table 17.8 Targets for Exercise 2.

�Tmin (◦C) Hot utility (kW) Area (m2) Units

10 7150 86,730 9
20 9150 75,920 8
30 14,945 62,721 9
40 21,345 56,486 9
45 24,545 54,796 9
50 27,745 53,703 9

Assume plant lifetime is 5 years and that all streams
(process and utilities) have a heat transfer coefficient of
0.05 kW·m−2·K−1. Rather than accepting this network design,
a designer proposes to examine the energy–capital trade-off
for the stream data by evaluating the targets in Table 17.8.

Cold utility (kW) = hot utility (kW) − 2395 (kW)

(a) From the targets and cost data given, construct a table to
show the targets for energy cost, annualized capital cost
and total annual cost for each of the values of �Tmin in
Table 17.8. Plot the total annual cost target against �Tmin .
What value of �Tmin can be suggested for a network design
featuring optimum total cost?

(b) Using the optimum value of �Tmin , design a network with
the minimum number of units and minimum energy (the
pinch corresponds with the start of Hot Stream 2). Ignore
�Tmin violations in utility exchangers.

(c) Calculate the total annual cost of your network design.
Locate this and the network in Figure 17.9 against the total
annual cost profile from Part a.

(d) Why is the structure of your network design necessarily
different from that in Figure 17.9? Could this have been
known before the design? What can you conclude about �Tmin

initialization for obtaining optimum cost networks?
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18 Heat Exchanger Networks IV – Network Design

Having explored the targets for the heat exchanger network,
it now remains to develop the design of the heat
exchanger network.

18.1 THE PINCH DESIGN METHOD

The capital-energy trade-off in the heat exchanger networks
was discussed in Chapter 16. Varying �Tmin , as shown in
Figure 16.6, changed the relative position of the process
composite curves. As �Tmin is changed from a small to a
large value, the capital cost decreases but the energy cost
increases. When the two costs are combined to obtain a total
cost, the optimum point in the capital-energy trade-off is
identified, corresponding with an optimum value of �Tmin

(Figure 16.6). As pointed out in Chapter 16, the trade-
off between energy and capital suggests that individual
exchangers should have a temperature difference no smaller
than the �Tmin between the composite curves.

It was suggested in Chapter 16 that a good initializa-
tion would be to assume that no individual exchanger
should have a temperature difference smaller than �Tmin .
Having made this assumption, two rules were deduced in
Chapter 16. If the energy target set by the composite curves
(or the problem table algorithm) is to be achieved, the
design must not transfer heat across the pinch by:

• Process-to-process heat transfer
• Inappropriate use of utilities

These rules are necessary for the design to achieve
the energy target, given that no individual exchanger
should have a temperature difference smaller than �Tmin .
To comply with these two rules, the process should be
divided at the pinch. As pointed out in Chapter 16, this
is most clearly done by representing the stream data in
the grid diagram. Figure 18.1 shows the stream data from
Table 16.2 in grid form with the pinch marked. Above the
pinch, steam can be used (up to QHmin), and below the
pinch cooling water can be used (up to QCmin). But what
strategy should be adopted for the design? A number of
simple criteria can be developed to help1.

1. Start at the pinch. The pinch is the most constrained
region of the problem. At the pinch, �Tmin exists between
all hot and cold streams. As a result, the number of feasible
matches in this region is severely restricted. Quite often there

Chemical Process Design and Integration R. Smith
 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

are essential matches to be made. If such matches are not
made, the result will be either use of temperature differences
smaller than �Tmin or excessive use of utilities resulting from
heat transfer across the pinch. If the design was started away
from the pinch at the hot end or cold end of the problem,
then initial matches are likely to need follow-up matches
that violate the pinch or the �Tmin criterion as the pinch is
approached. Putting the argument the other way around, if
the design is started at the pinch, then initial decisions are
made in the most constrained part of the problem. This is
much less likely to lead to difficulties later.

2. The CP inequality for individual matches. Figure 18.2a
shows the temperature profiles for an individual exchanger
at the pinch, above the pinch1,2. Moving away from the pinch,
temperature differences must increase. Figure 18.2a shows a
match between a hot stream and a cold stream that has a
CP smaller than the hot stream. At the pinch, the match
starts with a temperature difference equal to �Tmin . The
relative slopes of the temperature–enthalpy profiles of the
two streams mean that the temperature differences become
smaller moving away from the pinch, which is infeasible. On
the other hand, Figure 18.2b shows a match involving the
same hot stream but with a cold stream that has a larger CP.
The relative slopes of the temperature–enthalpy profiles now
cause the temperature differences to become larger moving
away from the pinch, which is feasible. Thus, starting with
�Tmin at the pinch, for temperature differences to increase
moving away from the pinch1,2:

CPH ≤ CPC (above pinch) (18.1)

Figure 18.3 shows the situation below the pinch at the
pinch. If a cold stream is matched with a hot stream with
smaller CP, as shown in Figure 18.3a (i.e. a steeper slope),
then the temperature differences become smaller (which is
infeasible). If the same cold stream is matched with a hot
stream with a larger CP (i.e. a less steep slope), as shown in
Figure 18.3b, then temperature differences become larger,
which is feasible. Thus, starting with �Tmin at the pinch,
for temperature differences to increase moving away from
the pinch1,2:

CPH ≥ CPC (below pinch) (18.2)

Note that the CP inequalities given by Equations 18.1
and 18.2 only apply at the pinch and when both ends of
the match are at pinch conditions.

3. The CP-table. Identification of the essential matches in
the region of the pinch is clarified by use of the CP-table1,2.
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Figure 18.2 Criteria for the pinch matches above the pinch.

In the CP-table, the CP values of the hot and cold streams
for the streams at the pinch are listed in descending order.

Figure 18.4a shows the grid diagram with CP-table for
the design above the pinch. Cold utility must not be used
above the pinch, which means that hot streams must be
cooled to pinch temperature by heat recovery. Hot utility
can be used, if necessary, on the cold streams above the
pinch. Thus, it is essential to match hot streams above the
pinch with a cold partner. In addition, if the hot stream
is at pinch conditions, the cold stream it is to be matched
with must also be at pinch conditions, otherwise the �Tmin

constraint will be violated. Figure 18.4a shows a feasible
design arrangement above the pinch that does not use
temperature differences smaller than �Tmin . Note again
that the CP inequality only applies when a match is made
between two streams that are both at the pinch. Away from
the pinch, temperature differences increase, and it is no
longer essential to obey the CP inequalities.

Figure 18.4b shows the grid diagram with CP-table for
the design below the pinch. Hot utility must not be used
below the pinch, which means that cold streams must be
heated to pinch temperature by heat recovery. Cold utility
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Figure 18.4 The CP table for the designs above and below the pinch for the problem from Table 16.2.

can be used, if necessary, on the hot streams below the
pinch. Thus, it is essential to match cold streams below the
pinch with a hot partner. In addition, if the cold stream
is at pinch conditions, the hot stream it is to be matched
with must also be at pinch conditions, otherwise the �Tmin

constraint will be violated. Figure 18.4b shows a design
arrangement below the pinch that does not use temperature
differences smaller than �Tmin .

Having decided that some essential matches need to be
made around the pinch, the next question is how big should
the matches be?

4. The “tick-off” heuristic. Once the matches around the
pinch have been chosen to satisfy the criteria for minimum
energy, the design should be continued in such a manner as
to keep capital costs to a minimum. One important criterion



402 Heat Exchanger Networks IV – Network Design

(a) (b) (c)

2

4

1

3

150°

150°

140°

140°181.7°

180°

200°

203.3°

7MW

250°

205°230° 8MW

12.5MW7.5MW
H

2

4

1

3

150°

150°

140°

140°181.7°

180°

200°

203.3°

7MW

250°

205° 8MW

12.5MW

2

4

1

3

150°

150°

140°

140°181.7°

180°

200°

203.3°

8MW

CP
0.15

0.25

0.2

0.3
12.5MW

Figure 18.5 Sizing the units above the pinch using the tick-off heuristic.
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Figure 18.6 Sizing the units below the pinch using the tick-off heuristic.

in the capital cost is the number of units (there are others, of
course, which shall be addressed later). Keeping the number
of units to a minimum can be achieved using the tick-off
heuristic. To tick off a stream, individual units are made as
large as possible, that is, the smaller of the two heat duties
on the streams being matched.

Figure 18.5a shows the matches around the pinch from
Figure 18.4a with their duties maximized to tick off
streams. It should be emphasized that the tick-off heuristic
is only a heuristic and can occasionally penalize the design.
Methods will be developed later, which allow such penalties
to be identified as the design proceeds.

The design in Figure 18.5a can now be completed by
satisfying the heating and cooling duties away from the
pinch. Cooling water must not be used above the pinch.
Therefore, if there are hot streams above the pinch for
which the pinch matches do not satisfy the duties, additional
process-to-process heat recovery is required. Figure 18.5b
shows an additional match to satisfy the residual cooling
of the hot streams above the pinch. Again, the duty on the
unit is maximized. Finally, above the pinch, the residual
heating duty on the cold streams must be satisfied. Since
there are no hot streams left above the pinch, hot utility
must be used as shown in Figure 18.5c.

Turning now to the cold end design, Figure 18.6a shows
the pinch design with the streams ticked off. If there are any
cold streams below the pinch for which the pinch matches
do not satisfy the duties, then additional process-to-process
heat recovery is required, since hot utility must not be
used. Figure 18.6b shows an additional match to satisfy
the residual heating of the cold streams below the pinch.
Again, the duty on the unit is maximized. Finally, below

the pinch, the residual cooling duty on the hot streams must
be satisfied. Since there are no cold streams left below the
pinch, cold utility must be used (Figure 18.6c).

The final design shown in Figure 18.7 amalgamates the
hot end design from Figure 18.5c and cold end design from
Figure 18.6c. The duty on hot utility of 7.5 MW agrees with
QHmin and the duty on cold utility of 10.0 MW agrees with
QCmin predicted by the composite curves and the problem
table algorithm.

Note one further point from Figure 18.7. The number
of units is 7 in total (including the heater and cooler).
Referring back to Example 17.1, the target for the minimum
number of units was predicted to be 7. It therefore appears
that there was something in the procedure that naturally
steered the design to achieve the target for the minimum
number of units.

It is in fact the tick-off heuristic that steered the design
toward the minimum number of units1,2. The target for the
minimum number of units was given by Equation 17.2:

NUNITS = S − 1 (17.2)

Before any matches are placed, the target indicates that
the number of units required is equal to the number
of streams (including utilities) minus one. The tick-off
heuristic satisfied the heat duty on one stream every time
one of the units was used. The stream that has been ticked
off is no longer part of the remaining design problem.
The tick-off heuristic ensures that having placed a unit
(and used up one of the available units), a stream is
removed from the problem. Thus, Equation 17.2 is satisfied
if every match satisfies the heat duty on a stream or
a utility.
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Figure 18.7 The completed design for the data from Table 16.2.

This design procedure is known as the pinch design
method and can be summarized in five steps1.

• Divide the problem at the pinch into separate problems.
• The design for the separate problems is started at the

pinch, moving away.
• Temperature feasibility requires constraints on the CP

values to be satisfied for matches between the streams at
the pinch.

• The loads on individual units are determined using
the tick-off heuristic to minimize the number of units.
Occasionally, the heuristic causes problems.

• Away from the pinch, there is usually more freedom in
the choice of matches. In this case, the designer can
discriminate on the basis of operability, plant layout and
so on.

Example 18.1 The process stream data for a heat recovery
network problem are given in Table 18.1.

Table 18.1 Stream data for Example 18.1.

Stream Supply Target Heat capacity
temperature temperature flowrate

No. Type (◦C) (◦C) (MW·K−1)

1 Hot 400 60 0.3
2 Hot 210 40 0.5
3 Cold 20 160 0.4
4 Cold 100 300 0.6

A problem table analysis on this data reveals that the minimum
hot utility requirement for the process is 15 MW and the minimum
cold utility requirement is 26 MW for a minimum allowable
temperature difference of 20◦C. The analysis also reveals that
the pinch is located at a temperature of 120◦C for hot streams
and 100◦C for cold streams. Design a heat exchanger network
for maximum energy recovery featuring the minimum number
of units.

Solution Figure 18.8a shows the hot end design with the CP-
table. Above the pinch, adjacent to the pinch, CPH ≤ CPC . The
duty on the units has been maximized according to the tick-
off heuristic.

Figure 18.8b shows the cold end design with the CP-table.
Below the pinch, adjacent to the pinch, CPH ≥ CPC . Again
the duty on units has been maximized according to the tick-
off heuristic.

The completed design is shown in Figure 18.8c. The minimum
number of units for this problem is given by

NUNITS = (S − 1)ABOVE PINCH + (S − 1)BELOW PINCH

= (5 − 1) + (4 − 1)

= 7

The design in Figure 18.8 is seen to achieve the minimum
number of units target.

The pinch design method, as discussed so far, has
assumed the same �Tmin applied between all stream
matches. In Chapter 16, it was discussed how the basic
targeting methods for the composite curves and the
problem table algorithm can be modified to allow stream-
specific values of �Tmin . The example was quoted in
which liquid streams were required to have a �Tmin

contribution of 5◦C and gas streams a �Tmin contribution
of 10◦C. For liquid–liquid matches, this would lead to
a �Tmin = 10◦C. For gas–gas matches, this would lead
to a �Tmin = 20◦C. For liquid–gas matches, it will lead
to a �Tmin = 15◦C 2. Modifying the problem table and
the composite curves to account for these stream-specific
values of �Tmin is straightforward. But how is the pinch
design method modified to take account of such �Tmin

contributions? Figure 18.9 illustrates the approach. Suppose
the interval pinch temperature from the problem table
is 120◦C. This would correspond with hot stream pinch
temperatures of 125◦C and 130◦C for hot streams with
�Tmin contributions of 5◦C and 10◦C respectively. For
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Figure 18.8 Maximum energy recovery design for Example 18.1.

an interval pinch temperature of 120◦C, the corresponding
cold stream pinch temperatures would be 115◦C and 110◦C
for cold streams with �Tmin contributions of 5◦C and
10◦C respectively. The stream grid is set up as shown
in Figure 18.9 with the pinch matches being made and
given their appropriate value of �Tmin depending on the
streams being matched. The constraints regarding the CP
inequalities apply in this case, just as the case with a global
value of �Tmin .
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Figure 18.9 The design grid for a problem stream-specific with
�Tmin contributions.

18.2 DESIGN FOR THRESHOLD
PROBLEMS

In Section 16.3, it was discussed that some problems,
known as threshold problems, do not have a pinch. They
need either hot utility or cold utility but not both. How
should the approach be modified to deal with the design of
threshold problems?

The philosophy in the pinch design method was to
start the design where it was most constrained. If the
design is pinched, the problem is most constrained at the
pinch. If there is no pinch, where is the design most
constrained? Figure 18.10a shows one typical threshold
problem that requires no hot utility, just cold utility. The
most constrained part of this problem is the no-utility end2.
This is where temperature differences are smallest and there
may be constraints, as shown in Figure 18.10b, where the
target temperatures on some of the hot streams can only be
satisfied by specific matches. Also, if individual matches
are required to have a temperature difference no smaller
than the threshold �Tmin , the CP inequalities described in
the pinch design method must be applied. For the most
part, problems similar to those in Figure 18.10a are treated
as one half of a pinched problem.
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Figure 18.11 Some threshold problems must be treated as
pinched problems requiring essential matches at both the no utility
end and the pinch.

Figure 18.11 shows another threshold problem that
requires only hot utility. This problem is different in
characteristic from the one in Figure 18.10. Now the
minimum temperature difference is in the middle of the
problem causing a pseudo-pinch. The best strategy to deal
with this type of threshold problem is to treat it as a pinched
problem. In Figure 18.11, the problem is divided into two
parts at the pseudo-pinch, and the pinch design method
followed. The only complication in applying the pinch
design method for such problems is that one half of the
problem (the cold end in Figure 18.11) will not feature the
flexibility offered by matching against utility.

18.3 STREAM SPLITTING

The pinch design method developed earlier followed several
rules and guidelines to allow design for minimum utility
(or maximum energy recovery) in the minimum number of
units. Occasionally, it appears not to be possible to create
the appropriate matches because one or other of the design
criteria cannot be satisfied.

Consider Figure 18.12a that shows the above-pinch part
of a design. Cold utility must not be used above the pinch,
which means that all hot streams must be cooled to pinch
temperature by heat recovery. There are three hot streams
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Figure 18.12 If the number of hot streams at the pinch, above
the pinch, is greater than the number of cold streams, then stream
splitting of the cold streams is required.
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and two cold streams in Figure 18.12a. Thus, regardless of
the CP values of the streams, one of the hot streams cannot
be cooled to pinch temperature without some violation of
the �Tmin constraint. The problem can only be resolved
by splitting a cold stream into two parallel branches as
shown in Figure 18.12b. Now each hot stream has a cold
partner with which to match, capable of cooling it to pinch
temperature. Thus, in addition to the CP inequality criteria
introduced earlier, there is a stream number criterion above
the pinch such that1,2:

SH ≤ SC (above pinch) (18.3)

where SH = number of hot streams at the pinch
(including branches)

SC = number of cold streams at the pinch
(including branches)

If there had been a greater number of cold streams than
hot streams in the design above the pinch, this would not
have created a problem, since hot utility can be used above
the pinch.

By contrast, now consider part of a design below the
pinch, as shown in Figure 18.13a. Here hot utility must not
be used, which means that all cold streams must be heated
to pinch temperature by heat recovery. There are now three
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Figure 18.13 If the number of cold streams below the pinch, at
the pinch, is greater than the pinch number of hot streams, then
stream splitting of the hot steam is required.

cold streams and two hot streams in Figure 18.13a. Again,
regardless of CP values, one of the cold streams cannot
be heated to pinch temperature without some violation of
the �Tmin constraint. The problem can only be resolved by
splitting a hot stream into two parallel branches, as shown
in Figure 18.13b. Now each cold stream has a hot partner
with which to match and capable of heating it to pinch
temperature. Thus there is a stream number criterion below
the pinch, such that1,2:

SH ≥ SC (below pinch) (18.4)

Had there been more hot streams than cold below the
pinch, this would not have created a problem since cold
utility can be used below the pinch.

It is not only the number of streams that creates the need
to split streams at the pinch. Sometimes the CP inequality
criteria, Equations 18.1 and 18.2, cannot be met at the pinch
without a stream split. Consider the above-pinch part of a
problem in Figure 18.14a. The number of hot streams is less
than the number of cold streams, and hence Equation 18.3 is
satisfied. However, the CP inequality, Equation 18.1, must
be satisfied. Neither of the two cold streams has a large
enough CP. The hot stream can be made smaller by splitting
it into two parallel branches (Figure 18.14b).
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Figure 18.14 The CP in equality rules can necessitate stream
splitting above the pinch.
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Figure 18.15a shows the below-pinch part of a problem.
The number of hot streams is greater than the number
of cold streams, and hence Equation 18.4 is satisfied.
However, neither of the two hot streams has a large enough
CP to satisfy the CP inequality, Equation 18.2. The cold
stream can be made smaller by splitting it into two parallel
branches (Figure 18.14b).

Clearly, in designs different from those in Figures 18.14
and 18.15, when streams are split to satisfy the CP inequal-
ity, this might create a problem with the number of
streams at the pinch such that Equations 18.3 and 18.4
are no longer satisfied. This would then require fur-
ther stream splits to satisfy the stream number criterion.
Figures 18.16a and 18.16b present algorithms for the over-
all approach1,2.

One further important point needs to be made regarding
stream splitting. In Figure 18.14, the hot stream is split into
two branches with CP values of 3 and 2 to satisfy the CP
inequality criteria. However, a different split could have
been chosen. For example, the split could have been into
branch CP values of 4 and 1, or 2.5 and 2.5, or 2 and 3
(or any setting between 4 and 1, and 2 and 3). Each of
these would also have satisfied the CP inequalities. Thus,
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Figure 18.16 Stream splitting algorithms.

there is a degree of freedom in the design to choose the
branch flowrates. By fixing the heat duties on the two units
in Figure 18.14b and changing the branch flowrates, the
temperature differences across each unit are changed. The
best choice can only be made by sizing and costing the
various units in the completed network for different branch
flowrates. This is an important degree of freedom when the
network is optimized. Similar arguments could be made
regarding the cold end design in Figure 18.15b.

Example 18.2 A problem table analysis for part of a high-
temperature process reveals that for �Tmin = 20◦C the process
requires 9.2 MW of hot utility, 6.4 MW of cold utility and the
pinch is located at 520◦C for hot streams and 500◦C for cold
streams. The process stream data are given in Table 18.2. Design
a heat exchanger network for maximum energy recovery that
features the minimum number of units.

Solution Figure 18.17a shows the stream grid with the CP-
tables for the above- and below-pinch designs. Following the
algorithms in Figure 18.16, a hot stream must be split above the
pinch to satisfy the CP inequality, as shown in Figure 18.17b.
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Table 18.2 Stream data.

Stream Supply Target Heat Capacity
Temp. Temp. Flowrate

No. Type (◦C) (◦C) (MW·K−1)

1 Hot 720 320 0.045
2 Hot 520 220 0.04
3 Cold 300 900 0.043
4 Cold 200 550 0.02

(a)
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Figure 18.17 Maximum energy recovery design for
Example 18.2.

Thereafter the design is straightforward, and the final design is
shown in Figure 18.17c.

The target for the minimum number of units is given by:

NUNITS = (S − 1)ABOVE PINCH + (S − 1)BELOW PINCH

= (4 − 1) + (5 − 1)

= 7

The design in Figure 18.17c is seen to achieve the minimum
units target.

18.4 DESIGN FOR MULTIPLE PINCHES

In Chapter 16, it was discussed as to how the use of
multiple utilities could give rise to multiple pinches. For
example, the design for the process in Figure 16.2 could
have used either a single level of hot utility or two steam
levels (Figure 16.26a). The targeting indicated that instead
of using 7.5 MW of high-pressure steam at 240◦C, 3 MW
of this could be substituted with low-pressure steam at
180◦C. Where the low-pressure steam touches the grand
composite curve in Figure 16.26a results in a utility pinch.
Figure 18.18a shows the grid diagram when two steam
levels are used with the utility pinch dividing the process
into three parts.

Following the pinch rules, heat should not be transferred
across either the process pinch or the utility pinch by
process-to-process heat exchange. Also, there must be no
inappropriate use of utilities. This means that above the utility
pinch shown in Figure 18.18a, high-pressure steam should be
used and no low-pressure steam or cooling water. Between
the utility pinch, and the process pinch low-pressure steam
should be used and no high-pressure steam or cooling water.
Below the process pinch in Figure 18.18 only cooling water
should be used. The appropriate utility streams have been
included with the process streams in Figure 18.18.

The network can now be designed using the pinch design
method1,2. The philosophy of the pinch design method is
to start at the pinch, and move away. At the pinch, the
rules for the CP inequality and the number of streams must
be obeyed. Above the utility pinch in Figure 18.18, and
below the process pinch in Figure 18.18 there is clearly no
problem in applying this philosophy. However, between the
two pinches there is a problem, since designing away from
both pinches could lead to a clash.

More careful examination of Figure 18.18a reveals that,
between the two pinches, one is more constrained than the
other. Below the utility pinch, CPH ≥ CPC is required and
low-pressure steam is available as a hot stream with an
extremely large CP. In fact, if steam is assumed to condense
or vaporize isothermally, it will have a CP that is infinite.
Thus, following the philosophy of starting the design in the
most constrained region, the design between the pinches
in Figure 18.18a should be started at the most constrained
pinch, which is the process pinch.
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Figure 18.18 Network design for the process from Figure 16.2 using two steam levels.

Following this approach, the design is straightforward
and the final design is shown in Figure 18.18b. It achieves
the target set in Example 16.3 and in the minimum number
of units. Remember that, in this case, to calculate the
minimum number of units, the stream count must be
performed separately in the three parts of the problem.
Note that the stream split on the low-pressure steam in
Figure 18.18b is not strictly necessary, but is made for
practical reasons. Without the stream split, steam would
have to partially condense in one unit and the steam-
condensate mixture transferred to the next unit. The stream
split allows two conventional steam heaters on low-pressure
steam to be used. It is clear from Figure 18.18b that the

use of two steam levels has increased the complexity of
the design considerably. However, the complexity of the
design can be reduced later when the structure is subjected
to optimization. The optimization can remove units that
are uneconomic.

It is rare for there to be two process pinches in a problem.
Multiple pinches usually arise from the introduction of
additional utilities causing utility pinches. However, cases
such as that shown in Figure 18.19 are not uncommon, where
there is strictly speaking, only one pinch (one place where
�Tmin occurs), but there is a near-pinch. This near-pinch
is a point in the process where the temperature difference
becomes small enough to be effectively another pinch, even
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Figure 18.19 A near-pinch might require the design to be
treated as if it had multiple pinches.

though the temperature difference is slightly larger than
�Tmin . Because the region around the near-pinch will be
almost as constrained as the pinch, the best strategy is often to
treat the near-pinch as if it was another pinch and divide the
problem into three parts as shown in Figure 18.19. The initial
design would therefore avoid heat transfer across the near-
pinch and the process pinch and use hot utility only above
the near-pinch and cold utility only below the pinch. The
designer can then exploit the small amount of freedom around
the near-pinch. Some heat transfer across the near-pinch is
possible without causing an energy penalty. Exploiting this
freedom allows the design to be simplified slightly.

Example 18.3 The stream data for a process are given in
Table 18.3:

Table 18.3 Stream data.

Stream Supply Target Heat capacity
temperature temperature flowrate

No. Type (◦C) (◦C) (MW·K−1)

1 Hot 635 155 0.044
2 Cold 10 615 0.023
3 Cold 85 250 0.020
4 Cold 250 615 0.020

It has been decided to integrate a gas turbine (GT) exhaust
with the process. The exhaust temperature of the GT is 400◦C
with CP = 0.05 MW·K−1. Ambient temperature is 10◦C.

a. Calculate the problem table cascade for �Tmin = 20◦C.
b. Saturated steam is to be generated by the process at a high-

pressure level of 250◦C and low-pressure level of 140◦C, each
from saturated boiler feedwater. The generation of the higher-
pressure steam is to be maximized. How much steam can be
generated at the two levels assuming boiler feedwater and final
steam condition are both saturated?

c. Design a network for maximum energy recovery for �Tmin =
20◦C that generates steam at these two levels.

d. What is the residual cooling demand?

Solution

a. The problem table cascade is shown in Table 18.4 for
�Tmin = 20◦C.

Table 18.4 Problem table cascade.

Interval temperature Cascade heat flow
(◦C) (MW)

625 0
390 0.235
260 6.865
145 12.73

95 13.08
20 15.105

0 16.105

b. For high-pressure steam, T ∗ = 260◦C, for low-pressure steam,
T ∗ = 150◦C. Figure 18.20 shows the grand composite curve
plotted from the problem table cascade. The two levels of steam
generation are shown.
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Figure 18.20 Grand composite curve for Example 18.3 showing
two levels of steam generation.

Duty on high-pressure steam generation

= 6.865 MW

By interpolation from the problem table cascade, heat flow at
T ∗ = 150◦C

= 6.865 + (260 − 150)

(260 − 145)
× (12.73 − 6.865)

= 12.475 MW

Duty on low-pressure steam generation

= 12.475 − 6.865

= 5.61 MW

c. The use of two levels of steam generation in Figure 18.20
creates two utility pinches. Thus, the stream grid needs to be
divided into three parts. Figure 18.21 shows the final design,
which achieves the targets set for both high-pressure (HP) and
low-pressure (LP) steam generation. In Figure 18.21 above the
HP pinch, the CP of Stream 1 and the GT stream are too large
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Figure 18.21 Network design for Example 18.3.

to match directly against Streams 3 and 4. This is overcome in
Figure 18.21 by splitting Stream 1 and exploiting the infinite
CP of the HP steam generation. Between the pinches, the
design is started below the HP pinch and developed toward the
LP pinch, where the infinite CP of the LP steam generation
can be exploited to satisfy the CP inequalities. Below the LP
pinch, although the CP inequalities can be satisfied by direct
matches, the heat duty on Stream 1 is small compared with the
other streams. If Stream 1 did not exist below the LP pinch,
then this would call for the GT stream to be split. This has been
done in Figure 18.21 because of the small duty on Stream 1.
Although the steam generation for both high-pressure and low-
pressure steam are shown with steam splits in Figure 18.21,
in practice these units would be individual steam generators,
each fed with boiler feedwater. Also, the stream split for the
GT exhaust could be accommodated by splitting the gas turbine
flow into two ducts, or by placing two sets of tubes in the same
GT exhaust located in parallel. The design in Figure 18.21
has significant scope for simplification, but at the penalty of
reduced energy efficiency. Such trade-offs are at the discretion
of the designer.

d. There is a cooling demand of 0.22 MW on Stream 1 that needs
to be satisfied by cold utility and cooling demand of 3.41 MW
required by the GT exhaust. The cooling of the GT exhaust is
satisfied by simply venting it to atmosphere after heat recovery
has been completed.

18.5 REMAINING PROBLEM ANALYSIS

The considerations addressed so far in network design
have been restricted to those of energy performance and

number of units. In addition, the problems have all been
straightforward to design for maximum energy recovery in
the minimum number of units by ticking-off streams. Not
all problems are so straightforward. Also, heat transfer area,
number of shells when using 1–2 shells, capital cost and
so on should be considered when placing matches. Here, a
more sophisticated approach is needed3.

When a match is placed, the duty needs to be chosen with
some quantitative assessment of the match in the context of
the whole network, without having to complete the network.
This can be done by exploiting the powers of targeting using
a technique known as remaining problem analysis.

Consider first design for minimum energy in a more
complex problem than has so far been addressed. If a
problem table analysis is performed on the stream data,
QHmin and QCmin can be calculated. When the network
is designed and a match placed, it would be useful to
assess whether there will be any energy penalty caused by
some feature of the match without having to complete the
design. Whether there will be a penalty can be determined
by performing a problem table analysis on the remaining
problem. The problem table analysis is simply repeated on
the stream data, leaving out those parts of the hot and cold
stream satisfied by the match. One of the two results would
then occur:

1. The algorithm may calculate QHmin and QCmin to be
unchanged. In this case, the designer knows that the
match will not penalize the design in terms of increased
utility usage.
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2. The algorithm may calculate an increase in QHmin and
QCmin . This means that the match is transferring heat
across the pinch or that there is some feature of the
design that will cause cross-pinch heat transfer if the
design was completed. If the match is not transferring
heat across the pinch directly, then the increase in utility
will result from the match being too big as a result of
the tick-off heuristic.

The remaining problem analysis technique can be applied
to any feature of the network that can be targeted,
such as a minimum area. In Chapter 17, the approach to
targeting for heat transfer area (Equation 17.6) was based
on vertical heat transfer from the hot composite curve to
the cold composite curve. If heat transfer coefficients do
not vary significantly, this model predicts the minimum
area requirements adequately for most purposes3. Thus,
if heat transfer coefficients do not vary significantly, then
the matches created in the design should come as close
as possible to the conditions that would correspond with
vertical transfer between the composite curves. Remaining
problem analysis can be used to approach the area target, as
closely as a practical design permits, using a minimum (or
near-minimum) number of units. Suppose a match is placed,
then its area requirement can be calculated. A remaining
problem analysis can be carried out by calculating the area
target for the stream data, leaving out those parts of the data
satisfied by the match. The area of the match is now added
to the area target for the remaining problem. Subtraction of
the original area target for the whole-stream data ANETWORK

gives the area penalty incurred.
If heat transfer coefficients vary significantly, then the

vertical heat transfer model adopted in Equation 17.6 pre-
dicts a network area that is higher than the true minimum,
as illustrated in Figure 17.4. Under these circumstances,
a careful pattern of nonvertical matching is required to
approach the minimum network area. However, the remain-
ing problem analysis approach can still be used to steer
the design toward a minimum area under these circum-
stances. When heat transfer coefficients vary significantly,
the minimum network area can be predicted using linear
programming.4,5 The remaining problem analysis approach
can then be applied using these more sophisticated area
targeting methods. Under such circumstances, the design is
likely to be difficult to steer toward the minimum area, and
an automated design method based on the optimization of
a superstructure can be used, as will be discussed later.

Targets for number of shells, capital cost and total cost
also can be set. Thus, remaining problem analysis can be
used on these design parameters also.

Example 18.4 The stream data for a process are given in
Table 18.5 below:

Steam is available condensing between 180 and 179◦C and
cooling water between 20 and 30◦C. All film transfer coefficients
are 200 W·m−2·K−1. For �Tmin = 10◦C, the minimum hot

Table 18.5 Stream data.

Stream Supply Target Heat capacity
temp. temp. flowrate

No. Type (◦C) (◦C) (MW·K−1)

1 Hot 150 50 0.2
2 Hot 170 40 0.1
3 Cold 50 120 0.3
4 Cold 80 110 0.5

and cold utility duties are 7 MW and 4 MW respectively,
corresponding with a pinch at 90◦C on the hot streams and 80◦C
on the cold streams.

a. Develop a maximum energy recovery design above the pinch
that comes close to the area target in the minimum number
of units.

b. Develop a maximum energy recovery design below the pinch
that comes as close as possible to the minimum number
of units.

Solution

a. The area target for the above-pinch problem shown in
Figure 18.22 is 8859 m2. If the design is started at the pinch
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Figure 18.22 Above the pinch design for Example 18.4.
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with Stream 1, then Figure 18.22a shows a feasible match that
obeys the CP inequality. Maximizing its duty to 12 MW allows
two streams to be ticked off simultaneously. This results from
a coincidence in the stream data, the duties for Streams 1 and 3
being equal above the pinch. The area of the match is 6592 m2 and
the target for the remaining problem above the pinch is 3419 m2,
giving a total of 10,011 m2. Thus, the match in Figure 18.22a
causes the overall target to be exceeded by 1152 m2 (13%). This
does not seem to be a good match.

Figure 18.22b shows an alternative match for Stream 1 that also
obeys the CP inequality. The tick-off heuristic also fixes its duty
to be 12 MW. The area for this match is 5087 m2, and the target
for the remaining problem above the pinch is 3788 m2, giving a
total of 8,875 m2. Thus, the match in Figure 18.22b causes the
overall target to be exceeded by 16 m2 (0.2%). This seems to be
a better match and therefore is accepted.

Placing the next match above the pinch as shown in
Figure 18.22c also allows the CP inequality to be obeyed. The
area for both matches in Figure 18.22c is 7856 m2 and the target
for the remaining problem is 1020 m2, giving a total of 8876 m2.
Accepting both matches causes the overall area target to be
exceeded by 17 m2 (0.2%). This seems to be reasonable, and both
matches are accepted. No further process-to-process matches are
possible, and it remains to place hot utility.

b. The cold utility target for the problem shown in Figure 18.23
is 4 MW. If the design is started at the pinch with Stream
3, then Stream 3 must be split to satisfy the CP inequality
(Figure. 18.23a). Matching one of the branches against Stream
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Figure 18.23 Below the pinch design for Example 18.4.

1 and ticking off Stream 1 results in a duty of 8 MW. This is
a case in which the tick-off heuristic has caused problems. The
match is infeasible, because the temperature difference between
the streams at the cold end of the match is infeasible. Its duty
must be reduced to 6 MW to be feasible without either stream
being ticked off (Figure 18.23b).
Figure 18.23c shows an additional match placed on the other

branch for Stream 3 with its duty maximized to 3 MW to tick
off Stream 3. No further process-to-process matches are possible,
and it remains to place cold utility.

(b) An alternative design.
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Figure 18.24 Alternative designs for Example18.4.

Figure 18.24a shows the complete design, achieving maximum
energy recovery in one more unit than the target minimum,
due to the inability to tick off streams below the pinch. If
the match in Figure 18.22a had been accepted and the design
completed, then the design in Figure 18.24b would have been
obtained. This achieves the target for the minimum number of
units of 7 (at the expense of excessive area). This results from
the coincidence of data mentioned earlier in Figure 18.22a, which
allowed two streams to be ticked off simultaneously. The result
is that the design above the pinch uses one fewer unit than target,
owing to the formation of two components above the pinch (see
Section 17.1). The design below the pinch uses one more than
target, and the net result is that the overall design achieves the
target for the minimum number of units.

18.6 NETWORK OPTIMIZATION

The pinch design method creates a network structure based
on the assumption that no heat exchanger should have a
temperature difference smaller than �Tmin . Having now
created a structure for the heat exchanger network, the
structure can now be subjected to continuous optimization.
The constraint that no exchanger should have a temperature
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difference smaller than �Tmin can now be relaxed. The
continuous optimization of heat exchanger networks is
based on the redistribution of the exchanger duties.
Some exchangers should perhaps be larger, some smaller
and some perhaps removed from the design altogether.
Exchangers are removed from the design if the optimization
sets their duty to zero.

Given a network structure, it is possible to identify loops
and paths for it, as in Section 17.1. Within the context of
optimization, only those paths that connect two different
utilities need to be considered. This could be a path from
steam to cooling water or a path from high-pressure steam
used as hot utility to low-pressure steam also used as hot
utility. These paths between two different utilities will be
termed to be utility paths. Loops and utility paths both
provide degrees of freedom in the optimization1,2.

Consider Figure 18.25a that shows the network design
from Figure 18.7, but with a loop highlighted. Heat can
be shifted around loops. Figure 18.25a shows the effect of
shifting heat duty U around the loop. In this loop, heat
duty U is simply moved from Unit E to Unit B. The
change in heat duties around the loop maintains the network
heat balance and the supply and target temperatures of the
streams. However, the temperatures around the loop change
and hence the temperature differences of the exchangers in
the loop change in addition to their duties. The magnitude
of U could be changed to different values and the network
costed at each value to find the optimum setting for U .
If the optimum setting for U turns out to be 6.5 MW (the
original duty on E), then the duty on one of the exchangers
is zero and should be removed from the design.

(a) Heat duties can be changed within a loop without changing the utility consumption.

+U −U
Loop

+U −U

250°

200°

180°

230°

2

4

A B

AH C

C

B

D

D E

E C

1

3
140°

20°

80°

40°

1

3

+V

+V−V Loop

+V −V

−V +V

−V

250°

200°

180°

230° 140°

20°

80°

40°
2

4

H A

A B

B

C

C

D

D

E

E C

(b) Another loop allowing heat duties to be changed without changing the utility consumption.

Figure 18.25 The loops that can be exploited for the optimiza-
tion of the design for Figure 16.7.

Figure 18.25b shows the network with another loop
marked. Figure 18.25b shows the effect of shifting heat
duty V around the loop. Again the heat balance is
maintained, but the temperatures as well as the duties
around the loop change. As before, the value of V can be
optimized by costing the network at different settings of V .
If V is optimized to 7.0 MW (the original duty on A), then
the duty on A becomes zero and this unit is removed from
the design. Note again that once optimization is started,
there is no longer a constraint to maintain temperature
differences to be larger than �Tmin .

Figure 18.26a shows the network with a utility path
highlighted. Heat duty can be shifted along utility paths
in a similar way to that for loops. Figure 18.26a shows the
effect of shifting heat duty W along the path. This time
the heat balance changes because the loads imported from
hot utility and exported to cold utility both change by W .
The supply and target temperatures are maintained. If W

is optimized to 7.0 MW, this will result in Unit A being
removed from the design. Different values of W can be
taken and the network sized and costed at each value to
find the optimal setting for W. Figure 18.26b shows other
utility paths that can be exploited for optimization.

In fact, the optimization of the network requires that
U, V, W, X, Y and Z in Figures 18.25 and 18.26 must be
optimized simultaneously. Furthermore, stream splits may
exist in the design, and variations of their branch flowrates
can be superimposed on the exploitation of loops and paths
in the optimization. During this optimization, the design
is no longer constrained to have temperature differences
larger than �Tmin (although very small values in individual
heat exchangers should be avoided for practical reasons).
Also, pinches no longer divide the design into independent
thermodynamic regions, and there is no longer any concern
about cross-pinch heat transfer. The objective now is simply
to minimize cost.

Thus, loops, utility paths and stream splits offer the
degrees of freedom for manipulating the network cost. The
objective function in new design is usually to minimize
total cost, that is, combined operating and annualized
capital cost. The annualization period chosen for the capital
cost will have a direct influence on the optimization.
A longer annualization period will lead to more energy-
efficient designs.

In practice, rather than manipulate loops and paths
explicitly, the optimization is normally formulated such
that the individual duties on each match are varied in the
multivariable optimization, subject to:

• the total enthalpy change on each stream being within a
specified tolerance of the original stream data,

• nonnegative heat duty for each match,
• positive temperature difference for each exchanger to be

greater than a practical minimum value for a given type
of heat exchanger,
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Figure 18.26 The utility paths that can be exploited for the optimization of the design from Figure 18.7.

• for stream splits, branch flowrates must be positive and
above a practical minimum flowrate.

In a network, some of the duties on the matches will not
be able to be varied because they are not in a loop or a
utility path. This simplifies the optimization. The problem
is one of multivariable nonlinear continuous optimization6.

If the network is optimized at fixed energy consumption,
then only loops and stream splits are exploited. When energy
consumption is allowed to vary, utility paths must also be
included. As the network energy consumption increases, the
overall capital cost tends to decrease and vice versa.

Example 18.5 Evolve the heat exchanger network in Figure 18.7
to simplify its structure.

a. Remove the smallest heat recovery unit from the network by
exploiting the degree of freedom in a loop.

b. Recalculate the network temperatures and identify any viola-
tions of the �Tmin = 10◦C constraint.

c. Restore the original �Tmin = 10◦C throughout the network by
exploiting a utility path.

Solution

a. Figure 18.27a shows the network from Figure 18.7 with a
loop highlighted involving the unit with the smallest heat duty
(6.5 MW). A heat duty of 6.5 MW has been shifted around
the loop to adjust the smallest unit to a duty of zero. This will
change the temperatures around the loop.

b. Heat balances around the units for the new heat duties allow the
new temperatures in the network to be calculated, as shown in
Figure 18.27b. Also highlighted in Figure 18.27b, is a unit with
an infeasible temperature difference. Not only is it less than

(a) The network with 6.5MW of heat shifted around a loop.

(c) Increasing the heat flow along a utility path allows the feasible temperature
difference to be restored.
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Figure 18.27 Evolution of a network to remove a unit.
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the original �Tmin of 10◦C, it is actually negative. Removing
a unit in this way will always create a temperature difference
smaller than the original �Tmin , if the hot and cold utility
remain fixed. There is a minimum number of units to satisfy
the problem to hot utility consumption of QHmin and a cold
utility consumption of QCmin , subject to the �Tmin constraint.
If a unit is then removed, something must be violated. By its
nature, shifting heat load around a loop does not change the
energy consumption, but does change internal temperatures.

c. Given the infeasible temperature difference in Figure 18.27b,
this can be corrected by exploiting a utility path to change the
temperatures in the network at the expense of increased energy
consumption. Figure 18.27c shows the network with a utility
path highlighted. The utility path allows one of the infeasible
temperatures to be adjusted (Stream 2 in this case). If the
original �Tmin of 10◦C is to be restored, then the intermediate
temperature of Stream 2 needs to be adjusted to 117.5◦C as
shown in Figure 18.27c. The unknown is how much additional
heat duty (x MW) needs to be shifted along the utility path to
restore the temperature to 117.5◦C. This can be determined by
a simple heat balance around the cooler.

10.0 + x = 0.15 (117.5 − 40)

x = 1.6 MW

Thus the hot and cold utility consumption both need to be
increased by 1.6 MW to restore the �Tmin to the original 10◦C.
In fact there is no justification to restore the �Tmin back to the
original 10◦C. The amount of additional energy shifted along
the utility path is a degree of freedom that should be set by cost
optimization. However, the example illustrates how the degrees
of freedom can be manipulated in network optimization.

18.7 THE SUPERSTRUCTURE
APPROACH TO HEAT EXCHANGER
NETWORK DESIGN

The approach to heat exchanger network design discussed
so far was based on the creation of an irreducible structure.

No redundant features were included. However, after the
structure was created, when the network was optimized,
some of the features might be removed by the optimization.
The scope for the optimization to remove features is a
consequence of the assumptions made during the creation
of the initial structure. However, no attempt was made to
deliberately include redundant features.

An alternative approach is to create a superstructure
that deliberately includes redundant features and then sub-
ject this to optimization. Redundant features are then
removed by the optimization. Floudas, Ciric and Grossman7

showed how a heat exchanger network superstructure
could be set up with all structural features included.
Figure 18.28a shows such a superstructure for part of
a heat exchanger network problem involving two hot
streams, two cold streams and steam. All possibilities
have been included within this superstructure. The basic
idea is then to optimize the superstructure in order to
remove the unnecessary features and minimize the cost,
possibly leading to the design as shown in Figure 18.28b.
While this looks simple in principle, the optimization
required is a mixed integer nonlinear programming prob-
lem (MINLP, see Chapter 3)8. This is a difficult opti-
mization problem with all of the issues associated with
local optima.

One of the ways to avoid this problem is to simplify the
superstructure to remove some of the structural options in
Figure 18.28a9. This is done in Figure 18.29. This structure
is created by splitting each hot stream into a number of
branches equal to the number of cold streams and splitting
each cold stream into a number of branches equal to the
number of hot streams. In this way, a structure is created
that allows each hot stream to be matched with each cold
stream9.

One significant advantage of the simplified superstructure
in Figure 18.29 is that each exchanger can be modeled by
a linear equation if the supply and target temperatures of
the streams are fixed. The area for each heat exchanger is
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(a) A superstructure for part of a heat exchanger network. (b) The optimized design.
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Figure 18.28 Heat exchanger network design from the optimization of a superstructure.
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Figure 18.29 Starting with a simpler superstructure removes many structural options (some of which might be desirable, but makes
the optimization linear.

given by:

A = Q

U�TLM
(18.5)

where A = heat transfer area
Q = heat exchanger duty
U = overall heat transfer coefficient

�TLM = logarithmic mean temperature difference

If U is assumed to be constant, despite changing
conditions during the optimization, then because �TLM

is fixed for each match in Figure 18.29, Equation 18.5

becomes a linear equation in Q. If the capital cost of
the heat exchangers is taken to be a linear function,
then the optimization simplifies to be mixed integer linear
programming (MILP) rather than MINLP. The problem
with this is that the initial superstructure shown in
Figure 18.29 features parallel configurations, as shown in
18.30a. If the linear optimization needs to retain all three
matches on the stream, as shown in Figure 18.30a, then
this cannot evolve to all of the series configurations, 1 × 2
parallel configurations, series-parallel configurations and
parallel-series configurations as shown in Figure 18.30b.
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(a) Possible parallel feature of the network.

(b) Possible evolutions of the parallel configuration.

Figure 18.30 The simplified superstructure cannot be evolved to all structural options.
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Another issue is how to divide the overall problem in
order to set up the initial superstructure. The problem could
be divided at the pinch, as done in the pinch design method,
and a superstructure set up on each side of the pinch like
the one in Figure 18.29. However, for large complex prob-
lems, this would not be comprehensive enough in terms
of the number of structural options. The overall prob-
lem could therefore be divided into enthalpy intervals as
shown in Figure 18.31 and a simplified superstructure cre-
ated within each enthalpy interval10. Rather than dividing
the composite curves into enthalpy intervals, as shown in
Figure 18.31, with a superstructure within each enthalpy
interval, enthalpy intervals can be merged into blocks11. A
superstructure is then created within each block rather than
each enthalpy interval. This simplifies the complete super-
structure for the whole network. This network superstruc-
ture could then be subjected to optimization using MILP.

Note that the �Tmin for the problem must be fixed in
order to remain an MILP problem. Fixing �Tmin fixes the
composite curves and the temperatures across each enthalpy
interval or block. Unfortunately, this would not necessar-
ily lead to the best network, as the initial superstructure
was already simplified with many structural options miss-
ing. But this can be allowed for by first carrying out the

optimization on the basis of the simplified superstructure in
Figure 18.29. If then the optimized superstructure featured
structural options like the one in Figure 18.32a, then addi-
tional structural features could be added to give the structure
in Figure 18.32b, which then can be subjected to MINLP
optimization. This has the potential then to optimize to any
parallel, series-parallel or parallel-series arrangement. This
breaks the overall optimization down into two steps.

1. A simplified superstructure is first optimized using MILP.
2. If the solution from the simplified superstructure features

parallel arrangements, such as that in Figure 18.32a,
then additional features are added to the network, as
shown in Figure 18.32b. This is then subjected to
MINLP optimization to allow all the structural options
in Figure 18.30 to be accessed.

This approach is one way to avoid the difficulties inher-
ent with applying MINLP to a large complex superstructure.
Another way might be to apply stochastic optimization12.
However, this has the disadvantage of being computa-
tionally very demanding for a reasonable size of heat
exchanger network.

The major advantage of the superstructure approach to heat
exchanger network design is that, in principle, it is capable
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Figure 18.31 Create a simplified superstructure for each enthalpy interval.
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Figure 18.32 If the solution from the optimization of a simplified superstructure features parallel branches, then add additional
structural features and re-optimize.
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(a) Existing network with QREC = 200MW.
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(b) Composite curves with QREC = 200MW.

Figure 18.33 An existing heat exchanger network. (From Asante NDK and Zhu XX, 1997, Trans IChemE, 75A: 349, reproduced by
permission of the Institution of Chemical Engineers.)

of designing large networks with complex constraints, mixed
materials of construction, equipment types and so on. One
major disadvantage of the approach is that the optimization is
a difficult MINLP. Another significant disadvantage is that,
because a computer carries out the optimization, the designer
is removed from the decision-making.

18.8 RETROFIT OF HEAT EXCHANGER
NETWORKS

So far, all considerations regarding the targeting and
design of heat exchanger networks have related to new,
or grassroot, design. It is often necessary to retrofit an
existing heat exchanger network. The need to retrofit might
arise from a desire to reduce the utility consumption of
the existing network, need to increase the throughput,
modification of the feed to the process or a modification
to the product specification. All of these objectives might
require heat duties within the network to be changed.

One approach to retrofit would be to try and evolve
the network toward an ideal grassroot design. Following
this approach, stream data would be targeted using the
composite curves or the problem table to determine the
location of the pinch for an assumed �Tmin . Knowing the
location of the pinch, the existing units in the network could
then be located relative to the pinch. Any cross-pinch heat
transfer could then be eliminated by disconnecting the units
that are transferring heat across the pinch. These could be
process-to-process, or the inappropriate use of utilities (e.g.
use of steam below the pinch). The network could then be
reconnected, with as many features of the existing network
retained as possible13. This would no doubt improve the
energy performance of an existing heat exchanger network,
but it has a number of fundamental problems:

• Which �Tmin should be used? As the value of �Tmin

changes, the location of the pinch changes and therefore

the assessment of which unit to transfer heat across the
pinch also changes.

• Existing equipment is only reused in an ad hoc way.
• The retrofit is likely to involve a large number of

modifications to the existing network.
• Constraints associated with the existing network are not

readily included.

The problem with this approach is that it is attempting
to change the network to a grassroot design rather than
accepting the features that already exist. A better approach
is to evolve the network from the existing structure in
order to identify only the most critical, and therefore cost-
effective, changes to the network structure14.

Suppose that it is desired to reduce the energy con-
sumption of the existing heat exchanger network shown in
Figure 18.33a. Figure 18.33b shows the composite curves
for the basic stream data. The composite curves have been
adjusted such that the overlap between the composite curves
corresponds with the actual existing heat recovery duty of
200 MW. For the composite curves, this corresponds with a
�Tmin of 22.5◦C. On the other hand, it can be seen that the
existing heat exchanger network has minimum temperature
differences of 20◦C. First consider how the energy consump-
tion of the existing network might be decreased without
changing the network structure. As discussed previously,
this is only possible by the exploitation of a utility path.
The existing network in Figure 18.33a has only one degree
of freedom that can be exploited for network optimization.
This is highlighted within the bubble superimposed on the
network. It involves a utility path between the heater and the
cooler. The matches in the network outside of this bubble
are all constrained by the heat duties on individual streams.
The only way, therefore, that the utility consumption of the
existing network can be decreased is by shifting heat load
along the path between the heater and the cooler.

Figure 18.34a shows the network evolved to reduce the
utility consumption to the point where the temperature
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(a) Existing network with QREC increased to 220MW.
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Figure 18.34 Maximizing the energy recovery of the existing heat exchanger network even down to �T = 0◦C gives an energy
performance worse than the energy target. (From Asante NDK and Zhu XX, 1997, Trans IChemE, 75A: 349, reproduced by permission
of the Institution of Chemical Engineers.)
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Figure 18.35 The network pinch limits the energy recovery in the existing heat exchanger network. (From Asante NDK and Zhu XX,
1997, Trans IChemE, 75A: 349, reproduced by permission of the Institution of Chemical Engineers.)

difference in the existing network is now 0◦C14. This
is not a limit that could be achieved in practice, but is
taken here for the sake of illustration. For a minimum
temperature difference of 0◦C in the existing network, the
energy recovery must increase to 220 MW. Compare the
composite curves for increased heat recovery. These are
shown in Figure 18.34b for their maximum overlap, which
is 250 MW. At this setting, the composite curves still have a
�Tmin of 6◦C. This reveals that the maximum heat recovery
within the existing heat exchanger network structure is
different from that theoretically possible from the composite
curves. The difference is caused by the fact that the existing
heat exchanger network structure is not appropriate for
maximum energy recovery. How can the existing network
structure be modified to improve its performance?

The existing heat exchanger network is shown again in
Figure 18.35 with its recovery increased to an absolute

maximum. Figure 18.35a highlights what is limiting the
existing heat exchanger network in terms of its heat recovery.
One of the existing units features minimum temperature
difference (0◦C in this case for the sake of illustration).
The composite curves are also shown in Figure 18.35b, but
set to the same overall heat recovery load as that featuring
the existing heat exchanger network at its limit (220 MW).
Superimposed on the composite curves are the temperature
profiles for the hot streams in each of the existing units. One
of the matches limits the heat recovery, in this case the one
featuring a temperature difference of 0◦C. This match that
limits the heat recovery is known as the pinching match14.
The point at which this occurs is known as the network
pinch14. The network pinch limits the heat recovery for the
existing heat exchanger network.

In practice, if the network pinch is being identified
in a design study, then a practical minimum temperature
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difference of say 10◦C or 20◦C would be taken rather than
the 0◦C used here for the sake of illustration. The principle
is exactly the same. One or more matches in the existing
network feature �Tmin when the network is pinched.

Consider now how the network pinch might be over-
come. There are four ways in which the network pinch
can be overcome and the performance of the existing heat
exchanger network improved beyond that for the pinched
condition14.

a. Resequencing. Figure 18.36 illustrates how resequenc-
ing can be used to overcome the network pinch. Rese-
quencing moves the unit to a new location in the net-
work, but between the same streams as the original match.
Figure 18.36 shows a cold stream being heated by two hot
streams. One of the hot stream profiles indicates that it
is a pinching match and features a minimum temperature
difference of 0◦C (again for the sake of illustration). In
Figure 18.36, the pinching match is adjacent to another
hot stream that has a finite temperature difference for the
heat exchange. If the position of the two hot streams is
swapped by a simple resequence, as shown in Figure 18.36,
then the pinching match no longer limits. This means that
there is now new scope to reduce the energy consumption
of the network by exploiting a utility path, as shown in
Figure 18.36. If the utility path is exploited to its limit,
then a new network pinch is created, but now at a lower
utility consumption for the network.

b. Repiping. Repiping is very similar to resequencing. Like
resequencing, repiping moves the unit to a new location
in the network. However, in repiping, the unit can be
moved to a location involving streams other than in
the original location, rather than be restricted to operate
between the same streams. Repiping is a more general case

than resequencing, but might not be practical for a variety
of reasons, for example, materials of construction being
unsuitable for other streams. The basic principle of repiping
is the same as that for resequencing, but a distinction needs
to be made for practical reasons.

c. Inserting a new match. Figure 18.37 shows how the
network pinch can be overcome by inserting a new match.
Again the principle is illustrated by two hot streams
providing heat to a cold stream. One of the matches is
pinched. If a new match is inserted such that the heat
duty on the hot stream adjacent to the pinching match is
decreased and replaced by the new match, then the position
of the pinching match can be changed such that it is no
longer pinching. This introduces scope to exploit the utility
path to reduce the utility consumption of the network, until
it is again pinched. The network is now pinched again, but
at a lower utility consumption.

d. Introduce additional stream splitting. The fourth way to
overcome the network pinch is by introducing additional
stream splitting to the existing network, as illustrated in
Figure 18.38. In this case, it can be seen that two matches
are pinched simultaneously. By introducing a stream split,
the cold stream profiles in the two pinched units are now
such that one of the pinching matches is no longer pinched.
This means that there is scope to exploit a utility path and
reduce the energy consumption. This is being carried out
to its limit in Figure 18.38 such that the network is again
pinched, but at a lower utility consumption.

Again, it should be emphasized that in practice a
finite practical �Tmin should be used rather than 0◦C.
However, any assumption of �Tmin to identify, and
then overcome, the network pinch does not guarantee
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Figure 18.36 Resequencing a match can be used to overcome the network pinch. (From Asante NDK and Zhu XX, 1997, Trans
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Figure 18.38 Changing the stream splitting arrangement can be used to overcome the network pinch. (From Asante NDK and Zhu
XX, 1997, Trans IChemE, 75A: 349, reproduced by permission of the Institution of Chemical Engineers.)

an optimum retrofit. The modified network should be
subjected to cost optimization in order to obtain the correct
setting for the capital-energy trade-off. The optimization
of a heat exchanger network with a fixed structure is a
Nonlinear Programming (NLP) optimization, as discussed
previously. When dealing with the optimization of existing
heat exchanger networks, it needs to be recognized that
there is existing heat transfer area in place, but new area
(or enhanced heat transfer) needs to be installed in some
parts of the network to improve the network performance.
The existing heat transfer area has zero capital cost and
only the new heat transfer area and pipework modifications
need to be included in the capital costs for the optimization.
Care is required when specifying the form of the capital cost
correlation in retrofit. Designers often like to use a cost per
unit area, such as:

Capital Cost = bA (18.6)

where A = heat transfer area
b = cost coefficient

If the capital cost of new heat transfer area is expressed
in the form of Equation 18.6, then this will lead to poor
retrofit projects. The problem with Equation 18.6 is that the
optimization is likely to spread the new heat transfer area
in the network in many locations, without incurring a cost
penalty associated with the many modifications that would
result. To ensure that new heat transfer area is not spread
around throughout the existing heat exchanger network, a
capital cost correlation should be used that is of the form:

Capital Cost = a + bAc (18.7)

where a, b, c = cost coefficients

In Equation 18.7, the coefficient a is a threshold cost
that is incurred even if a small amount of heat transfer area
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Figure 18.39 The heat exchanger network can be optimized after each modification. (From Asante NDK and Zhu XX, 1997, Trans
IChemE, 75A: 349, reproduced by permission of the Institution of Chemical Engineers.)

is installed. If a large threshold cost is used in the cost
correlation, then this would lead an optimizer to attempt
to concentrate any new heat transfer area required in as
few locations as possible in the network. This, in turn,
will lead to fewer modifications in the retrofit project to
accommodate the new heat transfer area requirements.

It should be noted that a resequence or repipe does
not involve zero capital cost, even though no new heat
exchanger equipment might be purchased. The pipework
modifications for a resequence or repipe might be very
expensive. Also, equipment might need to be relocated.
Methods for capital cost estimation for retrofit were
discussed in Chapter 2.

Figure 18.39 shows the capital-energy trade-off on a plot
of heat exchanger network area versus energy consumption.
The new (grassroot) design target marks the infeasible
region in Figure 18.39. Targeting methods for energy were
discussed in Chapter 16 and targeting methods for network
area were discussed in Chapter 17. The existing network
performance cannot be better than the target, but it can
be worse, as illustrated in Figure 18.39. If the existing
network structure is retained, then there is a limit beyond
which the network cannot be improved in terms of its
energy performance. This is when the existing network
structure is pinched at a practical minimum temperature
difference for the heat exchangers. In order to approach
this condition, it will require an additional heat transfer
area. The more the energy consumption is decreased, the
additional heat transfer area required will increase per unit
energy reduction, as the network pinch is approached.
For the existing heat exchanger network structure, the
capital-energy trade-off can be optimized, as shown in
Figure 18.39. Alternatively, the structure of the network
could be modified, in which case, the limit for heat
recovery for the modified network is now at a lower
energy consumption, Figure 18.39. Again, the network
has been modified on the basis of an assumed practical

minimum temperature difference that is not necessarily
providing the correct setting for the capital-energy trade-
off. Therefore, the modified network can be optimized
to provide the optimized network for one structural
modification. This procedure could be repeated for a second
and third modification, and so on. In practice, retrofits
are usually only economic for a small number of network
modifications.

This approach to heat exchanger network retrofit based
on the concept of the network pinch can be automated15. A
superstructure can be created for network resequencing (or
repiping) and the best resequence (or repipe) identified by
optimizing the superstructure of resequences (or repipes)
for an assumed practical �Tmin

15. This can be formulated
as an MILP optimization if the network is optimized
for minimum energy consumption with a fixed �Tmin .
Inclusion of area calculations to estimate heat exchanger
capital costs would make the optimization nonlinear.
Similarly, a superstructure can be created for positioning
new matches or stream split modifications in the existing
network and the superstructure optimized for minimum
energy cost for an assumed practical �Tmin . The problem
can again be formulated as an MILP problem15.

After each suggested modification has been identified, the
network can be subjected to a detailed capital-energy trade-
off requiring NLP optimization. Optimization of the capital-
energy trade-off is illustrated in Figure 18.40. Structural
modifications are first explored using MILP and then the
correct setting of the capital-energy trade-off corrected
using NLP. By decomposing the problem in this way, what
is overall an MINLP problem, is carried out by MILP
followed by NLP, which is a more robust approach to the
optimization.

This approach to heat exchanger network retrofit allows
modifications to be introduced one at a time. In this way,
the designer has control over the complexity of the network
retrofit. At each stage, a suggested modification can be
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Figure 18.40 The retrofit can be proceed in a stepwise approach. (From Asante NDK and Zhu XX, 1997, Trans IChemE, 75A: 349,
reproduced by permission of the Institution of Chemical Engineers.)

evaluated in terms of its practicality and true costs. If
the best structural option identified is considered to be
impractical (e.g. the plant is too congested), then another
modification can be suggested instead. For example, the
optimization could be carried out to identify the best
resequence, only to find that this is impractical. If this
is the case, then the second best resequence could be
taken, or the option of a new match chosen and so on.
The designer has control and can assess each modification
as is suggested by the optimization. Having identified an
acceptable number of modifications, the modifications are
subjected to a detailed capital-energy trade-off to assess
their true economic performance.

The approach leads to simple and practical retrofit designs
and has the major advantage that it allows the designer
to assess modifications one at a time and to keep control
over the complexity of the retrofit. Its disadvantage is that
different combinations of modifications can be taken and
there is no guarantee that this will lead to an optimum
network retrofit. However, it is almost impossible to say
that any retrofit is optimal or nonoptimal. The features of
each retrofit are unique and it is difficult to formulate all
the constraints for a retrofit in order to guarantee the very
best retrofit.

18.9 ADDITION OF NEW HEAT
TRANSFER AREA IN RETROFIT

Retrofit of heat exchanger networks requires resequencing
and repiping of existing heat exchangers, installation of
new heat exchange matches and changes to stream splitting
arrangements. However, existing matches that have not
been moved might require additional heat transfer area

as a result of changes in the operation. This might
result from increased heat duty, operation under reduced
temperature differences or operation under reduced heat
transfer coefficients. Methods for the retrofit of heat
exchangers have been discussed in Chapter 15. If shell-and-
tube heat exchangers are being used and additional heat
transfer area is required, it might be possible to install a
new tube bundle into existing shells if the additional area
requirement is small. If this is not feasible, then the existing
area can be supplemented by adding a new shell (or more
than one shell if there is a large area requirement) in:

a. Series. The addition of new exchangers in series to
the existing match will lead to an increase in the overall
pressure drop across the match. This might be important if
the pump (or compressor) is close to its maximum capacity.

b. Parallel. The addition of new exchangers in parallel
will leave the pressure difference largely unchanged. The
pressure drop across the match will be the largest between
that of the existing exchangers under the new conditions
and new exchangers installed in parallel.

Also, as discussed in Chapter 15, rather than install
additional heat transfer area to cater for the new operational
requirements, heat transfer enhancement can be considered.
Changes to the number of tube passes or the baffle
arrangement might allow the heat transfer coefficient to be
enhanced. Alternatively, tube inserts could be used. This
was discussed in Chapter 15. The major disadvantage in
using heat transfer enhancement is that it increases the
pressure drop. In retrofit this can be important, as the pumps
driving the flow might be limited in their capacity to meet
the required increase in pressure drop.
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Rather than shell-and-tube heat exchangers, the network
might involve plate heat exchangers. Adding additional area
to plate heat exchangers is generally more straightforward
than shell-and-tube exchangers. Plate heat exchangers can
often have their area increased by adding additional plates
to the existing frame. If an additional frame needs to be
added to provide the additional area, then the new frame
can be added in series or parallel with the existing frame.
Series arrangements increase the pressure drop. Parallel
arrangements decrease the flowrate through each frame but
decrease the heat transfer coefficient in the existing frame.
The pressure drop across the match will be the largest
between that of the existing exchangers under the new
conditions and new exchangers installed in parallel.

18.10 HEAT EXCHANGER NETWORK
DESIGN – SUMMARY

A good initialization for heat exchanger network design
is to assume that no individual exchanger should have a
temperature difference smaller than �Tmin . Having decided
that no exchanger should have a temperature difference
smaller than �Tmin two rules were deduced in Chapter 16.
If the energy target set by the composite curves (or the
problem table algorithm) is to be achieved, there must be
no transfer heat across the pinch by:

• Process-to-process heat transfer
• Inappropriate use of utilities.

These rules are both necessary and sufficient for the
design to achieve the energy target given that no individual
exchanger should have a temperature difference smaller
than �Tmin .

The design of heat exchanger networks can be summa-
rized in five steps.

1. Divide the problem at the pinch into separate problems.
2. The design for the separate problems is started at the

pinch, moving away.
3. Temperature feasibility requires constraints on the CP ’s

to be satisfied for matches between the streams at
the pinch.

4. The loads on individual units are determined using
the tick-off heuristic to minimize the number of units.
Occasionally, the heuristic causes problems.

5. Away from the pinch, there is usually more freedom in
the choice of matches. In this case, the designer can
discriminate on the basis of operability, plant layout and
so on.

If the number of hot streams at the pinch above the
pinch is greater than the number of cold streams, then

the cold streams must be split to satisfy the �Tmin

constraint. If the number of cold streams at the pinch
below the pinch is greater than the number of hot streams,
then the hot streams must be split to satisfy the �Tmin

constraints. If the CP inequalities for all streams at
the pinch cannot be satisfied, this also can necessitate
stream splitting.

If the problem involves more than one pinch, then
between pinches the design should be started from the most
constrained pinch.

Remaining problem analysis can be used to make a
quantitative assessment of matches in the context of the
whole network without having to complete the network.

Once the initial network structure has been defined, then
loops, utility paths and stream splits offer the degrees of
freedom for manipulating network cost in multivariable
continuous optimization. When the design is optimized, any
constraint that temperature differences should be larger than
�Tmin or that there should not be heat transfer across the
pinch no longer applies. The objective is simply to design
for minimum total cost.

For more complex network designs, especially those
involving many constraints, mixed equipment specifications
and so on, design methods based on the optimization of a
superstructure can be used.

Network retrofit can be performed on the basis of
the concept of the network pinch. Resequencing and
repiping of heat exchangers, the introduction of new
exchangers and additional stream splitting can all be used
to overcome the network pinch. The identification of
structural modifications to the network can be done on
the basis of minimizing the energy consumption for a
�Tmin using MILP. Once structural modifications have
been identified, these should be subjected to a detailed
capital-energy trade-off using NLP optimization. New
heat transfer area to existing matches can be added
through the addition of new heat exchanger shells in
series or parallel or through heat transfer enhancement to
existing exchangers.

18.11 EXERCISES

1. The stream data for a process are given in the Table 18.6:

Table 18.6 Stream data for Exercise 1.

Stream Supply Target Heat capacity
temperature temperature flowrate

No. Type (◦C) (◦C) (MW·K−1)

1 Hot 200 100 0.4
2 Hot 200 100 0.2
3 Hot 150 60 1.2
4 Cold 50 140 1.1
5 Cold 80 120 2.4
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a. For a �Tmin of 10◦C, the pinch is at 90◦C for hot streams
and 80◦C for cold streams. Design a heat exchanger
network for maximum energy recovery that features the
minimum number of units.

b. By relaxing the constraint of �Tmin = 10◦C, shift heat load
through a utility path such that the network uses only hot
utility and no cold utility at all.

2. The process stream data for a heat recovery network problem
are given in Table 18.7

Table 18.7 Stream data for Exercise 2.

Stream TS (◦C) TT (◦C) CP (MW·K−1)

1. Hot 300 80 0.15
2. Hot 200 40 0.225
3. Cold 40 180 0.2
4. Cold 140 280 0.3

a. Determine the energy targets for hot and cold utility for
�Tmin = 20◦C.

b. Design a heat exchanger network to achieve the energy
targets in the minimum number of units.

c. Identify the scope to reduce the number of units by
manipulating loops and utility paths by sacrificing energy
consumption.

d. Design a network to realize this scope and restore �Tmin =
20◦C.

3. The heat recovery stream data for a process are given in
Table 18.8.

Table 18.8 Stream data for Exercise 3.

Stream TS (◦C) TT (◦C) CP (kW·K−1)

1. Hot 180 40 200
2. Hot 150 40 400
3. Cold 60 180 300
4. Cold 30 130 220

A problem table analysis for �Tmin = 10◦C results in the heat
recovery cascade given in Table 18.9.

Table 18.9 Heat recovery cascade for Exercise 3.

Interval temperature (◦C) Heat flow (MW)

185 6.0
175 3.0
145 0
135 3.0

65 8.6
35 20.0

a. Design a heat recovery network in the minimum number of
units. The number of units is below what might have been
expected from the target for the number of units; why?

b. Low-pressure saturated steam can be generated from
saturated boiler feedwater at an interval temperature of
115◦C. Determine how much low-pressure steam can be
generated and design a network to achieve this duty.

c. The network design from Part b results in two steam
generators. Evolve the network to remove one of these
by suffering a penalty in steam generation, but maintain
�Tmin = 10◦C.

4. The process stream data for a heat recover problem are given
in Table 18.10.

Table 18.10 Stream data for Exercise 4.

Stream TS (◦C) TT (◦C) CP (MW·K−1)

1. Cold 18 123 0.0933
2. Cold 118 193 0.1961
3. Cold 189 286 0.1796
4. Hot 159 77 0.2285
5. Hot 267 80 0.0204
6. Hot 343 90 0.0538

A problem table analysis reveals that QHmin = 13.95 MW,
QCmin = 8.18 MW, hot stream pinch temperature is 159◦C and
cold stream pinch temperature is 149◦C for �Tmin = 10◦C.
a. Design a heat recovery network with the minimum number

of units. (Hint: below the pinch it may be necessary to split
a stream away from the pinch to achieve the minimum
number of units).

b. Evolve the design to eliminate stream splits below the
pinch, while maintaining the same number of units,
by allowing a temperature difference slightly smaller
than 10◦C.

5. The data for a heat recovery problem are given in the
Table 18.11.

Table 18.11 Stream data for Exercise 5.

Stream TS TT Heat capacity
(◦C) (◦C) flowrate

No. Type (MW·K−1)

1 Hot 120 65 0.5
2 Hot 80 50 0.3
3 Hot 135 110 0.29
4 Hot 220 95 0.02
5 Hot 135 105 0.26
6 Cold 65 90 0.15
7 Cold 75 200 0.14
8 Cold 30 210 0.1
9 Cold 60 140 0.05

Steam 250 – –
Cooling water 15 – –

The problem table cascade is given in Table 18.12 for
�Tmin = 20◦C.
Given this data:
a. Set out the stream grid.
b. Design a maximum energy recovery network.
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Table 18.12 Problem table cascade
for Exercise 5.

Interval temperature
(◦C)

Heat flow
(MW)

220 20.95
210 19.95
150 6.75
125 0
110 4.2
100 12

95 13.7
85 14.5
75 16.5
70 18.25
55 28.75
40 31.75

Table 18.13 Stream data for Exercise 6.

Stream Ts TT Stream
(◦C) (◦C) heat duty

No. Type (MW)

1 Hot 150 50 −20
2 Hot 170 40 −13
3 Cold 50 120 21
4 Cold 80 110 15

6. The stream data for a process are given in the Table 18.13.
Steam is available between 180 and 179◦C and cooling water
between 20 and 40◦C. For �Tmin = 10◦C, the minimum hot and
cold utility duties are 7 MW and 4 MW respectively. The pinch
is at 90◦C on the hot streams and 80◦C on the cold streams.
a. Calculate the target for the minimum number of units for

maximum energy recovery.
b. Develop two alternative maximum energy recovery designs,

keeping units to a minimum.
c. Explain why the design below the pinch cannot achieve

the target for the minimum number of units.
d. How many degrees of freedom are available for network

optimization?
7. The stream data for a process are given in the Table 18.14:

Table 18.14 Stream data for Exercise 7.

Stream Ts TT CP
(◦C) (◦C) (kW·K−1)

No. Type

1 Hot 170 88 23
2 Hot 278 90 2
3 Hot 354 100 5
4 Cold 30 135 9
5 Cold 130 205 20
6 Cold 200 298 18

Table 18.15 Heat flow cascade for
Exercise 7.

Interval temperature
(◦C)

Heat flow
(kW)

349 1528
303 1758
273 1368
210 675
205 520
165 0
140 250
135 255

95 1095
85 1255
83 1283
35 851

A problem table heat cascade for �Tmin = 10◦C is given
the Table 18.15. Hot utility is to be provided by a hot oil
circuit with a supply temperature of 400◦C. Cooling water is
available at 20◦C.
a. Calculate the minimum flowrate of hot oil if CP for the hot

oil is 2.1 kJ·kg−1·K−1, assuming �Tmin process-to-process
heat recovery is 10◦C and process to hot oil to be 20◦C.

b. Design a heat exchanger network for maximum energy
recovery in the minimum number of units ensuring
�Tmin = 10◦C for all process-to-process heat exchangers
throughout the network.

c. Suggest an alternative network design below the pinch to
eliminate stream splits by accepting a violation of �Tmin .

d. What tools could have been used to develop the design
below the pinch more systematically?

8. The stream data for a process are given in Table 18.16

Table 18.16 Stream data for Exercise 8.

Stream TS TT Heat duty
(◦C) (◦C) (MW)

No. Type

1 Hot 150 30 7.2
2 Hot 40 40 10
3 Hot 130 100 3
4 Cold 150 150 10
5 Cold 50 140 3.6

a. Sketch the composite curves for �Tmin = 10◦C.
b. Determine the target for hot and cold utility for �Tmin =

10◦C.
c. Design a maximum energy recovery network in the

minimum number of units for �Tmin = 10◦C.
d. Can the number of units be reduced by evolution of

the network?
9. The stream data for a process are given in Table 18.17.

�TTHRESHOLD for the problem is 50◦C and �Tmin is 20◦C.
A problem table analysis on this data produces the cascade
given in Table 18.18 for �Tmin = 20◦C.
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Table 18.17 Stream data for exercise 9.

Stream TS TT Heat capacity
(◦C) (◦C) flowrate

No. Type (MW·K−1)

1 Hot 500 100 4
2 Cold 50 450 1
3 Cold 60 400 1
4 Cold 40 420 0.75

Table 18.18 Heat flow cascade for
exercise 9.

Interval temperature
(◦C)

Heat flow
(MW)

490 0
460 120
430 210
410 255

90 655
70 600
60 582
50 575

a. Design a heat exchanger network for this problem that
achieves maximum energy recovery in the minimum
number of units.

b. Determine how much steam at a condensing temperature
of 180◦C can be generated by this process

c. Sketch the composite curves for the process showing
maximum steam generation at 180◦C.

d. Design a network that achieves maximum energy recovery
in the minimum number of units and which generates the
maximum possible steam at 180◦C.
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The heat exchanger network targeting and design meth-
ods presented in Chapters 16, 17 and 18 maximize heat
recovery for a given set of process conditions. How-
ever, before any analysis can be performed, the material
and energy balance needs to be represented as a set of
hot and cold streams. This is often not straightforward.
Firstly, the process conditions are often not fixed rigidly.
Process conditions such as pressures, temperatures and
flowrates might have the freedom to be changed within
certain limits. The flexibility to change the processing
conditions, where this is possible, can be exploited to
improve the heat recovery further. Also, even if the pro-
cess conditions are fixed for a given process flowsheet
and material and energy balance, it is still not straight-
forward to interpret the flowsheet as a set of hot and
cold streams.

Consider first the issue of changing the process condi-
tions and how those changes might be directed to improve
the heat recovery.

19.1 PROCESS CHANGES FOR HEAT
INTEGRATION

Consider the composite curves in Figure 19.1a. Any process
change that1,2:

• increases the total hot stream heat duty above the
pinch;

• decreases the total cold stream heat duty above the
pinch;

• decreases the total hot stream heat duty below the
pinch;

• increases the total cold stream heat duty below the
pinch

will bring about a decrease in utility requirements. This is
known as the plus–minus principle3,4. These simple guide-
lines provide a reference for appropriate design changes to
improve the targets. The changes apply throughout the pro-
cess to reactors, recycle flowrates, distillation columns, and
so on.

If a process change, such as a change in distillation
column pressure, allows shifting a hot stream from below
the pinch to above, it has the effect of increasing the overall
hot stream duty above the pinch and therefore decreasing

Chemical Process Design and Integration R. Smith
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hot utility. Simultaneously, it decreases the overall hot
stream duty below the pinch and decreases the cold utility.
Shifting a cold stream from above the pinch to below
decreases the overall cold stream duty above the pinch,
decreasing the hot utility, and increases the overall cold
stream duty below the pinch, reducing the cold utility.
Thus, one way to implement the plus–minus principle, as
illustrated in Figure 19.1b, is5:

• shifting hot streams from below to above the pinch, or
• shifting cold streams from above to below the pinch.

Another way to relate these principles is to remember that
heat integration will always benefit by keeping hot streams
hot and keeping cold streams cold5.

19.2 THE TRADE-OFFS BETWEEN
PROCESS CHANGES, UTILITY
SELECTION, ENERGY COST
AND CAPITAL COST

Although the plus–minus principle is the basic reference
in guiding process changes to reduce utility costs, it takes
no account of capital costs. Process changes to reduce
utility consumption will normally bring about a reduction
in temperature driving forces as indicated in Figure 19.1.
Thus, the capital-energy trade-off (and hence �Tmin) should
be readjusted after process changes.

Having to readjust the capital-energy trade-off after every
process change would be a real problem if it were not for
the existence of total cost targeting procedures discussed in
Chapter 17.

In addition, the decrease in driving forces in Figure 19.1
caused by the process changes also affects the potential
for using multiple utilities. For example, as the driving
forces above the pinch become smaller, the potential to
switch duty from high-pressure to low-pressure steam,
as discussed in Section 16.7, decreases. Process changes
are competing with better choice of utility levels, heat
engines and heat pumps for available spare driving
forces. Each time either a process change or a different
choice of utilities is suggested, the capital-energy trade-
off should be readjusted. If multiple utilities are used,
the optimization of the capital-energy trade-off is not
straightforward, since each pinch (process and utility)
can have its own value of �Tmin . The optimization thus
becomes multidimensional.
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Figure 19.1 The plus–minus principle guides process changes to reduce utility consumption. (From Smith R and Linnhoff B, 1988,
Trans IChemE ChERD, 66: 195 reproduced by permission of the Institution of Chemical Engineers.)

19.3 DATA EXTRACTION

Having discussed the way in which changes to the basic
stream data can improve targets, an even more fundamental
question now needs to be addressed. Before any heat
integration analysis can be carried out, the basic stream
data needs to be extracted from the material and energy
balance. In some cases, the representation of the stream data
from the material and energy balance is straightforward.
However, there are a number of pitfalls that can lead to

errors and missed opportunities. Missed opportunities can
arise through extracting too many constraints.

Consider now the basic principles of data extraction for
heat integration.

1. Stream identification. Figure 19.2a shows part of a
flowsheet in which a feed stream is heated from 10 to
70◦C before being filtered. After the filter, it is heated from
70◦C to 135◦C and then from 135◦C to 200◦C before it
is fed to a distillation column. A fundamental question for

(a) Feed stream to a distillation column.

Filter

Filter

Feed

Feed

(b) Data extraction assuming the filter must operate around 70°C.

110°

10°

30°

10°

∆H2 ∆H3

70°

90° 170°

200°

200°

135°

150° 210°

70°

~70° ~70°

∆H1

Figure 19.2 Stream identification.
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representation of stream data for heat integration is “how
many streams are there in this part of the flowsheet?” It
could be assumed that there is a stream from 10◦C to
70◦C, another from 70◦C to 135◦C and a third from 135◦C
to 200◦C. These are three cold streams. There are also
three hot streams currently preheating the cold streams.
One stream is cooled from 110◦C to 30◦C, another from
150◦C to 90◦C and a third from 210◦C to 170◦C. If the
data are extracted in this way, then there would be some
very neat matches between hot and cold streams: the ones
that already exist. Extracting the data in this way does
not seem to open up any opportunities for improvement.
Fundamental questions need to be asked about what exactly
is essential as far as the stream data are concerned? Heating
the outlet of the filter from 70◦C to 135◦C is part of a
previously suggested solution. It is not a constraint that
the process heating should stop at 135◦C. The feed stream
needs to be heated to 200◦C, but the midpoint at 135◦C is
not a constraint. The feed is heated from 10◦C to 70◦C
before entering a filter. It may be that the temperature
at which the filtration can take place has some flexibility
and does not need to be rigidly at 70◦C. Thus, for this
problem, it would seem to be appropriate to extract the
feed stream to the distillation as two streams, one from
10◦C to 70◦C and a second from 70◦C to 200◦C. The
operation of the filter at 70◦C is kept flexible, as shown
in Figure 19.2b.

2. Temperature-enthalpy profiles. Targeting of heat ex-
changer networks has assumed that the heat capacities
of the streams are constant, leading to straight lines
when plotted on a temperature-enthalpy plot. However,
heat capacities are often not constant and this must
somehow be represented, otherwise serious errors might
occur. Consider again the feed preheat for the distillation
shown in Figure 19.2a. If the physical properties are known
for the stream, then the temperature-enthalpy profile of
the feed stream can be obtained from physical property
correlations. This is one possibility. Another possibility is to
represent the temperature-enthalpy profiles approximately,
as illustrated in Figure 19.3. The known temperatures and
heat duties for the existing heat exchangers can be plotted
on a temperature-enthalpy profile as shown in Figure 19.3.
This shows a nonlinear temperature-enthalpy profile taken
directly from the flowsheet but represented as three linear
segments. Such an approximation is good enough for many
purposes. It is also a particularly convenient approach to
adopt when dealing with retrofit of existing flowsheets.
Suppose that the actual behavior of temperature versus

enthalpy is known and is highly nonlinear, as shown in
Figure 19.4. How can the nonlinear data be linearized so
that the construction of composite curves and the problem
table algorithm can be performed? Figure 19.4 shows the
nonlinear streams being represented by a series of linear
segments. The linearization of the hot streams should

T

H∆H1 ∆H2 ∆H3

200°

135°

70°

10°

Figure 19.3 Estimates of temperature-enthalpy profiles from
existing exchanger heat duties and temperature.

T

H

Hot Streams Hotter
than Hot Composite
Curve

Cold Streams Colder 
than Cold Composite
Curve

Figure 19.4 Linearization of nonlinear temperature-enthalpy
profiles.

be carried out on the underside (low-temperature side)
of the curve and the linearization of the cold streams
on the upper side (high-temperature side) of the curve.
This is a conservative way to represent the nonlinear
data, as the linearizations will come closer than the
actual curves.
There is a great temptation to use a large number of linear

segments to represent nonlinear stream data. This is rarely
necessary. Most nonlinear stream data can be represented
reasonably well by two or three linear segments, as
illustrated in Figure 19.4.

3. Mixing. Figure 19.5 illustrates a mixing junction in
which a stream at 100◦C is mixed with a stream at 50◦C
to produce a combined stream with a temperature of 70◦C.
Great caution must be exercised with such mixing points,
as the mixing acts as a heat transfer unit. The mixing
transfers heat directly rather than indirectly through a heat
exchanger. This is illustrated in Figure 19.5. The data for
a problem table analysis could be taken as that for the
mixer in Figure 19.6a where one stream is cooled from



432 Heat Exchanger Networks V – Stream Data

T

Q

100°

100°

50°

50°

70°

70°

Figure 19.5 Nonisothermal mixing carries out direct contact
heat transfer.

150◦C to 100◦C, another is cooled from 80◦C to 50◦C
and both of these combined to produce a stream with
70◦C. This 70◦C stream is then cooled to 30◦C. If the
stream data are extracted as illustrated in Figure 19.6a, then
the heat transfer that takes place in the mixing junction
is embedded within the stream data as being inevitable,
and this might lead to lost opportunities. It might be,
for example in Figure 19.6b, that the pinch temperature
is somewhere between 100◦C and 50◦C. If this is the
case, then some cross-pinch heat transfer will be embedded
within the stream data. This will be a lost opportunity
to improve the energy performance of the system. The
cross-pinch heat transfer that occurs in the mixing junction
can never be corrected. Mixing streams nonisothermally
therefore carries out heat transfer that should be avoided.
To avoid this, streams need to be mixed isothermally.
Figure 19.7 illustrates how the data should be extracted for
this mixing junction. For there to be no prejudice in terms
of heat transfer, it should be assumed that the streams are
mixed at 30◦C in the first instance. This means extracting
the streams as two separation streams, one from 150◦C to
30◦C and another from 80◦C to 30◦C. This assumes that the
mixing takes place at 30◦C, for which there can be no heat
transfer that takes place as a result of the mixing. Even if the
mixing junction does not transfer heat across the pinch, it
does degrade driving forces for the overall heat integration.
In the example in Figure 19.6, high temperature heat at

(a) Data for problem table analysis.

Q

Pinch

(b) Direct contact heat transfer might transfer heat across the pinch.
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30°

50° 70° 30°

Figure 19.6 Nonisothermal mixing degrades temperature driv-
ing forces and might transfer heat across the pinch.

100◦C is degraded to 70◦C. The overall heat exchange can
never benefit by such degradation.

4. Utilities. In general, utilities should not be extracted
from an existing flowsheet and included in the heat
integration. For example, suppose a high-temperature
heating duty could be carried out either with high-pressure
steam or with hot oil generated in a furnace. The cold
stream that the utility is heating needs to be included.
However, the high-pressure steam or hot oil should not
be included. The targeting should be carried out, the
grand composite curves constructed and then the designer
should make the decision as to the best choice of hot
utility. Most uses of utilities, either hot or cold, fall
into this category. However, there are other cases that
are not so straightforward. Suppose steam is being used
in a distillation, but injected as live steam directly into
the distillation, in order to reduce the partial pressure of
the vaporizing components. This is common in refinery
distillation, as discussed in Chapter 11. In this case,
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Figure 19.7 Streams should be assumed to mix isothermally for
energy targeting.

although the steam is generated in a boiler that is part of
the utility system, the steam, when it enters the distillation,
becomes part of the process. The distillation will not work
without the injection of live steam. In this case, the steam
that is injected into the process should be treated as a
process stream, rather than a utility. It could then be
represented within the problem as a cold stream of boiler
feed water being preheated, vaporized and superheated to
the conditions required for the operation.

5. Effective temperatures. When extracting stream data to
represent the heat sources and heat sinks for the heat
exchanger network problem, care must be exercised so as to
represent the availability of heat at its effective temperature.
For example, consider the part of the process represented in
Figure 19.8. The feed stream to a reactor is preheated from
20◦C to 95◦C before entering the reactor. The effluent from
the reactor is at 120◦C and enters a quench that cools the
reactor effluent from 120◦C to 100◦C. The vapor leaving
the quench is at 100◦C and needs to be cooled to 40◦C.
The quenched liquid also leaves at 100◦C but needs to be
cooled to 30◦C. How should the data be extracted?
The fundamental question regarding representation of the

part of the flowsheet in Figure 19.8 as heat sources and heat
sinks is at what temperature the heat becomes available
for heat recovery opportunities. Even though the reactor
effluent is at 120◦C, it is not available at this temperature
because the reactor effluent needs to be quenched. The heat
only becomes available at 100◦C as a vapor stream that
needs to be condensed and cooled to 40◦C and as a quench
liquid at 100◦C that needs to be cooled to 30◦C.

Reactor

Quench Liquid

Data Extraction

20°C 95°C 120°C

100°C 40°C

100°C 40°C

100°C 30°C

95°C 20°C

100°C 30°C

Figure 19.8 Data must be extracted at effective temperatures.

6. Soft constraints. In Figure 19.2b, there was a situation in
which there was some flexibility to change the temperature
at which a filtration takes place. These are termed soft
constraints. There is not complete freedom to choose the
conditions under which the operation takes place, but
there is some flexibility to change the conditions. Another
example of a soft constraint is product storage temperature.
There is sometimes flexibility to choose the temperature at
which material is stored. How should such soft constraints
be directed to benefit the overall heat integration problem?
When extracting soft constraints, the plus–minus principle

needs to be invoked, such that the flexibility in choosing
conditions is directed to reduce the utility consumption,
as indicated in Figure 19.1a. Consider the example in
Figure 19.9, in which a product stream needs to be
cooled before entering the storage tank. There is some
flexibility to choose the storage temperature, but what
temperature should be chosen? Composite curves are shown
in Figure 19.9, and these indicate that the hot stream pinch
temperature is 65◦C. The product cooling is a hot stream,
and it is only of use down to a temperature of 65◦C. Thus,
65◦C would seem to be a sensible storage temperature, as
far as the heat integration is concerned.

7. Enforced matches. There are often some features of the
heat exchanger network that the designer might wish to
accept as fixed. This is often the case in retrofit. For
example, a match between a hot and a cold stream might
exist that is considered to be already appropriate or too
expensive to change. If this is the case, then the part of
the hot and cold stream involved in the enforced match
should be left out of the analysis and added back in at the
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Figure 19.9 Soft temperatures.

end of the analysis. Another typical case encountered in
retrofit situations is where hot and cold streams with small
heat duties are being serviced by utilities. Even though the
temperatures might make the streams tempting to add into
the analysis, if their heat duties are small, they will not make
a significant difference, and changing them is unlikely to be
economic. Again, such streams can be accepted as enforced
matches and left out of the analysis. Only streams with
large heat duties are likely to have a significant influence
on the outcome.

8. Heat losses. For the majority of cases, heat losses to
the environment from hot surfaces will be small compared
to other heat duties and can be neglected. Occasionally, it
might be necessary to accept a significant heat loss and to
account for it in the energy balance. If the heat loss is from
a cold stream, then it should be included with the process
duty, as the heat loss must be serviced either from heat
recovery or hot utility. If the loss is from a hot stream, the
heat loss can be accounted for by splitting the stream from
which the heat loss is occurring into two components: the
process duty and the heat loss. The heat loss should then be
left out of the analysis if the heat loss from the hot stream
is to be accepted.

9. Data accuracy. It is important to try and work with
a set of data that is consistent when designing the heat
exchanger network. Data inconsistencies are more likely
to occur in retrofit situations than in new design. If there
are inconsistencies in the data, it should be adjusted to
make the energy balance consistent. Also, especially in
retrofit situations, accurate data might not be available
across the whole problem. If this is the case, then it is
better to adjust the data to make it self-consistent and
carry out a preliminary analysis. The most accurate data
will be required where the problem is most constrained, in
the region of the heat recovery pinch. Until a preliminary
analysis is performed, the location of the heat recovery
pinch is unknown. Having obtained insights into where
data errors are likely to be a problem, then better data
can be obtained for only those parts of the problem that
are sensitive to data errors. Care should be taken to avoid
spending considerable effort refining data that will have no
significant influence on the analysis.
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Figure 19.10 Outline of phthalic anhydride flowsheet.
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Example 19.1 Phthalic anhydride is an important intermediate
for the plastics industry. Manufacture is by the controlled
oxidation of o-xylene or naphthalene. The most common route
uses o-xylene via the reaction:

C8H10

o-xylene
+ 3O2 −−−→ C8H4O3

phthalic anhydride
+ 3H2O

water

A side reaction occurs in parallel:

C8H10

o-xylene
+ 5

2
O2 −−−→ 8CO2

carbon dioxide
+ 5H2O

water

The reaction uses a fixed-bed vanadium pentoxide–titanium
dioxide catalyst that gives good selectivity for phthalic anhydride,
providing temperature is controlled within relatively narrow
limits. The reaction is carried out in the vapor phase with reactor
temperatures typically in the range 380 to 400◦C.

The reaction is exothermic, and multitubular reactors are
employed with direct cooling of the reactor via a heat transfer
medium. A number of heat transfer media have been proposed to
carry out the reactor cooling such as hot oil circuits, water, sulfur,
mercury, and so on. However, the favored heat transfer medium
is usually a molten heat transfer salt, which is a eutectic mixture
sodium–potassium nitrate–nitrite.

Figure 19.10 shows a flowsheet for the manufacture of phthalic
anhydride by the oxidation of o-xylene. Air and o-xylene are
heated and mixed in a venturi, where the o-xylene vaporizes. The
reaction mixture enters a tubular catalytic reactor. The heat of
reaction is removed from the reactor by recirculation of molten
salt. The temperature control in the reactor would be difficult to
maintain by methods other than molten salt.

The gaseous reactor product is cooled first by boiler feedwater
before entering a cooling water condenser. The cooling duty
provided by the boiler feedwater has been fixed to avoid
condensation. The phthalic anhydride in fact forms a solid on
the tube walls in the cooling water condenser and is cooled to
70◦C. Periodically, the on-line condenser is taken off-line and the
phthalic anhydride melted off the surfaces by recirculation of high-
pressure hot water. Two condensers are used in parallel, one on-
line performing the condensation duty and one off-line recovering

the phthalic anhydride. The heat duties shown in Figure 19.10 are
time-averaged values. The noncondensible gases contain small
quantities of byproducts and traces of phthalic anhydride and are
scrubbed before being vented to atmosphere.

The crude phthalic anhydride is heated and held at 260◦C to
allow some byproduct reactions to go to completion. Purification
is by continuous distillation in two columns. In the first column,
maleic anhydride and benzoic and toluic acids are removed
overhead. In the second column, pure phthalic anhydride is
removed overhead. High-boiling residues are removed from
the bottom of the second column. The reboilers of both
distillation columns are serviced by a fired heater via a hot
oil circuit.

There are two existing steam mains. These are high-pressure
steam at 41 bar superheated to 270◦C and medium-pressure steam
at 10 bar superheated at 180◦C. Boiler feedwater is available at
80◦C and cooling water at 25◦C to be heated to 30◦C.

a. Extract the data from the flowsheet
b. Plot the composite curves and the grand composite curve

Solution
a. From the flowsheet in Figure 19.10, the stream data for the

heat recovery problem are presented in Table 19.1. A number
of points should be noted about the data extraction from
the flowsheet:
(1) The reactor is highly exothermic, and the data have been

extracted as the molten salt being a hot stream. The basis
of this is that it is assumed that the molten salt circuit is
an essential feature of the reactor design. Thereafter, there
is freedom within reason to choose how the molten salt
is cooled.

(2) The product sublimation and melting are both carried out
on a noncontinuous basis. Thus, time-averaged values have
been taken.

(3) The product sublimation and product melting imply a
linear change in enthalpy over a relatively large change
in temperature. However, changes of phase normally take
place with a relatively small change in temperature. Thus,
the product sublimation might involve desuperheating
over a relatively large range of temperature, change of

Table 19.1 Stream data for the process in Figure 19.1.

Stream Ts TT �H
(◦C) (◦C) (kW)

No. Name Type

1 Reactor cooling Hot 377 375 −7000
2 Reactor product cooling Hot 376 180 −3600
3 Product sublimation Hot 180 70 −2400
4 Column 1 condenser Hot 280 279 −400
5 Column 2 condenser Hot 197 196 −800
6 Air feed Cold 60 160 1600
7 o-xylene feed Cold 20 130 200
8 Product melting Cold 70 160 900
9 Holding tank feed Cold 160 260 200

10 Column 1 reboiler Cold 290 291 400
11 Column 2 reboiler Cold 235 236 700
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phase over a relatively small change in temperature and
subcooling over a relatively large range in temperature.
Product melting might involve heating to melting point
over a relatively large range of temperature, followed by
melting over a relatively small change in temperature.
Thus, representation of the product sublimation and
product melting as a linear change in enthalpy seems to
be inappropriate. To overcome this, these two streams
could be broken down into linear segments to represent
this nonlinear temperature-enthalpy behavior. Here, for the
sake of simplicity, the streams will be assumed to have a
linear temperature-enthalpy behavior.

(4) The air starts at 20◦C, but it is heated to 60◦C in the
compressor by the increase in pressure. If the compressor is

an essential feature of the process, then the heating between
20 and 60◦C is serviced by the compressor and should not
be included in the heat recovery problem.

(5) The air and o-xylene are mixed at unequal temperature
in the venturi, where the o-xylene vaporizes. Mixing
at unequal temperatures provides heat transfer by direct
contact and might in principle be direct contact heat
transfer across the pinch, the location of which is as
yet unknown. Thus, accepting the direct contact heat
transfer might lead to unnecessarily high energy targets
if the mixing causes heat transfer across the pinch. The
problem is avoided in targeting by mixing streams, where
possible, at the same temperature, thus avoiding any direct
contact heat transfer. Of course, once the targets have

∆

Figure 19.11 The composite curves and grand composite curve for the phthalic anhydride process.
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been established and the location of the pinch known,
streams can then be mixed at unequal temperatures in the
design away from the pinch in the knowledge that there
is no cross-pinch heat transfer. In this case, the process
conditions will be accepted, initially at least, because of
the vaporization occurring in the mixing.

b. Figure 19.11a shows the composite curves for the process. The
problem is clearly threshold in nature, requiring only cooling,
with a threshold �Tmin of 86◦C. Figure 19.11b shows the grand
composite curves for �Tmin = 10◦C. The reason �Tmin has
been taken to be 10◦C and not 86◦C is that the cooling will
be supplied by the introduction of steam generation, which
will turn the threshold problem into a pinched problem, as
discussed in Chapter 16, for which the value of �Tmin is 10◦C
for this problem.

19.4 HEAT EXCHANGER NETWORK
STREAM DATA – SUMMARY

The basic reference in guiding process changes to reduce
utility costs is the plus–minus principle. However, process
changes so identified prompt changes in the capital-
energy trade-off and utility selection. Using the total cost
targeting techniques described in Chapter 17, it is possible
to effectively screen a wide range of options using relatively
simple computation.

For data extraction from a flowsheet:

• Only essential constraints are included in the stream data.
• Stream data should be linearized on the safe side.
• Mixing should take place isothermally.
• Utilities should not be extracted with the stream data.
• Data should be extracted at effective temperatures.
• Soft constraints should exploit the plus–minus principle

to improve the targets.
• Heat losses from a cold stream can be accounted for by

the inclusion of a fictitious cold stream.
• Heat losses from a hot stream can be accounted for by

splitting the hot stream to represent the loss.
• Accurate data are not always required throughout the

whole problem.
• Enforced matches can be accounted for by leaving parts

of the stream data out of the problem.

19.5 EXERCISES

1. The process flowsheet for a cellulose acetate fibers process is
shown in Figure 19.12. Solvent is removed from the fibers in
a dryer by recirculating air. The air is cooled before it enters
an absorber where the solvent is absorbed in water. The sol-
vent–water mixture is separated in a distillation column and

Dryer

CW

Refrigeration

Air/Solvent CP = 100

Absorption
Column

Fan

Steam

Air CP = 80

Refrigeration

CW

Water CP = 140

CP = 6,500

Distillation
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CW

CP = 5,000

Solvent CP = 5

Steam Water/Solvent CP = 145

CP = kW•K−1

80°C

30°C

20°C
60°C10°C
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30°C
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15°C
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100°C

Figure 19.12 Flowsheet of a process for the manufacture of cellulose acetate fiber.
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CW

CW

(a) Reactor feed pre-heated to 120°C.

(b) Reactor feed pre-heated to 80°C.

10°C

10°C

120°C

80°C

100°C

100°C

Figure 19.13 Data extraction for a reactor feed.

the water recycled. The process is serviced by saturated steam
at 150◦C, cooling water at 20◦C and refrigerant at −5◦C. The
temperature rise of both the cooling water and refrigerant can
be neglected. Extract the stream data from the flowsheet and
present them as hot and cold streams with supply and target
temperatures and heat capacity flowrates. Sketch the composite
curves for the process for �Tmin = 10◦C.

2. Figure 19.13 shows two situations where a feed stream is
heated before entering an agitated reactor vessel. Heat of
reaction is removed from the reactor by cooling water and
the temperature of the reactor controlled to be 100◦C. It is
considered essential to remove the heat of reaction by cooling
water for safety reasons. In the first case (Figure 19.13a), the
feed is preheated to a higher temperature than the reactor. In
the second case (Figure 19.13b), the feed is preheated to a
lower temperature than the reactor. In each case, how should
the data for the feed stream be extracted?
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20 Heat Integration of Reactors

20.1 THE HEAT INTEGRATION
CHARACTERISTICS OF REACTORS

The heat integration characteristics of reactors depend both
on the decisions that have been made for the removal or
addition of heat and the reactor mixing characteristics. In
the first instance, adiabatic operation should be considered
since this gives the simplest design.

1. Adiabatic operation. If adiabatic operation leads to an
acceptable temperature rise for exothermic reactors or an
acceptable decrease for endothermic reactors, then this
is the option that would normally be chosen. If this is
the case, then the feed stream to the reactor requires
heating and the effluent stream requires cooling. The
heat integration characteristics are thus a cold stream
(the reactor feed) if the feed needs to be increased
in temperature or vaporized, and a hot stream (the
reactor effluent) if the product needs to be decreased in
temperature or condensed. The heat of reaction appears as
increased temperature of the effluent stream in the case of
exothermic reaction or decreased temperature in the case of
endothermic reaction.

2. Heat carriers. If adiabatic operation produces an unac-
ceptable rise or fall in temperature, then the option dis-
cussed in Chapters 7 and 13 is to introduce a heat carrier.
The operation is still adiabatic, but an inert material is intro-
duced with the reactor feed as a heat carrier. The heat
integration characteristics are as before. The reactor feed
is a cold stream and the reactor effluent a hot stream. The
heat carrier serves to increase the heat capacity flowrate of
both streams.

3. Cold shot. Injection of cold fresh feed for exother-
mic reactions or preheated feed for endothermic reac-
tions to intermediate points in the reactor can be
used to control the temperature in the reactor. Again,
the heat integration characteristics are similar to adia-
batic operation. The feed is a cold stream if it needs
to be increased in temperature or vaporized and the
product a hot stream if it needs to be decreased in
temperature or condensed. If heat is provided to the
cold shot or hot shot streams, these are additional
cold streams.

Chemical Process Design and Integration R. Smith
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4. Indirect heat transfer with the reactor. Although indirect
heat transfer with the reactor tends to bring about the most
complex reactor design options, it is often preferable to the
use of a heat carrier. A heat carrier creates complications
elsewhere in the flowsheet. A number of options for indirect
heat transfer were discussed earlier in Chapter 7.

The first distinction to be drawn, as far as heat transfer
is concerned, is between the plug-flow and mixed-flow
reactor. In the plug-flow reactor shown in Figure 20.1, the
heat transfer can take place over a range of temperatures.
The shape of the profile depends on the following.

• Inlet feed concentration
• Inlet temperature
• Inlet pressure and pressure drop (gas-phase reactions)
• Conversion
• Byproduct formation
• Heat of reaction
• Rate of cooling/heating
• Presence of catalyst diluents or changes in catalyst

through the reactor

Figure 20.1a shows two possible thermal profiles for
exothermic plug-flow reactors. If the rate of heat removal is
low and/or the heat of reaction if high, then the temperature
of the reacting stream will increase along the length of the
reactor. If the rate of heat removal is high and/or the heat of
reaction is low, then the temperature will decrease. Under
conditions between the two profiles shown in Figure 20.1a,
a maximum can occur in the temperature at an intermediate
point between the reactor inlet and exit.

Figure 20.1b shows two possible thermal profiles for
endothermic plug-flow reactors. This time, the temperature
decreases for low rates of heat addition and/or high heat
of reaction. The temperature increases for the reverse
conditions. Under conditions between the profiles shown
in Figure 20.1b, a minimum can occur in the temperature
profile at an intermediate point between the inlet and exit.

The thermal profile through the reactor will, in most
circumstances, be carefully optimized to maximize selec-
tivity, extend catalyst life, and so on. Because of this, direct
heat integration with other process streams is almost never
carried out. The heat transfer to or from the reactor is
instead usually carried out by a heat transfer intermediate.
For example, in exothermic reactions, cooling might occur
by boiling water to generate steam, which, in turn, can be
used to heat cold streams elsewhere in the process or across
the site.
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Figure 20.1 The heat transfer characteristics of plug-flow reactors.

By contrast, if the reactor is mixed-flow, then the reactor
is isothermal. This behavior is typical of stirred tanks used
for liquid-phase reactions or fluidized-bed reactors used for
gas-phase reactions. The mixing causes the temperature in
the reactor to be effectively uniform.

For indirect heat transfer, the heat integration character-
istics of the reactor can be broken down into the following
three cases.

a. If the reactor can be matched directly with other
process streams (which is unlikely), then the reactor
profile should be included in the heat integration
problem. This would be a hot stream in the case of an
exothermic reaction or a cold stream in the case of an
endothermic reaction.

b. If a heat transfer intermediate is to be used and the cool-
ing/heating medium is fixed, then the cooling/heating
medium should be included and not the reactor pro-
file itself. Once the cooling medium leaves an exother-
mic reactor, it is a hot stream requiring cooling before
being returned to the reactor. Similarly, once the heating
medium leaves an endothermic reactor, it is a cold stream
requiring heating before being returned to the reactor.

c. If a heat transfer intermediate is to be used but the
temperature of the cooling/heating medium is not fixed,
then both the reactor profile and the cooling/heating
medium should be included. The temperature of the
heating/cooling medium can then be varied within
the content of the overall heat integration problem to
improve the targets, as described in Chapter 19.

In addition to the indirect cooling/heating within the reactor,
the reactor feed is an additional cold stream, if it needs to
be increased in temperature or vaporized and the reactor
product an additional hot stream, if it needs to be decreased
in temperature or condensed.

For the ideal-batch reactor, the temperature can be
assumed to be uniform throughout the reactor at any instant
in time. Figure 20.2a shows typical variations in tempera-
ture with time for an exothermic reaction in a batch reac-
tor. A family of curves illustrates the effect of increasing
the rate of heat removal and/or decreasing heat of reac-
tion. Each individual curve assumes the rate of heat trans-
fer to the cooling medium to be constant for that curve
throughout the batch cycle. Figure 20.2b shows typical
curves for endothermic reactions. Again, each individual
curve in Figure 20.2b assumes the rate of heat addition
from the heating medium to be constant throughout the
batch process.

Fixing the rate of heat transfer in a batch reactor is often
not the best way to control the reaction. The heating or
cooling characteristics can be varied with time to suit the
characteristics of the reaction (see Chapter 14). Because of
the complexity of batch operation and the fact that operation
is usually small scale, it is rare for any attempt to be made
to recover heat from a batch reactor or supply heat by
recovery. Instead, utilities are normally used.

The heat duty on the heating/cooling medium is given by

QREACT = −(�HSTREAMS + �HREACT ) (20.1)
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Figure 20.2 The heat transfer characteristics of batch reactors for a fixed rate of heat transfer.

where
QREACT = reactor heating or cooling required
�HSTREAMS = enthalpy change between feed and

product streams
�HREACT = reaction enthalpy (negative in the

case of exothermic reactions)

5. Quench. As discussed in Chapter 7, the reactor effluent
may need to be cooled rapidly (quenched). This can be
by indirect heat transfer using conventional heat transfer
equipment or by direct heat transfer by mixing with
another fluid.

If indirect heat transfer is used with a large temperature
difference to promote high rates of cooling, then the cooling
fluid (e.g. boiling water) is fixed by process requirements.
In this case, the heat of reaction is not available at the
temperature of the reactor effluent. Rather, the heat of
reaction becomes available at the temperature of the quench
fluid. Thus, the feed stream to the reactor is a cold stream,
the quench fluid is a hot stream, and the reactor effluent
after the quench is also a hot stream. This was discussed
under data extraction in Chapter 19.

The reactor effluent might require cooling by direct heat
transfer because the reaction needs to be stopped quickly,
or a conventional heat exchanger would foul, or the reactor
products are too hot or corrosive to pass to a conventional
heat exchanger. The reactor product is mixed with a liquid
that can be recycled, cooled product, or an inert material
such as water. The liquid vaporizes partially or totally and
cools the reactor effluent. Here, the reactor feed is a cold
stream, and the vapor and any liquid from the quench are
hot streams.

Now consider the placement of the reactor in terms of
the overall heat integration problem.

20.2 APPROPRIATE PLACEMENT
OF REACTORS

In Chapter 16, it was seen how the pinch takes on
fundamental significance in improving heat integration.
Now consider the consequences of placing reactors in
different locations relative to the pinch.

Figure 20.3 shows the background process represented
simply as a heat sink and heat source divided by the pinch.
Figure 20.3a shows the process with an exothermic reactor
integrated above the pinch. The minimum hot utility can be
reduced by the heat released by reaction.

By comparison, Figure 20.3b shows an exothermic
reactor integrated below the pinch. Although heat is being
recovered, it is being recovered into part of the process,
which is a heat source. The hot utility requirement cannot
be reduced, since the process above the pinch needs at least
QHmin to satisfy its enthalpy imbalance.

There is no benefit by integrating an exothermic reactor
below the pinch. The appropriate placement for exothermic
reactors is above the pinch1.

Figure 20.4a shows an endothermic reactor integrated
above the pinch. The endothermic reactor removes QREACT

from the process above the pinch. The process above the
pinch needs at least QHmin to satisfy its enthalpy imbalance.
Thus, an extra QREACT must be imported from hot utility
to compensate. There is no benefit by integrating an
endothermic reactor above the pinch. Locally, it might seem
that a benefit is being derived by running the reaction by
recovery. However, additional hot utility must be imported
elsewhere to compensate.

By contrast, Figure 20.4b shows an endothermic reactor
integrated below the pinch. The reactor imports QREACT

from part of the process that needs to reject heat anyway.
Thus, integration of the reactor serves to reduce the
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Figure 20.4 Appropriate placement of an endothermic reactor.

cold utility consumption by QREACT . There is an overall
reduction in hot utility because, without integration, the
process and reactor would require (QHmin + QREACT ) from
the utility.

There is no benefit by integrating an endothermic
reactor above the pinch. The appropriate placement for
endothermic reactors is below the pinch1.

20.3 USE OF THE GRAND COMPOSITE
CURVE FOR HEAT INTEGRATION
OF REACTORS

The above appropriate placement arguments assume that the
process has the capacity to accept or give up the reactor heat
duties at the given reactor temperature. A quantitative tool
is needed to assess the capacity of the background process.
For this purpose, the grand composite curve is used and the
reactor profile treated as if it was a utility, as explained in
Chapter 16.

The problem with representing a reactor profile is that,
unlike utility profiles, the reactor profile might involve
several streams. The reactor profile involves not only
streams such as those for indirect heat transfer shown in
Figure 20.1, but also the reactor feed and effluent streams
that can be an important feature of the reactor heating and
cooling characteristics. The various streams associated with
the reactor can be combined to form a grand composite
curve for the reactor. This can then be matched against
the grand composite curve for the rest of the process. The
following example illustrates the approach.

Example 20.1 Consider again the process for the manufacture
of phthalic anhydride discussed in Example 19.1. The data
was extracted from the flowsheet in Figure 19.10 and listed in
Table 19.1. The composite curves and grand composite curve are
shown in Figure 19.11.

a. Examine the placement of the reactor relative to the rest of
the process.

b. Determine the utility requirements of the process.
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Solution

a. The stream data used to construct the grand composite curve
in Figure 20.5a include those associated with the reactor and
those for the rest of the process. If the placement of the reactor
relative to the rest of the process is to be examined, those
streams associated with the reactor need to be separated from
the rest of the process. Figure 20.5b shows the grand composite
curves for the two parts of the process. Figure 20.5b is based
on Streams 1, 2, 6 and 7 from Table 19.1 and Figure 20.5c is
based on Streams 3, 4, 5, 8, 9, 10 and 11.

In Figure 20.5d, the grand composite curves for the reactor
and that for the rest of the process are superimposed. To
obtain maximum overlap, one of the curves must be taken as
a mirror image. It can be seen in Figure 20.5d that the reactor
is appropriately placed relative to the rest of the process. Had
the reactor not been appropriately placed, it would have been
extremely unlikely that the reactor would have been changed
to make it so. Rather, to obtain appropriate placement of
the reactor, the rest of the process would more likely have
been changed.

b. Figure 20.6 shows the grand composite curve for all the
streams with a steam generation profile matched against it.
The process cooling demand is satisfied by the generation
of high-pressure (41 bar) steam from boiler feedwater, which
is superheated to 270◦C. High-pressure steam generation is
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Figure 20.5 The problem can be divided into two parts, one
associated with the reactor and the other with the rest of the
process (�Tmin = 10◦C) and then superimposed.

preferable to low-pressure generation. There is apparently no
need for cooling water.

A greater amount of steam would be generated if the non-
condensible vent was treated using catalytic thermal oxidation
(see Chapter 25) rather than absorption. The exotherm from
catalytic thermal oxidation would create an extra hot stream
for steam generation.

20.4 EVOLVING REACTOR DESIGN TO
IMPROVE HEAT INTEGRATION

If the reactor proves to be inappropriately placed, then the
process changes might make it possible to correct this. One
option would be to change the reactor conditions to bring
this about. Most often, however, the reactor conditions
will probably have been optimized for selectivity, catalyst
performance, and so on, which, taken together with safety,
materials-of-construction constraints, control, and so on,
makes it unlikely that the reactor conditions would be
changed to improve heat integration. Rather, to obtain
appropriate placement of the reactor, the rest of the process
would most likely be changed.

If changes to the reactor design are possible, then the
simple criteria introduced in Chapter 19 can be used to
direct those changes. Heat integration will always benefit
by making hot streams hotter and cold streams colder.
This applies whether the heat integration is carried out
directly between process streams or through an intermediate
such as steam. For example, consider the exothermic
reactions in Figure 20.1a. Allowing the reactor to work at
higher temperature improves the heat integration potential
if this does not interfere with selectivity or catalyst life or
introduce safety and control problems, and so on. However,
if the reactor must work with a fixed intermediate cooling
fluid, such as steam generation, then the only benefit will
be a reduced heat transfer area in the reactor. The steam
becomes a hot stream available for heat integration after
leaving the reactor. If the pressure of steam generation
can be increased, then there may be energy or heat
transfer area benefits when it is integrated with the rest
of the process.

Care should be taken when preheating reactor feeds
within the reactor using the heat of reaction. This is
achieved in practice simply by passing the cold feeds
directly to the reactor and allowing them to be preheated
by mixing with hot materials within the reactor. However,
if the exothermic reactor is appropriately placed above
the pinch and the feeds start below the pinch, then the
preheating within the reactor is cross-pinch heat transfer.
In this case, feeds should be preheated by recovery
using streams below the pinch before being fed to the
reactor. This increases the heat generated within the reactor,
and heat integration will benefit from the increased heat
available for recovery from the reactor.
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Figure 20.6 The grand composite curve for the whole process apparently requires only high-pressure steam generation from
boiler feedwater.

20.5 HEAT INTEGRATION OF
REACTORS – SUMMARY

The appropriate placement of reactors, as far as heat
integration is concerned, is that exothermic reactors should
be integrated above the pinch and endothermic reactors
below the pinch. Care should be taken when reactor
feeds are preheated by heat of reaction within the
reactor for exothermic reactions. This can constitute cross-
pinch heat transfer. The feeds should be preheated to
pinch temperature by heat recovery before being fed to
the reactor.

Appropriate placement can be assessed quantitatively
using the grand composite curve. The streams associated
with the reactor can be represented as a grand composite

curve for the reactor and then matched against the grand
composite curve for the rest of the process.

If the reactor is not appropriately placed, then it is more
likely that the rest of the process would be changed to
bring about appropriate placement rather than changing
the reactor. If changes to the reactor design are possible,
then the simple criterion of making hot streams hotter
and cold streams colder can be used to bring about
beneficial changes.
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21 Heat Integration of Distillation Columns

21.1 THE HEAT INTEGRATION
CHARACTERISTICS OF
DISTILLATION

The dominant heating and cooling duties associated with a
distillation column are the reboiler and condenser duties. In
general, however, there will be other duties associated with
heating and cooling of feed and product streams. These
sensible heat duties usually will be small in comparison
with the latent heat changes in reboilers and condensers.

Both the reboiling and condensing processes normally
take place over a range of temperature. Practical consider-
ations, however, usually dictate that the heat to the reboiler
must be supplied at a temperature above the dew point of
the vapor leaving the reboiler and that the heat removed in
the condenser must be removed at a temperature lower than
the bubble point of the liquid. Hence, in preliminary design
at least, both reboiling and condensing can be assumed to
take place at constant temperatures.

21.2 THE APPROPRIATE PLACEMENT
OF DISTILLATION

Consider now the consequences of placing simple distil-
lation columns (i.e. one feed, two products, one reboiler
and one condenser) in different locations relative to the
heat recovery pinch. The separator takes heat QREB into
the reboiler at temperature TREB and rejects heat QCOND at
a lower temperature TCOND . There are two possible ways
in which the column can be heat integrated with the rest of
the process. The reboiler and condenser can be integrated
either across, or not across, the heat recovery pinch.

1. Distillation across the pinch. This arrangement is shown
in Figure 21.1a. The background process (which does not
include the reboiler and condenser) is represented simply
as a heat sink and heat source divided by the pinch. Heat
QREB is taken into the reboiler above pinch temperature
and heat QCOND rejected from the condenser below pinch
temperature. Because the process sink above the pinch
requires at least QHmin to satisfy its enthalpy balance, the
QREB removed by the reboiler must be compensated for by
introducing an extra QREB from hot utility. Below the pinch,
the process needs to reject QCmin anyway, and an extra heat
load QCOND from the condenser has been introduced.

Chemical Process Design and Integration R. Smith
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By heat integrating the distillation column with the
process and by considering only the reboiler, it might be
concluded that energy has been saved. The reboiler has
its heat requirements provided by heat recovery. However,
the overall situation is that heat is being transferred across
the heat recovery pinch through the distillation column and
that the consumption of hot and cold utility in the process
must increase correspondingly. There are fundamentally no
savings available from the integration of a separator across
the pinch1,2.

2. Distillation not across the pinch. Here the situation
is somewhat different. Figure 21.1b shows a distillation
column entirely above the pinch. The distillation col-
umn takes heat QREB from the process and returns
QCOND at a temperature above the pinch. The hot util-
ity consumption changes by (QREB – QCOND ). The cold

Figure 21.1 The Appropriate placement of distillation columns.
(From Smith R and Linnhoff B, 1988. Trans IChemE ChERD,
66: 195, reproduced by permission of the Institution of Chemi-
cal Engineers.)



446 Heat Integration of Distillation Columns

utility consumption is unchanged. Usually, QREB and
QCOND have a similar magnitude. If QREB ≈ QCOND ,
then the hot utility consumption is QHmin , and there
is no additional hot utility required to run the col-
umn. It takes a “free ride” from the process. Heat inte-
gration below the pinch is illustrated in Figure 21.1c.
Now the hot utility is unchanged, but the cold util-
ity consumption changes by (QCOND – QREB ). Again,
given that QREB and QCOND usually have similar mag-
nitudes, the result is similar to heat integration above
the pinch.

All these arguments can be summarized by a simple
statement: the appropriate placement for separators is not
across the pinch1,2. Although the principle was originally
stated with regard to distillation columns, it clearly applies
to any separator that takes in heat at higher temperature and
rejects heat at lower temperature.

If both the reboiler and condenser are integrated with
the process, this can make the column difficult to start up
and control. However, when the integration is considered
more closely, it becomes clear that both the reboiler and
condenser do not need to be integrated. Above the pinch,
the reboiler can be serviced directly from the hot utility
with the condenser integrated above the pinch. In this
case, the overall utility consumption will be the same
as that shown in Figure 21.1b. Below the pinch, the
condenser can be serviced directly by cold utility with
the reboiler integrated below the pinch. Now the overall
utility consumption will be the same as that shown in
Figure 21.1c.

21.3 USE OF THE GRAND COMPOSITE
CURVE FOR HEAT INTEGRATION
OF DISTILLATION

The appropriate placement principle can only be applied
if the process has the capacity to provide or accept the
required heat duties. A quantitative tool is needed to assess
the source and sink capacities of any given background
process. For this purpose, the grand composite curve can
be used. Given that the dominant heating and cooling duties
associated with the distillation column are the reboiler and
condenser duties, a convenient representation of the column
is therefore a simple “box” representing the reboiler and
condenser loads2. This “box” can be matched with the
grand composite representing the remainder of the process.
The grand composite curve would include all heating and
cooling duties for the process, including those associated
with separator feed and product heating and cooling, but
excluding reboiler and condenser loads.

Consider now a few examples of the use of this
simple representation. A grand composite curve is shown
in Figure 21.2a. The distillation column reboiler and
condenser duties are shown separately and are matched
against it. The reboiler and condenser duties are on opposite
sides of the heat recovery pinch and the column does not fit.
In Figure 21.2b, although the reboiler and condenser duties
are both above the pinch, the heat duties prevent a fit. Part
of the duties can be accommodated, and if heat integrated,

(a) An inappropriately placed distillation column. (b) A distillation column that can only be
partially integrated.

Condenser

Reboiler

T*

∆H

Condenser

Reboiler

T*

∆H

Figure 21.2 Distillation columns that do not fit against the grand composite curve. (From Smith R and Linnhoff B, 1988, Trans
IChemE ChERD, 66: 195, reproduced by permission of the Institution of Chemical Engineers.)
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(a) A column appropriately placed
above the pinch.

(b) A column appropriately placed below
the pinch.

T*

∆H

T*

∆H

Figure 21.3 Distillation columns that fit against the grand composite curve. (From Smith R and Linnhoff B, 1988, Trans IChemE
ChERD, 66: 195, reproduced by permission of the Institution of Chemical Engineers.)

that would be a saving, but less than the full reboiler and
condenser duties.

The distillation columns shown in Figure 21.3 both fit.
Figure 21.3a shows a case in which the reboiler duty can
be supplied by hot utility. The condenser duty must be
integrated with the rest of the process. Another example is
shown in Figure 21.3b. This distillation column also fits.
The reboiler duty must be supplied by integration with the
process. Part of the condenser duty in Figure 21.3b must
also be integrated, while the remainder of the condenser
duty can be rejected to cold utility.

21.4 EVOLVING THE DESIGN OF
SIMPLE DISTILLATION COLUMNS
TO IMPROVE HEAT INTEGRATION

If an inappropriately placed distillation column is shifted
above the heat recovery pinch by changing its pressure, the
condensing stream, which is a hot stream, is shifted from
below to above the pinch. The reboiling stream, which is
a cold stream, stays above the pinch. If the inappropriately
placed distillation column is shifted below the pinch, then
the reboiling stream, which is a cold stream, is shifted from
above to below the pinch. The condensing stream stays below
the pinch. Thus appropriate placement is a particular case of
shifting streams across the pinch, which in turn is a particular
case of the plus–minus principle (see Chapter 19).

If a distillation column is inappropriately placed across
the pinch, it may be possible to change its pressure to

achieve appropriate placement. Of course, as the pressure
is changed, the shape of the “box” also changes, since
not only do the reboiler and condenser temperatures
change but also the difference between them. The relative
volatility will also be affected, generally decreasing with
increasing pressure. Thus, both the height and the width
of the box will change as the pressure changes. Changes
in pressure also affect the heating and cooling duties
for column feed and products. These streams normally
would be included in the background process. Hence, the
shape of the grand composite curve will also change to
some extent as the column pressure changes. However,
as pointed out previously, it is likely that these effects
will not be significant in most processes, since the
sensible heat loads involved will usually be small by
comparison with the latent heat changes in condensers
and reboilers.

If the distillation column will not fit either above or below
the pinch, then other design options can be considered.
One possibility is double-effect distillation as shown in
Figure 21.4a3. The column feed is split and fed to two
separate parallel columns. The classical application of
double-effect distillation is to choose the relative pressures
of the columns such that the heat from the condenser
of the high-pressure column can be used to provide the
reboiler heat to the low-pressure column. In isolation,
the scheme would save energy, approximately halving the
energy consumption by using the same energy twice in
different temperature ranges. The energy reduction will
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Figure 21.4 Double-effect distillation. (From Smith R and Linnhoff B, 1988, Trans IChemE ChERD, 66: 195, reproduced by permission
of the Institution of Chemical Engineers.)

be at the expense of increased capital cost. However,
used on a stand-alone basis in this way, in reducing the
heat load on the system, the temperature difference over
the distillation system increases. If an attempt is made
to heat integrate this double-effect distillation with the
rest of the process, the increased temperature difference
across the system might create problems. The increased
temperature difference might prevent integration above the
pinch (perhaps because the required high temperature in
the reboiler creates fouling) or below the pinch (perhaps
because the required low temperature in the condenser
would require expensive refrigeration).

However, there is no fundamental reason why these two
columns must be linked together thermally. Figure 21.4b
shows two columns that are not linked thermally and, as
a result, each can be individually appropriately placed.
Obviously, the capital cost of such a scheme will be higher
than that of a single column, but it may be justified by
favorable energy savings.

Another design option that can be considered if a column
will not fit into the grand composite curve is the use of
an intermediate condenser, as illustrated in Figure 21.5.
The shape of the “box” is now altered, because the
intermediate condenser changes the heat flow through the
column with some of the heat being rejected at a higher
temperature in the intermediate condenser. The particular
design shown in Figure 21.5, the match with the grand
composite curve would require that at least part of the
heat rejected from the intermediate condenser should be
passed to the process. An analogous approach can be used
to evaluate the possibilities for the use of intermediate
reboilers. For intermediate reboilers, part of the reboiler
heat is supplied at an intermediate point in the column,

Condenser

Intermediate
Condenser

B

A

R

C

C

A + B

Reboiler

∆H

T*

Figure 21.5 Distillation of column with intermediate condenser.
The profile can be designed to fit the background process.
(From Smith R and Linnhoff B, 1988, Trans IChemE ChERD,
66: 195, reproduced by permission of the Institution of Chemi-
cal Engineers.)
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at a temperature lower than the reboiler temperature.
Flower and Jackson4, Kayihan5 and Dhole and Linnhoff6

have presented procedures for the location of intermediate
reboilers and condensers.

21.5 HEAT PUMPING IN DISTILLATION

Various heat-pumping schemes have been proposed as a
means of saving energy in distillation. Of these schemes,
use of the column overhead vapor as the heat pumping fluid
is usually the most economically attractive. This scheme,
known as vapor recompression, is illustrated in Figure 21.6.

For heat pumping to be economic on a stand-alone basis,
it must operate across a small temperature difference, which
for distillation means close boiling mixtures. In addition,
the use of the scheme is only going to make sense if the
column is constrained to operate either on a stand-alone
basis or at a pressure that would mean it would be across the
pinch. Otherwise, heat integration with the process might
be a much better option. Vapor recompression schemes for
distillation therefore only make sense for the distillation of
close boiling mixtures in constrained situations3.

21.6 CAPITAL COST CONSIDERATIONS

The design changes suggested so far for distillation columns
have been motivated by the incentive to reduce energy
costs by more effective integration between the distillation
column and the rest of the process. There are, however,

capital cost implications when the distillation design and
the heat integration scheme are changed. These implications
fall into two broad categories: changes in distillation capital
cost and changes in heat exchanger network capital cost.
Obviously, these capital cost changes should be considered
together, along with the energy cost changes, in order
to achieve an optimum trade-off between capital and
energy costs.

1. Distillation capital costs. The classical optimization in
distillation, as discussed in Chapter 9, is to trade-off capital
cost of the column against energy cost for the distillation by
changing the reflux ratio. In Chapter 9, this was discussed
from the situation of distillation columns operating on
utilities and not integrated with the rest of the process.
Experience gained with this traditional optimization has led
to rules of thumb for the selection of reflux ratios. Typically,
the optimum ratio of actual to minimum reflux ratio is usually
around 1.1. Practical considerations often prevent a ratio of
less than 1.1 being used, as discussed in Chapter 9.

If the column is inappropriately placed with the process,
then an increase in reflux ratio causes a corresponding
overall increase in energy, and the trade-off rules apply. If,
however, the column is appropriately placed, then the reflux
ratio can often be increased without changing the overall
energy consumption as shown in Figure 21.7. Increasing the
heat flow through the column decreases the requirement for
distillation stages but increases the vapor rate. In designs
initialized by traditional rules of thumb, this would have
the effect of decreasing the capital cost of the column.
However, the corresponding decrease in heat flow through
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Figure 21.6 Heat pumping in distillation. A vapor recompression scheme. (From Smith R. and Linnhoff B, 1988, Trans IChemE
ChERD, 66: 195, reproduced by permission of the Institution of Chemical Engineers.)
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Figure 21.7 The capital/capital trade-off for an appropriately integrated distillation column. (From Smith R and Linnhoff B, 1988,
Trans IChemE ChERD, 66: 195, reproduced by permission of the Institution of Chemical Engineers.)

the process will have the effect of decreasing temperature
differences and increasing the capital cost of the heat
exchanger network, as shown in Figure 21.7. Thus, the
trade-off for an appropriately integrated distillation column
becomes one between the capital cost of the column and the
capital cost of the heat exchanger network3, Figure 21.7.

Consequently, the optimum reflux ratio for an appropri-
ately integrated distillation column will be problem specific
and is likely to be quite different from that of a stand-alone
column operated from utilities.

2. Heat exchanger network capital costs. It is easy for the
designer to become carried away with the elegance of
“packing boxes” into space around the grand composite
curve. However, the full implications of integration are
only clear when the corresponding composite curves of
the process with the distillation column are considered.
Temperature differences become smaller throughout the
process as a result of the integration. This means that the
capital-energy trade-off should be readjusted, and a larger
�Tmin might be required. The optimization of the capital-
energy trade-off might undo part of the savings achieved
by appropriate integration.

Unfortunately, the overall design problem is even more
complex in practice. Large temperature differences in the
process (i.e. space in the grand composite curve) could
equally well be exploited to allow the use of moderate
temperature utilities or the integration of heat engines,
heat pumps, and so on, in preference to integration of
distillation columns. There is thus a three-way trade-off
between distillation design and integration, utility selection
and the capital-energy trade-off (�Tmin optimization).

21.7 HEAT INTEGRATION
CHARACTERISTICS OF
DISTILLATION SEQUENCES

The problem of distillation sequencing was discussed in
Chapter 11, where the distillation columns in the sequence
were operated on a stand-alone basis using utilities for
the reboilers and condensers. Following the approach
in Chapter 11, the best few nonintegrated distillation
sequences would be found. These sequences would then be
heat integrated as discussed above. Figure 21.8 shows how
heat integration can be applied within a two-column direct
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(a) Forward heat integration. (b) Backward heat integration.
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Figure 21.8 Heat integration of a sequence of two simple distillation columns. (From Smith R and Linnhoff B, 1988, Trans IChemE,
CHERD, 66: 195, reproduced by permission of the Institution of Chemical Engineers.)
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distillation sequence for the separation of three products. In
Figure 21.8a, the first distillation column has been increased
in pressure such that the condenser of the first column can
provide the heat for the reboiler of the second column,
sometimes known as forward integration. In Figure 21.8b,
the pressure of the second column has been increased such
that the condenser of the second column can provide the
heat for the reboiler of the first, sometimes known as
backward integration. Both schemes will bring about a
significant reduction in the energy requirement.

This approach to the overall problem breaks down the
design procedure into two steps of first determining the
best nonintegrated sequence and then heat integrating. This
assumes that the two problems of distillation sequencing

Nonintegrated
Sequences

Integrated
Sequences

Solutions

Cost

Figure 21.9 For unconstrained sequences of simple columns,
the best few nonintegrated sequences tend to turn into the best
few integrated sequences. (From Smith R and Linnhoff B, 1988,
Trans IChemE ChERD, 66:195 reproduced by permission of the
Institution of Chemical Engineers.)

and heat integration can be decoupled. Studies have been
carried out where sequences of simple distillation columns
were first developed without heat integration and all reboil-
ers and condensers serviced by utilities7,8. These sequences
were then heat integrated. Comparison of the nonintegrated
and integrated sequences showed that the configurations
that achieved the greatest energy saving by integration
were already amongst those with the lowest energy require-
ment prior to integration7,8. The result is illustrated in
Figure 21.9. The best few nonintegrated sequences tend to
turn out to be the best few integrated sequences in terms
of total cost (capital and operating). It must be emphasized
that this decoupling depends on the absence of significant
constraints limiting the heat integration potential within the
distillation sequence. If there are significant constraints, for
example, limitations on the pressure of some of the columns
due to reboiler fouling that limit the heat integration poten-
tial, then the result might not apply.

It is important to emphasize that, when considering
distillation sequences, the focus should not be exclusively
on the single sequence with the lowest overall cost. Rather,
because there is often little difference in cost between the
best few sequences, and because of the uncertainties in
the calculations and the fact that other factors need to
be considered in a more detailed evaluation, the best few
should be evaluated in more detail rather than just one.

If the design problem in the absence of significant con-
straints can be decoupled in this way, there must be some
mechanism behind this. Take two different sequences for
the separation of a four-component mixture, Figure 21.103.
Summing the feed flowrates of the key components (see
Chapter 9) to each column in the sequence, the total
flowrate is the same in both cases, Figure 21.10. However,
the flow of nonkey components is different, Figure 21.10.
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Figure 21.10 The mass flowrate of key components are the same for all sequences, but the mass flowrate of nonkey components varies.
(From Smith R and Linnhoff B, 1988, Trans IChemE ChERD, 66:195 reproduced by permission of the Institution of Chemical Engineers.)
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∑m

Figure 21.11 The overall flowrate decomposed into key and
nonkey components. (From Smith R and Linnhoff B, 1988,
Trans IChemE ChERD, 66:195 reproduced by permission of the
Institution of Chemical Engineers.)

In general, the flow of key components is constant and
independent of the sequence while the flow of nonkeys
varies according to the choice of sequence, as illustrated
in Figure 21.113.

It thus appears that the flowrate of the nonkeys may account
for the differences between sequences. Essentially, nonkey
components have two effects on a separation. They cause8:

1. an unnecessary load on the separation, leading to higher
heat loads and vapor rates;

2. a widening of the temperature differences across columns
since, light nonkey components cause a decrease in
condenser temperature and heavy nonkey components
cause an increase in the reboiler temperature.

These effects can be expressed quantitatively in temper-
ature-heat profiles as illustrated in Figure 21.12. A high

Low∑m
Nonkeys

High∑m
Nonkeys

Condensers

Reboilers

Temperature

Enthalpy

Figure 21.12 Temperature-heat profiles for sequences of simple
columns with no constraints having a low flowrate of nonkey
components tend to be favorable. (From Smith R and Linnhoff B,
1988, Trans IChemE ChERD, 66:195 reproduced by permission
of the Institution of Chemical Engineers.)

flowrate of nonkey components leads simultaneously to
higher loads and more extreme levels, Figure 21.12.

Whether heat integration is restricted to the separation
system or allowed with the rest of the process, integration
always benefits from colder reboiler streams and hotter
condenser streams. This point has been dealt with in
more general terms in Chapter 19. In addition, when
column pressures are allowed to vary, columns with
smaller temperature differences are easier to integrate, since
smaller changes in pressure are required to achieve suitable
integration. However, is there any conflict with capital cost?
A column sequence that handles a large amount of heat
must have a high capital cost for two reasons:

1. Large heat loads to be transferred result in large reboilers
and condensers.

2. Large heat loads will cause high vapor rates and these
require large column diameters.

It is thus unlikely that a distillation sequence will have
a small capital cost and a large operating cost or vice
versa. A nonintegrated sequence with a large heat load
has high vapor rates, large heat transfer areas and large
column diameters. Even if the heat requirements of this
sequence are substantially reduced by integration, large heat
transfer areas and large diameters must still be provided.
Any savings in utility costs achieved by heat integration
must compensate for these high capital costs before this
sequence can become competitive with a nonintegrated
sequence starting with a smaller heat load. Thus, capital
cost considerations reinforce the argument that the best few
nonintegrated sequences with the lowest heat load are those
with the lowest total cost.

It is interesting to reflect on the heuristics for sequencing
of distillation columns in Chapter 11. Heuristics 2, 3 and 4
from Section 11.1 tend to minimize the flowrate of nonkey
components. Heuristic 1 relates to special circumstances
when there is a particularly difficult separation8.

The mechanism by which nonkey components affect
a given separation is more complex in practice than
the broad arguments presented here. There are complex
interrelationships between the volatility of the key and
nonkey components, and so on. Also, it is often the case that
the distillations system has constraints to prevent certain
heat integration opportunities. Such constraints will often
present themselves as constraints over which the pressure
of the distillation columns will operate. For example,
it is often the case that the maximum pressure of a
distillation column is restricted to avoid decomposition
of material in the reboiler. This is especially the case
when reboiling high molar mass material. Distillation of
high molar mass material is often constrained to operate
under vacuum conditions. Clearly, if the pressure of the
distillation column is constrained, then this restricts the
heat integration opportunities. Another factor that can create
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problems is that, as the pressure of each column in the
sequence is varied, this has implications for the downstream
column in terms of the feed condition for the downstream
column. If two columns are at the same pressure, then a
saturated liquid leaving one column will be saturated as it
enters the second column. However, if the pressure of the
first column becomes higher than the second as a result of
a pressure change, then the saturated liquid from the first
column will become a subcooled feed to the second. If the
pressure of the first column becomes lower than the second
as a result of a pressure change, then the saturated liquid
from the first column will become a partially vaporized or
superheated feed to the second. The feed condition can have
a significant influence on the column design.

Constraints might be applied for the sake of reducing
the capital costs (e.g. to avoid long pipe runs). In
addition, constraints might be applied to avoid complex
heat integration arrangements for the sake of operability
and control (e.g. to have heat recovery to a reboiler from
a single source of heat, rather than two or three sources
of heat).

In addition to these issues regarding constraints for
simple columns, there is also the issue of the introduction
of complex columns into the sequence. Figure 21.13a
illustrates the thermal characteristics of a direct sequence of
two simple columns. Once the two columns are thermally
coupled, as illustrated in Figure 21.13b, the overall heat
load is reduced. However, all of the heat must be supplied
at the highest temperature for the system. Thus there is
a trade-off in which the load is reduced, but the levels
required to supply the heat become more extreme. The
corresponding case for the indirect sequence is shown in
Figure 21.14. As the indirect sequence is thermally coupled,
the heat load is reduced, but now all of the heat must
be rejected at the lowest temperature. Thus, there is a
benefit of reduced load but a disadvantage of heat rejection
at more extreme levels. The same problem occurs with

1

2

1

2

Enthalpy

(b) Thermally complied direct sequence.

Te
m

pe
ra

tu
re

1

2

1

2

Enthalpy

(a) The direct sequence.

Te
m

pe
ra

tu
re

Figure 21.13 Thermally coupling the direct sequence changes
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Figure 21.14 Thermally coupling the indirect sequence changes
both the loads and levels.

thermally coupled prefractionators. However, this time both
heat supply and rejection must be carried out at the most
extreme temperatures.

All of these arguments demand a more sophisticated
approach to the heat integration of distillation sequences,
such that the sequence and heat integration (including
complex columns) are explored simultaneously.

Example 21.1 Two distillation columns have been sequenced
to be in the direct sequence (see Figure 21.8). Opportunities for
heat integration between the two columns are to be explored.
The operating pressures of the two columns need to be chosen to
allow heat recovery. Data for Column 1 and Column 2 at various
pressures are given in Tables 21.1 and 21.2.

Medium-pressure (MP) steam is available for reboiler heating at
200◦C. Cooling water is available for condensation, to be returned

Table 21.1 Data for Column 1.

P

(bar)
TCOND

(◦C)
TREB

(◦C)
QCOND

(kW)
QREB

(kW)

1 90 120 3000 3000
2 130 160 3600 3600
3 140 170 4000 4000
4 160 190 4300 4300

Table 21.2 Data for Column 2.

P

(bar)
TCOND

(◦C)
TREB

(◦C)
QCOND

(kW)
QREB

(kW)

1 110 130 5500 5500
2 130 153 6000 6000
3 150 175 6300 6300
4 163 190 6500 6500
5 170 200 6600 6600
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to the cooling tower at 30◦C. Assume a minimum permissible
temperature difference for heat transfer of 10◦C. Determine the
minimum utility requirements for:

a. both columns operating at 1 bar,
b. forward heat integration,
c. backward heat integration.

Solution

a. Heat integration between condenser and reboiler is feasible if

TCOND ≥ TREB + �Tmin

From Tables 21.1 and 21.2, when both columns operate at 1
bar, no heat integration is possible. Thus,

QHmin = 3000 + 5500

= 8500 kW

QCmin = 3000 + 5500

= 8500 kW

b. Consider forward heat integration by increasing the pressure of
Column 1. Because heat duties will increase with increasing
pressure, low operating pressures are preferred. Thus, Column
2 is kept at 1 bar with a reboiler temperature of 130◦C. This
means that the minimum condensing temperature of Column
1 must be 140◦C, which corresponds with a pressure of 3 bar.
From Tables 21.1 and 21.2:

QHmin = 4000 + (5500 − 4000)

= 5500 kW

QCmin = 0 + 5500

= 5500 kW

c. For backward heat integration, the appropriate operating
pressures are 1 bar for Column 1 and 2 bar for Column 2.
Thus, from Tables 21.1 and 21.2:

QHmin = 0 + 6000

= 6000 kW

QCmin = 3000 + (6000 − 3000)

= 6000 kW

Thus, to minimize utility costs, forward heat integration should
be used with Column 1 at 3 bar and Column 2 at 1 bar.

21.8 HEAT-INTEGRATED DISTILLATION
SEQUENCES BASED ON THE
OPTIMIZATION OF A
SUPERSTRUCTURE

In order to explore distillation sequencing and heat
integration simultaneously, a more automated approach to

the problem is required. First, the variation in reboiler
duty and temperature and condenser duty and temperature
with pressure needs to be modeled. If the basic separation
task is fixed, then a model can be developed for the
separation task and its pressure varied. This will provide the
relationship between the duties, temperatures and pressures.
The variation of the heat duties and temperatures with
pressure will be nonlinear. However, the nonlinear behavior
can be approximated using piecewise linearization. Such
techniques were discussed in Chapter 3 for modeling
nonlinear behavior and turning a nonlinear model into
a linear model for use in optimization. This establishes
quantitative information on the variation of heat duties and
temperatures with pressure, as required for exploring heat
integration. All the separation tasks for the sequence need
to be modeled in this way. In Chapter 11, an approach was
developed for the sequencing of nonintegrated distillation
columns based on the optimization of a superstructure
of the distillation tasks9. In principle, this could be
extended to include also the heat integration opportunities.
Binary variables can be introduced into the optimization
to represent the existence of possible heat integration
matches. Each possible match between a condenser and a
reboiler, a condenser and a cold steam and a reboiler and
a hot stream would require a binary variable to represent
its existence. Binary variables would also be needed
to represent the relative temperatures of condensers and
reboilers (i.e. whether heat transfer would be feasible). This
introduces a significant number of new binary variables
into the optimization and makes it very difficult to solve
for large problems. Thus, a different representation for the
superstructure for the heat-integrated columns is required10.

The minimum number of simple columns required to
separate NC end products is (NC − 1). An equipment-
based superstructure can be developed, rather than a task-
based superstructure. As an example, Figure 21.15a shows
sequences of three columns for the separation of a four-
product mixture. The tasks that can be carried out by
columns can be grouped according to the key components.

• A/B separation – tasks A/BCD, A/BC and A/B

• B/C separation – tasks AB/CD, B/CD, AB/C and B/C

• C/D separation – tasks ABC/D, BC/D and C/D

An equipment-based superstructure can be developed
containing the minimum number of columns. This is
illustrated in Figure 21.15b where three Columns X, Y and
Z can carry out one of a group of tasks. The connections
between the columns depend on the task selection. The
synthesis problem becomes one of determining which task
is to be carried out in which column. The advantage
of the equipment-based superstructure for heat integration
considerations is that heat-integrated options are related to
the number of columns and not to the number of separation
tasks. Thus, in Figure 21.15b, only the condenser/reboiler
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X Y Z

• ABC/D
• BC/D
• C/D

• AB/CD
• AB/C
• B/CD
• B/C

• A/BCD
• A/BC
• A/B

(b) Different tasks can be carried out in the same column.

(a) Sequences of columns for a four product separation.
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Figure 21.15 An equipment-based superstructure.

connections between Columns X, Y and Z need to be
considered for heat integration, rather than each separation
task. Binary variables can be used to represent the matches
between condensers and reboilers, relative temperatures,
and so on. Using an equipment-based superstructure
dramatically reduces the number of variables. Binary
variables are associated with assigning a Task i to Column j

and also to indicate whether a given heat integration match
is active11.

If nonlinear capital costs considerations are left out of
the formulation, then the problem can be formulated as
an MILP problem (see Chapter 3). Once nonlinear costs
are included, the problem becomes an MINLP, with all
of the problems associated with nonlinear optimizations.
As with many such problems, if the required formulation
turns out to be an MINLP, then an MILP can be used to
provide a good initialization for the MINLP, simplifying
its solution.

21.9 HEAT INTEGRATION OF
DISTILLATION
COLUMNS – SUMMARY

The appropriate placement of distillation columns when
heat integrated is not across the heat recovery pinch. The
grand composite curve can be used as a quantitative tool to
assess integration opportunities. The scope for integrating
conventional distillation columns into an overall process
is often limited. Practical constraints often prevent inte-
gration of columns with the rest of the process. If the

column cannot be integrated with the rest of the process,
or if the potential for integration is limited by the heat
flows in the background process, then attention must be
turned back to the distillation operation itself and complex
arrangements considered.

Once the distillation is integrated, the driving forces
between the composite curves become smaller. This in
turn means that the capital-energy trade-off for the heat
exchanger network should be readjusted accordingly.

When heat integrating nonintegrated simple distillation
sequences in the absence of significant constraints, the
best few nonintegrated distillation sequences are usually
amongst the best few integrated sequences. This results
from excessive flowrates of nonkey components increasing
reboiler and condenser duties and, at the same time,
widening the temperature differences across the sequence as
a whole. Larger heat duties and more extreme temperatures
tend to reduce the heat integration opportunities. However,
this tends to happen only in the absence of significant
constraints.

The use of complex columns (side-strippers, side-
rectifiers and thermally coupled prefractionators) reduces
the overall heat duties for the separation at the expense
of more extreme temperatures for reboiling and con-
densing. Heat integration benefits from smaller duties,
but more extreme temperatures make the heat integration
more difficult).

Thus, the introduction of constraints and complex
columns demands a simultaneous solution of the sequencing
and heat recovery problems. This can be carried out on the
basis of the optimization of a superstructure.
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21.10 EXERCISES

1. Table 21.3 represents a problem table cascade (�Tmin = 20◦C).

Table 21.3 Heat flow cascade for
Exercise 1.

Interval temperature
(◦C)

Heat flow
(kW)

160 1000
150 0
130 1100
110 1400
100 900

80 1300
40 1400
10 1800

−10 1900
−30 2200

The utilities available are given in Table 21.4. Both low
pressure (LP) and medium pressure (MP) steam are available.

Table 21.4 Utility data for Exercise 1.

Utility Cost

Cooling water (20 to 40◦C) Cost = 0.3 × [$·kw−1·y−1]
Refrigeration at 0◦C

and – 40◦C
Cost of electricity =

7.5 × [$·kW−1·y−1]
LP steam at 107◦C raised from

boiler feed water at 60◦C
Credit for LP

steam = 1.8 × [$·kW−1·y−1]
MP steam at 200◦C Cost = 2.25 × [$·kW−1·y−1]

a. By drawing the process grand composite curve, set refrig-
eration and other utility loads below the pinch around the
full process steam raising capacity. Calculate the duties of
all these. Data for boiler feed water are:

Specific heat capacity = 4.2 (kJ·kg−1·K−1)

Latent heat of vaporization = 2238 (kJ·kg−1)

b. The power required by the refrigeration levels is given by

W = QC

0.6

(
TH − TC

TC

)

where W = power required for the refrigeration cycle
QC = the cooling duty
TC = temperature at which heat is taken into the

refrigeration cycle (K)
TH = temperature at which heat is rejected from

the refrigeration cycle (K)

Assume heat rejection from refrigeration is to cooling water.
Calculate the total energy cost of the utilities.

c. A distillation column presently using MP steam and cooling
water is to be integrated into this process. If the reboiler

temperature is 120◦C, the condenser is 90◦C and each has
a duty of 1100 kW, redraw the process grand composite
including the integrated distillation column. Show how the
above utilities would now be best placed below the pinch.
Determine whether the integration of the column has led to
an overall energy cost saving.

2. A problem table analysis for a given process produces the heat
flow cascade in Table 21.5 for �Tmin = 10◦C.

Table 21.5 Problem table cascade for
Exercise 2.

Interval temperature
(◦C)

Cascade heat
flow (MW)

295 18.3
285 19.8
185 4.8
145 0
85 10.8
45 12.0
35 14.3

a. A distillation column, which separates a mixture of toluene
and diphenyl into relatively pure products, is to be integrated
with the process. The operating pressure of the column
has been fixed initially to atmospheric (1.013 bara). At
this pressure, the toluene condenses overhead at a constant
temperature of 111◦C and diphenyl is reboiled at a constant
temperature of 255◦C. What would be the consequence of
integrating the distillation column with the process at a
pressure of 1.013 bara?

b. Can you suggest a more appropriate operating pressure for
the distillation column if it is to be integrated with the
process? The reboiler and condenser loads are both 4.0
MW and can be assumed not to change significantly with
pressure. The vapor pressures of toluene and diphenyl can
be represented by:

ln Pi = Ai − Bi

T + Ci

where Pi is the vapor pressure (bar), T is the absolute
temperature (K) and Ai, Bi and Ci are constants, which are
given in Table 21.6.

Table 21.6 Vapor pressure constants.

Component Ai Bi Ci

Toluene 9.3935 3096.52 −53.67
Diphenyl 10.0630 4602.23 −70.42

Vacuum operation should be avoided and the reboiler
temperature kept as low as possible to minimize fouling.

c. Sketch the shape of the grand composite curve after the
distillation column has been integrated.
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3. In Example 21.1, consider introducing a double-effect column
to replace Column 2 for the backward heat integration
arrangement. Assume an equal split of flowrate into the double-
effect column. Is there any benefit from the arrangement?

4. A direct sequence of two distillation columns produces three
products A, B and C. The feed condition and operating pres-
sures are to be chosen to maximize heat recovery opportunities.
To simplify the calculations, assume that condenser duties do
not change when changing from saturated liquid to saturated
vapor feed. This will not be true in practice, but simplifies
the exercise. Assume also that the reboiler duty for saturated
liquid feed is the sum of the reboiler duty for saturated vapor
feed plus the heat duty to vaporize the feed. Data for the two
columns are given in Tables 21.7 and 21.8.

Table 21.7 Exercise 4 data for Column 1.

P

(bar)
TCOND

(◦C)
TREB

(◦C)
Saturated

liquid feed
Saturated

vapor feed

QCOND

(kW)
QREB

(kW)
TFEED

(◦C)
QFEED

(kW)

1 90 130 3000 3000 110 2000
2 110 152 4000 4000 130 1800
3 130 173 5000 5000 150 1600
4 150 195 6000 6000 170 1500

Table 21.8 Exercise 4 data for Column 2.

P

(bar)
TCOND

(◦C)
TREB

(◦C)
Saturated

liquid feed
Saturated

vapor feed

QCOND

(kW)
QREB

(kW)
TFEED

(◦C)
QFEED

(kW)

1 120 140 3000 3000 130 1500
2 140 165 4000 4000 150 1300
2.5 150 178 4500 4500 160 1200

Cooling water is available with a return temperature of 30◦C
and a cost of $4.5 kW−1·y−1. Low-pressure steam is available
at a temperature of 140◦C and a cost of $90 kW−1·y−1.
Medium-pressure steam is available at a temperature of 200◦C
and a cost of $135 kW−1·y−1.The minimum temperature
difference allowed is 10◦C.
a. List the possible heat integration opportunities (include

steam generation opportunities and feed heating opportu-
nities).

b. Calculate the minimum cost for backward heat integration
by optimizing the column pressures.

c. Calculate the minimum cost for backward heat integration
by optimizing the column pressures, but disallow heat
recovery between condensers and reboilers. Keep both feeds
to be saturated liquids.

d. If the feeds to both columns are saturated vapor, calculate
the minimum utility cost, but disallow heat recovery
between condensers and reboilers. Use the pressures from
Part b above.

e. Repeat Part b, but keeping the column pressures to 1 bar.

5. Consider the use of a side-rectifier or side-stripper for the
separation of a three-product mixture. Assume that thermally
coupled columns operate at the same pressure. Also, assume
the feed to be saturated liquid. Data for the operation of the
two arrangements are given in Tables 21.9 and 21.10.

Table 21.9 Side-rectifier data for Exercise 5.

P

(bar)
TCOND1

(◦C)
TREB1

(◦C)
QCOND1

(kW)
QREB1

(kW)
TCOND2

(◦C)
QCOND2

(kW)

1 90 140 2000 4500 120 2500
2 110 165 2500 5500 140 3000
2.5 120 178 3000 6500 150 3500

Table 21.10 Side-stripper data for Exercise 5.

P

(bar)
TCOND1

(◦C)
TREB1

(◦C)
QCOND1

(kW)
QREB1

(kW)
TREB2

(◦C)
QREB2

(kW)

1 90 140 5000 3000 120 2500
2 110 165 6000 3500 140 2500
2.5 120 178 7000 4000 150 3000

Using the utility data from Exercise 4:
a. When both columns operate at 1 bar, which of the two

complex column arrangements will have lower utility
costs?

b. Compare the results with the direct sequence of heat-
integrated simple columns operating at 1 bar.

c. Optimize column pressure in both complex column arrange-
ments to minimize utility costs.
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22 Heat Integration of Evaporators and Dryers

22.1 THE HEAT INTEGRATION
CHARACTERISTICS
OF EVAPORATORS

Evaporation processes usually separate a single component
(typically water) from a nonvolatile material, as discussed
in Chapter 10. As such, it is good enough in most cases
to assume that the vaporization and condensation processes
take place at constant temperatures.

As with distillation, the dominant heating and cooling
duties associated with an evaporator are the vaporization
and condensation duties. As with distillation, there will be
other duties associated with the evaporator for heating or
cooling of feed, product and condensate streams. These
sensible heat duties will usually be small in comparison
with the latent heat changes.

Figure 22.1a shows a single-stage evaporator represented
on both actual and shifted temperature scales. Note that in
shifted temperature scale, the evaporation and condensation
duties are shown at different temperatures even though they
are at the same actual temperature. Figure 22.1b shows a
similar plot for a three-stage evaporator.

Like distillation, evaporation can be represented as a box.
This again assumes that any heating or cooling required by
the feed and concentrate will be included with the other
process streams in the grand composite curve. However,
with evaporation, the temperature difference across the
box can be manipulated by varying the heat transfer
area. Increasing the heat transfer area between stages
allows a smaller temperature difference between stages
and hence a smaller overall temperature difference, and
vice versa.

22.2 APPROPRIATE PLACEMENT
OF EVAPORATORS

The concept of the appropriate placement of distillation
columns was developed in the preceding chapter. The
principle also applies to evaporators. The heat integration
characteristics of distillation columns and evaporators are
very similar. Thus, evaporator placement should not be
across the pinch1.
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22.3 EVOLVING EVAPORATOR DESIGN
TO IMPROVE HEAT INTEGRATION

The thermodynamic profile of an evaporator can also
be manipulated. The approach is similar to that used
for distillation columns. The degrees of freedom are
obviously different1,2.

Consider the three-stage evaporator against a background
process as shown in Figure 22.2a. At the chosen pressure,
the evaporator will not fit against the grand composite
curve. The most obvious possibility is to first try an increase
in pressure to allow appropriate placement above the pinch,
Figure 22.2b.

Now suppose that the required increase in pressure
in Figure 22.2b would cause unacceptably high levels of
decomposition and fouling in the evaporator as a result of
the increase in temperature. The possibility of increasing
the number of stages from three to, say, six could now be
considered in order to allow a fit to the grand composite
curve above the pinch, Figure 22.3a. The evaporator fits,
but there still might be a problem of product degradation
because of high temperatures. However, it is not necessary
for all evaporator stages to be linked thermally with
each other. Instead, Figure 22.3b shows a six-stage system
with three effects appropriately placed above the pinch
and three below. This could be either a conventional
six-stage system in which the first three and last three
stages are not linked thermally or, alternatively, two
parallel three-stage systems, analogous to double effecting
in distillation.

Yet another design option is shown in Figure 22.3c in
which the heat flow (and hence mass flow) is changed
between stages in the evaporator. Figure 22.3c shows an
arrangement in which part of the vapor from the second
stage is used for process heating rather than evaporation
in the third stage. This means that more evaporation is
taking place in the first two stages than the third and
subsequent stages. It should be noted that even if the heat
flow through the multistage evaporator is constant, the
rate of evaporation will decrease because the latent heat
increases as the pressure decreases.

22.4 THE HEAT INTEGRATION
CHARACTERISTICS OF DRYERS

The heat input to dryers, as discussed in Chapter 10, is to a
gas and, as such, takes place over a range of temperatures.
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Figure 22.1 The representation of evaporators in shifted temperatures. (From Smith R and Jones PS, 1990, J Heat Recovery Systems
& CHP, 10: 34 reproduced by permission of Elsevier Ltd.)
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(a) A three-stage evaporator will not fit. (b) Increasing the evaporator pressure allows
appropriate placement, but the temperature is too
high.

Figure 22.2 Integration of a three-stage evaporator.

Moreover, the gas is heated to a temperature higher than the
boiling point of the liquid to be evaporated. The exhaust gases
from the dryer will be at a lower temperature than the inlet,
but again, the heat available in the exhaust will be available
over a range of temperatures. The thermal characteristics of
dryers tend to be design specific and quite different in nature
from both distillation and evaporation. Figure 22.4 illustrates
the heat integration characteristics of a typical dryer.

22.5 EVOLVING DRYER DESIGN
TO IMPROVE HEAT INTEGRATION

It was noted that dryers are quite different in character
from both distillation and evaporation. However, heat is still
taken in at a high temperature to be rejected in the dryer
exhaust. The appropriate placement principle as applied
to distillation columns and evaporators also applies to
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(a) A six-stage evaporator integrated
above the pinch.

(b) Two three-stage evaporators
integrated independently.

(c) A five-stage evaporator with
change in heat flow.

Figure 22.3 Evaporator design with the help of the grand composite curve. (From Smith R and Linnhoff B, 1988, Trans IChemE
ChERD, 66, 195, reproduced by permission of the Institution of Chemical Engineers.)
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Figure 22.4 The heat integration characteristics of dryers.

dryers. The plus–minus principle from Chapter 19 provides
a general tool that can be used to understand the integration
of dryers in the overall process context. If the designer
has the freedom to manipulate drying temperature and gas
flowrates, then these can be changed in accordance with the
plus–minus principle in order to reduce overall utility costs.

Figure 22.5 shows a plant for the production of animal
feed from spent grains in a whisky distillery. The plant has
two feeds, one of low, and one of high concentration solids.
Water is removed from the low concentration feed by an
evaporator, followed by a rotary dryer. Water is removed
from the high concentration feed by a centrifuge, followed
by two stages of drying in rotary dryers. As is usual
with this type of plant, the evaporators and dryers have
been designed on a stand-alone basis without consideration
of the process context. Optimization of the evaporator
on a stand-alone basis has indicated that heat pumping
using a mechanical vapor recompression system would
be economic.

Figure 22.5 shows the grand composite curve for this
process and the location of the evaporator heat pump. The

heating duty for the first dryer has been omitted from the
grand composite since the required temperature is too high
to allow integration with the rest of the process. The heat
pump can be seen to be appropriately placed across the
pinch. However, the cold side, below the pinch, encroaches
into a pocket in the grand composite curve. If the design
of the heat pump is changed so as not to encroach into
the pocket, the result shown in Figure 22.6 is obtained.
The resulting steam consumption is virtually unchanged,
but energy costs will be lower. This results from the
reduced load on the heat pump leading to a reduction in
electricity demand.

22.6 HEAT INTEGRATION OF
EVAPORATORS
AND DRYERS – SUMMARY

Like distillation, the appropriate placement of evaporators
and dryers is that they should be above the pinch, below the
pinch, but not across the pinch. The grand composite curve
can be used to assess appropriate placement quantitatively.
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Figure 22.5 A plant for the production of animal feed. The heat pump encroaches into a “pocket” in the grand composite curve. (From
Smith R and Linnhoff B, 1988, Trans IChemE ChERD, 66: 195, reproduced by permission of the Institution of Chemical Engineers.)

Also like distillation, the thermal profile of evaporators
can be manipulated by changing the pressure. However,
the degrees of freedom in evaporator design open up
more options.

Dryers are different in characteristic from distillation
columns and evaporators in that the heat is added and
rejected over a large range of temperature. Changes to drier
design can be directed by the plus-minus principle.

22.7 EXERCISES

1. Table 22.1 presents the data for a process. An evaporation
process is to be integrated with the process. The evaporator
is required to evaporate 1.77 kg·s−1 water. The latent heat of
vaporization of the water can be assumed to be 2260 kJ·kg−1.
For an assumed �Tmin = 10◦C, suggest an outline evaporator
configuration that will allow heat integration of the evaporator
with the background process.
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Figure 22.6 A simple modification reduces the load on the heat pump, saving electricity. (From Smith R and Linnhoff B, 1988, Trans
IChemE ChERD, 66: 195, reproduced by permission of the Institution of Chemical Engineers.)

Table 22.1 Stream data for background process.

Stream TS (◦C) TT (◦C) �H (kW·K−1)

Hot 196 65 −10,480
Hot 176 56 −12,000
Hot 216 196 −2800
Hot 110 85 −2000
Cold 90 180 11,700
Cold 40 120 12,000
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23 Steam Systems and Cogeneration

Most processes operate in the context of an existing site in
which a number of processes are linked to the same utility
system. The utility systems of most sites have evolved
over a period of many years without fundamental questions
being addressed as to the design and operation of the utility
system. The picture is complicated by individual production
processes on a site belonging to different business areas,
each assessing investment proposals independently from
one another and each planning for the future in terms
of their own business. Yet, the efficiency of the site
infrastructure and the required investment is of strategic
importance and must be considered across the site as a
whole, even if this crosses the boundaries of different
business areas.

There are a number of reasons site steam and power
systems need to be studied in process design:

1. A grassroot utility system may need to be designed.
However, this is rare, and most situations would involve
modification of an existing system.

2. Modifications might be required to an existing utility
system as a result of changes in the demand for
steam and power on a site. This might result from
a new process starting up, a process closing down,
changes in process capacity or basic modifications to
the process technology.

3. An old utility system might need a revamp to replace
old equipment.

4. Modifications to the configuration might be required to
an existing utility system to reduce its operating costs.

5. Changes to the operation of the utility system might
allow reduced operating costs.

6. The choice of utility for a new process on the site
requires an understanding of the costs and constraints
associated with the utility system that is servicing it.

7. Before energy conservation projects are implemented in
existing processes on a site, the true value of those
savings needs to be established. This is usually not
possible without studying the utility system.

8. The true energy costs associated with a production
expansion require the true cost implications in the utility
system to be established, even if there is no capital
investment required in the utility system.

Figure 23.1 shows a typical site utility system. Various
processes operate on the site and are connected to a
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common utility system. In Figure 23.1, a very high-
pressure steam is generated in utility stream boilers. This
is expanded in steam turbines to provide steam at high,
medium and low pressure. The final exhaust steam from
the steam turbines is condensed against cooling water.
The steam turbine generates power. It may be that this
power generation needs to be supplemented by the import
of power from an outside power station. It might also
be the case that excess power is generated on the site
and exported.

In Figure 23.1, three levels of steam are distributed
around the site, and the various processes are connected
to the steam mains. Process A in Figure 23.1 has a local
fired heater. It imports low-pressure steam and exports
high- and medium-pressure steam via the site distribution
system. Process B imports both high- and low-pressure
steam. Process C imports high- and medium-pressure steam
and exports low-pressure steam via the low-pressure steam
main. Finally, Process A and Process B require the rejection
of waste heat to the ambient, and this is achieved using a
cooling water circuit. Some sites use other methods for
cooling. These will be discussed in Chapter 24.

This is a complex system to analyze. Steam is avail-
able at different pressures and temperatures. Some pro-
cesses use steam, while others generate steam. There are
interactions between the processes and the utility system
via steam use and generation. There are also interactions
between the processes on the site through the steam mains.
Some processes export waste heat into the steam sys-
tem, while other processes use this waste heat by drawing
from the steam system. This is heat recovery between pro-
cesses on the site using steam as an intermediate for heat
transfer. In Figure 23.1, there is cogeneration (combined
heat and power generation) from steam turbines. Strictly,
cogeneration is the production of useful heat and power
from the same heat source. Generation of power might
be through a steam turbine or gas turbine coupled to an
electric generator for the production of electricity in a
turbogenerator, or a direct machine drive (e.g. a steam
turbine driving a process compressor directly). However,
the byproduct heat must be useful to class the power
generation as cogeneration. Cogeneration is the most effi-
cient way to produce heat and power and lowers energy
costs. It also lowers the overall emissions of combustion
gases, although this can only be judged properly by includ-
ing the emissions created by external power generation
resulting from any imported power or the savings in emis-
sions from external power generation resulting from the
exported power.
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Figure 23.1 A typical site utility system. (From Klemes J, Dhole VR, Raissi K, Perry SJ and Puigjaner L, 1997, Applied Thermal
Engineering, 17: 993, reproduced by permission of Elsevier Ltd.)

Steam is used extensively on most sites for:

• indirect heating in steam heaters;
• steam tracing for pipes and storage tanks (i.e. steam

pipes around the exterior) to keep the materials inside
from solidifying;

• direct heating of water through live steam injection;
• creation of vacuum in steam ejectors;
• mass and heat exchange by live steam injection in

distillation;
• reduction of partial pressure in gas-phase reactors;
• combustion processes to atomize fuel oil;
• injection into combustion processes to lower NOx

emissions through reduction in the flame temperature (see
Chapter 25);

• injection into flares to assist the combustion (see
Chapter 25);

• power generation in steam turbines.

It is no accident that steam is used extensively for
process heating as it provides a number of useful features
that include:

• energy can be generated at one point and distributed;
• it is a convenient form of transferring energy around;
• it has a wide range of operating temperatures;
• it has a high heat content through the latent heat;
• the temperature is easy to control through control of

the pressure;
• it can be used to generate power in steam turbines and

generate vacuum in steam ejectors;
• it does not require expensive materials of construction;
• it is nontoxic and losses are easily replaced.

The major components of the steam system are:

• boiler feedwater treatment

• steam boilers
• steam turbines
• gas turbines
• steam distribution
• steam users
• condensate collection and recovery.

Consider now each of these components in turn.

23.1 BOILER FEEDWATER TREATMENT

Figure 23.2 shows a schematic representation of a boiler
feedwater treatment system. Raw water from a reservoir,
river, lake, borehole or a seawater desalination plant is
fed to the steam system. However, it needs to be treated
before it can be used for steam generation. The treatment
required depends both on the quality of the raw water
and the requirements of the utility system. The principal
problems with raw water are1,2:

• suspended solids
• dissolved solids
• dissolved salts
• dissolved gases (particularly, oxygen and carbon dioxide).

Thus, the raw water entering the system in Figure 23.2
may need to be first filtered to remove suspended solids.
If required, this would commonly be carried out using
sand filtration. Dissolved salts then need to be removed,
principally calcium and magnesium ions, that would
otherwise cause fouling in the steam boiler. The quality of
feedwater required depends on the boiler operating pressure
and boiler design. Sodium zeolite softening is the simplest
process and is used to remove scale-forming ions, such
as calcium and magnesium. The softened water produced
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Figure 23.2 Boiler feedwater treatment. (From Smith R and Patela EA, 1992, The Chemical Engineer, No 523: 16, reproduced by
permission of the Institution of Chemical Engineers.).

can be used for low- to medium-pressure boilers. In this
process, the water is passed through a bed of sodium
zeolite, and the calcium and magnesium ions are removed
according to1,2:

[
Ca
Mg

]
·

 SO4

2Cl
2HCO3


 + Na2 · Z −−−→ Z ·

[
Ca
Mg

]

+

 Na2SO4

2NaCl
2NaHCO3




where Z refers to zeolite. The resin is regenerated by
treatment with sodium chloride solution1,2:

Z ·
[

Ca
Mg

]
+ 2NaCl −−−→ Na2 · Z +

[
Ca
Mg

]
· Cl2

The softening process removes the sparingly soluble
calcium and magnesium ions and replaces them with
less objectionable sodium ions. Unfortunately, softening
alone is not sufficient for most high-pressure boiler
feedwaters. Also, the processes on a site often have a
requirement for deionized water. Deionization, in addition
to removing hardness, removes other dissolved solids, such
as sodium, silica, alkalinity and mineral ions such as
chloride, sulfate and nitrate. Deionization is essentially
the removal of all inorganic salts. In this process, a
strong acid cation resin converts dissolved salts into their
corresponding acids, and a strong base anion resin in
the hydroxide form removes these acids. The cation ion-
exchange resin exchanges hydrogen for the raw-water ions

according to1,2:
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To complete the deionization process, water from the
cation unit is passed through a strong base anion exchange
resin in the hydroxide form. The resin exchanges hydrogen
ions for both highly ionized mineral ions and the more
weakly ionized carbonic and silicic acids according to1,2:


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As the ion-exchange beds approach exhaustion, they
need to be taken offline and regenerated. The cation
resins are regenerated with an acid solution, which returns
the exchange sites to the hydrogen form. Sulfuric acid
is normally used for this. The anion exchange resin is
regenerated using sodium hydroxide solution, which returns
the exchange sites to the hydroxyl form.

Rather than use ion exchange, water can be deionized
using membrane processes. Both nano-filtration and reverse
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osmosis can be used, but only reverse osmosis is capable of
producing high-quality boiler feedwater (see Chapter 10).
Nano-filtration is only capable of separating covalent ions
and larger univalent ions such as heavy metals.

Having removed the suspended solids and dissolved
salts, the water then needs to have the dissolved gases
removed, principally, oxygen and carbon dioxide, which
would otherwise cause corrosion in the steam boiler. The
usual method to achieve this is deaeration, which removes
dissolved gases by raising the water temperature1,2.

The water to be deaerated enters at the top of the
deaerator via a spray system. This water is contacted with
steam injected at the bottom of the deaerator. Some form
of packing or plates is normally used to assist the contact
between the boiler feedwater and steam. Boiler feedwater is
heated to within a few degrees of saturation temperature of
the steam. Most of the noncondensable gases (principally,
oxygen and free carbon dioxide) are released into the steam.
Deaerated water falls to a storage tank below, where a steam
blanket protects it from recontamination. The deaeration
steam flows up through the deaerator and most of it is
condensed to become part of the deaerated water. A small
portion of the steam, which contains the noncondensable
gases released from water, is vented to atmosphere. There is
a minimum temperature difference between the deaeration
steam and the final boiler feedwater temperature to make
the deaerator function effectively. A temperature difference
of at least 10◦C is required. Some designs of deaerator
include a vent condenser that sprays in a small portion of
the boiler feedwater feed to a spray system prior to venting
the steam and noncondensable gases in order to minimize
the vented steam, so reducing the visible plume from the
deaerator and improving energy efficiency.

Even after deaeration, there is some residual oxygen that
needs to be removed by chemical treatment1,2. After the
deaerator, oxygen scavengers (e.g. hydroquinone) are added
to react with the residual oxygen that would otherwise cause
corrosion. Also, the boiler feedwater treatment does not
remove all of the solids in the raw water, and the deposition
of solids in the boiler is another problem. Phosphates can
be added to precipitate any calcium and magnesium away
from the heat transfer surfaces of the boiler. Chelants (weak
organic acids) can also be added. These have the ability
to complex with many cations (calcium, magnesium and
heavy metals, under boiler conditions). They accomplish
this by locking the metals into a soluble organic ring
structure. Polymer dispersant can also be added to keep
any precipitate dispersed.

The deaerated treated boiler feedwater then enters the
boiler. Evaporation takes place in the boiler and the
steam generated is fed to the steam system. Solids not
removed by the boiler feedwater treatment build up in
the boiler, along with products of corrosion. These are
removed from the boiler by taking a blowdown (purge)
from the boiler. The steam from the boiler goes to the

steam system to carry out various duties. The steam is
ultimately condensed somewhere in the steam system.
Some condensate is returned to the deaerator and some
lost from the system to effluent. Sometimes, the returned
condensate is subjected to deionization in a condensate-
polishing step to remove any traces of dissolved solids
that might have been picked up. Condensate return as
high as 90% or greater is possible, but return rates
are often significantly lower than this. Higher levels of
condensate return than 90% might not be able to be justified
because of the capital cost of the pipework required for
condensate return or the possibility of some condensate
being contaminated. This constant loss of condensate from
the steam system means that there must be a constant
make up with freshwater. To prevent corrosion in the
condensate system, amines are also added to the boiler
feedwater. These are volatile and condense with steam,
adjusting the pH on condensation to prevent corrosion in
the condensate system.

23.2 STEAM BOILERS

There are many types of steam boilers, depending on the
steam pressure, steam output and fuel type3. Pressures are
normally of the following order.

• 100 barg, used for power generation
• 40 barg is the normal maximum pressure for distribution
• 10–40 barg are the conventional distribution pres-

sure levels
• 2–5 barg are typically the lowest pressures used for

distribution.

Figure 23.3 illustrates a fire-tube (or shell ) boiler. A
large cylindrical shell houses a pool of boiling water
that is vaporized by a hot flue gas flowing through the
inside of tubes. The steam pressure is contained by the
large cylindrical shell, which imposes certain mechanical
limitations. A large diameter shell requires a thicker wall
to contain the same pressure as a small-diameter shell. The
economic limit for such designs is around 20 barg (but
they are available at higher pressures). Fire-tube boilers
are normally used for small heating duties of low-pressure
steam. Fuels are normally restricted to be gas or light fuel
oil. Higher duty boilers use a water-tube arrangement, as
shown in Figure 23.4. Water-tube boilers vaporize steam
through the recirculation of water and steam between a
steam drum and a water drum connected by the boiler
tubes. Steam from the steam drum is then superheated
before entering the steam system. Water-tube boilers are
suitable for high pressures and high steam output. Fuels
can be gas, fuel oil or solid fuel. In the case of solid fuels,
the boiler must have some mechanism for the removal of
ash produced by combustion from the base of the radiant
chamber. Many other designs of boiler are available.
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Figure 23.4 Water-tube boiler.

As with furnaces, discussed in Chapter 15, the draft in
boilers can be natural, forced draft or induced draft. Forced
and induced draft arrangements are the most common. For
large boilers requiring a significant amount of equipment
in the flue to treat the exhaust gases to remove oxides of
sulfur and/or oxides of nitrogen, as well as equipment for
heat recovery, a combination of forced and induced draft
might need to be used.

As discussed under boiler feedwater treatment, boiler
blowdown is required to prevent the build up of solids in
the boiler that would otherwise cause fouling and corrosion
in the boiler. Carry over of solids from the boiler to the steam
system via tiny water droplets should also be avoided. Total
dissolved solids (TDS) and silica (SiO2), as measured by the
conductivity of water, are both important to be controlled in
the boiler3. Dissolved solids carried over from the boiler will
be a problem to all components of the steam system. Silica
is a particular problem because of its damaging effect on
steam turbines, particularly the low-pressure section of steam
turbines where some condensation can occur. Blowdown

rates are usually quoted as the ratio of flowrate of blowdown
to evaporation rate. The blowdown rate required depends on
the boiler feedwater treatment system and the pressure of the
boiler. Typical blowdown rates are:

• small, low-pressure boilers: 5 to 10%
• large, high-pressure boilers: 2 to 5%
• very large boilers with very pure feed: less than 2%.

Economizers can be used to preheat the incoming boiler
feedwater3. This is a heat exchange between the incoming
boiler feedwater and the hot flue gases before they are
vented to atmosphere. This increases the energy efficiency
of the boiler. Another option to increase energy efficiency
is to use an air preheater, in which there is heat recovery
from the hot flue gas to the incoming cold combustion air3.
This has the disadvantage that the combustion temperature
is increased with a resulting increase in the formation
of oxides of nitrogen (NOx). The acid dew point limits
the minimum temperature for flue gases containing oxides
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Figure 23.5 Model of steam boiler.

of sulfur (SOx). If condensation occurs with flue gases
containing SOx , this will cause corrosion of metal surfaces.
Metal heat exchange services should normally be above
150 to 160◦C in flue gas containing any SOx . The acid
dew point depends on the sulfur content of the fuel and the
amount of excess air used.

Figure 23.5 shows the steam generation profile in the
boiler as it is matched against the boiler flue gas.
Figure 23.5 shows the steam being preheated from sub-
cooled boiler feedwater to superheated steam. In turn, the
flue gas is cooled to the stack temperature before release
to the atmosphere. The flue gases are normally kept above
their dew point, particularly if there is any sulfur in the
fuel. The heat loss in the stack QST ACK is the major inef-
ficiency in the use of the fuel. In addition to the stack loss,
there are also heat losses from the boiler casing and boiler
blowdown. If the total losses from the stack, casing and
blowdown are QLOSS , the efficiency of the boiler can be
defined as:

ηBOILER = QSTEAM

QFUEL
= QSTEAM

QSTEAM + QLOSS
(23.1)

where ηBOILER = boiler efficiency
QFUEL = heat required from fuel in the boiler

QSTEAM = heat input to boiler feedwater
preheating, vaporization and steam
superheating

QLOSS = heat losses from the stack, casing and
boiler blowdown

The efficiency of boilers changes with the boiler load.
The variation of boiler performance with load can be
approximated by4:

ηBOILER = 1

a + b
mmax

mSTEAM

(23.2)

where mmax = maximum flowrate of steam from the
boiler

mSTEAM = mass flowrate of steam generated in the
boiler

a, b = correlating parameters

For a given boiler, the correlating parameters a and b

can be determined by fitting data points from part-load
operation to Equation 23.2. It must be emphasized that
the value of a and b depend on the design of boiler in
new design and also on the age and maintenance of the
boiler in existing equipment. For example, if a = 1.1256
and b = 0.0126, from Equation 23.5, this would lead to a
boiler efficiency of 88% at maximum load4. This is shown
graphically in Figure 23.6. Large boilers in the process
industries would tend to have a maximum efficiency up
to 93%.

The fuel required for the boiler is given by4:

QFUEL = QSTEAM

ηBOILER

= �HSTEAM · mSTEAM

ηBOILER
(23.3)

= �HSTEAM [a · mSTEAM + b · mmax ]

where �HSTEAM = enthalpy difference between generated
steam and boiler feedwater

Equation 23.3 is adequate for most modeling and opti-
mization purposes. It also provides a linear relationship
between QFUEL and mSTEAM , with �HSTEAM , mmax , a and
b, all being constant for a given boiler design. This has sig-
nificant advantages over more complex expressions when
applied to optimization of utility systems, as will be dis-
cussed later. However, the shape of the curve in Figure 23.6
from Equation 23.2 shows a monotonic increase of effi-
ciency with load. Some boiler designs will show a max-
imum in the efficiency below 100% capacity. This can
be captured in modeling by introducing a more com-
plex expression than Equation 23.2. Unfortunately, this will
introduce nonlinearity into the model. Rather than introduce
a more complex model, Equation 23.2 can be fitted to dif-
ferent ranges of mSTEAM /mmax . This allows a linear model
to be retained.

As noted previously in Chapter 2, care should be exercised
when considering boiler efficiency as to whether quoted
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Figure 23.6 Steam boiler performance at part-load.
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figures are based on the gross or net calorific value of the
fuel. Boiler efficiency is often quoted on the basis of gross
calorific value of the fuel, which includes the latent heat of
the water vapor from combustion. This latent heat is rarely
recovered through condensation of the water vapor in the
combustion gases. The net calorific value of the fuel assumes
that the latent heat of water vapor is not recovered and is
therefore the most relevant value. Yet, boiler efficiency is
still often quoted on the basis of gross calorific value.

Example 23.1 A small package fire-tube boiler has makeup
water that contains 500 ppm dissolved solids. The steam system
operates with 50% condensate return. Estimate the blowdown
rate. Assume that the maximum limit for the TDS is 4500 ppm.
Assume that there are no solids in the evaporation or the
condensate return.

Solution Referring to Figure 23.7:

Boiler

Evaporation
mE(0)

Blowdown
mB,CB

Condensate Return
mCR(0)

Makeup
mM,CM

Boiler Feed
mF,CF

Figure 23.7 Boiler blowdown material balance.

mMCM = mF CF = mBCB

where mM,CM = flowrate and concentration of solids in makeup
water

mF , CF = flowrate and concentration of solids in the
boiler feed

mB,CB = flowrate and concentration of solids in
the blowdown

Also:
mF = mM + mCR

Combining these equations gives:

(mF − mCR)CM = mBCB

For a 50% condensate return rate:

(mF − 0.5 mE)CM = mBCB

(mE + mB − 0.5 mE)CM = mBCB

Rearranging:

mB

mE

= 0.5CM

CB − CM

= 0.5 × 500

4500 − 500

= 0.0625

= 6.25%

23.3 STEAM TURBINES

A steam turbine converts the energy of steam into power5.
Steam turbine sizes vary from 0.75 kW up to 100 MW
and larger. To maximize the steam turbine efficiency, the
steam is expanded in a number of stages. Turbine stages
are known as impulse or reaction stages, although most
combine elements of the two5.

An impulse turbine is rather like a water wheel, and
a single stage from an impulse turbine is illustrated in
Figure 23.8a. Impulse nozzles orient the steam to flow in
well-formed high-speed jets. Moving blades or buckets
absorb the kinetic energy of the jet and convert it into
mechanical work. As the steam strikes the moving blades,
it suffers a change in direction and, therefore, momentum.
This gives rise to an impulse on the blades. In a pure
impulse turbine, no pressure drop occurs in the moving
blades (except that caused by friction). The pressure drop
occurs across the stationary blades only.

The principle of a reaction turbine is somewhat different.
A single turbine stage using reaction blades is illustrated
in Figure 23.8b. Steam passing through the fixed blades
undergoes a small decrease in pressure and its velocity
increases. It then enters the row of moving blades and, just
as in the impulse turbine, suffers a change in direction and,
therefore, momentum. This gives rise to an impulse on the
blades. However, during its passage through the blades, the
steam undergoes a further drop in pressure. The resulting
increase in velocity gives rise to a reactive force in the
direction opposite to that of the added velocity. This is the
same reaction principle used to propel rockets and to propel
airplanes using jet engines. The gross propelling force in
a steam turbine is a combination of impulse and reaction.
Thus, in reality, the blades in a so-called reaction turbine are
partly impulse and partly reaction. Figure 23.8 illustrates a
single stage reaction turbine. Additional stages are created
by additional rows of fixed and moving blades.

(b) Reaction turbine.

MovingFixed

Steam

Steam

Fixed Moving

(a) Impulse turbine.

Figure 23.8 Steam turbine types.
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The blades are mounted on a rotating shaft. The rotating
shaft is supported within a casing. The casing supports the
bearings for the rotating shaft, the stationary blades and the
steam inlet nozzles.

Impulse machines are used for small turbines, and the
high-pressure section of large turbines use impulse blades.
The low-pressure sections of large turbines tend to use
reaction blades.

Figure 23.9 shows the basic ways in which a steam
turbine can be configured. Steam turbines can be divided
into two basic classes:

• back-pressure turbines, which exhaust steam at pressures
higher than atmospheric pressure

• condensing turbines, which exhaust steam at pressures
less than atmospheric pressure.

The exhaust pressure of a steam turbine is fixed by
the operating pressure of the downstream equipment.
Figure 23.9a shows a back-pressure turbine operating
between a high-pressure and low-pressure steam mains. The
pressure of the low-pressure steam mains will be controlled
elsewhere (see later).

Figure 23.9b shows a condensing turbine. Three types of
condensers are used in practice as follows.

1. Direct contact, in which cooling water is sprayed directly
into the exhaust steam.

2. Surface condensers, in which the cooling water and
exhaust steam remain separate (see Chapter 15). Rather
than using cooling water, boiler feedwater can be
preheated to recover the waste heat.

3. Air coolers again use surface condensation but reject the
heat directly to ambient air (see Chapter 15).

Of the three types, surface condensers using cooling water
are by far the most common. When a volume filled with steam

(a) Back pressure.
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LP Steam

(b) Condensing.

HP Steam

Cooling Water 

Condensate
(0.07 to 0.12 bara)

(c) Extraction.

HP Steam

MP Steam
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(d) Induction.

HP Steam

MP Steam
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Figure 23.9 Configuration of steam turbines.

is condensed, the resulting condensate occupies a smaller
volume and a vacuum is created. Any noncondensable gases
remaining after the condensation are removed by steam
ejectors or liquid ring pumps. The pressure at the exhaust
of the condensing turbine is maintained at a reasonable
temperature above cooling water temperature (e.g. 40◦C at
0.07 bara to 50◦C at 0.12 bara, depending on the temperature
of the cooling water). The higher the pressure difference
across the steam turbine, the more the energy that can be
converted from the turbine inlet steam into power. For a given
temperature difference between the condensing steam and
the cooling medium, the lower the temperature of cooling,
the more the power that can be generated for a given flowrate
of steam with fixed inlet conditions.

Both back-pressure and condensing turbines can be
categorized further by the steam that flows through
the machine. Figure 23.9c shows an extraction machine.
Extraction machines bleed off part of the main steam
flow at one or more points. Figure 23.9c shows a single
extraction with both the extraction and the exhaust being
fed to steam mains. The exhaust could have been taken to
vacuum conditions and condensed, as in Figure 23.9b. The
extraction machine might have partitions with valves inside
the machine to control the extracted steam pressure.

Figure 23.9d shows an induction turbine. Induction
turbines work like extraction machines, except in reverse.
Steam at a higher pressure than the exhaust is injected
into the turbine to increase the flow part way through the
machine and to increase the power production. In a situation
like the one shown in Figure 23.9d, an excess of medium-
pressure (MP) steam generation over and above that for
process heating is used to produce power and exhaust into
a low-pressure steam, where there is a demand for the low-
pressure steam for process heating.

Any given machine will have minimum and maximum
allowable steam flows. In the case of extraction and
induction machines, there will be minimum and maximum
flows allowable in each turbine section. These minimum
and maximum flows are determined by the physical
characteristics of individual turbines and specified by the
turbine manufacturer.

The expansion process in a steam turbine transforms a
certain amount of the energy of inlet steam to power. The
total power from the expansion is further split into useful
power, delivered to the shaft and energy losses. Losses,
occurring in steam turbines are mechanical friction losses,
casing heat losses and kinetic energy losses (differences
between the inlet and outlet kinetic energy). Steam turbine
performance is affected by a number of factors. The most
significant among them are:

• turbine size in terms of maximum power load
• pressure drop across the turbine
• operating load.
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Generally, the efficiency of steam turbines decreases
with decreasing load. The overall turbine efficiency can be
represented by two components: the isentropic efficiency
and the mechanical efficiency. The mechanical efficiency
reflects the efficiency with which the energy that is
extracted from steam is transformed into useful power and
accounts for mechanical frictional losses, heat losses, and
so on. The mechanical efficiency is high (typically 0.95 to
0.99)6. However, the mechanical efficiency does not reflect
the efficiency with which energy is extracted from steam.
This is characterized by the isentropic efficiency introduced
in Figure 2.1 and Equation 2.3, defined as:

ηIS = Hin − Hout

Hin − HIS
= �HREAL

�HIS
(23.4)

where ηIS = turbine isentropic efficiency
Hin = specific enthalpy of the inlet steam

Hout = specific enthalpy of the outlet steam
HIS = enthalpy of steam at the outlet pressure

having the same entropy as the inlet
steam

�HREAL = Hin − Hout

�HIS = Hin − HIS

In addition to the mechanical efficiency being much
higher than the isentropic efficiency, in most cases the
mechanical efficiency does not change significantly with
load. By contrast, the isentropic efficiency does change
significantly with load. The overall steam turbine efficiency
can be defined as:

ηST = ηIS ·ηMECH (23.5)

where ηST = overall steam turbine efficiency
ηMECH = mechanical efficiency

Figure 23.10a illustrates the relationship between turbine
efficiency and mass flow through the turbine. Because
ηMECH >> ηIS , the major contribution to the nonlinear
trend of the overall efficiency with part-load is from the
isentropic efficiency ηIS . A turbine model needs to capture
this behavior. It should also be noted that there will be
an efficiency associated with an electricity generating set
coupled to the steam turbine (typically 95 to 98%).

The relationship between shaft power and mass flow
through a heat engine is sometimes called the Willans’ Line.
A typical Willans’ Line for a steam turbine is illustrated in
Figure 23.10b. For many machines this is almost a straight
line.

The power–steam flow relationship in Figure 23.10b
can be represented over a reasonable range by a linear
relationship, as shown in Figure 23.10c7 – 9. The straight-
line relationship is given by7 – 9:

W = n·m − WINT (23.6)

where W = shaft power produced by the turbine
m = mass flowrate of the steam through the

turbine
n = slope of the linear Willans’ Line

WINT = intercept of the linear Willans’ Line

If a single straight-line relationship, as shown in
Figure 23.10c, is not adequate, then a series of linear
segments can be used, as shown in Figure 23.10d. Each
linear segment in Figure 23.10d is represented by an
equation of the form of Equation 23.6, each with its own
slope and intercept. It is worth preserving the linearity of
the model rather than introducing a nonlinear model, as the
linear model has advantages for use in optimization, as will
be discussed later.

For any load of a given steam turbine with fixed inlet
pressure, back-pressure and inlet temperature, the isentropic
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Figure 23.10 Steam turbine performance versus load.
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enthalpy change remains constant. As a result of changing
isentropic efficiency, the actual enthalpy drop across the
turbine changes with load. However, the change cannot
exceed the isentropic enthalpy change. Thus7 – 9:

W = �HREAL · m − WLOSS (23.7)

where �HREAL = Hin − Hout

WLOSS = energy loss from the turbine

Equation 23.7 is based on the actual change in steam
enthalpy across the turbine. Although both Equations 23.6
and 23.7 have the same form, their coefficients have
completely different meanings. Comparing Equations 23.6
and 23.7, it becomes apparent that the slope of the linear
Willans’ Line (Equation 23.6) is related to the isentropic
enthalpy change and turbine isentropic efficiency9.

The intercept of the line can be assumed to be
proportional to the maximum power7 – 9:

WINT = L · Wmax (23.8)

where Wmax = maximum power from the turbine
L = intercept ratio

The proportionality coefficient L, termed the intercept
ratio, depends on a number of factors such as the turbine
size, the turbine design, the application (electrical or direct
drive), and so on. It must be determined from performance
data and usually lies in the range of 0.05 and 29.

In order to derive the part-load equations, consid-
eration should be given to how the full-load perfor-
mance depends on the steam pressure drop. Peterson
and Mann10 present curves of the overall efficiency of
industrial steam turbines at maximum load. The form
of such curves is illustrated in Figure 23.11a. Each
curve represents data for many steam turbines at full-
load. Performance curves of this form can be used to
derive the steam turbine model. Another interpretation

of the efficiency curves is to represent them as plots
of the isentropic power versus the actual shaft power.
In this form, the shape of the plots tends to be linear
(Figure 23.11b)9.

The isentropic power from a steam turbine can be related
to the maximum shaft power through the overall turbine
efficiency:

WIS ,max = �HIS · mmax = Wmax

ηST ,max
(23.9)

where WIS ,max = isentropic power for maximum flowrate
through the turbine

mmax = maximum flowrate through the turbine
ηST ,max = overall steam turbine efficiency for

maximum flowrate

The plots in Figure 23.11b can be described by9:

WIS ,max = a + b·Wmax (23.10)

The coefficients a and b in Equation 23.10 can be correlated
as functions of the saturation temperature difference across
the turbine9. In fact, the coefficients in Equation 23.10 are
related to the pressure drop across the turbine. However, in
the model, the pressure drop is replaced by its equivalent
saturation temperature difference. Use of temperature
difference allows easier interface to utility calculations with
process heating and cooling demands. Thus:

a = a0 + a1 · �TSAT (23.11)

b = a2 + a3 · �TSAT (23.12)

where a0, a1, a2, a3 = correlating coefficients
Table 23.1 presents coefficients correlated from the data

of Peterson and Mann11. It should be emphasized that the
coefficients may not necessarily be appropriate to predict
the performance of all steam turbines. Therefore, it is rec-
ommended that coefficients be regressed for a particular
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Figure 23.11 Modeling steam turbines at maximum load. (From Varbanov PS, Doyle S and Smith R, 2004, Trans IChemE, 82A: 561,
reproduced by permission of the Institution of Chemical Engineers.)
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Table 23.1 Correlating parameters for steam turbines9.

Back-pressure turbines Condensing turbines

Wmax < 2000 kW Wmax > 2000 kW Wmax < 2000 kW Wmax > 2000 kW

a (kW) 1.08�TSAT 4.23�TSAT 0.662�TSAT −463 + 3.53�TSAT

b (-) 1.097 + 0.00172�TSAT 1.155 + 0.000538�TSAT 1.191 + 0.000759�TSAT 1.220 + 0.000148�TSAT

type of steam turbine from equipment manufacturer’s per-
formance data or, for an existing turbine, actual oper-
ating data. The data required to determine the coeffi-
cients are:

• W (MW) – the shaft power
• TSAT ,in (◦C) – the inlet steam saturation temperature
• Tin (◦C) – the actual inlet steam temperature
• TSAT ,out (◦C) – the outlet steam saturation temperature
• m (t·h−1) – the mass flow of the expanding steam.

The linear Willans’ Line can be written for the maximum
load and the intercept substituted by the product of the
intercept ratio and Wmax . The resulting equation can be
solved for Wmax :

Wmax = n · mmax − WINT (23.13)

Wmax = n · mmax − L · Wmax (23.14)

Wmax = n · mmax

L + 1
(23.15)

Equation 23.15 can be substituted into Equation 23.10 to
give:

�HIS · mmax = a + b · n · mmax

L + 1
(23.16)

Equation 23.16 can be rearranged to give the slope of the
Willans’ Line:

n = L + 1

b
·
(

�HIS − a

mmax

)
(23.17)

Substituting Equations 23.15 and 23.17 into Equation
23.13 allows the Willans’ Line intercept to be determined9:

WINT = L

b
· (�HIS · mmax − a) (23.18)

Equations 23.6, 23.17 and 23.18 provide a complete
model for steam turbines.

When fitting new data to the model, it is often acceptable
to assume the coefficient a to be zero. This simplifies
the equations for the model. More importantly, it also
simplifies data regression to fit manufacturers’ data or
operating data to the model. After substituting a to be

zero in Equations 23.17 and 23.18, they take the following
form9:

n = L + 1

b
· �HIS (23.19)

WINT = L

b
· �HIS · mmax (23.20)

Using this simplified version of the model, it is necessary
to regress only two coefficients, b and L.

The model can be used to predict the variation in turbine
efficiency with load:

ηIS = �H

�HIS
= W

m · ηMECH · �HIS

= n · m − WINT

m · ηMECH · �HIS
(23.21)

For back-pressure turbines, the turbine exhausts to a
steam main. Therefore, in order to enable estimation of
steam main conditions, it is important to predict the
condition of the exhausted steam also. With a value of the
mechanical efficiency, the enthalpy of the exhaust steam
can be calculated from an energy balance9:

Hout = Hin − W

ηMECH · m (23.22)

This approach to steam turbine modeling can be extended
to complex steam turbines using the decomposition illus-
trated in Figure 23.1210. A complex turbine can be decom-
posed into its corresponding basic components involving
simple turbine units, splitters and mixers10. Figure 23.12a
shows how an extraction machine can be modeled by a
series of simple turbine units with the appropriate connec-
tions. Figure 23.12b illustrates how an induction machine
can be modeled by simple turbine units with the appropriate
connections. Any minor differences between the extraction
machine and the decomposed model can be compensated
for later in the design by small adjustments in the specifi-
cations for the machine in terms of its efficiency or steam
flow through the turbine.

Example 23.2 A process heating duty of 25 MW is to be
supplied by the exhaust steam of a back-pressure turbine. High-
pressure steam at 100 barg with a temperature of 485◦C is to be
expanded to 20 barg for process heating. The heating duty of the
20 barg steam can be assumed to be the sum of the superheat
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(a)  Extraction steam turbines.

(b)  Induction steam turbines.

Figure 23.12 Modeling complex steam turbines.

and latent heat. Assume the intercept ratio L of the turbine to
be 0.05 and the mechanical efficiency to be 97%. Estimate the
power production and steam flowrate for a fully loaded back-
pressure turbine.

Solution The conditions for the inlet steam are fixed, but the
conditions of the outlet steam will depend on the performance of
the turbine. First, estimate the steam flowrate from the process
heating duty. A good approximation is that the sum of the heat
content of the superheat and latent heat is constant from inlet to
outlet. At the expander inlet, the heat content of the superheat is
higher than that of the outlet, but the latent heat is lower in the
inlet than in the outlet. The two trends tend to cancel each other
out, with the total heat content of superheat and latent heat being
approximately constant across the turbine. From steam properties,
the enthalpy of the superheated steam HSUP , enthalpy of the
saturated steam HSAT and enthalpy of the saturated condensate
HL at 100 barg are:

HSUP = 3335 kJ·kg−1at 485◦

HSAT = 2726 kJ·kg−1

HL = 1412 kJ·kg−1

Assuming the heat content of the superheat and latent heat of
steam to be constant, the flowrate of steam can be estimated to
be:

m = 25 × 103

3335 − 1412

= 13.0 kg·s−1

Now, the parameters for the Willans’ Line Equations need to
be calculated. From steam properties:

TSAT = 312◦C at 100 barg

TSAT = 215◦C at 20 barg

�TSAT = 97◦C

Thus, from Table 23.1 (assuming a power output greater than
2000 kW):

a = 4.23�TSAT

= 4.23 × 97

= 410.3 kW

b = 1.155 + 0.000538�TSAT

= 1.155 + 0.00538 × 97

= 1.207

Next, determine the isentropic enthalpy change �HIS . From
steam properties, the entropy of the inlet steam is:

SSUP = 6.5432 kJ·kg−1·K−1

From steam properties, the enthalpy of steam at 20 barg with
this entropy is:

HSUP = 2912 kJ·kg−1

Thus:

�HIS = 3335 − 2912

= 423 kJ·kg−1

From Equation 23.17:

n = L + 1

b

(
�HIS − a

mmax

)

= 0.05 + 1

1.207

(
423 − 410.3

13.0

)

= 340.5 kJ·kg−1

From Equation 23.18:

WINT = L

b
(�HIS mmax − a)

= 0.05

1.207
(423 × 13.0 − 410.3)

= 210.8 kW
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From Equation 23.6,

W = n · m − WINT

= 340.5 × 13.0 − 210.8

= 4216 kW

This is consistent with the starting assumption that correlations
for power greater than 2 MW were to be used. The outlet steam
enthalpy is given by an energy balance from Equation 23.22:

Hout = Hin − W

ηMECH · m

= 3335 − 4216

0.97 × 13.0

= 3001 kJ·kg−1

Now revise the steam flow. From steam properties at 20 barg,
HL = 920 kJ·kg−1:

m = 25 × 103

3001 − 920

= 12.0 kg·s−1

Compare this with the original estimate of 13.0 kg·s−1. The
calculation is now repeated with the revised steam flow:

n = 338.2 kW·kg−1

WINT = 193.3 kW

W = 3865 kW

Hout = 3003 kJ·kg−1

m = 12.0 kg·s−1

Further iteration will not bring any significant change. The
turbine efficiency can now be calculated:

ηIS = �HREAL

�HIS
= 3335 − 3003

423

= 0.78

ηST = W

m · �HIS
= 3865

12.0 × 423

= 0.76

23.4 GAS TURBINES

In its simplest form, the gas turbine consists of a compres-
sor and a turbine (or an expander). In a single-shaft gas
turbine, these are mechanically connected and are rotat-
ing at the same speed, as shown in Figure 23.13a. Air
from ambient is compressed and raised in temperature as
a result of the compression. A portion of the compressed
air enters a combustion chamber where fuel is fired, and
the temperature of the gases is raised further to a tem-
perature in excess of 1500◦C. Some of the air from the
compressor provides cooling for the combustor walls. The
hot, compressed mixture of air and combustion gases then
flows to the inlet of the turbine. In the turbine, the gas

(a) Single-shaft gas turbine.
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(c) Single-shaft gas turbine with recuperation.
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(b) Split-shaft gas turbine.
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Figure 23.13 Basic gas turbine configurations.

is expanded to develop power to drive the compressor.
Around two-thirds of the power produced by the turbine
is needed to drive the compressor. However, by virtue
of the energy imported in the combustion process, excess
power is produced. The higher the expander inlet tem-
perature, the better is the performance of the machine.
Temperatures in the turbine are limited by turbine blade
materials. Many different machine configurations are pos-
sible with gas turbines. Figure 23.13b shows a split-shaft
arrangement. This is mechanically more complex. The first
turbine provides the power necessary to drive the compres-
sor. The second turbine provides the power for the external
load. More complex gas turbine configurations divide the
compression and expansion into two stages with separate
mechanical linkages, one between the low pressure com-
pressor and low pressure expander, and another between
the high pressure compressor and high pressure expander
in a twin-spool design. Many other machine configurations
are available. The expanded gas can be discharged directly
to atmosphere, as shown in Figures 23.13a and b, or can be
used to preheat the air at the exit of the compressor before
entering the combustion chamber in a regenerator, as illus-
trated in Figure 23.13c. This increases the efficiency of the
machine, but also increases NOx emissions. NOx emissions
will be discussed in more detail in Chapter 25. However,
the increased pressure drop on both the compressed air and
turbine exhaust sides of the recuperator creates some inef-
ficiency in the cycle.
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The basic characteristics of gas turbines are:

• sizes are restricted to standard frame sizes ranging from
250 kW to 250 MW

• micro-turbines are available in the size range 25 kW
to 500 kW

• electrical efficiency is 20 to 40% (increasing to 50% for
designs with cooled turbine blades)

• exhaust temperatures in the range 450 to 600◦C
• fuels need to be at a high pressure
• fuels must be free of particulates and sulfur.

The most common fuels used are gas (natural gas,
methane, propane, synthesis gas) and light fuel oils.
Contaminants such as ash, alkalis (sodium and potassium)
and sulphur result in deposits, which degrade performance
and cause corrosion in the hot section of the turbine.
Total alkalis and total sulphur in the fuel should both be
typically less than 10 ppm. Gas turbines can be equipped
with dual firing to allow the machine to be switched
between fuels.

Gas turbines can be classified as industrial or frame
machines and aero-derivative machines that are lighter
weight units derived from aircraft engines. Table 23.2
compares the characteristics of the two broad classes of
gas turbine machines.

Aero-derivative gas turbines are typically used for off-
shore applications where weight and efficiency are a pre-
mium, to drive compressors for natural gas pipelines, and
stand-alone power generation applications for peak periods
of high power demand. For stand-alone applications, gas tur-
bine efficiency becomes a critical issue. However, if heat is
to be recovered from the gas turbine exhaust, the efficiency
becomes less important as the waste heat is utilized.

Gas turbines require a start-up device, which is usually
an electric motor. The power of the start-up device can be
up to 15% of the gas turbine power, depending on the size
and design of the machine.

The gas turbine performance is a function of a number
of important parameters.

1. Expander inlet temperature. The power produced by
the turbine (expander) is proportional to the absolute
temperature of the inlet gases. An increase in the expander
inlet temperature increases the power output and efficiency

of the machine. The maximum temperature is constrained
by the turbine blade materials. Cooling systems for the
turbine blades allow higher temperatures. Expander inlet
temperatures are in the range 800 to 1300◦C (increasing to
1500◦C with cooled turbine blades).

2. Pressure ratio. As the design pressure ratio across the
compressor increases, the power output initially increases
to a maximum and then starts to decrease. The optimum
pressure ratio increases with increasing expander inlet
temperature. Pressure ratios for industrial machines are
typically in the range 10 to 15 but can be higher. For
aero-derivative machines, pressure ratios are typically 20
to 30.

3. Ambient conditions. The performance of the machine is
normally specified at International Standards Organization
(ISO) conditions of 15◦C, 1.013 bar and 60% relative
humidity. The power consumed by the compressor is
proportional to the absolute temperature of the inlet air.
Thus, a decrease in the ambient temperature increases
both the power output and the efficiency for a given
machine, and vice versa. For example, at 40◦C, the
power output might typically drop to around 90% of
the ISO-rated power. In hot climates, inlet air cooling
(e.g. by using a spray of water into the inlet air) can
be used to increase performance. Decreasing relative
humidity causes the power output and efficiency to
decrease. Increasing altitude causes the power output to
decrease.

4. Working load. The efficiency drops off quickly as the
load decreases. The more the load is decreased from 100%
rated capacity, the steeper is the decline in the machine
performance. The decline in performance depends on the
machine and the control system. For example, at 70%
of full load, the ratio of the part-load efficiency to the
efficiency at full-load might vary typically between 0.95
and 0.85, depending on the machine and the control system.
Twin-spool machines have a better part-load performance
than single-shaft machines. Part-load performance depends
on the size of the machine.

5. Back-pressure. Before the gases are vented to atmo-
sphere, they might go through a device that has a pres-
sure drop. This could be a heat recovery steam generator

Table 23.2 Gas turbine types.

Industrial Aero-derivative

• Lower-pressure ratio (typically, up to 15)
• Robust
• Lower efficiency
• Lower capital cost per unit power output
• Sizes up to 250 MW

• Higher-pressure ratio (typically, up to 30)
• Lightweight
• Higher efficiency
• Higher capital cost per unit power output (require

advanced materials)
• Sizes limited typically up to 50 MW
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(HRSG), a furnace or a NOx treatment unit. The back-
pressure created by such a device decreases the power
generation. Even if there is no device, changes in eleva-
tion changing the ambient pressure also change the machine
performance.

The combustion within the gas turbine creates emissions.
The principal concern is usually NOx . NOx emissions will
be dealt with in detail in Chapter 25, but it is worth
reviewing the problems associated with gas turbines at this
point. NOx emissions from gas turbines can be dealt with
in one of three ways as follows.

1. Staged combustion. In a standard combustion arrange-
ment in a gas turbine, the fuel and air are mixed in the
combustor. This leads to a high local peak flame tempera-
ture in which the nitrogen in the combustion air reacts with
oxygen to produce NOx . Staged or pre-mixed combustion
alleviates this problem by premixing the fuel and air in a
substoichiometric mixture. This first stage of combustion
involves a fuel rich zone. Additional air is then mixed and
the combustion completed. Such staged combustion lowers
the peak flame temperature and the NOx formation. NOx

emissions can be reduced to 10 ppm for gaseous fuels and
25 ppm for liquid fuels.

2. Steam injection. Steam can be injected into the combus-
tion zone as an inert material with the purpose of reducing
the peak flame temperature and thereby reducing the NOx

formation. NOx emissions can be reduced by typically 60%
by steam injection. An obvious drawback is that the injected
steam is lost to atmosphere. A side effect of the steam injec-
tion is that it increases the power output due to the higher
mass flowrate through the turbine. Indeed, steam injection
over and above that required for NOx suppression can be
used to increase power production during times of peak
power demand.

3. Treatment of the exhaust gases. If staged combustion or
steam injection cannot satisfy the regulatory requirements
for NOx emissions, then the gas turbine exhaust must be
treated to remove the NOx . Alternatively, if an existing
gas turbine installation requires the NOx emissions to be
decreased, then, again, the exhaust gases must be treated.
The usual method to treat NOx emissions in gas turbine
exhausts is by selective catalytic reduction. This will be
dealt with in more detail in Chapter 25, but involves the
injection of ammonia upstream of a catalyst to chemically
reduce the NOx to nitrogen.

To model a gas turbine, it is convenient to define the
fuel-to-air ratio and steam-to-air ratio:

f = mFUEL

mAIR
s = mSTEAM

mAIR

A mass balance gives:

mEX = mAIR + mSTEAM + mFUEL

= f + s + 1

f
mFUEL (23.23)

where mAIR , mSTEAM , mFUEL, mEX

= mass flowrates of the inlet air, steam injected (if any),

fuel and exhaust, respectively

An energy balance across the gas turbine gives4:

mAIRHAIR + mSTEAM HSTEAM + mFUELHFUEL

+ mFUEL�HCOMB−mEX HEX

− W − WLOSS = 0 (23.24)

where HAIR , HSTEAM , HFUEL, HEX

= specific enthalpy of the inlet air,
injected steam (if any), fuel and
exhaust, respectively

�HCOMB = net heat of combustion of the fuel
W = power production

WLOSS = power lost due to mechanical
inefficiencies

Combining Equations 23.23 and 23.24 and rearranging
gives4,9:

W = n·mFUEL−WLOSS (23.25)

where

n = HAIR

f
+ s

f
· HSTEAM + HFUEL + �HCOMB

− f + s + 1

f
· HEX

Equation 23.25 has the same basic form as the linear
Willans’ Line Equation used to model steam turbines. The
basic assumption behind the use of Equation 23.25 is that
the gas turbine would need to have a control system that
would maintain a fixed fuel-to-air ratio and steam-to-air
ratio at part-load.

The performance of gas turbines as a function of size
can be correlated at ISO conditions (ambient conditions of
15◦C, l.013 bar and 60% relative humidity) by an equation
of the form4,9:

�HCOMB ,max = Wmax

ηGT ,max
= a + bWmax (23.26)

where �HCOMB ,max = maximum fuel heat from
combustion

Wmax = maximum turbine power
ηGT ,max = gas turbine efficiency at

maximum load
a, b = correlating parameters
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The performance of the turbine will depend on the turbine
manufacturer. For example, for GE Turbines in the size
range 26.1 MW ≤ Wmax ≤ 255.6 MW9:

a = 21.992(MW) (23.27)

b = 2.6683

The gas turbine performance at part-load follows the
same basic form as that for steam turbines illustrated in
Figure 23.10, with the mass flowrate defined in terms of
the mass flowrate of fuel. Thus, the part-load gas turbine
performance can be modeled as4,9:

W = n·mFUEL − WINT (23.28)

As with steam turbines, it is convenient to characterize
the intercept WINT in terms of an intercept ratio as
Equation 23.8. At maximum power:

Wmax = n · mFUEL,max

L + 1
(23.29)

From Equation 23.26:

mFUEL,max�HCOMB = a + bWmax (23.30)

Combining Equation 23.29 and 23.30 gives4,9:

n = L + 1

b

(
�HCOMB − a

mFUEL,max

)
(23.31)

Combining Equation 23.28 at maximum power with
Equation 23.30 and 22.31 gives5,11:

WINT = L

b
(mFUEL,max�HCOMB − a) (23.32)

The variation in performance of the gas turbine with
ambient temperature can be correlated as9:

Wmax = a + bT0 (23.33)

where T0 = ambient temperature (◦C)
a,b = correlating parameters for power

The gas turbine heat rate and its variation with tempera-
ture can be defined by9:

HR = �HCOMB ,max

Wmax
= a + bT0 (22.34)

where HR = heat rate
a, b = correlating parameters for heat rate

The correlating parameters for variation power and heat
rate with ambient temperature are specific to a particular
gas turbine model. The parameters in the model can be
determined from detailed simulation of the gas turbine or
by fitting operating data from existing gas turbines, under
different operating conditions.

Figure 23.14 shows an integrated gas turbine in which
the exhaust from the gas turbine is used to generate steam
in a heat recovery steam generator (HRSG) before being
vented to atmosphere. It is possible to fire fuel after the
gas turbine to increase the temperature of the gas turbine
exhaust before entering the HRSG, as gas turbine exhaust
is still rich in oxygen (typically, 15% O2). The steam
from the HRSG might be used directly for process heat-
ing or be expanded in a steam turbine system to generate
additional power. The steam turbine exhaust can either be
back-pressure or condensing. Figure 23.15 shows a repre-
sentation of a HRSG on a temperature–enthalpy diagram.
Figure 23.15a shows a single-pressure HRSG. The steam
profile includes boiler feedwater preheat, latent heat and
superheat. Maximizing the heat recovery from the gas tur-
bine exhaust into steam generation will be limited by a
pinch between the gas turbine exhaust and the steam gener-
ation profile. Figure 23.15b shows a dual pressure HRSG.
This includes boiler feedwater preheat and superheat for
both the low-pressure (LP) and high-pressure (HP) levels.
The dual pressure HRSG allows a better match between the
steam profile and the gas turbine exhaust. This means that a
greater amount of heat recovery is possible when compared
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Figure 23.14 Gas turbine with heat recovery steam generator (HRSG).
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Figure 23.15 Temperature–enthalpy representation of HRSGs.

with a single pressure HRSG. In the case of the dual pres-
sure HRSG, there are degrees of freedom for how much
LP and HP steam are generated, leading to two pinches
that limit the heat recovery potential. The largest gas tur-
bines sometimes use a triple pressure HRSG, although these
are normally reserved for power station applications.

Figure 23.15 shows the potential to generate steam from
a gas turbine exhaust. The potential to generate steam
can be increased by introducing firing of fuel after the
gas turbine. There are three firing modes for gas turbines
as follows.

1. Unfired HRSG. An unfired HRSG uses the sensible heat
in the gas turbine exhaust to raise steam.

2. Supplementary fired HRSG. Supplementary (or auxil-
iary) firing raises the temperature by firing fuel to use a
portion of the oxygen in the exhaust. Supplementary firing
uses convective heat transfer, and temperatures are limited
to a maximum of around 850◦C by ducting materials.

3. Fully fired HRSG. Fully fired HRSGs make full utiliza-
tion of the excess oxygen to raise the maximum amount of
steam in the HRSG. Full firing means reducing the excess
oxygen to a minimum of around the 3% normally demanded
by all combustion processes to ensure efficient combustion.
However, this means that radiant heat transfer will result
from full firing. Essentially, fully firing means that the gas
turbine exhaust is used as preheated combustion air to a
steam boiler.

Figure 23.16 shows supplementary firing on a temper-
ature versus enthalpy diagram. The supplementary firing
increases the temperature of the exhaust, thereby increas-
ing the amount of available heat and the potential for steam
generation. Supplementary firing allows greater amounts of
steam to be generated with a high efficiency. Higher steam

Supplementary Firing

QSF

∆QSTEAM

TSF

TUF

HP

H

Figure 23.16 Supplementary fired HRSG.

superheat temperatures are possible. Also, importantly,
supplementary firing introduces more flexibility to the
steam system. As already discussed, gas turbines are inflex-
ible in terms of their part load performance. Supplementary
firing allows the amount of steam generated to be varied,
without changing the load on the gas turbine. Figure 23.16
shows a situation in which the supplementary firing allows
a closer match between the gas turbine exhaust and the
steam generation profile when compared with the unfired
case. In some cases, this can mean that the additional heat to
steam generation from supplementary firing is greater than
the heat input from fuel from the supplementary firing.

Example 23.3 Data are given for a gas turbine firing natural gas
at ISO conditions:

W = 26,070 kW

HR = 12,650 kJ·kWh−1

mEX = 446,000 kg·h−1

TEX = 488◦C
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Using these data calculate:

a. the fuel consumption �HCOMB and efficiency ηGT at standard
conditions.

b. how much heat can be recovered from the exhaust if TSTACK =
100◦C and if CP of the exhaust is 1.1 kJ·kg−1·K−1?

c. Wmax , HR, ηGT and QCOMB at an ambient temperature of 0◦C?
The change in performance can be estimated from

Wmax (kW) = 29,036 − 189.4T0

HR(kJ·kWh−1) = 12,274 + 31.32T0

where T0 = ambient temperature (◦C)
d. estimate the heat available in the exhaust if it is supplementary

fired to 850◦C for ISO conditions.

Solution

a. From Equation 23.34:

�HCOMB = W ·HR

= 26,070 (kW) × 12,650 (kJ·kWh−1)

3600 (kJ·kWh−1)

= 91,607 kW

ηGT = 1

HR

= 3600 (kJ·kWh−1)

12,650 (kJ·kWh−1)

= 0.28

b. QEX = mCP (TEX − TSTACK )

= 446,000 × 1.1 × (488 − 100)

3600
= 52,876 kW

= 52.9 MW

c. At 0◦C:

Wmax = 29,036 − 189.4T0

= 29,036 − 189.4 × 0

= 29,036 kW

HR = 12,274 + 31.32T0

= 12,274 kJ·kWh−1

ηGT = 3600

12,274

= 0.29

QCOMB = W ·HR

= 29,036 × 12,274

3600
= 98,997 kW

d. QSF = mCP (TSF − TEXHAUST )

= 446,000 × 1.1 × (850 − 488)

3600
= 49,333 kW

= 49.3 MW

Total heat in the exhaust with supplementary firing

= 52.9 + 49.3

= 102.2 MW

The emphasis on gas turbine integration so far has been
to utilize the exhaust for generation of steam in unfired,
supplementary fired or fully fired systems. However, the
exhaust can be used in other ways. In principle, it can be used
directly for process heating, as discussed in Chapter 16. This
would require a direct match between process fluids and the
hot gas turbine exhaust gases. Safety issues might, however,
prevent this. If the process fluid is flammable and a leak
develops, then flammable material will leak into a duct of hot,
oxygen-rich gas with all the potential for fire and explosion.
The gas turbine exhaust can also be used for drying. Drying,
as discussed in Chapter 8, usually involves the removal of
water by evaporation into hot air. In some applications, a gas
turbine can be ducted directly into a dryer to provide the hot
air. However, care should be taken to ensure that the small
amounts of combustion products (including NOx) do not
contaminate the process. Finally, the hot exhaust gases from
a gas turbine can be used to supply preheated combustion air
(albeit slightly depleted in oxygen) to furnaces. Examples of
the application of this type of arrangement are in ethylene
production with the furnace reactors and fired heaters in
petroleum refinery applications.

23.5 STEAM SYSTEM CONFIGURATION

Figure 23.17 shows a schematic of a typical steam distribu-
tion system. Raw water is treated before entering the boil-
ers that fire fuel to generate high-pressure (HP) steam. The
HP steam is let down through back-pressure turbines to the
medium-pressure (MP) and low-pressure (LP) steam mains.
In Figure 23.17, a condensing turbine operates from the HP
steam mains to generate additional power. Operating a con-
densing turbine from the highest-pressure inlet maximizes
the power production. The general policy on steam usage for
heating is that LP steam should be used in preference to HP
steam. Using LP steam for steam heating:

• allows power generation in steam turbines from the high-
pressure steam;

• provides a higher latent heat in the steam for the
steam heater;

• leads to lower capital cost heat transfer equipment due
to the lower pressures.
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Figure 23.17 Steam distribution system.

Also shown in Figure 23.17 are let-down stations
between the steam mains to control the mains pressures
via a pressure control system. The let-down stations in
Figure 23.17 also have de-superheaters. When steam is
let down from a high to a low pressure under adia-
batic conditions, the amount of superheat increases. De-
superheating is achieved by the injection of boiler feed-
water under temperature control, which evaporates and
reduces the superheat. There are two important factors
determining the desirable amount of superheat in the steam
mains.

a. Steam heating is most efficiently carried out using the
latent heat via condensation, rather than having to de-
superheat before condensing the steam. Thus, the design
of steam heaters benefits from having no superheat in
the steam. However, having no superheat in the steam
mains is undesirable, as this would lead to excessive
condensation in the steam mains. It is desirable to have
at least 10 to 20◦C superheat in steam mains to avoid
excessive condensation in the mains.

b. In addition to using steam for steam heating, it is
also used for power generation by expansion through
steam turbines. Expansion in steam turbines reduces the
superheat in the steam as it is reduced in pressure.
If there is not enough superheat in the inlet steam,
then condensation can take place in the steam turbine.
While some condensation in the machine is acceptable,
excessive condensation can be damaging to the machine.
Also, if the steam turbine is exhausting to a steam main,
then it is desirable to have some degree of superheat
in the outlet to maintain some superheat in the outlet
low-pressure steam main.

To determine the appropriate amount of superheat in the
steam mains, it is best to start with the lowest-pressure
steam main that would be used for steam heating and not
for power generation. This superheat needs to be set to 10
to 20◦C, as discussed above. The degree of superheat in
the next highest-pressure main, before expansion through
steam turbines to the lowest-pressure steam main, needs
to be determined by simulation of the expansion in the
steam turbines to maintain the required 10 to 20◦C in the
lowest-pressure main. In turn, the degree of superheat in the
next highest-pressure main, before expansion through steam
turbines to the next-to-lowest-pressure steam main, needs
to be determined to maintain the required superheat in the
next-to-lowest-pressure steam main. In this way, working
from the low- to high-pressure mains, the required amount
of superheat can be determined for each steam main.

As noted previously, the normal maximum pressure for
distribution is around 40 bar. Heat losses in the distribution
system might be typically 10% of the fuel fired in the
boilers, but can be higher.

Steam heaters are normally provided with a steam trap
at the outlet of the steam heater that has the function of
allowing condensate to pass but closes to prevent steam
from passing3. Many designs of steam trap are available.
Figure 23.18 shows a typical arrangement that uses an
expansion bellows. Operation depends on there being
a significant difference between the temperature of the
condensate and the steam, which can be achieved through
heat loss from the pipework upstream of the steam trap.
When condensate enters the trap, the expansion bellows
contracts and allows the condensate to pass. As soon as
steam starts to flow, the bellows expands to close the valve.
Steam traps should also preferably allow trapped air to pass
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Figure 23.18 A steam trap.

as air reduces the heat transfer coefficient of the condensing
steam. Many other designs are available.

For large heat transfer duties, it is good practice to
recover the steam that is flashed as the condensate reduces
in pressure. Such an arrangement is shown in Figure 23.19.
Steam enters the steam heater and condensate (in practice,
with some steam) passes through the trap. Flashing occurs
before the mixture enters a settling drum that allows the
flash steam to be separated from the condensate. The
flash steam would then be fed to a steam main at the
appropriate pressure.

Figure 23.20 illustrates the features of a typical steam
system. It is usual to have at least three levels of steam.
On larger sites, steam may also be generated at a very high
pressure, which will only be used for power generation
in the boiler house. Steam would then be distributed
typically at three pressures around the site. Back-pressure
turbines let steam down from the high-pressure mains to

Trap

Condensate

Steam

Flash Steam to
Mains

Figure 23.19 Flash steam recovery.

the lower-pressure mains to generate power. Supplementary
power may be generated using condensing turbines. Let-
down stations control the steam mains pressures. The
system in Figure 23.20 shows flash steam recovery into the
medium-pressure and low-pressure mains. Also, as shown
in Figure 23.20, the boiler blowdown is flashed and flash
steam recovered before being used to preheat incoming
boiler feedwater and being sent to the effluent. Whether
flash steam recovery is economic is a matter of economy
of scale.

23.6 STEAM AND POWER BALANCES

Steam and power balances provide the link between the
process utility requirements and the utility supply. The
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Figure 23.20 Features of a typical steam system.
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steam and power balance determines the basis for:

• boiler sizes
• fuel consumption in the boilers
• steam turbine flows
• import power requirements (or export potential)
• let-down station and deaerator capacities
• steam flows in various parts of the system
• boiler feedwater requirements.

To illustrate steam balances, consider a simple example
that involves two steam mains with conditions given in
Figure 23.21. There are no steam turbines in this simple
example, and steam is let down from the high- to low-
pressure mains using a let-down station, which does
not have de-superheating. Figure 23.21 shows the process
steam usage and the process steam generation from high-
temperature waste heat recovery. Treated water enters the
deaerator at 25◦C. The site has a 70% condensate return
(based on the rate of steam generation) at a temperature of
80◦C, as shown in Figure 23.21. Figure 23.21 shows the
various flows around the system that are unknown. The
flow from the utility boilers, the let-down flow, deaerator
steam, treated water and condensate return flowrates are all
unknown. For this particular problem, the steam balance
can be closed if the flow of deaeration steam is known.
Assume that the flow to deaerator is 5 t·h−1. Also assume
that the blowdown rate is 5%. Having assumed the
deaerator flow to be 5 t·h−1 fixes the let-down flow to
be 15 t·h−1 and the flow from the utility boilers to be
25 t·h−1, as illustrated in Figure 23.22. Assuming a 5%
blowdown rate for the process and utility steam boilers
now allows the boiler feedwater flow to be calculated
as 42 t·h−1. For a condensate return rate of 70%, the
flowrate of condensate return to the deaerator is 28.0 t·h−1.
Assuming 5% of the deaeration steam is vented (0.3 t·h−1)

P = 40 bar
T = 350°C
H = 3094 kJ·kg−1

P = 4 bar
T = 150°C
H = 2753 kJ·kg−1
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Process
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10 t·h−1

15 t·h−1
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??

Treated Water

H = 105 kJ·kg−1

Condensate Return 70%
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H = 336 kJ·kg−1
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?
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Figure 23.21 Example of a steam balance.
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P = 4 bar
T = 150°C
H = 2753 kJ·kg−1

Process

Process

Process

Process

5 t·h−1

10 t·h−1

42 t·h−1

0.3 t·h−1 5 t·h−1

15 t·h−1

20 t·h−1

15 t·h−1

Utility
Boilers

Blowdown

Blowdown

Blowdown

25 t·h−1

Deaerator

9.3 t·h−1 28.0 t·h−1

Treated Water

H = 105 kJ·kg−1

Condensate Return 70%

(Assume blowdown to be 5%)

T = 80°C
H = 336 kJ·kg−1

T = 105°C
H = 439 kJ·kg−1

H = 2683 kJ·kg−1

Vent

T = 25°C

Figure 23.22 Estimation of the deaeration steam allows the
missing flows to be determined.

allows the treated water make up to be calculated as
9.3 t·h−1.

Thus, in this example, assumption of the deaeration
steam allows the steam balance to be closed. How-
ever, this is based on an assumed deaerator flow. The
actual flow to the deaerator can be calculated from a
heat balance around the deaerator. Figure 23.23 shows
the flows into and out of the deaerator. If the boiler
feedwater flow and condensate flows are known, together
with an assumed value of the vent steam, then the
flowrate of deaeration steam can be calculated from an
energy balance.

A material balance around the deaerator gives:

mTW = mBFW − mCR − mSTEAM (1 − α) (23.35)

Deaerator

Boiler feed water
mBFW, HBFW

Vent
(1-a)mSTEAM, HVENT

Treated Water Makeup

mTW, HTW

Steam Condensate

mCR, HCR

Deaeration Steam

mSTEAM, HSTEAM

Figure 23.23 Deaerator material and energy balances.



486 Steam Systems and Cogeneration

where mTW , mBFW , mCR , mSTEAM

= flowrates of treated water, boiler feedwater,

condensate return and deaeration steam, respectively

α = proportion of deaeration steam vented

An energy balance around the deaerator assuming the
enthalpy of the vented steam to be saturated at the deaerator
pressure gives:

mTW ·HTW + mCR ·HCR + mSTEAM ·HSTEAM

= mBFW ·HBFW + α·mSTEAM ·HVENT (23.36)

where HTW , HBFW , HCR , HSTEAM , HVENT

= specific enthalpy of the treated water, boiler

feedwater, condensate return deaeration steam and

vented steam, respectively

Combining Equations 23.35 and 23.36 and rearranging
gives:

mSTEAM = mBFW (HBFW − HTW ) − mCR(HCR − HTW )

(HSTEAM − HTW ) − α(HVENT − HTW )

(23.37)

Substituting the values for the example and assuming
α = 0.05 gives:

mSTEAM = 42(439 − 105) − 28.0(336 − 105)

(2753 − 105) − 0.05(2683 − 105)

= 3.0 t·h−1

A new steam balance can now be calculated, the energy
balance around the deaerator revised and the procedure
repeated until convergence is achieved. A converged steam
balance is shown in Figure 23.24.

In other problems, the let-down stations might use de-
superheating. Figure 23.25 illustrates a de-superheater. A
material balance gives:

mSTEAM ,out = mSTEAM ,in + mTW (23.38)

An energy balance gives:

mSTEAM ,out ·HSTEAM ,out = mSTEAM ,in ·HSTEAM ,in

+ mTW ·HTW (23.39)

Combining Equations 23.38 and 23.39 and rearranging
gives:

mSTEAM ,out = mSTEAM ,in
HSTEAM ,in − HTW

HSTEAM ,out − HTW
(23.40)

Steam flow and conditions of the inlet steam are known.
Outlet conditions are usually fixed by the downstream main
conditions, and hence Equation 23.40 can be solved.
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Figure 23.24 Revising the deaerator steam flow allows the
steam flows to be updated.
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Figure 23.25 A de-superheater.

Flash steam recovery might also feature. Condensate
or blowdown is fed to the flash drum, as illustrated in
Figure 23.26. A material balance gives:

mFS = mCOND,in − mCOND,out (23.41)

An energy balance gives:

mFS ·HFS = mCOND,in ·HCOND,in − mCOND,out ·HCOND,out

(23.42)

Combining Equations 22.41 and 22.42 and rearranging
gives:

mFS = mCOND,in
HCOND,in − HCOND,out

HFS − HCOND,out
(23.43)

The flash drum pressure will be known as this will be
set by the pressure of the main into which the flash steam
will be recovered. The flash steam and condensate outlet
enthalpies are set by saturation conditions.
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Figure 23.26 Flash steam recovery.

23.7 SITE COMPOSITE CURVES

A method of thermodynamic analysis for site steam systems
will next be developed to allow the thermal loads and
levels on a complete site to be studied. For this, a
temperature–enthalpy picture for the whole site is needed,
analogous to the grand composite curve for an individual
process, as developed in Chapter 16. There are two ways
in which such curves can be developed. The first relates to
a new design situation.

A new design situation would start from the grand
composite curves of each of the processes on the site
and would combine them together to obtain a picture
of the overall site utility system12. This is illustrated in
Figure 23.27, where two processes have their heat sink
and heat source profiles from their grand composite curves
combined to obtain a site hot composite curve and a site
cold composite curve, using the procedure developed for
composite curves in Chapter 16. Wherever there is an
overlap in temperature between streams, the heat loads

T

T*

T*

H

H

H

Total Site Profiles

Process A
Site Source Profile

Site Sink Profile

Process B

Heat
Sink

Heat
Source

Heat
Source

Heat
Sink

Figure 23.27 Total site profiles new design can be produced by
combining the grand opposite curves for the individual processes.
(From Klemes J, Dhole VR, Raissi K, Perry SJ and Puigjaner
L, 1997, Applied Thermal Engineering, 17: 993, reproduced by
permission of Elsevier Ltd.)

within the temperature intervals are combined together. In
Figure 23.27, the pockets of additional heat recovery in
the grand composite curve have been left out of the site
analysis. This assumes that this part of the heat recovery
will take place within the processes. The remaining heat
sink profiles and heat source profiles are combined to
produce the site composite curves12.

While it is usually justified to leave out the pockets
of additional heat recovery in a process and accept the
in-process heat recovery, some processes demand that
information from within the pockets should be included.
Figure 23.28 shows a grand composite curve typical of
processes involving highly exothermic chemical reactions.
The grand composite curve shows only a cooling profile
and no heating requirement, as a result of the reaction
exothermic heat. There is a large pocket of additional heat
recovery, which has not been isolated in Figure 23.28.
The temperatures within the pocket are such that high-
pressure steam can be generated within the pocket. If high-
pressure steam is generated within the pocket as indicated in
Figure 23.28, then this disturbs the energy balance within the
pocket. To compensate for this, low-pressure steam can be
used to provide heating within the pocket, where previously
heat recovery would have satisfied the heating requirements
within the pocket. In practice, exploiting the pocket in the
way indicated in Figure 23.28, using a combination of high-
pressure and low-pressure steam, is likely to be economic if
there is a significant difference in value between the high- and
low-pressure steam. Thus, the extraction of the data from the
grand composite curves in such scenarios should include part
of the profiles within the pocket, as shown in Figure 23.28.
But when should such opportunities be exploited? The
situation arises when the temperature difference across the

HP Steam

LP Steam

Source Profile

Sink Profile

Source Profile

T *

∆H

Figure 23.28 Sometimes, the details of the grand composite
curve pockets should be included in the site profiles.
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pocket spans two steam levels. If the pocket does not span
two steam levels, then the pocket should be isolated, as
shown in Figure 23.27. Also, even if the pocket spans a large
temperature range, the heat duties within the pocket must be
large enough to justify the complication of introducing an
extra steam level into the design of that process.

One further point needs to be noted regarding the
construction of the site composite curves. The temperatures
are shifted over and above the shift included in the
construction of the grand composite curve. The original
hot and cold streams are shifted by �Tmin/2 to produce the
grand composite curve. Site composite curves are shifted by
an additional �Tmin/2 to give a total �T shift of �Tmin ,
as illustrated in Figure 23.2913. If different values of �Tmin

apply to different processes, then each set of process data
is given its individual shift in �Tmin before the steams are
combined in the construction of the site composite curves.
The concept of individual shifts for �Tmin was discussed
in Chapter 16.

The other way to construct the site composite curves
relates more to a retrofit situation. In a retrofit situation,
the plants and their heat recovery systems are already in
place. The heat recovery might already be maximized and
in agreement with the target set by the composite curves
and the problem table algorithm. If this is the case, then
the grand composite curve will give an accurate reflection
of the process utility demand. However, in retrofit, the heat
recovery might not be at its maximum. Thus in retrofit
situations, the grand composite curve does not necessarily
give an accurate picture of utility demands, as it assumes
maximum heat recovery. If the existing amount of heat
recovery is assumed to be fixed (whether maximized or
not), the site profiles can be constructed from the individual
process duties within each of the utility heat exchangers on
the site. The temperature–enthalpy profiles of the process
streams within each of the utility heat exchangers are used
to construct the site composite curves in exactly the same
way as discussed in Chapter 16 for process composite
curves. This way of constructing the site composite curves
thus accepts the existing heat recovery system within each
process, good or bad. Again, the temperature needs to be

T

H

DTmin

DTmin

Figure 23.29 Site profiles are required to have a total shift of
�Tmin from the original temperature.

shifted for the site composite curves. Starting from the
individual process stream data, this needs to have a shift
of �Tmin , as indicated in Figure 23.29. One additional
advantage of this approach relative to that based on grand
composite curves is that fewer data are required for the
construction. Construction of the grand composite curve
for a process requires data for all heat sources and sinks to
be collected, whereas the alternate approach requires only
data from the utility heat exchangers.

Following these procedures allows composite curves
for the total site to be developed that give a picture of
the heating and cooling requirements of the total site,
both in terms of enthalpy and temperature12. Suppose that
the steam mains pressures and temperatures are fixed.
Figure 23.30 illustrates how targets can be set for the site
utility system in terms of steam generation and steam
usage. The site hot composite curve in Figure 23.30 shows
the overall site cooling requirements in both temperature
and enthalpy terms. In Figure 23.30, the cooling has been
satisfied by a combination of steam generation and cooling
water. The targets are set for site cooling starting with the
highest-temperature cooling utility, in this case, medium-
pressure (MP) steam generation. This is first maximized. The
second highest-temperature cooling utility is low-pressure
(LP) steam generation. This is now maximized, with the
residual cooling being satisfied by cooling water. The site
cold composite curve in Figure 23.30 shows the heating
requirements of the site in temperature and enthalpy terms. To
set the targets for steam usage, the lowest-temperature heating
utility is first maximized. In this case, the lowest-temperature
heating utility is LP steam usage. Having maximized the LP
steam usage, the next lowest-heating utility is maximized, in
this case, MP steam. The residual high-temperature heating
is taken up by high-pressure (HP) steam.

The steam profiles in Figure 23.30 touch the site profiles.
This does not imply heat transfer with �T = 0. The
temperature difference built into the construction of the site
composite curves ensures feasible heat transfer. Each time
a steam profile touches a site composite curve, this implies
�Tmin . In practice, the streams in the construction of the site
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T

H
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MP

Site Source Profile

Site Source Profile

Figure 23.30 Site profiles allow targets for steam usage and
steam generation for the whole site to be developed.
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hot composite curve are �Tmin hotter than plotted, and the
streams in the site cold composite curve are �Tmin colder
than plotted. The steam profiles are plotted at their actual
temperatures.

The steam profiles plotted in Figure 23.30 show only the
latent heat part of the steam profiles. Steam generation will
most likely involve boiler feedwater preheating to saturation
conditions, followed by vaporization and superheating.
Steam usage will involve some de-superheating, followed by
condensation of the steam and, possibly, some subcooling of
the condensate. These additional features are readily included
in the site steam profiles but have been left out of Figure 23.30
for the sake of clarity. If boiler feedwater preheat and
superheat need to be included for steam generation, then the
steam profiles for the different steam levels might overlap
in the boiler feedwater preheat and superheat parts of the
profiles. In this case, a composite must be created of the
steam generation profiles for the individual levels, in a similar
way to the construction of the composite curves, but without
any temperature shift. Also, if steam de-superheating and
condensate subcooling need to be included in the steam
usage, then a composite of the steam usage profiles needs to
be constructed. These composite steam profiles would then be
matched against the site composite curves. The steam profiles
in Figure 23.30 have been simplified to include only the latent
heat for the clarity of explanation.

Figure 23.31 shows the site composite curves but now,
relating to a retrofit situation. This time, the temperatures
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Site Source Profile

Figure 23.31 In a retrofit situation, plotting the actual steam
duties allows lost potential to be identified.

have been fixed by the existing steam main pressures, and
the loads on the various steam mains have been fixed to
their existing duties12. There is now a mismatch between
the site composite curves and the steam profiles. In the
example in Figure 23.31, the steam generation matched
against the site hot composite curve is on target. However,
the steam usage is poorly matched against the site cold
composite curve. In Figure 23.31, the LP steam duty should
be higher, the MP steam duty higher and the HP duty
lower. The penalty for such a mismatch is lost opportunity
for cogeneration in steam turbines. A greater use of the
lower-pressure steam for heating allows more steam to be
expanded from the HP level through to the lower levels,
and hence more power to be generated in steam turbines.

While Figures 22.30 and 22.31 are useful in being able to
set targets for steam generation and steam usage and identify
missed opportunities in retrofit, there is another feature of
the steam system that has not yet been addressed. This is
the recovery of heat between processes through the steam
system. Figure 23.32a shows the steam generation and steam
usage for a site. In this example, in Figure 23.32a, HP steam,
MP steam and LP steam are both generated and used on the
site. Steam that is generated by waste heat does not need
to be generated from the utility system from burning fuel
in steam boilers. The steam generated by processes is fed
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Figure 23.33 Targeting heat recovery for the site through the
steam system.
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Figure 23.32 Site heat recovery through the steam system.
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into the steam mains, which is subsequently used by other
processes on the site, as illustrated in Figure 23.32b. This
heat recovery between processes through the steam system
needs to be included in targeting for the site. Figure 23.33a
illustrates how heat recovery for the site can be targeted
by overlapping the steam profiles. Figure 23.33a shows the
region of overlap between the steam profiles to be a measure
of the heat recovery across the site through the steam
system13,14. Where heat recovery does not satisfy the site
heating demand, residual heating needs to be satisfied by
the very-high-pressure (VHP) steam generated in the utility
boilers. Where the steam generation profile is not required for
heating in Figure 23.33a, the residual heat must be rejected
to the ambient, for example, to cooling water. If heating and
cooling were the only considerations, it would not be sensible
to generate LP steam against the process and to condense
this against cooling water, as implied by Figure 23.33a.
However, there is a power generation potential that needs
to be considered later, and it is therefore left in place. The
amount of overlap between the steam profiles is a degree
of freedom available to the designer. Increasing the heat
recovery between the profiles decreases the steam that must
be generated in the utility boilers and decreases the site
heat rejection. In other words, increasing the heat recovery
decreases the heat flow through the system from utility steam
generation through site cooling, and vice versa. If the overlap
between the site steam profiles is maximized, as shown in
Figure 23.33b, this minimizes the steam generation in the
utility boilers and the site heat rejection. The limit is set by
the site pinch between the steam profiles13,14.

In setting the appropriate amount of heat recovery across
the site through the steam system, various trade-offs need
to be considered. Before this can be done, the cogeneration
implications of the site heat recovery need to be quantified.

23.8 COGENERATION TARGETS

Figure 23.34 shows site hot and cold composite curves,
together with the steam profiles, matched together in order
to maximize the heat recovery across the site. This means
that in this case, the site is pinched. Figure 23.34 shows all
of the heat flows involving the site utility system. Steam
generation by the processes involves heat flow from the site
hot composite curve into steam generation. Steam usage
involves heat flow from steam into the site cold composite
curve. After recovering heat between process steam gener-
ation and process steam usage, the balance of the heating
demand in Figure 23.34 is satisfied by fuel fired in the util-
ity boilers to generate VHP steam that satisfies the balance
of the site heating demand. The shaded area in Figure 23.34
is a region where high-pressure steam is expanded to low-
pressure steam in the utility system. This expansion from
high to low pressure, if carried out in steam turbines, will
generate power. Below the site pinch, the site needs to
reject heat to the environment. This is ultimately rejected to

Fuel
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CW

W

Heat Flow Between
Utilities and Processes

Heat Flow in the Utility
System

Heat Flow Between
Processes and Utilities

Figure 23.34 The heat flows involving the site utility system.
(From Klemes J, Dhole VR, Raissi K, Perry SJ and Puigjaner L,
1997, Applied Thermal Engineering, 17: 993, reproduced by
permission of Elsevier Ltd.)

cooling water or air cooling. However, to maximize the
cogeneration potential, the low-pressure steam generated is
expanded to vacuum pressure (VP) steam, which is in turn
condensed against cooling water. Below the site pinch, the
shaded area also represents the potential to expand steam
in steam turbines to generate power13.

From the previous discussion of steam turbines, the
larger the flow through a steam turbine, the greater the
amount of power that will be generated. Also, the larger
the pressure difference (and hence the larger the saturation
temperature difference) across a steam turbine, the greater
the power generation potential. Strictly speaking, the power
generation is proportional to the Carnot Factor for a heat
engine (TH − TC)/TH (where TH and TC are the heat
input and heat rejection temperatures in K) rather than the
saturation temperature difference. Thus, the shaded area
in Figure 23.34 can be considered to be approximately
proportional to the amount of power that can be generated
by steam turbines in the utility system13.

The heat flows through the site utility system in
Figure 23.34 relate to the setting for maximum heat recov-
ery in a site that is pinched. As pointed out previously,
this is only one possible setting that happens to minimize
the heat supply from the utility boilers and the heat rejec-
tion from the site. It is not necessarily the optimum setting.
Consider the steam profiles shown in Figure 23.35 that have
been set such that the heat recovery is not maximized. This
means that a greater amount of fuel is being fired in the util-
ity boilers, compared with a site in which the heat recovery
is being maximized. However, in addition to firing extra
fuel and generating extra VHP steam in the utility boilers,
the larger area between the steam profiles means a larger
potential for cogeneration of power. The site steam profiles
corresponding with a setting in which the heat recovery has
not been maximized can be decomposed into two parts, as
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Figure 23.35 Increasing the heat flow through the utility potential for system increases the potential for power generation.

illustrated in Figure 23.35. The two parts correspond with
steam profiles corresponding with a site that is pinched and
a residual area that expands all the way from VHP to VP.
This area between VHP and VP corresponds with condens-
ing power generation. Thus, the setting of the steam profiles
with the site pinched presents a cogeneration potential that
is all true cogeneration. As more heat is allowed to flow
through the utility system, and as the site heat recovery is
correspondingly decreased, the additional heat flow corre-
sponds with condensing power generation13.

It could be argued that a site should not use condensing
power generation in the way implied in Figure 23.35.
Centralized stand-alone power stations use condensing
power generation but with complex and extremely efficient
cycles. The simple cycle used on a processing site cannot
achieve the same efficiency of power generation as a
stand-alone centralized power station using complex power
generation cycles. However, it can still be sensible for
a site to utilize condensing power generation. This is
because the ultimate goal is not to maximize efficiency
but to minimize cost. For example, it may be that the site
produces waste gases that can be fired to generate steam,
and hence power, at no additional cost. Also, it might

be cheaper to generate the power in a condensing cycle
on the site during peak periods when tariffs for imported
power become particularly high. It might also be desirable
to generate power through a condensing power generation
to ensure utility security in situations where the external
supply is subject to interruption. In other words, even
though a centralized power station using complex power
generation cycles can generate power more efficiently than
a process site condensing cycle, it is often desirable to
have some element of condensing power generation on
the site. The cost of imported power must be balanced
against the fuel and other costs associated with power
generation, together with considerations of operability and
system security to obtain the most appropriate balance
between cogeneration and power import (or power export).
Depending on the circumstances, this could either be at
the extreme case of a pinched site (corresponding with
Figure 23.34), or the curves set apart to the extent that all of
the power requirements of the site are generated on site by
a combination of true cogeneration and condensing power
generation (corresponding with Figure 23.35).

How can this trade-off be carried out quantitatively?
Can targets be set for cogeneration for the site? Before
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Figure 23.36 The site grand composite curve.
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addressing how this can be done, one further graphical tool
needs to be introduced. This is illustrated in Figure 23.36.
The site grand composite curve is simply a plot of
the horizontal separation between the site composite
curves13. Both the site composite curves and the site grand
composite curve carry the same information. It is simply
represented graphically in a slightly different way. The
site grand composite curve is a more convenient graphical
representation of the site utility system when focusing on
the cogeneration. The site grand composite curve shows
the expansion zones in the steam turbines. These can now
be quantified in terms of their power generation potential
by applying the steam turbine model developed earlier.
It can be assumed that there is a single turbine in each
of the expansion zones. In practice, size limitations might
dictate that there are multiple turbines operating in parallel
in each expansion zone. Operability considerations to give
the flexibility to operate between different operating cases
might also dictate that there should be multiple turbines
operating in parallel. However, at this stage, it is desirable
to know the maximum power that can be generated.
Generally, the larger the turbine, the more efficient it is and
hence the greater the power generation for a given steam
flow. Thus, to set the targets for generation of power from
the site grand composite curve, it should be assumed that
there is a single turbine in each of the expansion zones13.

Having considered how to set targets for the cogeneration,
how can these targets be realized in a steam turbine
network? Figure 23.37 shows a site grand composite curve
with various expansion zones7,13. Figure 23.37a shows one
possible network design. Above the site pinch, two separate
steam turbines have been fitted into the expansion zone,
each with a single section, one expanding from VHP to
HP, and the other from VHP to MP. The heat flows in
Figure 23.37a can be translated into mass flows and hence
power generation potential, as described previously. Below
the site pinch in Figure 23.37a, the expansion zone has
been exploited with a single-section turbine between LP1

and VP (condensation). There is another small expansion
zone below the pinch in Figure 23.37a that is shown with
a throttle valve expanding between LP2 and condensation.
This expansion zone is considered to be too small to be worth
exploiting for power generation, and some lost potential is
accepted. Figure 23.37b shows an alternative way to exploit
the expansion potential above the site pinch. In this case,
a single-section turbine expands all of the steam between
VHP and HP. Then, a second expands from HP to MP.
The design below the site pinch has been kept the same in
Figure 23.37a. A third option is shown in Figure 23.37c. This
shows an extraction steam turbine expanding the steam from
VHP. The extraction level is taken to HP and the exhaust to
MP. The steam flows through the sections of the extraction
machine are dictated by the heat flow requirements of the HP
and MP levels. Again, the design below the site pinch has
been kept the same. Finally, Figure 23.37d shows a fourth
option. In this case, a single turbine has been fitted between
VHP and MP and sized according to the heat requirements
for the MP. The expansion zone between VHP and HP
has not been exploited for power generation, but simply
expanded through a let-down station. In this case, it has
been decided that it is not worthwhile to try and exploit
the full potential for cogeneration, and instead, some missed
potential for cogeneration has been accepted for the sake of
capital cost and design simplicity. But which is the best option
in Figure 23.37? For those designs that attempt to exploit the
full cogeneration potential (Figures 23.37a, b and c), there is
little to choose in terms of the power generation potential. The
choice would have to be made on the grounds of capital cost,
complexity of design, operability and the ability to handle
different operating cases. As pointed out previously, steam
systems, especially on large sites, are almost never at steady
state. Different operating cases need to be identified and the
appropriate site grand composite curves constructed. The best
fit to the network design across these different operating cases
needs to be chosen7.
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Figure 23.37 Steam turbine network design.
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23.9 OPTIMIZATION OF STEAM
LEVELS

It is important to understand the influence of steam levels
on the energy performance of the site utility system.
The steam levels affect both the level of heat recovery
through the steam system and the cogeneration potential
via the steam turbine network13. If a system of steam
mains already exists, then there is often little opportunity
to make significant changes in the pressures of the steam
mains. The scope to increase the pressure of an existing
steam main and the associated users of that steam level
is usually restricted by mechanical limitations preventing a
significant increase in the steam pressure. While mechanical
limitations do not prevent a decrease in the steam pressure,
the scope to decrease the pressure of an existing steam
mains is usually restricted by the capacity of the pipework
and valves. Decreasing a steam main pressure increases the
volumetric flowrate, and it is likely that the capacity of
the existing main and the associated users of that steam
main cannot cope with a significant decrease in the steam
main pressure.

However, it is important to understand where there is
scope to improve an existing system, even if changes cannot
be justified economically. Steam systems change over many
years, and the demands on them change correspondingly. If
the existing steam system is understood properly, then long-
term infrastructure investment can steadily improve the
system, even if short-term investment cannot be justified.

Consider the site composite curves shown in
Figure 23.38a. These have been set such that there is no
heat recovery through the steam system. All of the heating
requirements of the site utility system are being satisfied
by VHP steam from utility steam boilers. Cooling water is
satisfying all of the cooling requirements of the site util-
ity system. Figure 23.38b shows the introduction of some
heat recovery through the steam system resulting from an
overlap between the site composite curves. In order to real-
ize this potential for heat recovery, an intermediate level
of steam must be introduced, as shown in Figure 23.38b.
There is a specific temperature (T1 in Figure 23.38b) that
will allow this level of heat recovery. The intermediate
steam main at temperature T1 allows some steam to be
generated at temperature T1 and also some steam to be
used for process heating at that temperature. This not only
introduces the potential for heat recovery but also intro-
duces the potential for cogeneration through expansion of
steam through a steam turbine between VHP and the inter-
mediate steam main. The amount of heat recovery can
be varied by changing the temperature of the intermedi-
ate steam main T1. Changing the heat recovery (and tem-
perature T1) causes changes in both the amount of VHP
steam required from the utility steam boilers and the cogen-
eration potential in steam turbines. Note that the steam
generation (x) and steam usage (y) in Figure 23.38b are

 (a) No heat recovery.
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Figure 23.38 The effect of steam levels on heat recovery.

unequal. Figure 23.38c shows a situation where heat recov-
ery through the steam system has been maximized. This
corresponds with the heat duty on steam generation and
steam usage for the intermediate main being equal (T2 in
Figure 23.38c)13.

If the temperature is increased or decreased from
T2 in Figure 23.38c, then the supply of VHP from
the utility boilers will increase. Note that the point of
maximum heat recovery in Figure 23.38c also shows no
cogeneration potential. Overall, Figure 23.38 shows that
for a single intermediate steam main, the temperature
of the intermediate main dictates the amount of heat
recovery across the site through the steam system and the
cogeneration potential. Balancing the steam generation and
steam usage for that intermediate main not only minimizes
the steam generation in the utility boilers but also removes
any cogeneration potential13.

So far, the objective in setting the steam levels has
been to maximize heat recovery through the steam sys-
tem. Figure 23.38 shows the potential of a single interme-
diate steam main to reduce steam generation in the util-
ity steam boilers. As additional intermediate steam mains
are introduced, as shown in Figure 23.39, increased heat
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recovery is possible. Moving from a single intermedi-
ate steam main, shown in Figure 23.39a, to two inter-
mediate steam mains, shown in Figure 23.39b, allows
the heat recovery potential to be increased, decreasing
the VHP steam generation in the utility steam boilers
correspondingly. In Figures 23.39a and b, the intermedi-
ate steam mains have been chosen to be such that the
steam generation and steam usage for the intermediate
mains are just balanced. For a single intermediate steam
main in Figure 23.39a, there is a single degree of free-
dom to be optimized to maximize the heat recovery. In
the case of two intermediate steam mains, as shown in
Figure 23.39b, there are two degrees of freedom to be
optimized to achieve maximum energy recovery such that
the steam generation and steam usage for each interme-
diate main are balanced. Increasing from two interme-
diate steam mains to three intermediate steam mains in
Figure 23.39c shows a further increase in the heat recov-
ery potential by varying the temperatures of the three
intermediate mains until each main has its generation and
usage balanced13.

Whilst minimizing the fuel fired in utility boilers is
good from the point of view of reducing fuel costs
in utility steam boilers and saving the corresponding
emissions (locally), it is unlikely to be the optimum
point for heat recovery through the steam system. A cost
trade-off is required in order to minimize the overall
energy cost by trading off the fuel required for steam
generation versus the credit from cogeneration. Thus, in
Figure 23.40, involving a single intermediate steam main,
a small increase in the temperature of the intermediate
main from Figure 23.40a to Figure 23.40b brings about a
small increase in the amount of fuel fired in the utility
steam boilers, but significantly increases the cogeneration
potential. At some setting of the intermediate steam main,
the increase in fuel costs will balance the credit from
additional cogeneration at an optimum setting for the
intermediate main13.

It should also be noted that in addition to the degree of
freedom to vary the level of the steam main in Figure 23.40,

MP
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(a) Minimum fuel requirement. (b) Minimum utilities cost.
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Fuel
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Cogeneration
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Figure 23.40 The optimum setting of site heat recovery involves
a trade-off involving fuel and power costs.

there is an additional degree of freedom to vary the overall
degree of heat recovery. This would introduce condens-
ing power generation from the utility steam, as discussed
previously. This is an additional degree of freedom in the
optimization. Thus, in practice, there are two degrees of
freedom to be optimized for a single intermediate steam
main, three degrees of freedom for two intermediate steam
mains, and so on.

Figure 23.41 illustrates the overall trade-offs as a func-
tion of the number of intermediate steam mains for the case
of maximized energy recovery13. Two curves are shown in
Figure 23.41. The upper curve corresponds with minimum
fuel requirement and the lower corresponds with minimum
utility cost. Both correspond with no condensing power
generation from utility steam. Once the number of inter-
mediate mains has been chosen, then the settings for those
mains are chosen, either for the upper curve to correspond
with the minimum fuel for the utility steam boilers or for
the lower curve for minimum utility cost (fuel and power).
As the number of intermediate steam mains is increased,
the fuel required and the utility cost both decrease. How-
ever, the decrease in cost diminishes as the number of steam
mains increases.13

If a new steam main is added to an existing system,
then there are two ways in which the system can benefit13.
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Figure 23.39 Increasing the number of intermediate steam mains increases the heat recovery potential for the site.
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Figure 23.42 Adding a new steam main away from the site pinch increases the cogeneration potential.

Figure 23.42 shows an existing system that is set for
maximum energy recovery, in which a new main is
introduced away from the site pinch. The new main allows
an increase in the steam generation and a change from steam
use at a higher pressure to the new pressure. This has the

effect of increasing the cogeneration potential, as illustrated
in Figure 23.4213. On the other hand, Figure 23.43 shows
a system for maximum energy recovery in which a new
steam main is introduced at the site pinch. A new potential
is created to increase steam generation with the new main,

Fuel Savings

VHPVHP

New Main

VPVP

Figure 23.43 Adding a new steam main at the site pinch (for a pinched site) increases the potential for heat recovery through the
steam system.



496 Steam Systems and Cogeneration

and the ability to use steam at the lower level corresponding
with the new main. This allows increased heat recovery, as
illustrated in Figure 23.4313.

Whilst adding a new steam main across an existing site is
likely to be prohibitively expensive, a local (as opposed to
sitewide) steam main between a few critical processes might
allow much of the potential improvement to be realized at
much lower capital cost.

23.10 SITE POWER-TO-HEAT RATIO

The most appropriate cogeneration system for a site
depends to a large extent on the site power-to-heat ratio,
defined as15,16:

RSITE = WSITE

QSITE
(23.44)

where RSITE = site power-to-heat ratio
WSITE = power demand of the site
QSITE = process heating demand for the site

Figure 23.44 shows a site grand composite curve to
illustrate the definition of the site heating demand. The
steam demand for the processes on the site is defined by
(see Figure 23.44)17:

QSITE = ∑
QP

FIRED HEATERS
+ ∑

QP
STEAM MAINS

(23.45)

where Qp = individual process heating duties
The efficiency with which the power is generated can be

defined as:

ηPOWER = WGEN

QFUEL
(23.46)

where ηPOWER = power generation efficiency
WGEN = site power generation (not necessarily

equal to the site power demand)
QFUEL = site fuel demand
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Figure 23.44 The definition of cogeneration efficiency and site
power-to-heat ratio. (From Varbanov P, Perry S, Makwana Y, Zhu
XX and Smith, 2004, Trans IChemE, 82A: 784, reproduced by
permission of the Institution of Chemical Engineers.)

However, a more useful measure of the utility system
performance is the cogeneration efficiency. Of the fuel
fired in the utility system, some of this energy produces
power, some provides useful process heat and some is lost.
The cogeneration efficiency recognizes the amount of fuel
consumed to produce both power and useful process heat,
and can be defined as15,16:

ηCOGEN = WGEN + QSITE

QFUEL
(23.47)

where ηCOGEN = cogeneration efficiency

While this basic definition of cogeneration efficiency
seems straightforward, complications are created by the
process steam generated from waste heat recovery that can
be used for power generation or process heating and that
does not require any fuel to be fired in the utility system.
The heat supply can be defined as the sum of the heat
from fuel (both in the utility boilers and fired heaters)
and steam generation from the waste heat recovery (see
Figure 23.44)17:

QSUPPLY = ∑
QFUEL

FIRED HEATERS
+ ∑

QFUEL
BOILERS

+ ∑
QGEN

STEAM MAINS
(23.48)

where
∑

QFUEL
BOILERS

=
∑

BOILERS

(HSTEAM − HBFW )mSTEAM

ηBOILER
(23.49)

HSTEAM , HBFW = specific enthalpies of the steam
generated in the utility steam
boiler and boiler feedwater
respectively

mSTEAM = flowrate of steam generated in
the utility steam boiler

ηBOILER = boiler efficiency (including stack,
casing and blowdown losses)

The cogeneration efficiency is therefore more correctly
defined as:

ηCOGEN = WGEN + QSITE

QSUPPLY
(23.50)

Having established the basic definitions, a plot can be
developed between cogeneration efficiency with site power-
to-heat ratio. It will be assumed initially that power is
not to be exported from the site. Figure 23.45 shows
the variation of ηCOGEN with RSITE . The development
of the curve assumes that the site heating demand is
fixed. The power demand gradually increases, increasing
the site power-to-heat ratio. Start with a zero demand
for power, RSITE = 0, as shown in Figure 23.45. At this
point, there is no attempt to generate power by expansion
in steam turbines. Instead, all of the steam is expanded
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Figure 23.45 The site power-to-heat curve for complete on-site power generation in steam turbines. (From Varbanov P, Perry S,
Makwana Y, Zhu XX and Smith, 2004, Trans IChemE, 82A: 784, reproduced by permission of the Institution of Chemical Engineers.)

through let-down stations. As RSITE increases from zero,
the steam is expanded through steam turbines to meet the
power demand, with the remainder being expanded in let-
down stations. As RSITE increases further in Figure 23.45,
eventually all of the potential to expand steam through the
steam turbines has been realized. This corresponds with the
site utility system being pinched at RPINCH . As additional
power is generated above RPINCH in Figure 23.45, the
additional power generation can be through the use of
steam turbines, or combinations of gas turbines and
steam turbines. If power generation is restricted to steam
turbines, this requires a gradual increase in the amount of
condensing power generation from utility steam. This curve
asymptotically approaches the efficiency for a stand-alone
steam generation cycle.

If cogeneration efficiency (rather than cost) is used to
dictate the import and export policy for electricity from the
site, then the regions where electricity should be imported
and exported are illustrated in Figure 23.4617. At low values
of RSITE below RPINCH , the site heat demand means that
the site has the potential to cogenerate more power than it
requires in the steam turbines. Given that power generation
in this situation is more efficient than stand-alone power
generation, it would be beneficial from the point of view of
the efficiency to realize the full potential for cogeneration
between RSITE = 0 and RSITE = RPINCH , and to export
the electricity not required on the site. At high values
of RSITE , as shown in Figure 23.46, ηCOGEN decreases
and is likely to fall below that for centralized (stand-
alone) power generation. Now, from the point of view of
efficiency, it would be sensible to stop power generation
on the site when ηCOGEN falls below the efficiency of
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Balanced generation

Power import/export

hcogen

hcentral

Figure 23.46 The site power-to-heat curve for steam turbines
and export to power. (From Varbanov P, Perry S, Makwana Y,
Zhu XX and Smith, 2004, Trans IChemE, 82A: 784, reproduced
by permission of the Institution of Chemical Engineers.)

centralized power generation and to import the balance of
power required by the site. Of course, these arguments are
based on thermodynamic efficiency, rather than cost, and a
full economic analysis is likely to change these thresholds.
For example, the availability of large amounts of cheap
fuel might make power export attractive over a wide range
of values of RSITE , despite poor cogeneration efficiency. It
should also be recalled from Chapter 2 that power costs
(both import and export) are usually subject to significant
tariff variations according to the season of the year (winter
versus summer), the time of day (night versus day) and the
time of the week (weekend versus weekday). Even though
transient economic factors might distort the picture, it is still
important to understand the fundamentals of the trade-offs.

Rather than following a path of using steam turbines
only, a combination of gas turbines and steam turbines can
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be used at values above RPINCH . The use of gas turbines
will lead to cogeneration efficiencies higher than that for
steam turbines used exclusively15.

Consider an example involving a site where there are four
steam mains with their steam usage and generation detailed
in Table 23.3. The utility system can use a gas turbine with
a power output of 25 MW, if appropriate. The gas turbine
is integrated with a HRSG17.

The calculation of the R-curve assumes the site heating
demands from the steam mains to be fixed and the power
demand to gradually increase. Cogeneration targets are
calculated assuming a single steam turbine in each steam
expansion zone. Figure 23.47 shows four curves. The
first two curves (B + BPT + CT representing boiler
+ back-pressure turbine + condensing turbine) assume
that the gas turbine and HRSG do not operate and that
all of the power generation is through the back-pressure
and condensing steam turbines. One curve assumes the
simple case of balanced power generation. The other curve
assumes a flexible generation strategy for the same system
configuration, with export or import of power. The high-
power generation efficiency at low values of RSITE below
RPINCH means that power should be exported. Centralized
power generation is assumed to have an overall efficiency
of 30% (including transmission and distribution losses).

The other two curves in Figure 23.47 assume a 25 MW
gas turbine (GT) running at full capacity with HRSG in
addition to steam turbines17. Both curves assume excess
power generation at low values of RSITE is exported.

Table 23.3 Data for an R-curve analysis17.

Steam main Pressure
(bar)

QGEN

(MW)
QUSE

(MW)

VHP 120 0 0
HP 50 5 15
MP 14 10 20
LP 3 70 40
VP 0.85 0 0

Other data

Boiler Efficiency = 0.92
Condensate return = 50%
TBFW = 85◦C
Gas turbine power = 25 MW
Ambient temperature = 15◦C
�Tmin for HRSG = 30◦C
TSTACK for HRSG = 140◦C

Steam turbine performance parameters

a = 0.5 + 0.008�TSAT

b = 1.18 + 0.03�TSAT

L = 0.15

Fuel cost = 0.015 $·kWh−1

Import power cost = 0.050 $·kWh−1

Export power price = 0.040 $·kWh−1
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0.0 0.2 0.4 0.6 0.8 1.0 1.2
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B = boiler
GT = gas turbine

BPT = back-pressure turbine
CT = condensing turbine

UFHRSG = unfired heat recovery steam generator
SFHRSG = supplementary heat recovery steam generator
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Figure 23.47 An example of site power-to-heat curves. (From
Varbanov P, Perry S, Makwana Y, Zhu XX and Smith, 2004,
Trans IChemE, 82A: 784, reproduced by permission of the
Institution of Chemical Engineers.)

The first of these curves (B + GT + UFHRSG + CT)
represents a combination of boiler, gas turbine, unfired
HRSG and condensing turbine. The other curve (B + GT
+ SFHRSG + CT) represents a combination of boiler,
gas turbine, supplementary fired HRSG and condensing
turbine. It can be seen that substantial benefits can be
realized by importing or exporting power, depending on
the site demand.

While Figure 23.47 shows typical R-curves, all cases will
differ to some extent, depending on the site utility config-
uration, equipment specifications, site heating demand and
the parameters assumed to be fixed and those varied in
the analysis.

R-curve analysis can provide insights into efficiency
improvements in utility systems. However, it has inherent
limitations. Being a purely thermodynamic technique, it
does not account for costs. For instance, it does not account
for different fuels with different prices or, perhaps, low-
efficiency boilers burning cheaper fuels and more efficient
boilers burning expensive fuels. In this context, the most
efficient operation of the utility system does not always
mean the lowest cost operation. Consequently, there is also
a need for an economic tool to understand the potential for
cost saving in utility systems. However, R-curve analysis
provides targets for the cogeneration potential of a site
at different values of power requirement and is therefore
useful to set an overall framework that can be further
optimized by considering economics.

23.11 OPTIMIZING STEAM SYSTEMS
Large and complex utility systems often have significant
scope for optimization, even without changing the utility
configuration. Consider now the optimization of a fixed
utility configuration. First, the degrees of freedom that can
be optimized in utility systems need to be identified.
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Boiler1 Boiler 2

Path1 Path 2 Path 3
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GT hHRSG

hGT

hB1 hB2

Figure 23.48 Multiple steam generation devices provide degrees of freedom for optimization. (From Varbanov PS, Doyle S and Smith
R, 2004, Trans IChemE, 82A: 561, reproduced by permission of the Institution of Chemical Engineers.)

1. Multiple steam generation devices. Consider the produc-
tion of HP steam in Figure 23.48. The HP steam needs to
be expanded through a path from the VHP mains. In turn,
the VHP steam can be produced by Boiler 1, Boiler 2,
or the gas turbine HRSG. If all of these steam generation
devices are identical in terms of performance and operating
cost, then there is nothing to choose between generating
the steam in any of the three steam generation devices.
However, this is not likely to be the case. In this example,
the two boilers might have different fuels, with different
fuel costs and different efficiencies, and the gas turbine
(perhaps, with supplementary firing) will have completely
different characteristics from the steam boilers. Thus, there
are degrees of freedom created by multiple steam gener-
ation devices with different costs of fuels, different boiler
efficiencies and different power generation potential. Indi-
vidual steam boilers and HRSGs will have minimum and
maximum flows.

2. Multiple steam turbines. The HP steam required by the
processes in Figure 23.49 can be generated by expanding
through either Turbine T 1 or T 2, or indeed, through the
let-down station, or a combination. Expanding the steam
through the turbines is usually more economic than through
the let-down station as there is a power credit resulting from
expansion through the steam turbines. Moreover, Turbines
T 1 and T 2 are unlikely to have the same efficiencies for
the expansion between VHP and HP steam. Thus, multiple
expansion paths create degrees of freedom to choose the
most appropriate path through which the steam is expanded.

If a steam turbine generates electricity, then the flow
through the turbine can be varied within the minimum and
maximum flows allowed by the machine. If a steam turbine
is connected directly to a drive (e.g. a back-pressure turbine
driving a large pump), then there is likely to be no flexibility
to change the flowrate through the steam turbine as this is
fixed by the power requirements of the process machine.

BFW

BFW
T3

Process

VHP

HP

MP

hT3

hT2hT1 T2T1

Figure 23.49 Steam turbine networks and let-down stations
provide degrees of freedom for optimization. (From Varbanov PS,
Doyle S and Smith R, 2004, Trans IChemE, 82A: 561, reproduced
by permission of the Institution of Chemical Engineers.)

Process machines can, in some cases, be equipped with
both a steam turbine and an electric motor, allowing the
drive to be switched between the two according to steam
demands in the utility system and operating costs. It should
be remembered that operating costs might vary significantly
as a result of different electricity tariffs, according to the
time of day, the day of the week and the season of the year.

Extraction steam turbines will have minimum and
maximum flows in each section of the turbine. This leads
to minimum and maximum flows at each extraction level.

3. Let-down stations. If there is a requirement for steam to
be expanded, then flow through the steam turbines should
normally be maximized in order to maximize the power
generation. However, a steam balance must be maintained,
and let-down stations are still important degrees of freedom
in the optimization, as shown in Figure 23.50. Steam
expanding through a let-down station might be able to bypass
a flow constraint in a steam turbine somewhere in the system
and increase the power generation indirectly. Also, if the let-
down has de-superheating, this increases the steam flow after



500 Steam Systems and Cogeneration

BFW

BFW

T1

T3

T2

VHP

HP

LP

CW

Figure 23.50 Let-down stations provide degrees of freedom to
bypass constraints in the utility system. (From Varbanov PS,
Doyle S and Smith R, 2004, Trans IChemE, 82A: 561, reproduced
by permission of the Institution of Chemical Engineers.)

expansion. This can replace steam generation in the high-
pressure boilers and at the same time increase the steam
flows in the lower-pressure parts of the system.

Thus, large let-down flows are usually seen to be a missed
cogeneration opportunity but might provide a degree of
freedom to bypass bottlenecks in the steam system. Also,
flow through let-down stations allows the level of superheat
in the lower-pressure mains to be controlled independently
of the flow through the steam turbines.

T3

T2T1

VHP

HP

MP

LP
CW

Figure 23.51 Condensing turbines and vents provide additional
degrees of freedom for optimization. (From Varbanov PS, Doyle
S and Smith R, 2004, Trans IChemE, 82A: 561, reproduced by
permission of the Institution of Chemical Engineers.)

4. Condensing turbines. Condensing turbines provide extra
degrees of freedom for power generation, as shown in
Figure 23.51. Although the heat from the exhaust of a
condensing turbine is not required, it provides flexibility
in power generation to reduce the cost of imported power
or to increase the credit from exporting surplus power.

5. Vents. Figure 23.51 also shows a vent on the LP steam
main. At first sight, it might not seem sensible to vent
steam directly to ambient. This steam is being generated
at the VHP level, for which fuel costs are incurred.
However, in expanding from the VHP main down to the LP
main through steam turbines, power is generated. It might
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Figure 23.52 Current operating conditions for a site utility system (flows in t·h−1). (From Varbanov PS, Doyle S and Smith R, 2004,
Trans IChemE, 82A: 561, reproduced by permission of the Institution of Chemical Engineers.)
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therefore be the case that for a high differential between fuel
and power costs, it is economic to vent steam. However,
it should always be better to expand the steam through
a condensing turbine if there is one, and there is spare
capacity, rather than vent steam. Also, in some cases steam
venting might not be allowed.

Figure 23.52 shows an example of an existing site utility
system9. Steam is generated at high pressure (HP), which
is distributed around the site, along with steam at medium
pressure (MP) and low pressure (LP). Steam is expanded
through a network of steam turbines from the HP main
to the lower-pressure mains. Let-down stations are used
to control the mains pressures. Steam is used for process
heating from the HP, MP and LP mains. Turbines T 1 to T 6
generate electricity. Turbines T 5 and T 6 are condensing
turbines. Turbines DRV1 and DRV2 are driver turbines
connected directly to process machines.

To optimize the system in Figure 23.52 requires a model
to be developed for the whole system that accounts for:

• the cost of fuel per unit of steam generation in the boilers
• the cost of fuel per unit of power and steam generation

in the gas turbine/HRSG
• the power generation characteristics of the gas turbine
• the power generation characteristics of the steam turbines
• the cost of imported power
• the credit for exported power
• costs for running the steam and power generation, other

than fuel costs
• flowrate constraints throughout the system
• cooling water costs.

Figure 23.52 shows the maximum, minimum and current
flows in each part of the system. Ancillary data for the
utility system in Figure 23.52 are given in Table 23.49. Data
for the fuels used by the utility system in Figure 23.52 are
given in Table 23.59. Data for the steam turbines are given
in Table 23.6.

If the conditions in the steam mains (temperature and
pressure) are fixed, and the steam boilers, steam turbines,

Table 23.4 Ancillary data for the site utility system
in Figure 23.529.

Ambient temperature 25◦C
Boiler feedwater temperature 80◦C
Cooling water temperature 25◦C
Site power demand 50 MW
Minimum power import 10 MW
Maximum power import 50 MW
Minimum power export 0 MW
Maximum power export 20 MW
Power cost (import) 0.045 $·kWh−1

Power value (export) 0.06 $·kWh−1

Cooling water cost 0.0075 $·kWh−1

Table 23.5 Fuel costs for the utility system in Figure 23.529.

Fuel Net heating value Price
(kJ·kg−1)

($·kg−1) ($·kWh−1)

Fuel oil 40,245 0.071 0.0063
Fuel gas 32,502 0.103 0.0115
Natural gas 46,151 0.160 0.0125

Table 23.6 Steam turbine data for the utility system in
Figure 23.529.

Turbine: stage a b L

T 1: HP–MP 0 1.96 0.228
T 1: MP–LP 0 3.15 0.010
T 2: HP–MP 0 1.825 2.802
T 2: MP–LP 0 3.152 0.193
T 3 0 1.43 0.429
T 4 0 1.47 0.289
T 5 0 1.46 0.229
T 6 0 1.045 0.588
DRV1 0 1.5 0.100
DRV2 0 1.53 0.040

gas turbines and costs are modeled as linear functions, then
the optimization can be carried out with a linear program.
In practice, even if the pressures of the steam mains are
fixed by pressure control, the temperature (and enthalpy)
will vary as the flow through the steam turbines and let-
down stations vary. If this is taken into account, then the
model becomes a nonlinear optimization. However, the
effect of changing the temperature in the steam mains does
not introduce too much complexity to the optimization,
and an iterative linear programming scheme can usually
be used to optimize the system. The steam system model
is first simulated, and the pressures and temperatures of the
steam mains fixed. The model is then optimized using a
linear program with the temperatures of the mains fixed.
Resimulation of the model then allows the temperatures of
the steam mains to be determined. These temperatures are
then fixed, the model reoptimized using a linear program
and resimulated, and so on, until convergence is achieved.

For large sites, the conditions in a long steam main will
not be uniform throughout the main because the steam main
will not be well mixed and can also have a significant
pressure drop along the main. Thus, the conditions in the
same main can be different in different parts of a large site.
If this turns out to be an important issue, then additional
steam mains must be created in the model to reflect the
different conditions in different geographic locations.

Figure 23.53 shows the conditions of the optimized
system. Table 23.7 compares the cost of the base case
conditions in Figure 23.52 with those for the optimized
system shown in Figure 23.539.
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Figure 23.53 Optimized operating conditions for a site utility system (flows in t·h−1). (From Varbanov PS, Doyle S and Smith R,
2004, Trans IChemE, 82A: 561, reproduced by permission of the Institution of Chemical Engineers.)

Table 23.7 The performance of the optimized utility system in
Figure 23.539.

Cost Base case
($·y−1)

Optimized system
($·y−1)

Import power 5.90 × 106 4.93 × 106

Fuel 45.65 × 106 39.41 × 106

Total operating cost 51.55 × 106 44.34 × 106

Thus, in this case, the optimization is capable of reducing
the total operating cost by some 14%. The scope for cost
reduction through optimization will be case specific but is
most often around 5% or less.

Finally, all of the discussions so far have assumed that
there is one set of operating conditions that need to be
optimized. This is almost never the case. To begin with, shut
down and maintenance of process and utility plant dictate
that there will be different steam flows and constraints
during these periods, giving rise to different operating cases.
To add to this complication, the cost of import power
and the credit for export power will, in most cases, vary
according to the time of day, time of week and season
of the year. These tariffs are normally negotiated with
the power supplier and form a fixed pattern, but often a
complex one. Each of these different tariffs also presents
a different operating case for optimization. Thus, many

different optimizations are required to reflect the picture
for each case throughout the year. The operational set up
of the utility system should then be changed for each case to
reflect the new conditions. On-line optimization is helpful
in this respect.

If an optimization across the whole year is required,
perhaps for a design modification, then the different
operating cases need to be weighted according to the
duration of each case and combined to give an annual
picture18.

23.12 STEAM COSTS

Steam costs were considered in brief in Chapter 2. The
philosophy of costing steam was on the basis of the fuel cost
to raise the highest-pressure steam and the value of power
generated in expanding to lower levels subtracted from this
fuel cost. A simple isentropic efficiency model for the steam
turbines was used to calculate the value of power generated
as a result of the expansion through steam turbines. This
represents an idealized picture of steam costs. It does not
take account of existing equipment, equipment performance
and the constraints associated with both existing equipment
and existing steam networks. For an existing steam system,
the true cost of steam can be established using the modeling
and optimization techniques discussed in this chapter. Two
distinct cases need to be considered.
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1. Steam cost for fixed steam heat loads. In the first case,
the steam heat loads for the processes on a site are fixed,
and the objective is to calculate the cost of the steam for
the allocation of costs to the processes and businesses on a
site. To establish the true steam costs for an existing steam
system requires that a model for the existing system be first
developed. The model should reflect as much as possible the
performance of the existing equipment and the constraints
in the existing equipment and steam network. The model
should also include the existing steam heating demands for
the various processes. This model can then be optimized,
as described in the previous section. The cost to generate
the steam in the utility boilers at the highest pressure can be
calculated from the optimized model. This will principally be
the cost of fuel but can also include other costs, such as water,
water treatment, labor, power for the boiler feedwater pumps
and cost of deaeration steam. Having calculated the cost of
the highest-pressure steam, the model will also provide the
amount of power generated by expansion of the highest-
pressure steam to the next highest pressure. The value of the
power generated by the expansion can then be subtracted
from the cost of generating the highest-pressure steam in the
utility boilers to give the cost of the next-to-highest pressure
steam. The calculation is repeated for next pressure level
lower, and so on. Thus, the cost of each steam level is the
cost of the next highest level minus the value of the power
generated from the expansion from the next highest level.
If there are utility boilers generating steam into the lower
pressure steam mains, then the cost of operating these boilers
must also be added to the cost of steam at that level.

In extreme cases, this approach to costing steam might
lead to steam at low pressure having a negative cost.
This can happen if fuel is particularly cheap and power is
expensive. This is not a fundamental problem as it reflects
the true economics. The site utility system is benefiting
from the availability of a heat sink for the low-pressure
steam. However, it should be emphasized that if the low-
pressure steam has a negative cost this does not necessarily
mean that it is economic to increase use of low-pressure
steam significantly. As will be discussed later, the cost of
steam is likely to change as its consumption changes.

It should also be noted that variation in electricity tariffs
that might change through the time of day, day of the
week and time of the year will change the optimization
and, therefore, the steam costs. An average can be taken
according to the relative duration of the tariffs.

2. Steam cost for changed steam heat loads. In the second
case, the steam costs need to be determined when heat
loads are changed. This might be a project for reduction
in energy demand (e.g. retrofit of a heat exchanger
network for increased heat recovery). Alternatively, a
project might involve an increase in heat demand as a result
of commissioning of new plant or expansion of an existing
plant. The starting case is again a model for the steam

system, again optimizing for the existing steam heating
loads. It might be suspected that the steam cost calculated
from the model for the existing steam loads can be used
to provide steam costs for larger or smaller steam loads
for a given steam main. However, this is not the case.
The optimum settings for the steam system change once
the loads for the steam mains change. Constraints on the
existing equipment will also be encountered and all of this
needs to be accounted for.

Figure 23.54a shows an existing site utility system17.
Suppose that it is possible to reduce the HP steam demand
for the process on a site. This could be done, for example,
by improving the heat recovery within the process. But how
much is such a steam saving actually worth? The HP steam
is being generated by expanding from VHP to HP through
Steam Turbines T 4 and T 6. The saving in steam from the
HP mains means that this amount of steam does not now
need to be expanded through the steam turbines from the
VHP level. In turn, this means that there is a surplus of
steam at the VHP level. The first obvious action to take
is to reduce the steam generation in the utility boilers and
accept a saving in fuel costs as a result. Unfortunately,
the saving in fuel costs would also be accompanied by an
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Figure 23.54 An existing utility system with existing steam
loads. (From Varbanov P, Perry S, Makwana Y, Zhu XX and
Smith, 2004, Trans IChemE, 82A: 784, reproduced by permission
of the Institution of Chemical Engineers.)
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increase in power costs. This results from the reduction in
the flow of steam through the steam turbines, which, in turn,
reduces the cogeneration, and additional power would have
to be imported to compensate for this. It is therefore not so
straightforward to determine exactly what the cost benefits
associated with a steam saving would be. Another way to
deal with the surplus of steam at the VHP level created
by a steam saving would be to pass the heat through an
alternative path, to, say, the condensing turbine. This would
allow additional power to be generated, with the resulting
cost benefit. In a complex utility system, the heat can flow
through the utility system through many paths. The flow
through different paths will have different cost implications.

In assessing the true cost benefits associated with a steam
saving, the steam and power balance for the site utility
system must be considered, together with the costs of fuel
and power (or power credit in an export situation). In
general, a surplus of steam resulting from a steam saving
in a process demand can be exploited by

• saving fuel in the utility boilers;
• generating extra power by passing the steam to a

condensing turbine;
• generating extra power by passing the surplus steam to

a vent through back-pressure turbines;
• expanding the steam to a lower level than previously

used by switching a steam heater from a higher-pressure
steam to a lower-pressure steam.

If steam is being generated, rather than used, then the
same basic arguments apply. For example, suppose that
HP steam was being generated by a process into the HP
main in Figure 23.54a17. The project to improve the heat
recovery in this process might lead to an increase in the
HP generation. This leads to a surplus of HP steam, which
in turn leads to a surplus of VHP steam. Then the same
arguments apply as to what is the most efficient way to
exploit the surplus of VHP steam.

The only way to reconcile the true cost implications of a
reduction in steam demand created by an energy reduction
project is to use the optimization techniques described in
the previous section. An optimization model of the existing
utility system must first be set up. Starting with the steam
load on the main with the most expensive steam (generally
the highest pressure), this is gradually reduced and the
utility system reoptimized at each setting of the steam load.
The steam load can only be reduced to the point where the
flowrate constraints are not violated.

The concept of steam marginal cost is used as an
indicator in the analysis. It is defined as the change in utility
system operating cost for unit change in steam demand for
a given steam main (change in steam main balance)17:

MCSTEAM = �Cost

�mSTEAM
(23.51)

where MCSTEAM = marginal cost of steam
�Cost = change in cost

�mSTEAM = change in steam flowrate

It is important to emphasize that the change in the
operating cost is taken between the optimum operation
before the steam demand change and the optimum operation
after the steam demand change for the current step.
Obviously, the result is context-specific and, for different
operating conditions, each steam level will have a different
marginal steam cost. Even further, the marginal steam cost
can change for a given level, depending on how much steam
is saved from the steam main. In general, the steam balance
of a main may be changed by:

• increasing/decreasing process steam demand;
• increasing/decreasing process steam generation;
• switching a process demand from one steam main

to another;
• changing the utility system, for example, shutdown of a

boiler, steam turbine, and so on.

Steam demand for a given main can increase, as a result
of an increase in rate of production, or decrease in order to
improve the energy efficiency of the site or from a change
in production or the site. The approach can be used to deal
with any context.

The first step is to optimize the operation of the utility
system for the initial steam demands17. This allows the
true steam prices to be obtained in the subsequent steps.
Figure 23.54a shows the initial settings for a utility system,
and Figure 23.54b shows the optimized settings. Next,
the steam main with the highest steam marginal cost for
the current steam demand is identified by calculating the
marginal cost for each level. The capacity for decrease
in demand of the selected main is then determined by
gradually decreasing the demand for that steam. At each
step in the reduction, the whole utility system is optimized.
If a constraint on decreased usage (or increased generation)
is reached, or if the marginal cost for the main changes
significantly, the stepwise decrease in the steam demand
(increase in steam generation) is terminated. The procedure
is then repeated for the steam main with the highest
steam marginal cost for the new conditions until no
further decrease in steam usage (or increased generation) is
possible. The procedure is summarized in Figure 23.5517.

The steam turbines in Figure 23.54 are all turbogener-
ators and none are direct drives. Steam turbines for elec-
tricity generation allow their flows to be changed smoothly
between their minimum and maximum limits. This results
in a continuous decrease of the site operating cost. For
steam saving potential, this means a monotonic profile
of the steam marginal costs. The site data are given in
Table 23.8 and the fuels used in Table 23.917.

Figure 23.56 shows a plot of steam marginal cost versus
the steam savings17. It features six segments; three for HP
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Allows True Steam Costs to be
Obtained

Implicitly Determines the Most
Beneficial Path Trade-offs

Exhaust the Path Capacity/
Limitation

Start

For Each Steam Main:
Calculate Marginal Cost of Steam

Optimise the Operation Under Current Process Steam Demands

For The Steam Main With Highest Marginal Cost:
Decrease Process Steam Demand in Steps

Until Significant Change in Marginal Cost or Constraint

Further Demand
Decrease Possible?

Yes

End

No

Figure 23.55 Procedure to obtain the marginal costs of steam for a site utility system. (From Varbanov P, Perry S, Makwana Y, Zhu
XX and Smith, 2004, Trans IChemE, 82: 784, reproduced by permission of the Institution of Chemical Engineers.)

Table 23.8 Ancillary data for the system in
Figure 23.5417.

Ambient temperature 25◦C
Boiler feedwater temperature 110◦C
Cooling water temperature 25◦C
Site power demand 68 MW
Minimum power import 0 MW
Maximum power import 50 MW
Minimum power export 0 MW
Maximum power export 50 MW
Power value 0.05 $·kWh−1

Cooling water cost 0.005 $·kWh−1

Table 23.9 Fuel costs for the system in Figure 23.5417.

Fuel Net heating value Price
(kJ·kg−1)

($·kg−1) ($·kWh−1)

Coal 28,000 0.065 0.0084
Fuel oil 40,000 0.12 0.0108
Natural gas 52,000 0.22 0.0152

steam savings and three MP segments. Saving LP steam
has no value. Note that each segment in the steam savings
involves slight marginal cost variations, resulting from the
nonlinearity of the steam turbine performance.

As described in the methodology, the curve starts from an
optimized operation for the initial process steam demands
(Figure 23.54b). At this initial point, the HP extraction of
Turbine T 4 is set to its minimum of 15 t·h−1. The first
HP segment saves steam by reducing the HP extraction of
Turbine T 6. Part of this saving is realized by reduction
in steam generation in Boiler 2 and the remainder by
increasing the LP exhaust of Turbine T 6 and the LP
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Figure 23.56 Site marginal steam costs for the case study.

vent. This segment is terminated by Boiler 2 reaching
its minimum capacity. After this point, any boiler steam
savings are realized in Boiler 1. The second HP segment
features a further gradual decrease in the T 6 HP extraction
and is terminated at its minimum of 15 t·h−1. At this point,
both direct paths for saving HP steam are already exhausted
after the first two segments. The HP outlet flows of Turbines
T 4 and T 6 are at their minimum limits of 15 t·h−1 and
cannot be reduced further. However, because eventual let
down of HP steam to the MP main increases the enthalpy
of the MP steam, the power generated by the Condensing
Turbine T 7 is always larger than without this let down. This
in turn makes it more profitable to save further HP steam,
instead of moving to MP steam savings. Finally, after the
HP steam demand is reduced to zero, there are three MP
steam saving segments. The first one saves steam through
the MP extraction of Turbine T 6 and is quite short. The
second MP segment increases the LP exhaust of Turbine
T 6 until the maximum of the exhaust for T 6 is reached.
The third MP segment reflects the reduction of the MP
exhaust of Turbine T 4 until the minimum for T 4 inlet is
reached. Any further saving of MP or LP steam cannot be
exploited for load reduction in the boilers, and is vented.
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In this case study, the marginal cost of the LP steam
is zero. This can be explained from the relatively high
efficiency of power generation through the path from the
VHP main to Turbine T 6 to the LP main and the price
structure of the site energy resources. In other problems,
saving LP steam might have a positive value, or it can be
negative. If the marginal value of LP steam is negative, it
means that it is counterproductive to save LP steam.

It should also be emphasized that variation in electricity
and fuel tariffs will change the picture. Thus, graphs
equivalent to Figure 23.56 could be produced for peak
versus off-peak electricity costs, and so on. Therefore, to
obtain a value of steam savings appropriate for a design
study, an average needs to be taken across the different
operating scenarios. The average can be taken by weighting
the marginal costs for different tariff scenarios according to
their relative duration.

The analysis in Figure 23.56 provides the basis for the
economics of steam saving on an existing site. Thus, for
the example in Figure 23.54, the marginal steam costs in
Figure 23.56 indicate that there would be a strong economic
incentive to save HP steam, and the utility system allows
for a total HP steam saving of around 55 t·h−1. This does
not mean that it is possible to save around 55 t·h−1 in
the processes on the site. Figure 23.6 simply shows the
economic incentive and the constraints on the utility system
as far as the steam system savings are concerned. The task
for the designer now is to consider those processes using HP
steam and to determine whether economic energy saving
projects can be identified. Figure 23.56 shows a limited
scope to save MP steam with quite a low marginal cost.
In this example, there is no incentive at all to save LP
steam by retrofitting those processes using LP steam.

The arguments so far have focused on retrofitting existing
processes on a site to reduce the steam consumption or
increase the steam generation. On the other hand, it might
be the case that a new process is to be added to the
site, creating increased demands on the steam system. The
same kind of analysis can be performed by increasing
the consumption of steam, rather than decreasing it, and
determining the marginal cost of steam for the new process.
Again, steps are likely to be encountered in the steam
marginal cost created by the constraints in the existing
utility system. This might then call for the utility system
to be modified to overcome the constraints in order to
reduce the costs associated with provision of steam to the
process17.

Figure 23.56 shows that it is in general incorrect to
attribute a single value for steam at a given level when
the load can change (increase or decrease). In general, the
value of steam at a given level depends on how much is
being consumed, as well as fuel cost, power cost, equipment
performance, equipment constraints, and so on. The fact
that the price of steam at a given level can vary contrasts
with the common practice of attributing a single marginal

cost for each level of steam, irrespective of load. Change
in steam load might not only arise from an energy saving
project or a new process being commissioned but also might
arise from the day-to-day variations in steam load as a result
of changes in the pattern of production for the existing
processes. Using the approach here allows the true cost
of steam to be established for any pattern of steam loads.
Details of the existing utility system are included in the
cost analysis and all of the costs and constraints associated
with that system. This can give a very different picture as to
the costs associated with changing steam load at any level,
compared to an approach that does not take such detail
into account.

Finally, the profile of the marginal steam costs, such
as the one illustrated in Figure 23.56, provides valuable
insights into the potential for retrofit of the utility system
itself. The steps in the marginal steam cost are created
by constraints in the utility system (e.g. maximum flow
in an existing steam turbine). The processes on the site
might have the potential to save more steam at higher
marginal steam cost than indicated by the length of the
steps in the marginal steam costs (e.g. by retrofit of
their heat exchanger networks). If this is the case, the
constraints imposed by the utility system at those higher
marginal steam costs can be relieved by retrofit of the
features of the utility system creating the constraint (e.g.
by installing a new steam turbine). The utility system
modification might then allow increased steam saving
with higher marginal steam cost. However, it should be
emphasized that the economic justification for the capital
expenditure on the modifications to the utility system comes
from a combination of improved process and utility system
performance, in which the retrofit of the processes and the
utility system are considered together.

23.13 CHOICE OF DRIVER

Drivers are required to run various process and util-
ity machines:

• electricity generators
• process gas compressors
• air compressors
• refrigeration compressors
• fans
• pumps
• mixers
• crushing and grinding equipment
• mechanical conveying equipment.

The main types of driver used in the process indus-
tries are:

• electric motor
• steam turbine
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• turboexpander (analogous to a steam turbine, but expand-
ing a process gas or vapor from high to low pressure)

• gas turbine
• gas engine (reciprocating engine firing gas)
• diesel engine (reciprocating engine firing diesel oil).

Gas turbines produce a hot exhaust gas with a tempera-
ture that depends on the particular machine but high enough
to generate high-pressure steam. Gas engines and diesel
engines produce a hot exhaust gas at around 450◦C that can
also be used to generate steam. In the case of gas engines
and diesel engines, the cylinders need to be cooled by jack-
ets supplied with cooling water. This provides a source of
heat up to 95◦C. Thus, in the case of gas engines and diesel
engines, around half of the waste heat becomes available
only at a low temperature. This is appropriate, for example,
if large amounts of hot water are needed but inappropriate
if large amounts of steam are needed.

The first major decision to be made is whether to generate
power and distribute this for use in electric motors or
to place direct drives for the other driver types directly
onto the duty. A direct drive (e.g. steam turbine driving
a large pump) can often be the cheapest solution relative
to a large steam turbine producing power, distribution of
the power and use of the power in an electric motor to
provide the driver. On the other hand, a large single (and
efficient) generator can service many electric motor drives.
Direct drives are inflexible as far as the utility system is
concerned. For example, if the steam turbine is driving a
large pump, then the flow through the steam turbine needs
to be maintained to keep the pump running, even if the
heat produced at the exhaust of the steam turbine might
not be required. Electric generators are more flexible as far
as the utility system is concerned and can service many
drives with electric motors. Also, there are often many
small drivers required on a site that are most economically
serviced by electric motors, rather than direct drives. The
best solution is usually a combination of electric generators
and direct drives.

There are many issues to be considered for the selection
of the most appropriate combination of drives:

• economic analysis
• fit to the existing infrastructure
• process requirements
• safety issues in the case of power failure
• space limitations.

For example, suppose a new steam turbine is to be
installed. The economics of the new steam turbine need
to be analyzed in terms of capital and operating costs.
However, the issues that need to be addressed are:

• boiler capacity
• fuel system capacity

• steam mains capacity
• water treatment capacity
• cooling tower capacity
• available space, and so on.

The process requirements include consideration of:

• power range
• rotational speed
• speed variability
• operational duration without overhaul
• size and weight
• reliability.

Many issues need to be considered when choosing the
most appropriate combination of drivers. Choosing the best
combination is a trade-off between capital costs, operating
costs, system flexibility and reliability.

23.14 STEAM SYSTEMS AND
COGENERATION – SUMMARY

Most process heating is provided from the distribution of
steam around sites at various pressure levels. Normally,
two or three steam mains will distribute steam at different
pressures around the site. The steam system is not only
important from the point of view of process heating but
is also used to generate a significant amount of power on
the site.

Boiler feedwater treatment is required for the raw water
to remove suspended solids, dissolved solids, dissolved
salts and dissolved gases (particularly, oxygen and carbon
dioxide). The raw water entering the site is commonly
filtered and dissolved salts removed using softening or
ion exchange. The principal problems are calcium and
magnesium ions. The water is then stripped to remove the
dissolved gases and treated chemically before being used
for steam generation.

There are many types of steam boilers, depending on
the steam pressure, steam output and fuel type. Blowdown
is required to remove the dissolved solids not removed in
the boiler feedwater treatment. The efficiency of the boiler
depends on its load.

Steam turbines are used to convert part of the energy of
the steam into power and can be configured in different
ways. Steam turbines can be divided into two basic
classes: back-pressure turbines and condensing turbines.
The efficiency of the turbine and its power output
depend on the flowrate of steam to the turbine. The
performance characteristics can be modeled by a simple
linear relationship over a reasonable range of operation.

Gas turbines consist of a compressor and a turbine
mechanically connected to each other. Release of energy
to the compressed gases after the compressor, from the
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combustion of fuel, creates a net production of power.
Gas turbines are available in a wide range of sizes but are
restricted to standard frame sizes. The hot exhaust gas is
useful for raising steam and the temperature of the exhaust
gas can be increased by using supplementary firing. The
performance of gas turbines can be modeled by a simple
correlation involving the mass flowrate of fuel.

The steam system configuration normally generates most
of the steam in boilers at the highest pressure, feeding
to a HP steam main. The highest-pressure steam main is
normally used for power generation rather than process
heating. Steam is expanded from high to lower levels
by either steam turbines or the expansion valves. Steam
expanded across let-down valves can be de-superheated. It
is also good practice to recover the flash steam from large
flowrates of HP steam condensate.

Site composite curves can be used to represent the site
heating and cooling requirements thermodynamically. This
allows the analysis of thermal loads and levels on site.
Using the models for steam turbines and gas turbines allows
cogeneration targets for the site to be established. Steam
levels can be optimized to minimize fuel consumption or
maximize cogeneration. A cost trade-off needs to be carried
out in order to establish the optimum trade-off between fuel
requirements and cogeneration.

The site power-to-heat ratio is very important in deter-
mining the most appropriate cogeneration system for
the site.

Complex steam systems usually feature many important
degrees of freedom to be optimized. Multiple steam gen-
eration devices, multiple steam turbines, let-down stations,
condensing turbines and vents all provide important degrees
of freedom for optimization. To establish the steam costs
for retrofit of site processes requires an optimization model
to be developed. This allows the steam loads for process
heating to be gradually decreased and the steam system
reoptimized at each setting. The result in cost savings estab-
lishes the true cost of steam for retrofit projects aiming to
reduce steam consumption on the site.

Drivers are required for many different types of process
machine on a site. Power can be generated and distributed
to drive electric motors, or direct drives can be used. Direct
drives are inflexible as far as the utility system operation
is concerned. A combination of direct drives and electric
motors is usually the best solution for the site as a whole.

23.15 EXERCISES

1. A boiler with a capacity of 100,000 kg·h−1 is required to
produce steam of 40 bar and 350◦C. The feedwater from the
deaerator is at 100◦C and contains 100 ppm dissolved solids.
Maximum dissolved solids allowed in the boiler is 2000 ppm.
The steam system operates with 60% condensate return.
Enthalpy data for steam are given in Table 23.10. Calculate:
a. the blowdown rate

Table 23.10 Enthalpy data for Exercise 1.

Enthalpy at 40 bar
(kJ·kg−1)

Steam at 350◦C 3095
Saturated steam 2800
Saturated condensate 1087
Water at 100◦C 422

b. the energy consumption for a boiler efficiency of 88%.
2. A steam turbine operates with inlet steam conditions of

40 barg and 420◦C and can be assumed to operate with an
isentropic efficiency of 80% and a mechanical efficiency of
95%. Calculate the power production for a steam flowrate of
10 kg·s−1 and the heat available per kg in the exhaust steam
(i.e. superheat plus latent heat) for outlet conditions of:
a. 20 barg
b. 10 barg
c. 5 barg.
Determine steam properties from steam tables. What do you
conclude about the heat available in the exhaust steam as the
outlet pressure varies?

3. A steam turbine is operating between inlet steam of 40 barg
and 420◦C and outlet steam of 5 barg. Using the Willans’ Line
Model with parameters from Table 23.1 for large turbines and
intercept ratio of 0.05, calculate the power production for a
turbine at full load with a flowrate of steam of 10 kg·s−1.

4. The inlet steam to an extraction turbine is 30 bara and
400◦C. The extraction steam is at 10 bara and the exhaust is
condensed at 0.12 bara. The steam turbine is fully loaded with
a throttle flow of 40 kg·s−1 to the inlet, 15 kg·s−1 going to
extraction and the remaining 25 kg·s−1 going to condensation.
Using the Willans’ Line Model with parameters for large
back-pressure and condensing turbines from Table 23.1 and
an intercept ratio of 0.05, calculate the power production.

5. A site steam system needs to supply steam for process heating
purposes of 120 MW at 200◦C and 80 MW at 150◦C. Steam
is generated in the site boilers at 40 barg and 420◦C and
expanded through steam turbines to the appropriate pressures.
Saturation temperatures for the steam should be 20◦C above the
temperature at which the heating is required. Assuming fully
loaded turbines, use the Willans’ Line Model with parameters
for large turbines taken from Table 23.1 and an intercept ratio
of 0.05 to calculate the cogeneration target for the site.

6. The problem table cascade for a process is given in
Table 23.11 below for �Tmin = 30◦C. This process is to be
integrated with a steam turbine in a cogeneration scheme. The
inlet steam is at 41 barg and 400◦C.
a. The rate of power generation can be determined from the

Willans’ Line Model with parameters from Table 23.1 and
intercept ratio of 0.05, assuming a mechanical efficiency
of 95%. Calculate the power generation for a fully loaded
turbine if the inlet steam flow to the turbine is fixed to
satisfy process heating requirements.

b. Calculate the heat duty of the fuel consumed in the
generation of steam if the theoretical flame temperature in
the boiler is 1800◦C and the ambient temperature is 15◦C.
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Table 23.11 Problem table
cascade for Exercise 6.

Interval
temperature

(◦C)

Heat flow
(MW)

400 15
400 20
170 20
115 21
115 11.5
100 12
100 0

80 1
80 17.5
50 18
50 5

c. The fuel consumption can be reduced by air preheat to
the boiler by recovery of waste heat from the process.
Calculate the fuel consumption and power generation if
air preheat is maximized. Assume that the heat capacity
flowrates of combustion air and flue gas are equal. Acid
dew point for the flue gas is 150◦C.

7. The following data are given for a gas turbine.

Power generation W 15 MW
Power efficiency ηGT 32.5%
Exhaust flow mEX 58.32 kg·s−1

Exhaust temperature TEX 488◦C
Exhaust heat capacity CP ,EX 1.1 kJ·kg−1·K−1

Stack temperature TSTACK 100◦C

a. Calculate the fuel consumption QFUEL.
b. Assuming 72% of the heat available in the exhaust can be

recovered for steam generation, how much steam (QSTEAM )

can be generated from an unfired HRSG in MW? What is
the cogeneration efficiency ηCOGEN for the system of gas
turbine and HRSG?

c. With supplementary firing (TSF = 800◦C), calculate the
fuel consumption QSF for the supplementary firing,
available heat from the exhaust QEX and steam generation
for the same HRSG with an 83% efficiency.

d. Calculate the power generation efficiency ηPOWER and
cogeneration efficiency ηCOGEN for the system of gas
turbine and HRSG with supplementary firing. Does
supplementary firing improve ηPOWER or ηCOGEN ?

8. A gas turbine has the following performance data.

Electricity output 13.5 MW
Heat rate 10,810 kJ·kWh−1

Exhaust flow 179,800 kg·h−1

Exhaust temperature 480◦C

The exhaust is to be used to generate steam in an unfired
HRSG with a minimum stack temperature of 140◦C. The
specific heat capacity of the exhaust is 1.1 kJ·kg−1·K−1.
Enthalpy data for steam are given in Table 23.12. Calculate
the following.

Table 23.12 Enthalpy data for Exercise 8.

Enthalpy at 10 bara
(kJ·kg−1)

Steam at 200◦C 2827
Saturated steam 2776
Saturated condensate 762
Water at 100◦C 420

a. fuel requirement in MW
b. power generation efficiency of the turbine
c. amount of steam at 10 bara and 200◦C that can be

produced from boiler feedwater at 100◦C in an unfired
HRSG. Assume a �Tmin = 40◦C for the heat recovery
steam generator.

9. Complete the steam balance provided in Figure 23.57.
a. Calculate extraction flows through T 1 and T 2.

Process Steam Generators

VHP 134

T1
HP

28.2MW

T3

T2

0.6
HP

Generation
0

MP

1.78MW

55.6

0.5MW
T5

T4

19.7LP

Loss = 0 

Loss = 2
24.4 MW

Loss = 2.1
3.75MW

Loss = 1.7

41.8

6.2

Deaerator Condensing

33.5

6.6

65.7
Process

Load

Process
Load

Utility Steam Boilers

Steam Flows in t·h−1

Process
Load

LP
Generation

43.7

Figure 23.57 Steam balance for a site.
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b. Calculate condensing flows of T 1 and T 2 from a
power balance around each turbine, assuming the power
generation is fixed and that the mechanical efficiency to
be 97%. Assume steam turbines to be modeled by the
Willans’ Line Model with parameters from Table 23.1
and an intercept ratio of 0.05. Steam properties for the
inlet to steam turbines can be taken to be those of the
steam mains, which are given in Table 23.13. Isentropic
enthalpy changes between the steam mains in Figure 23.57
are given in Table 23.14.

Table 23.13 Steam properties for the steam mains in
Figure 23.57.

Pressure
(bar)

Superheat
temperature

(◦C)

Enthalpy
(kJ·kg−1)

Saturation
temperature

(◦C)

VHP 100 500 3375 311
HP 40 400 3216 250
MP 15 300 3039 198
LP 4.5 200 2858 148
Condensation 0.12 2591 50

Table 23.14 Isentropic enthalpy changes in Figure 23.57.

Inlet Outlet Isentropic enthalpy change
(kJ·kg−1)

VHP HP 272
VHP MP 508
HP MP 257
HP LP 507
HP Condensation 1049
MP LP 268
MP Condensation 824

c. Determine the steam production required from the utility
boilers to meet the steam demand.

d. Calculate the isentropic and overall efficiency for Turbine
T 4 (load = 3.75 MW), assuming the inlet conditions are
given in Table 23.14 and the mechanical efficiency is 95%.

e. Turbine T 3 is to be shut down and the driver switched to an
electric motor. It can be assumed that the inlet conditions
to the turbines do not change as a result of any changes
to the steam balance. The steam flows through Turbines
T 4 and T 5 are to be maintained at their current values.
However, the flows through Turbines T 1 and T 2 can be
changed to rebalance the steam system. How much steam
is needed from the utility boilers if this is done? What
are the cost savings from the change? Assume that the
conditions of the steam in each main are fixed to the values
in Table 23.13.

Boiler efficiency = 0.92
Fuel cost = 5.69 $·GJ−1

Power cost = 55 $·MWh−1

10. A company is considering implementing a cogeneration
scheme. At the moment, the company is supplied with
50,000 MWh of electricity from the grid each year and the

company produces steam of 80,000 MWh per year from a
gas-fired boiler. It is proposed to replace this arrangement
with a gas turbine. With the cogeneration scheme, the waste
heat from the gas turbine can be used for the steam generation
to satisfy the steam demand.
Assume the power generation efficiency of gas turbine =
0.35, average electricity tariff = 0.063 $·kW−1, gas price =
0.015 $·kWh−1, boiler efficiency = 0.9, the installed cost of
the gas turbine is 1000 $·kW−1 and the company operates for
8000 hours annually.
a. Calculate the operating costs for both the current operating

system and the proposed cogeneration scheme.
b. Determine the savings and payback time that can be

achieved by implementing the cogeneration scheme.
c. What issues should be considered in recovering the exhaust

heat from a gas turbine?
11. It is proposed to locate a thermal oxidizer adjacent to a

chemical plant, with the purpose of supplying steam generated
from the flue gas of the thermal oxidizer. The problem table
cascades for the two processes are given in the Table 23.15.

Table 23.15 Data for Exercise 11.

Thermal oxidizer Chemical plant

T ∗ (◦C) Q (MW) T ∗ (◦C) Q (MW)

605 0 245 20
255 14 125 14
155 18 45 0

Note that T ∗ represents shifted temperatures for the process
streams. Allow �Tmin/2 = 5◦C for the steam side.
a. Plot the total site composite curves.
b. What are the minimum heat requirements for the total site?

What steam mains would need to be installed to achieve
this, assuming only latent heat to be given from the steam?
Give the saturation temperature of the steam.

c. Plot the steam profiles. Is there a site pinch and if so, at
what temperature?
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24 Cooling and Refrigeration Systems

24.1 COOLING SYSTEMS

Most industrial processes require an external heat sink for
heat removal and temperature control. Waste heat rejection
should be minimized as much as possible. Priority should
be given to recover waste heat in the first instance within
the process. If waste heat is available at a high enough
temperature and is not required for process heating within
the process itself, then opportunities should be explored
to pass the heat to other useful heat sinks on the site.
Heat can be passed between processes on the site through
the steam system, as discussed in Chapter 23. Other heat
transfer fluids, such as hot oil, can be used to transfer
heat around at high temperatures. Below steam temperature,
heat can be passed around a site using hot water. Heat
can also sometimes be rejected usefully into the utility
system, for example, for boiler feed water preheating
or combustion air preheating. Once the opportunity for
heat recovery and rejection to useful external heat sinks
has been exhausted, then heat must be rejected to the
environment.

The most direct way to reject heat above ambient
temperature to the environment is by the use of air-
cooled heat exchangers, as discussed in Chapter 151. These
coolers exploit a flow of ambient air across the outside
of tubes through which process fluids are flowing that
require cooling. Such air coolers are very common in some
industries, particularly when the plant is located in a region
where water is scarce.

Another way to reject heat to the environment is through
the use of water in once-through cooling systems. For
example, water can be taken from a river, canal, lake or
the sea, used for cooling, and then returned to its source.
Heat rejection to the environment in this way does have
environmental consequences and can have an impact on
ecosystems. For heat rejection to rivers, canals and lakes,
any change of temperature in surface and groundwater
resulting from waste heat rejection affects the chemical,
biochemical and hydrological properties of the water and
potentially has an impact on the overall ecosystem. Once-
through cooling systems require large amounts of water to
be used on a single-use basis.

When the use of fresh cold water is limited, or
environmental regulations limit the heat rejection to rivers,
canals, lakes and the sea, then air cooling or recirculating
cooling water systems must be used. Recirculating cooling
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water systems are by far the most common method used
for heat rejection to the environment.

If heat rejection is required at temperatures below that
which can normally be achieved using cooling water
or air cooling, then refrigeration is required. For most
applications, refrigeration is required to provide cooling
below ambient temperature. A refrigeration system is a
heat pump with the purpose of providing low-temperature
cooling. This means that heat must be rejected at a higher
temperature, to ambient via an external cooling utility (e.g.
cooling water), a heat sink within the process or to another
refrigeration system.

Cooling systems require integration with the processes
on the site, with other cooling systems and also the hot
utility systems. Start by considering the above-ambient
temperature cooling, using the most common method for
this; recirculating cooling water systems.

24.2 RECIRCULATING COOLING
WATER SYSTEMS

Figure 24.1 illustrates the basic features of a recirculating
cooling water system1. Cooling water from the cooling
tower is pumped to heat exchangers where waste heat
needs to be rejected from the process to the environment.
The cooling water is in turn heated in the heat exchanger
network and returned to the cooling tower. The hot water
returned to the cooling tower flows down over packing
and is contacted countercurrently or in cross-flow with
air. The packing should provide a large interfacial area
for heat and mass transfer between the air and the water.
The air is humidified and heated, and rises through the
packing. The water is cooled mainly by evaporation as
it flows down through the packing. The evaporated water
leaving the top of the cooling tower reflects the cooling
duty that is being performed. Water is also lost through
drift. Drift is droplets of water entrained in the air leaving
the top of the tower. Drift has the same composition as
the recirculating water and is different from evaporation.
Drift should be minimized because it wastes water and can
also cause staining of buildings, and so on, that are some
distance from the cooling tower. Drift loss or windage
loss is around 0.1 to 0.3% of the water circulation rate.
Blowdown, as shown in Figure 24.1, is necessary to prevent
the buildup of contamination in the recirculation. Makeup
water is required to compensate for the loss of water from
evaporation and drift and the blowdown. The makeup water
contains solids that build up in the recirculation as a result
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Figure 24.1 Cooling water systems.

of the evaporation. The blowdown purges these, along
with products of corrosion and microbiological growth.
Both corrosion and microbiological growth need to be
inhibited by chemical dosing of the recirculation system.
In Figure 24.1, the blowdown is shown to be taken from
the cooling tower basin. It can be taken as cold blowdown,
as shown in Figure 24.1. Alternatively, it can be taken
from the hot recirculation water before it is returned to
the cooling tower as hot blowdown. Taking hot blowdown
might be helpful in increasing the heat rejection from the
cooling system but might not be acceptable environmentally
from the point of view of the resulting increase in effluent
temperature.

Many different designs of cooling tower are available.
These can be broken down into two broad classes
as follows.

1. Natural draft. Natural draft cooling towers consist of an
empty shell, usually constructed in concrete. The upper,
empty portion of the shell merely serves to increase the
draft. The lower portion is fitted with the packing. The draft
is created by the difference in density between the warm
humid air within the tower and the denser ambient air.

2. Mechanical draft cooling towers. Mechanical draft cool-
ing towers use fans to move the air through the cooling
tower. In a forced draft design, fans push the air into the
bottom of the tower. Induced draft cooling towers have a
fan at the top of the cooling tower to draw air through the
tower. The tower height for mechanical draft towers does
not need to extend much beyond the depth of the packing.
Mechanical draft cooling towers for large duties often com-
prise a series of rectangular cells constructed together, but
operating in parallel, each with its own fan.

The type of packing used can be as simple as splash bars
but is more likely to be packing similar in form to that
used in absorption and distillation towers. The temperature
limitation of the packing needs careful attention. Plastic
packing has severe temperature limitations, as far as the
cooling water return temperature is concerned. If the

temperature is too high, the plastic packing will deform
and this will result in a deterioration of cooling tower
performance. Polyvinylchloride is limited to a maximum
temperature of around 50◦C. Other types of plastic packing
can withstand temperatures up to around 70◦C.

Chemicals are added to the circulation system to prevent
fouling. Dispersants are added to prevent deposit of solids,
corrosion inhibitors to prevent corrosion and biocides to
inhibit biological growth.

Figure 24.2 gives the basis of a cooling water system
model. For the cooling tower:

T0 = f (F2, T2, TWBT ) (24.1)

F0 = f (F2, T2, TWBT ) (24.2)

FE = f (F2, T2, TWBT ) (24.3)

where T0 = outlet temperature of the cooling tower
T1, T2 = inlet temperature and outlet temperature

for the heat exchanger network
(T2 = inlet temperature to the cooling
tower)

TWBT = wet bulk temperature of the inlet air (the
equilibrium temperature attained by water
that is vaporizing into the inlet air and is
always less than the dry bulk temperature
of the air into which vaporization is
taking place)

F0 = flowrate of water from the cooling tower
F1, F2 = flowrate of water to and from the heat

exchanger network
FE = evaporation rate

The difference between T0 and TWBT measures the degree
of unsaturation of the inlet air. If the air is initially saturated
with water vapor, then neither vaporization of the liquid nor
depression of the wet bulb temperature occurs. A simple
cooling tower model that can be used in conceptual design
is presented elsewhere2.

There are some general trends that can be observed for
the design of cooling towers in terms of the temperature and
flowrate of the inlet cooling water to the tower. Increasing
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Figure 24.2 Cooling water system model.

the temperature of the inlet to a given cooling tower
design for a fixed flowrate increases the performance of the
cooling tower and allows more heat to be removed2. On the
other hand, if the flowrate to the inlet of a given cooling
tower is decreased for a fixed inlet temperature, then the
performance of the cooling tower improves, allowing more
heat to be removed2. Thus, the performance of a cooling
tower is maximized by maximizing the inlet temperature to
the cooling tower, and minimizing the inlet flowrate2. There
will be constraints on the maximum return temperature
determined by the maximum temperature allowable for the
cooling tower packing, and fouling and corrosion issues, as
discussed above.

Referring back to Figure 24.2, the cooling tower makeup
and blowdown form a mass balance according to:

F1 = F0 − FB + FM (24.4)

where F1 = flowrate of water to the heat exchanger
network

FB = flowrate of cooling tower blowdown
FM = flowrate of makeup water

If the heat capacity of the water is assumed to be constant,
then an energy balance can also be written:

F1T1 = (F0 − FB)T0 + FMTM (24.5)

where T1 = temperature to the heat exchanger network
(after addition of makeup)

T0 = temperature from the cooling tower (before
addition of makeup)

TM = temperature of the makeup water

The heat load on the heat exchanger network is given by

QHEN = F2CP (T2 − T1) (24.6)

where QHEN = heat exchanger network cooling duty
CP = heat capacity of the water

As evaporated water is pure, solids are left behind in
the recirculating water, making it more concentrated than
the makeup water. The blowdown purges the solids
from the system. Note that the blowdown has the same
chemical composition as the recirculated water. Cycles of
concentration is a comparison of the dissolved solids in the
blowdown compared with that in the makeup water. For
example, at three cycles of concentration, the blowdown
has three times the solids concentration as the makeup
water. For calculation purposes, blowdown is defined
to be all nonevaporative water losses (drift, leaks and
intentional blowdown). In principle, any soluble component
in the makeup and blowdown can be used to define the
concentration for the cycles, for example, chloride and
sulfate being soluble at high concentrations can be used.
The cycles of concentration are thus defined to be:

CC = CB

CM

(24.7)

where CC = cycles of concentration
CB = concentration in blowdown
CM = concentration in makeup

A mass balance for the solids entering with the makeup
(assuming zero solids in the evaporation) gives:

FMCM = FBCB (24.8)

Combining Equation 24.7 with Equation 24.8 gives:

CC = FM

FB

(24.9)

given that:
FM = FB + FE (24.10)

Combining Equations 24.9 and 24.10 gives:

FB = FE

CC − 1
(24.11)
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Figure 24.3 Relationship between makeup water and blowdown for cooling towers.

FM = FECC

CC − 1
(24.12)

Figure 24.3 shows the relationship between the makeup,
blowdown, evaporation and drift versus the cycles of con-
centration. For a given design of cooling tower, fixed heat
duty and fixed conditions, the evaporation and drift will
be constant as the cycles of concentration increase. How-
ever, as the cycles of concentration increase, the blowdown
decreases and hence the makeup water decreases.

The consequences of an increase in the cycles of
concentration are that as the level of dissolved solids
increases, corrosion and deposition tendencies also increase.
The result is that, although increasing the cycles of
concentration decreases the water requirements of the
cooling system, the required amount of chemical dosing
also increases.

24.3 TARGETING MINIMUM COOLING
WATER FLOWRATE

As noted previously, the performance of a cooling tower
is maximized by maximizing the inlet temperature to

the cooling tower and minimizing the inlet flowrate2. It
is therefore useful to be able to predict the minimum
cooling water flowrate, taking into account the heat transfer
limitations of the individual cooling duties.

Most cooling water networks involve the use of cooling
water directly from the cooling tower in each heat
exchanger. This leads to a parallel arrangement of the
coolers. Figure 24.4a shows a cooling duty for a hot process
stream. The cooling is being supplied by cooling water
with a temperature corresponding to temperature T1 in
Figure 24.2. In Figure 24.4a, the flow of cooling water
has been minimized until the temperature difference has
been minimized. If the cooling duties are configured in
parallel, as shown in Figure 24.4b, then minimizing the
flowrate in each individual exchanger will minimize the
overall flowrate and maximize the return temperature. The
minimum flowrate in Figure 24.4 is based on a parallel
configuration. Figure 24.5 shows that cooling water can, in
some circumstances, be reused and heat exchangers used
in series rather than parallel. A series arrangement, if it is
acceptable, increases the cooling water return temperature
and decreases the recirculation flowrate, increasing the
performance of the cooling tower.

Hot Process
Stream

Q

CW
Supply line

HE 1

HE 2

HE 3

HE 4

T

T1

T2

(a) Minimize the flowrates to the individual users. (b) Parallel configuration..

∆Tmin

Figure 24.4 Minimizing cooling water flow in a parallel arrangement. (From Kim J-K and Smith R, 2001, Chem Eng Sci, 56: 3641,
reproduced by permission of Elsevier Ltd.)
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Figure 24.5 Parallel and series arrangements for cooling water
coolers. (From Kim J-K and Smith R, 2001, Chem Eng Sci, 56:
3641, reproduced by permission of Elsevier Ltd.)

On the other hand, moving from a parallel to a series
arrangement, as shown in Figure 24.5, has the disadvantage
that the temperature differences in the heat exchangers will
decrease, possibly decreasing their performance. However,
an individual heat exchanger might require an increase in
flowrate, which can increase the heat transfer coefficient.
Also, moving from a parallel to series arrangement
will increase the overall pressure drop. For the parallel
arrangement, the pressure drop for the system is the
largest individual heat exchanger pressure drop. For the
series arrangement, the pressure drop is the sum of the
pressure drops of the heat exchangers in series. Thus, the
series arrangement decreases the flowrate but increases
the pressure drop. Generally, the centrifugal pumps used
to circulate the cooling water can produce a higher
pressure drop (head ) for a reduced flowrate. In summary,
moving from parallel to series arrangements for cooling
water networks

• increases the efficiency of the cooling tower
• decreases the temperature differences in the cooling

water heat exchangers
• increases the pressure drop through the cooling water

network.

Consider now how to systematically determine the mini-
mum overall flowrate required by a cooling water system,
such that the resulting high cooling tower inlet temperature
and low flowrate enhance the performance of a cooling
tower. The parallel configuration shown in Figure 24.4b
maximizes the flowrate of cooling water around the sys-
tem and minimizes the return temperature, as the return to
the cooling tower from each individual heat exchanger is
limited by the minimum temperature difference in that heat
exchanger. Rather than utilize only parallel arrangements,
it might be possible in some circumstances to utilize series
arrangements, as shown in Figure 24.5. Reusing the cooling
water, as shown in Figure 24.5, lowers the overall flowrate
as the same cooling water is used twice and increases the
overall return temperature to the inlet of the cooling tower.
Thus, for a given heat load on the cooling tower, using
series arrangements for cooling rather than parallel arrange-
ments can increase the performance of the cooling tower
and decrease the cooling tower size. In retrofit situations in
which the duty on the cooling tower has increased, the per-
formance of the existing cooling tower can be improved by

Feasible
Region

Hot Process
Stream

Q

T

∆Tmin

∆Tmin

Tout, max

Tin,max

Figure 24.6 Representation of a heat exchanger using cool-
ing water. (From Kim J-K and Smith R, 2001, Chem Eng Sci,
56: 3641, reproduced by permission of Elsevier Ltd.)

adopting a series arrangement for the use of cooling water,
rather than a parallel arrangement.

Figure 24.6 shows a representation of a heat exchanger
using cooling water in which both the inlet and outlet
temperatures of the cooling water have been maximized.
This corresponds with �Tmin at the inlet and the outlet of
the cooler. The cooling water profile with the inlet and
outlet temperatures maximized to give �Tmin throughout
the exchanger is known as the limiting cooling water profile.
This will be used to provide a boundary between feasible
and infeasible temperatures in the design of the cooling
water network. As long as cooling water is fed to a heat
exchanger at a temperature below its limiting cooling water
profile, it will be considered to be feasible. Anything above
this limiting cooling water profile will be considered to be
infeasible. Consider the four cooling operations given in
Table 24.1. �Tmin has been assumed to be 10◦C.

Figure 24.7a shows the four limiting cooling water
profiles from Table 24.1 plotted together on the same
axes. Rather than view these profiles individually, an
overall picture is required. To achieve this, a composite
of the individual cooling water profiles can be developed,
as shown in Figure 24.7b. This is analogous to the
construction of the composite curves for heat recovery

Table 24.1 Limiting cooling water data for four operations.

Heat
exchanger

TCW ,in

(◦C)
TCW ,out

(◦C)
CP

(kW·K−1)

Q

(kW)

1 20 40 20 400
2 30 40 100 1000
3 30 75 40 1800
4 55 75 10 200
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Figure 24.7 The limiting cooling water composite curve. (From Kim J-K and Smith R, 2001, Chem Eng Sci, 56: 3641, reproduced
by permission of Elsevier Ltd.)

developed in Chapter 16. The diagram is divided into
temperature intervals. Within each temperature interval,
the heat duty for the individual streams is combined
together to produce the cooling water composite curve.
This profile represents a single stream equivalent of the
four separate streams. To determine the minimum flowrate
of cooling water, a cooling water supply line is matched
against the cooling water composite curve, as shown in
Figure 24.7b. The cooling water supply line starts at the
cooling water temperature supplied to the heat exchanger
network (cooling tower exit temperature after the addition
of makeup). The straight line from the supply temperature
(outlet temperature from the cooling tower) of 20◦C
represents the cooling water supply line. Maximizing the
slope of this cooling water supply line minimizes the
flowrate. The maximum slope is dictated by the pinch for
the system, which in this example is at 40◦C. A steeper
line than the one shown in Figure 24.7b would cross the
cooling water composite curve, and temperatures would be
infeasible at some point in the network. The slope of the
cooling water supply line in Figure 24.7b shows that the
minimum cooling water flowrate corresponds with a �Tmin

at the supply (20◦C) and at the pinch (40◦C). Elsewhere,
the temperature differences for heat transfer will be above
the minimum. In this case, the cooling water supply
corresponds with a target CP of 90 kW·K−1, flowrate
of 21.5 kg·s−1 and cooling water return temperature of
57.8◦C2. It should be noted that practical constraints might
limit the cooling water return temperature to be below
that which is apparently possible from Figure 24.7. Such
constraints might arise from corrosion considerations in the
heat exchangers and pipework, temperature limits for the
packing materials in the cooling tower or fouling from the
cooling water. How such constraints can be included will
be addressed in the next section.

The flowrate targets discussed here have been directed
to minimizing the flowrate. In addition to temperature
constraints, pressure drop constraints might also constrain
the flowrate by constraining whether heat exchangers can
be placed in series or not. Inclusion of pressure drop
constraints is much more complex and outside the scope
of the current text3.

24.4 DESIGN OF COOLING WATER
NETWORKS

To achieve the minimum cooling water flowrate target
in design requires that the problem is decomposed into
design regions, as illustrated in Figure 24.8. This shows

Q(kW)
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75 °C

45.7 kW·°C−1 at 40 °C

43.3 kW·°C−1 at 40 °C

T(°C)
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III

Figure 24.8 Strategy for minimizing the flowrate of cool-
ing water. (From Kim J-K and Smith R, 2001, Chem Eng Sci,
56: 3641, reproduced by permission of Elsevier Ltd.)
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the cooling water composite curve from Figure 24.7
decomposed into two regions, above and below the pinch.
Below the pinch from 20 to 40◦C, the system requires the
full flowrate of 21.5 kg·s−1. However, above the pinch, a
lower flowrate will solve the problem. Figure 24.8 shows a
steeper line drawn against the part of the problem above
the pinch. Of the CP of 90 kW·K−1 from the cooling
tower, after use up to the pinch condition of 40◦C, only
a CP of 45.7 kW·K−1 is used, and the balance (CP =
44.3 kW·K−1) is returned directly to the cooling tower. In
this way, each part of the problem only uses the minimum
amount of cooling water. However, it should again be
noted that in minimizing the amount of cooling water, the
temperature differences in the coolers are also minimized,
leading to trade-offs between the designs of the cooling
tower system and the heat exchangers.

This strategy of using the cooling water can then be
translated into a cooling water design grid, as shown in
Figure 24.9. Three cooling water mains are conceptualized,
one at the supply temperature of 20◦C, a second at the
pinch temperature of 40◦C and a third at the maximum
temperature allowable in the system of 75◦C. The flowrate
of cooling water required in each of the mains is shown
at the top of the main. The flowrate to be returned to the
cooling tower from each of the mains is shown at the bottom
of the main. The cooling streams are superimposed onto the
cooling water mains at their appropriate temperatures. In
Figure 24.9, Stream 1, which starts at 20◦C and terminates

1

Cooling Water Mains
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I II III

3
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Figure 24.9 Cooling water design grid. (From Kim J-K and
Smith R, 2001, Chem Eng Sci, 56: 3641, reproduced by permission
of Elsevier Ltd.)
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Figure 24.10 The completed cooling water design grid.

at 40◦C, is shown between the 20◦C and 40◦C cooling
water mains. Stream 2 starts at 30◦C, between the first two
cooling water mains. Stream 3 starts at 30◦C, again between
the first two cooling water mains. However, in this case,
Stream 3 terminates at the maximum temperature of 75◦C.
Initially, therefore, it is broken into two parts, each within
the appropriate design region. Finally, Stream 4 starts at
55◦C above the pinch water mains and finishes at the
70◦C cooling water main. The streams are then connected
to the appropriate cooling water main, to satisfy the
individual cooling requirement, as shown in Figure 24.10.
This provides an initial design for the cooling water network
to meet the target requirements.

However, the design has not yet been completed, as there
is a fundamental difficulty with the arrangement shown in
Figure 24.10. Stream 3 requires a change in flowrate at the
pinch cooling water main (40◦C). This would mean that
the cooling duty corresponding with Stream 3 would have
to be broken down into two heat exchangers, each being
supplied with different flowrates. The change in flowrate for
Stream 3 is in fact easily removed. Consider Figure 24.11
that shows the temperature versus heat duty for an operation
with a change in flowrate, as in the case of Stream 3 in
Figure 24.10. A heat balance around Part 1 in Figure 24.11
gives (assuming the specific heat capacity of the cooling
water to be constant):

F1(TPINCH − T1) = F2(TPINCH − Tin,max ) (24.13)

Moving the mixing junction to the inlet of the operation,
as shown in Figure 24.11, and carrying out a heat balance
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Figure 24.11 Changing the mixing arrangement can avoid the change in cooling water flowrate.

at the new mixing junction gives:

Tin = (F2 − F1)TPINCH + F1T1

F2

= F2TPINCH − F1(TPINCH − T1)

F2
(24.14)

Substituting Equation 24.13 into Equation 24.14 gives:

Tin = F2TPINCH − F2(TPINCH − Tin,max )

F2

= Tin,max (24.15)

In other words, if the mixing junction is moved from the
middle of the operation to the beginning of the opera-
tion, there is a constant flowrate throughout the opera-
tion corresponding with the maximum inlet temperature,
after mixing.

Figure 24.12 shows the corresponding grid diagram to
correct the change in flowrate. The change in flowrate for
Stream 3 that previously occurred at the pinch temperature
mains is now added from the pinch temperature mains
to the inlet of Stream 3. This provides a design for the
cooling water network that achieves the target minimum
flowrate of CP = 90 kW·K−1. The arrangement shown
in Figure 24.12 involves reuse of cooling water from
Streams 1 and 2 into Streams 3 and 4 via a cooling water
main at pinch temperature 40◦C. An alternative way to
arrange the design is to make the connection directly rather
than through an intermediate cooling water main. If the
intermediate cooling water main is removed, then there are
basically two sources of cooling water from Streams 1 and
2 at 40◦C and two sinks for cooling water in Streams 3
and 4 at 40◦C. These sources and sinks can be connected
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4
CP = 5.7

I II III
90 kW·°C−1

20 °C
45.7 kW·°C−1

40 °C
0 kW·°C−1

75 °C

CP = kW·°C−1

45.7 kW·°C−1

75 °C
44.3 kW·°C−1

40 °C
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20 °C

Figure 24.12 The final grid design after changing the mixing
arrangement to avoid flowrate changes.

together in different ways. If the intermediate water main
at 40◦C is removed from the design, then the streams
can be connected directly together. Figure 24.13 shows a
flowsheet for one possible arrangement. In Figure 24.13,
there is reuse from Heat Exchanger 1 to Heat Exchanger
3 and from Heat Exchanger 2 to Heat Exchanger 4. Some
of the cooling water from the cooling tower goes through
Heat Exchanger 1 and some bypasses to be mixed in
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Figure 24.13 Flowsheet of cooling water network with maxi-
mum reuse of cooling water. (From Kim J-K and Smith R, 2001,
Chem Eng Sci, 56: 3641, reproduced by permission of Else-
vier Ltd.)

before entering Heat Exchanger 3. This is necessary to
comply with the inlet constraints for Heat Exchanger 3.
The flowsheet in Figure 24.13 then needs to be assessed
for its practicality and operability. The design can then be
evolved. For example, the bypass around Heat Exchanger
1 in Figure 24.13 can be eliminated and all of the CP =
40 kW·K−1 can be put through Heat Exchanger 1, before
entering Heat Exchanger 3. The essential feature of the
design to achieve the target is the reuse of cooling water
between exchangers. Different arrangements are possible
than the one shown in Figure 24.13 to achieve the target
by connecting the sources and sinks at 40◦C differently.

Parallel cooling water use that is minimized to achieve
�Tmin at the outlet of each heat exchanger leads to a
flowrate for the network of 25.4 kg·s−1, with a cooling
water return temperature of 52◦C. Maximizing the reuse
reduces this flowrate to 21.5 kg·s−1, and the cooling water
return temperature increases to 57.8◦C.

A number of complications need to be addressed that are
likely to be encountered.

1. Figure 24.14 shows the stream grid for another problem,
which shows a feature not present in the previous example.
In this stream grid, Streams 1 and 3 both have maximum
outlet temperatures corresponding with one of the cooling
water mains. However, Stream 2 has a maximum outlet
temperature below the final water main temperature. It
might be suspected that the outlet of Stream 2 could
be discharged directly to the final cooling water main.

However, if this is done, the design will not be feasible
and meet the target. The heat balance in Figure 24.8 that
determines the cooling water usage from each cooling water
main is based on the assumption that all of the cooling
water reaches the temperature of the next cooling water
main, before it is discharged to that cooling water main.
If the water from the outlet of Stream 2 in Figure 24.14
is discharged to the final water main directly, it is not
complying with this energy balance and the design will
be infeasible. The water from the exit of Stream 2 must
therefore find another reuse, in this case to the inlet of
Stream 3 before being discharged to the cooling water main
at the appropriate cooling water temperature.

2. Another complication that can occur is that the num-
ber of design regions can be greater than two. Figure 24.8
shows a design problem involving just two design regions:
below the pinch and above the pinch. The cooling
water composite curve in Figure 24.15 has three design

T

Q

Pockets

Cooling
Water
Mains

Figure 24.15 More complex problems might require a greater
number of cooling water mains.

1

2

3

2

Figure 24.14 Operation outlets must be reused until reaching mains temperature.



522 Cooling and Refrigeration Systems

Q

T
CW Composite Curve

No Re-use

Maximum Re-use

Temperature limitation

T

No Pinch

New CW
Supply Line

Q

(a) The limits for the cooling water flowrate. (b) The constrained target. 

Figure 24.16 Cooling water targets limited by constraints on the return temperature.

regions, rather than two. The design regions are identi-
fied by drawing straight lines between the extreme con-
vex points of the cooling water composite curve, as
illustrated in Figure 24.15. If more design regions exist,
then this requires additional cooling water mains. How-
ever, the procedure is basically the same as in the
example described above, taking into account the addi-
tional mains.

3. Constraints might limit the cooling water return tem-
perature. Figure 24.16a shows a cooling water composite
curve with cooling water supply lines matched against it.
The highest flowrate corresponds with no reuse (a parallel
arrangement). The steepest slope corresponds with mini-
mum flowrate and maximum reuse. It might be the case
though that there is a constraint restricting the cooling
water return temperature, as illustrated in Figure 24.16a.
In this case, the constraint restricting the return tempera-
ture prevents the target from achieving minimum flowrate,
and hence maximum reuse. Higher temperatures increase
the corrosion and fouling potential in cooling systems. The
corrosion rate increases with increase in temperature, and
corrosion rate approximately doubles for every 10◦C rise
in temperature. Fouling is also related to temperature. For
example, calcium carbonate, which is the most common
scaling problem in cooling water systems, has inverse sol-
ubility characteristics with temperature. Chemical dosing of
the cooling water can to some extent counteract increases
in corrosion and fouling. The temperature limitation for
the cooling water return might also result from temperature
limitations for the packing material in the cooling tower.

The target incorporating such a constraint is straightfor-
ward. The maximum return temperature is set, and pro-
viding the entire cooling water supply line is below the
cooling water composite curve, then the target is feasible
and the corresponding flowrate can be calculated. However,
this leads to a problem in design. The basis of the design
method was to divide the problem into design regions corre-
sponding with the pinch point of �Tmin . In Figure 24.16b,
there is only one point for the cooling water supply line

featuring �Tmin at the initial temperature of the cooling
water. There is no pinch in the problem. A design strategy
to overcome this problem is to shift the cooling water com-
posite curve by a temperature shift, to artificially create a
pinch for the system2. The problem now though is how to
modify the composite curve with a temperature shift and
how to find the new pinch. For the example in Table 24.1,
suppose there is a limitation on the cooling water return
temperature to be less than 55◦C. The cooling water com-
posite curve needs to be shifted down to create the pinch for
the system, as illustrated in Figure 24.17. A simple energy
balance allows the new pinch temperature to be calculated:

T ∗
PINCH − 20

55 − 20
= 1800

3400

T ∗
PINCH = 38.5◦C (24.16)

The new pinch temperature is 38.5◦C, involving a temper-
ature shift of 1.5◦C. Cooling water Streams 1, 2 and 3 all
take part in creating the original pinch, which means that
these streams are candidates for the corresponding temper-
ature shift. The limiting cooling water modifications are in
two stages. This is illustrated in Figure 24.18. Starting from
the original limiting cooling water profile in Figure 24.18a,
the calculated temperature shift is applied (1.5◦C for this
example), Figure 24.18b. Modified profiles might cross the
cooling water supply line, and thus another step is needed.
In the second stage, the flowrate of the limiting water profile
is increased when the shifted profile is restricted by tem-
perature limitations. This increase in flowrate is illustrated
in Figure 24.18c. For the example in Table 24.1, Streams
2 and 3 can be modified to obtain new limiting cooling
water profiles simply by shifting the temperatures. How-
ever, for Stream 1, it is necessary to increase the flowrate,
because the 20◦C cooling water supply temperature restricts
the temperature shift of the limiting data. A heat balance
determines the required increase in flowrate and the new
limiting exit temperature:

CP∗ = CP
TPINCH − TCW ,in

T ∗
PINCH − T ∗

CW ,in

(24.17)
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Figure 24.17 Temperature shift and pinch migration from cooling water return temperature constraint. (From Kim J-K and Smith R,
2001, Chem Eng Sci, 56: 3641, reproduced by permission of Elsevier Ltd.)
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Figure 24.18 Stream modification from the temperature shift. (From Kim J-K and Smith R, 2001, Chem Eng Sci, 56: 3641, reproduced
by permission of Elsevier Ltd.)

where CP∗ = modified heat capacity flowrate
T ∗

PINCH = modified pinch temperature
T ∗

CW ,in = modified cooling water inlet temperature

T ∗
CW ,out = CP

TCW ,out − TCW ,in

CP∗ + T ∗
CW ,in

where T ∗
CW ,out = modified cooling outlet temperature

The shifted limiting cooling water data are given in
Table 24.2.

Table 24.2 Temperature-shifted limiting cooling water data.

Heat
exchanger

TCW ,in

(◦C)
TCW ,out

(◦C)
CP

(kW·K−1)

Q

(kW)

1* 20 38.5 21.6 400
2* 28.5 38.5 100 100
3* 28.5 73.5 40 1800
4 55 75 10 200

(* modified)
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Figure 24.19 Temperature-shifted cooling water composite
curve. (From Kim J-K and Smith R, 2001, Chem Eng Sci, 56:
3641, reproduced by permission of Elsevier Ltd.)

For Stream 1 in Table 24.2, the CP has increased from
20 kW·K−1 to 21.6 kW·K−1. The cooling water composite
curve corresponding with the data in Table 24.2 is shown
in Figure 24.19. This compares the original cooling water
composite curve with the temperature-shifted curve. The
cooling water supply line now touches the cooling water
composite curve at 38.5◦C. A design for this condition,
developed in the same way as described previously, is
shown in Figure 24.20. Again, this is only one of a number
of possible options for network structures to achieve the
target. The network structures in Figures 24.13 and 24.20
are slightly different, corresponding with the different
design objectives.

It should be emphasized that the network structures
created here can always be evolved to simplify the structure.
The simplest structure of all is the parallel structure,
but this brings penalties in performance of the cooling
tower. The parallel structure is also the easiest to control.
Evolution of the maximum reuse network toward a parallel
arrangement might bring penalties in performance in return
for network simplicity. The designer must strike a balance
between network simplicity and system performance and
take account of the change in pressure drop. Also, the
temperature difference in the heat exchangers will decrease,
decreasing the performance of the heat exchangers. The
optimum design requires all of these issues to be traded
off to obtain the minimum cost design. The most important
thing to be aware of is that cooling water can be used
in parallel or series, and a few critical reuse opportunities
might be extremely effective in improving the design.

24.5 RETROFIT OF COOLING WATER
SYSTEMS

Situations are often encountered when cooling water
networks need to increase the heat load of individual
coolers, or a new heat exchanger is introduced into an
existing system. In such situations, cooling water systems
can become bottlenecked. This might call for a new cooling
tower to be built or a new cell added to the existing tower.
However, this is only one of many possible options to
debottleneck the system.

As the increase of cooling load influences the cooling
tower performance, and there are interactions between
cooling water networks and the cooling tower, the best
solution might be obtained by modifying the cooling water
network. Changing inlet cooling water conditions from high
flowrate and low temperature to low flowrate and high
temperature can increase the heat removal of the cooling
tower. This will, in general, require changing the cooling

HE1

CP = 97.1
Tin = 20 °C

CP = 97.1
Tout = 55 °C

CW from Cooling Tower CW to Cooling Tower

HE3HE2

HE4

CP = 54.0

CP = 21.6

CP = 21.6

CP =16.1

CP = 35.6

CP = 5.5

CP  = kW·°C−1

Figure 24.20 Cooling water network design with target return temperature of 55◦C. (From Kim J-K and Smith R, 2001, Chem Eng
Sci, 56: 3641, reproduced by permission of Elsevier Ltd.)
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Figure 24.21 Targeting cooling water flowrate in retrofit. (From Kim J-K and Smith R, 2001, Chem Eng Sci, 56: 3641, reproduced
by permission of Elsevier Ltd.)

water network design from parallel to series or mixed
parallel/series arrangements with reuse of cooling water,
decreasing the flowrate of cooling water and increasing the
return temperature. By changing from parallel arrangements
to cooling water reuse designs, the heat removal of the
cooling tower can be increased, without any energy penalty,
and perhaps without investment in a new cooling tower or
cooling tower cell.

A design procedure for debottlenecking cooling water
systems can readily be developed2. The cooling water
composite curve can first be constructed from the limiting
cooling water data at the new conditions, as described
previously. The cooling water network performance can
be changed within a feasible region that is bounded by
the maximum reuse supply line (or maximum cooling
tower return temperature) and the parallel design supply
line (i.e. the flowrate corresponding with parallel design).
In Figure 24.21a, AB represents the attainable outlet
conditions by changing the cooling water network design
configuration from parallel to maximum reuse. It is
necessary to know how the inlet conditions affect the
cooling tower performance.

The cooling water supply line has the same heat load
from the viewpoint of the cooling water network. But the
heat removal of the cooling water system is changed as
the inlet conditions to the cooling tower are changed. The
heat removal of the cooling tower increases as the design
configuration changes from parallel to maximum reuse (or
maximum return temperature).

The next stage is to find the target supply conditions for
the cooling tower. This can be achieved by constructing
a simulation model of the cooling tower to simulate the
conditions of the exit water and air for given inlet air
and water conditions2. The model must also consider the

influence of the cooling tower makeup and blowdown
on the overall heat balance for the cooling system2. The
feasible cooling water supply line can move from A to
B in Figure 24.21a. This gives the corresponding profile
of cooling tower inlet temperature versus inlet flowrate
shown in Figure 24.21b. The cooling tower performance
(including the makeup and blowdown streams) is then
simulated for fixed cooling tower outlet temperature (the
desired supply temperature) for a given flowrate to the
tower, and the corresponding outlet temperature calculated.
By varying the inlet flowrate and fixing the cooling tower
inlet temperature, the corresponding outlet temperature can
be calculated for a range of conditions. This is line CD
in Figure 24.21b. The target, where the heat removal of
the cooling system is the same as the heat load of the
cooling water network, is where the two curves cross in
Figure 24.21b. At this point, the inlet temperature to the
cooling water network is satisfied for the new conditions.

At target conditions, the cooling demand of the network
at the new conditions is satisfied without additional cooling
tower capacity. Below the target temperature, the current
cooling systems cannot operate for the required cooling
demand. If the target conditions can be achieved at the new
conditions, then the cooling water network can be designed
with the target conditions. The reconfigured cooling water
network should, in principle, be able to cope with the
increased load on the cooling system without investment
in a new cooling capacity. However, there will need
for investment in piping changes and control systems to
reconfigure the network. The heat exchangers will need to
be checked to see if they can operate under the changed
heat transfer conditions (cooling water temperature and
flowrate). Also, the cooling water pumps will need to be
checked to ensure that they can operate with the new
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conditions of flowrate and pressure drop. The retrofit of
cooling water systems thus involves trade-offs, including
cooling tower costs, pressure drops, piping costs, design
complexity, and so on.

The debottlenecking procedure for cooling water systems
maintains high temperature and low flowrate of return
cooling water to increase the heat removal capacity of the
cooling tower. In some situations, this might not be adequate
to satisfy increased cooling demands, or the required network
changes might not be practical or economic. But before
investment in new cooling tower capacity is considered, other
options should be evaluated, perhaps in conjunction with
cooling water network changes.

1. Hot blowdown extraction. If the cold blowdown is
changed to hot blowdown (i.e. blowdown taken from the
cooling tower return rather than the cooling tower basin),
the heat load of the cooling tower is reduced because the
flowrate of the hot cooling tower is decreased. The required
hot blowdown might exceed the original cold blowdown
flowrate. This will result in an increase of makeup water
and decrease of cycles of concentration. Also, the resulting
increase in effluent temperature might be unacceptable.

2. Introduction of air-cooled heat exchangers. If the tem-
perature of the hot return cooling water can be decreased,
the heat duty on the cooling tower will also be decreased.
To decrease the cooling water return temperature, air-cooled
heat exchangers can be installed between the cooling tower
and the cooling water network. Air-cooled heat exchang-
ers have been discussed in Chapter 15. The flowrate of the
return hot cooling water does not change as a result of the
air-cooled heat exchanger, but the temperature is decreased.
Hot blowdown tends to be more effective than air-cooled
heat exchangers. The capacity of the cooling tower is used
more effectively in the case of hot blowdown, because the
inlet conditions of the cooling tower favor high temperature
and low flowrate. However, hot blowdown incurs penalties
from an increase in makeup water and effluent temperature.

Alternatively, air-cooled heat exchangers can be installed
within the cooling water network to replace cooling water
coolers. This has the effect of reducing the cooling load on
the cooling tower and, in principle, allows the flowrate of
cooling water to be decreased.

3. Other debottlenecking design options. The use of cold
seawater is yet another way to decrease the return
temperature of the hot cooling water. When cold seawater
is available to use as a cooling medium, the air-cooled
heat exchanger may be replaced with a cooler using
cold seawater.

It should also not be forgotten that the cooling tower itself
leaves room to improve the cooling tower performance.
For example, the packing can be changed to one with a
higher efficiency, to provide greater surface area between
the air and water. Also, improving the water distribution

system across the cooling tower packing to provide a more
uniform distribution pattern can improve the performance.
Finally, the performance of the air fan can be improved
to increase the induced/forced air flowrate. The driving
force for cooling is increased when the ratio of water
flowrate to air flowrate in the cooling tower is decreased. An
increase in the air flowrate is therefore an alternative way
to increase the driving force for cooling, and consequently
the heat removal of the cooling tower. Thus, greater
cooling can be obtained by upgrading the water- and air-
distribution systems.

24.6 REFRIGERATION CYCLES

A refrigeration system is a heat pump with the purpose of
providing cooling at temperatures below that which can nor-
mally be achieved using cooling water or air cooling4 – 6. For
most applications, such cooling is required below ambient
temperature. Thus, the removal of heat using refrigeration
leads to its rejection at a higher temperature. This higher
temperature might be to an external cooling utility (e.g.
cooling water), a heat sink within the process or to another
refrigeration system. Refrigeration is important in chemical
engineering operations where low temperatures are required
to condense gases6, crystallize solids, control reactions, and
so on, and for the preservation of foods, air conditioning,
and so on. Generally, the lower the temperature of the cool-
ing required to be serviced by the refrigeration system and
the larger its duty, the more complex the refrigeration sys-
tem. Processes involving the liquefaction and separation of
gases (e.g. ethylene, liquefied natural gas, etc.) usually have
complex refrigeration systems.

There are two broad classes of refrigeration system:

• compression refrigeration
• absorption refrigeration.

Compression refrigeration cycles are by far the most
common and absorption refrigeration only applied in special
circumstances.

Consider first a simple ideal compression refrigeration
cycle using a pure component as the refrigerant fluid, as
illustrated in Figure 24.22a. Process cooling is provided
by a cold liquid refrigerant in the evaporator. A mixture
of vapor and liquid refrigerant at Point 1 enters the
evaporator where the liquid vaporizes and produces the
cooling effect before exiting the evaporator at Point 2.
The refrigerant vapor is then compressed to Point 3. At
Point 3, the vapor is not only at a higher pressure but
is also superheated by the compression process. After the
compressor, the vapor refrigerant enters a condenser where
it is cooled and condensed to leave as a saturated liquid
at Point 4 in the cycle. The liquid is then expanded to
a lower pressure to Point 1 in the cycle. The expansion
process partially vaporizes the liquid refrigerant across



Refrigeration Cycles 527

Condenser

Evaporator

Ideal
Compressor

Ideal
Expander

1 2

34

Desuperheating
Two-phase

Envelope

Condenser

Evaporator1
2

3

4

T

S

Desuperheating

Condenser

Evaporator1 2

34

P

H

Constant H

Constant S

(a)

(b)

(c)

Two-phase
Envelope

Figure 24.22 A simple (ideal) compression refrigeration cycle.

the expander, producing a cooling effect to provide
refrigeration, and the cycle continues. Figure 24.22b shows
the cycle on a temperature-entropy diagram. The diagram
shows a two-phase envelope, inside of which the refrigerant
is present as both vapor and liquid. To the left of the two-
phase envelope, the refrigerant is liquid, and to the right of
the two-phase envelope, the refrigerant is vapor. Starting
at Point 1 with a two-phase mixture, the refrigerant enters
the evaporator where there is an isothermal vaporization to
Point 2. From Point 2 to Point 3, there is a compression
process that, at this stage, is assumed to be ideal. This is
an isentropic process finishing at Point 3. From Point 3, the
refrigerant is first cooled to remove the superheat and is then
condensed to Point 4, where there is a saturated liquid. The
refrigerant is expanded from Point 4 to Point 1, which is
assumed here to be an ideal expansion with no increase in
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Figure 24.23 Simple compression cycle with expansion valve
and nonideal compression.

entropy. In Figure 24.22c, the same cycle is represented on
a pressure-enthalpy diagram. Again the two-phase envelope
is evident. From Point 1 to Point 2, the enthalpy of the
refrigerant increases in the evaporator. From Point 2 to
Point 3, the pressure is increased in the compressor with
a corresponding increase in the enthalpy. From Point 3 to
Point 4, there is no change in pressure but a decrease in
the enthalpy in the desuperheating and the condensation.
Between Point 4 and Point 1, there is a decrease in pressure
in the expander. The constant entropy assumption leads
to a decrease in the enthalpy to Point 1. The cycle in
Figure 24.22 assumed ideal isentropic compression and
expansion processes. Next consider nonideal compression
and expansion processes.

Figure 24.23a again shows a simple compression cycle
involving a pure refrigerant fluid, but now with an
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expansion valve or throttle, rather than an ideal expander.
It also features a nonideal compression. On a temperature-
entropy diagram as shown in Figure 24.23b, the compres-
sion process now features an increase in entropy. The
expansion also features an increase in entropy. On the
pressure-enthalpy diagram in Figure 24.23c, the nonideal
compression features a greater enthalpy change between
Points 2 and 3 when compared with an isentropic com-
pression. The expansion between Points 4 and 1 is now
assumed to be isenthalpic, leading to a vertical line on the
pressure-enthalpy diagram.

Figure 24.24a shows the corresponding simple compres-
sion cycle, but with subcooled condensate. The cycle is
basically the same as before, except that the liquid leaving
the condenser is now subcooled rather than being saturated.
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Figure 24.24 Simple compression cycle with subcooled
condensate.

The subcooling effect can be seen on the temperature-
entropy in Figure 24.24b and pressure-enthalpy diagram in
Figure 24.24c. Subcooling the liquid in the way shown in
Figure 24.24 brings a benefit to the cycle. The fact that
the liquid is subcooled when entering the expansion pro-
cess means that there is less vaporization in the expansion
process to produce refrigerant at the required temperature.
This leads to an increase in the proportion of the liquid
refrigerant at Point 1 entering the evaporator. The liquid
refrigerant provides the cooling and the vapor present does
not provide a cooling effect as the vapor enters and leaves
at the same temperature without change in enthalpy. If a
greater proportion of the refrigerant entering the evaporator
is liquid, it means that the flowrate around the cycle for
a given refrigeration duty can be decreased. This, in turn,
reduces the compression duty. Subcooling the liquid in this
way therefore increases the overall efficiency of the cycle.

In Figures 24.22a, 24.23a and 24.24a, the expansion of
the liquid refrigerant produces a two-phase vapor–liquid
mixture that is fed directly to the evaporator to provide
process cooling. For a vapor–liquid mixture of a pure
refrigerant at saturated conditions, the vapor provides no
cooling, as it enters and leaves the evaporator at the
same temperature without change in enthalpy (neglecting
any pressure drop). Only the vaporization of the liquid
produces cooling. Some designs of refrigeration use a
vapor–liquid separation drum after the expansion of the
refrigerant. The vapor from the separation drum is then
fed directly to the compressor. The liquid from the
separation drum is fed to the evaporator and then to the
compressor after vaporization. This arrangement with a
vapor–liquid separator is thermodynamically equivalent to
the design without a separator (neglecting pressure drops).
The separation drum adds capital cost and complexity to
the design without bringing any thermodynamic benefit.
Whether such a separation drum is used largely depends
on the type of heat exchanger used for the evaporator. For
example, if the evaporation takes place on the shell-side
of a kettle reboiler, then feeding a two-phase vapor–liquid
mixture does not present any problems and a vapor–liquid
separator would not normally be justified. However, if the
evaporation takes place in the channels of a plate-fin heat
exchanger, then feeding a two-phase vapor–liquid mixture
would present problems, as it is difficult to distribute a two-
phase mixture evenly across a manifold of channels. Under
such circumstances, a vapor–liquid separation drum would
normally be used.

The performance of refrigeration cycles is measured as
a coefficient of performance (COPREF ), as illustrated in
Figure 24.25. The coefficient of performance is the ratio
of cooling duty performed per unit power required.

COPREF = QC

W
(24.18)

where QC = cooling duty
W = refrigeration power required
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Figure 24.25 Performance of practical refrigeration cycles.

The higher the coefficient of performance, the more
efficient is the refrigeration cycle. An ideal coefficient of
performance can be defined by:

Ideal COPREF = QC

W
= TEVAP

TCOND − TEVAP
(24.19)

where TEVAP = evaporation temperature (K)
TCOND = condensing temperature (K)

Actual performance is typically 0.6 of ideal, but can be
much lower for complex cycles operating at extremely low
temperatures. Thus:

Approximate COPREF = QC

W
= 0.6TEVAP

TCOND − TEVAP
(24.20)

Example 24.1 Estimate the coefficient of performance and
power requirement for a refrigeration cycle with TEVAP = −30◦C,
TCOND = 40◦C and QEVAP = 3 MW.

Solution

COPREF ≈ 0.6
243

(313 − 243)
= 2.08

W ≈ 3

2.08
= 1.4 MW

It is obvious from Equation 24.20 that the larger the tem-
perature difference across the refrigeration cycle (TCOND −
TEVAP ), the lower will be the coefficient of performance
and the higher will be the power requirements for a given
cooling duty.

For the performance of practical refrigeration cycles,
rather than assuming 0.6 of the ideal performance, the
refrigeration cycle can be followed using thermodynamic
properties of the refrigerant to obtain a more accurate
calculation of the coefficient of performance. This will be
discussed later.

Simple cycles like the ones discussed so far can be used
to provide cooling as low as typically −40◦C. For lower
temperatures, complex cycles are normally used.

One way to reduce the overall power requirement of a
refrigeration cycle is to introduce multistage compression
and expansion, as shown in Figure 24.26a. The expansion
is carried out in two stages with a vapor–liquid separator
between the two stages, often called an economizer.
Vapor from the economizer passes directly to the high-
pressure compression stage. Liquid from the economizer
passes to the second expansion stage. The introduction
of an economizer reduces the vapor flow in the low-
pressure compression stage. This reduces the overall power
requirement. Figure 24.26a also shows an intercooler for
the vapor between the low-pressure and the high-pressure
compression stages. This intercooler reduces further the
compressor power in the high-pressure compression stage,
reducing the overall power requirement. The cycle is shown
as a pressure enthalpy diagram in Figure 24.26b.

Figure 24.27a shows another way to reduce the over-
all power requirement of a refrigeration cycle by intro-
ducing multistage compression and expansion. Again the
expansion is carried out in two stages with a vapor–liquid
separator between the two. However, this time the cooled
liquid and vapor from the first expansion stage is contacted
directly with the compressed vapor from the low-pressure
compression stage in a presaturator. The presaturator cools
the vapor from the low-pressure compression stage by direct
contact and acts as a vapor–liquid separator between the
stages. The vapor leaving the presaturator being passed
to the high-pressure compression stage is saturated. Liq-
uid from the presaturator passes to the second expansion
stage. Again, the introduction of a presaturator reduces the
vapor flow in the low-pressure compression stage, reduc-
ing the overall power requirement. The cycle is shown in
Figure 24.27b as a pressure-enthalpy diagram.
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Figure 24.26 Multistage compression and expansion with an economizer.
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Figure 24.27 Multistage compression and expansion with a presaturator.

Figure 24.28a shows a cascade cycle. This involves two
refrigerant cycles linked together. Each cycle will use
a different refrigerant fluid. The low-temperature cycle
provides the process cooling in the evaporator and rejects
its heat to the other cycle, which rejects its heat in
the condenser to cooling water. Cascade cycles are used
to provide very low temperature refrigeration where a
single refrigerant fluid would not be suitable to operate
across such a wide temperature range. In the cascade
in Figure 24.28a, each cycle comprises a simple cycle.
The cascade cycle is represented in Figure 24.28b in a
pressure-enthalpy diagram. The temperature of the interface
between the two cycles is normally specified in terms
of the temperature of the evaporator of the upper (high-
temperature) cycle and is known as the partition temperature.
The partition temperature is an important degree of freedom.

Complex refrigeration cycles can be built up in different
ways. Figure 24.29 shows a cascade cycle with multistage
compression and expansion of the high-temperature cycle.

Figure 24.30a shows a two-level refrigeration cycle.
Level 1 and Level 2 provide process cooling at different

temperatures. This reduces the refrigerant flow through the
low-pressure compression stage and reduces the overall
power requirements. It is represented in Figure 24.30b in a
pressure-enthalpy diagram.

To illustrate one of the many ways the different features
can be put together, Figure 24.31a shows a two-level
cascade system with presaturators. The evaporators in
Level 1 and Level 2 provide process cooling at different
temperatures. Two cycles are cascaded together, each
separate cycle having multistage compression involving
presaturators. The cycle is shown in a pressure-enthalpy
diagram in Figure 24.31b. This is only one of many possible
complex arrangements that combine the various features.

24.7 PROCESS EXPANDERS

If a gas or vapor process stream is available at a high
pressure and downstream conditions do not require this
high pressure, the stream can be expanded to provide useful
cooling. The cooling might allow partial condensation for
recovery of the less volatile components in a mixture, or to
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Figure 24.29 Cascade cycle with multistage compression and expansion.
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Figure 24.31 A two-level cascade system with presaturators.

provide a cold stream for refrigeration purposes. Expansion
across a throttle valve provides cooling only, whereas
expansion across a process expander can provide cooling as
well as power recovery. In principle, the process expander
can be a reciprocating piston and cylinder design but is most
often a radial flow turbine or turboexpander. The process
expander can be used to drive a process machine (e.g. gas
compressor) or can be coupled to an electric generator for
the production of electricity.

As an example, suppose a distillation is required to be
carried out at low temperature and high pressure for the
separation of a mixture involving light gases. Uncondensed
light gases from the condenser at high pressure, and not
required at high pressure, can be expanded to cool the gases,
which in turn can be used, for example, to precool the feed
to the distillation.

Substituting the throttle value in a compression refrig-
eration cycle by a process expander both increases the
efficiency of the cycle and allows power recovery. How-
ever, this is at the expense of increased capital cost.

24.8 CHOICE OF REFRIGERANT FOR
COMPRESSION REFRIGERATION

Now consider the main factors affecting the choice of
refrigerant for compression refrigeration.

1. Freezing point. Firstly, the evaporator temperature
should be well above the freezing temperature at the oper-
ating pressure; the freezing points of some common refrig-
erants at atmospheric pressure are given in Table 24.3.

Table 24.3 Freezing and normal boiling points for some com-
mon refrigerants.

Refrigerant Freezing point at
atmospheric

pressure (◦C)

Boiling point at
atmospheric

pressure (◦C)

Ammonia −78 −33
Chlorine −101 −34
n-butane −138 0
i-butane −160 −12
Ethylene −169 −104
Ethane −183 −89
Methane −182 −161
Propane −182 −42
Propylene −185 −48
Nitrogen −210 −196

2. Vacuum operation. The second consideration, illustrated
in Figure 24.32, is that at the evaporator temperature,
evaporator pressure below atmospheric pressure should
be avoided. An evaporator pressure above atmospheric
avoids potential problems with the ingress of air into the
cycle, which can cause performance and safety problems.
However, special designs can use evaporator pressures
below atmospheric. The boiling points of some common
refrigerants are given in Table 24.3 at atmospheric pressure.

3. Latent heat of vaporization. It is desirable to have a
refrigerant with a high latent heat. A high latent heat will lead
to a lower flowrate of refrigerant around the loop and reduce
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the power requirements correspondingly. The shape of the
two-phase envelope is such that as the temperature of the
refrigerant increases, the latent heat decreases as the critical
temperature is approached. It is therefore desirable to have
evaporator and condenser temperatures significantly below
the critical temperature. Also, as the condenser temperature
approaches the critical point, a greater portion of the heat
is extracted in the desuperheating, relative to condensation,
as illustrated in Figure 24.33. This reduces the coefficient
of performance, as it increases the average heat rejection
temperature. It also increases the heat transfer area in the
condenser. Given that it is desirable to operate away from the
critical point where the latent heat of vaporization is high, for
a given refrigerant fluid, how close would it be desirable to
go to the critical temperature? The change of latent heat with
temperature can be correlated using the Watson Equation7:

�HVAP2

�HVAP1
=

(
TC − T2

TC − T1

)0.38

(24.21)

where �HVAP1, �HVAP2 = heat of vaporization at
temperatures T1 and T2

respectively
T1, T2 = absolute temperature (K)

TC = critical temperature (K)

Writing Equation 24.21 between the normal boiling point
TBPT and temperature T :

�HVAP

�HVAP ,BPT
=

(
TC − T

TC − TBPT

)0.38

(24.22)

where �HVAP ,BPT = heat of vaporization at the normal
boiling point

Let λ be the ratio of the heats of vaporization, such that:

λ =
(

TC − T

TC − TBPT

)0.38

(24.23)

Rearranging Equation 24.23 gives:

T = TC − λ2.63(TC − TBPT ) (24.24)

Thus, for a given refrigerant with normal boiling point
TBPT and critical temperature TC , Equation 24.24 allows the
maximum temperature to be fixed if the minimum value of
λ is specified. For example, for ethylene, TC = 282 K and
TBPT = 169 K. If the minimum heat of vaporization in the
evaporator is specified to be no lower than 50% of that at
the normal boiling point, then the maximum temperature is
given by:

T = 282 − 0.52.63(282 − 169)

= 264 K

The value of λ is at the discretion of the designer and more
conservative values of 60% or 70% could be taken. A value
of 50% is probably as low as would be desirable for many
applications.

4. Shape of the two-phase envelope. Another factor affect-
ing the choice of refrigerant relates to the shape of the two-
phase region on a temperature-entropy diagram, as illus-
trated in Figure 24.34. Figure 24.34 shows two different
two-phase regions. The important difference is the slope of
the saturated vapor line to the right of the two-phase region.
Figure 24.34b shows a two-phase region with a steep slope
relative to the one in Figure 24.34a. If the slope is steep,
as is the case with the two-phase region in Figure 24.34b,
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Figure 24.33 Choice of refrigerant – critical point.
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this reduces superheat and decreases heat extracted in desu-
perheating relative to condensation. In turn, this increases
the coefficient of performance, as it decreases the aver-
age heat rejection temperature. It also decreases the heat
transfer area.

5. General considerations. The refrigerant should, as much
as possible, be nontoxic, nonflammable, noncorrosive and
have low ozone depletion potential and a low global warm-
ing potential (see Chapter 25). Fluids that are already
present in the process should be used where possible.
Introducing new materials for refrigeration introduces new
storage requirements and new safety and environmen-
tal problems.

Example 24.2 Figure 24.35 gives the operating ranges of a
number of refrigerants. The upper limit of the operating range

in Figure 24.35 has been set to ambient temperature if the
critical temperature is well above ambient temperature, or to
a temperature corresponding with a heat of vaporization of
50% of that at atmospheric pressure. The lower temperature in
Figure 24.35 has been limited by the normal boiling point to
avoid vacuum conditions in the refrigeration loop. It should be
noted that the operating range of the refrigerants can be extended

Table 24.4 Process streams to
be cooled by refrigeration.

Stream no. Temperature (K)

1 175
2 200
3 230
4 245
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at the lower limit by operation under vacuum conditions and at
the upper limit by relaxing the restriction that the latent heat
should not be lower than 50% of that at atmospheric pressure.
The refrigerants in Figure 24.35 have been placed in approximate
order of power requirement for a given refrigeration duty. Four
process streams given in Table 24.4 require refrigeration cooling.
Given the information in Figure 24.35, make an initial choice of
refrigerants for each of the streams in Table 24.4.

Solution

Stream 1. At 175 K, the only suitable refrigerant from Figure 24.35
is ethylene. Methane is too close to its upper limit. If ethylene is
chosen as a refrigerant and heat rejection is required to ambient
at 313 K, then it needs to be cascaded with another refrigerant
for heat rejection to ambient. In principle, ethylene could be cas-
caded with chlorine, ammonia, i-butane, propylene or propane.
However, the overlap with i-butane is small and will require
a small temperature difference in the heat exchanger linking
the two cycles. The choice of refrigerant for the cascade will
depend on a number of factors. Choosing chlorine will mini-
mize the power for the system, but introduces significant safety
problems. Choosing a component already in the process would
be desirable in order to avoid introducing new safety problems
(e.g. propylene).

Stream 2. At 200 K, either ethane or ethylene would be suitable
refrigerants, with ethane being slightly better from the point
of view of the power requirements. As for Stream 1, a
cascade system would be required for heat rejection to ambient
temperature.

Stream 3. At 230 K, propylene, ethane and ethylene would all be
suitable refrigerants. Given that propylene requires the lowest
power and does not require a cascade for heat rejection to
ambient, this would be a suitable choice.

Stream 4. At 245 K, chlorine, ammonia, propylene and propane
could all be chosen. In principle, ethane and ethylene could
also have been included but at 245 K they are too close
to their critical temperature and would require significantly
higher refrigeration power than the other options. The safety
problems associated with chlorine are likely to be greater
than ammonia. Thus, ammonia might be a suitable choice
of refrigerant. Choosing a component already in the process
would be desirable.

24.9 TARGETING REFRIGERATION
POWER FOR COMPRESSION
REFRIGERATION

To evaluate the impact of each design option, a quick
and reliable method for estimating refrigeration power
requirements can be very useful8,9. The benefits from
setting targets for refrigeration power are to

• evaluate refrigeration power requirements before com-
plete design

• assess the performance of the whole process prior to
detailed design

• allow many alternative design options to be screened
quickly and estimated reliably

• assess energy and capital costs.

1. Simple cycles. Consider a simple cycle as shown in
Figure 24.24. The problem is how to estimate the actual
power requirement, given the cooling duty (QEVAP ), con-
densing temperature (TCOND ) and evaporating temperature
(TEVAP ).

The calculation procedure is performed as follows8,9:

(1) Find the vapor pressure of the refrigerant in the
condenser P SAT

COND at TCOND and the vapor pressure in
the evaporator P SAT

EVAP at TEVAP using a correlation for the
saturated liquid – vapor pressure, such as the Antoine
equation (see Chapter 4):

ln P SAT = A − B

C + T
(4.19)

where A,B,C = constants determined experimentally
for each refrigerant

T = temperature (K)

Once these pressures have been set, this sets the
pressure difference across the compressor and the
throttle, if the pressure drops in the heat exchangers,
flash drums and the pipework are neglected.

(2) An energy balance around the evaporator gives the
mass flowrate of refrigerant. Referring to Figure 24.23:

m = QEVAP

H2 − H1
= QEVAP

H2 − H4
(24.25)

where m = refrigerant flowrate (kg·s−1)

QEVAP = evaporator heat duty (J·s−1, kJ·s−1)

H1 = specific enthalpy at the evaporator
inlet (J·kg−1, kJ·kg−1)

H2 = specific enthalpy at the evaporator
outlet (saturated vapor enthalpy at the
evaporator pressure (J·kg−1, kJ·kg−1)

H4 = specific enthalpy at the condenser
outlet (saturated liquid enthalpy at the
condenser pressure (J·kg−1, kJ·kg−1)

The enthalpy can be calculated for most refrigerant flu-
ids using the departure function of Peng – Robinson
Equation of State (see Chapter 4). The enthalpy cal-
culations are complex and usually carried out using
commercial physical property software packages. How-
ever, given the capability to determine the enthalpy,
Equation 24.25 allows the refrigerant mass flowrate
to be determined from a knowledge of the evapora-
tor and condenser pressures. Once the mass flowrate
is known, the volumetric flowrate into the compres-
sor can be obtained from the vapor density, which can
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again be obtained from an equation of state such as the
Peng – Robinson Equation. Thus:

F = m

ρV

(24.26)

where F = volumetric flowrate (m3·s−1)

ρV = vapor density (kg·m−3)

(3) Estimate the compressor efficiency. Compressor man-
ufacturer’s data should be used where possible. If this
is not available, then for a reciprocating compres-
sor, the isentropic efficiency can be estimated from
Equation 13.17:

ηIS = 0.1091(ln r)3 − 0.5247(ln r)2 + 0.8577 ln r

+ 0.3727 1.1 < r < 5 (13.17)

where ηIS = isotropic efficiency
r = pressure ratio Pout/Pin

For a centrifugal compressor, the polytropic efficiency
can be estimated from Equation 13.18:

ηP = 0.017 ln F + 0.7 (13.18)

where ηP = polytropic efficiency
F = inlet flowrate of gas (m3·s−1)

(4) Estimate the polytropic coefficient n. For reciprocating
compressors (see Appendix B):

n =
ln

(
PCOND

PEVAP

)

ln




ηIS

(
PCOND

PEVAP

)

ηIS − 1 +
(

PCOND

PEVAP

) γ−1
γ




(B.28)

For centrifugal compressors (see Appendix B):

n = γ ηP

γ ηP − γ + 1
(B.38)

(5) Find the outlet temperature of the compressor (Tout).

Tout = TEVAP

(
P SAT

COND

P SAT
EVAP

) n−1
n

(B.26)

(6) An energy balance around the compressor gives

W = m·(H2 − H3) (24.27)

where W = power required for compression
(kJ·s−1 = kW)

m = refrigerant flowrate (kg·s−1)

H2 = specific enthalpy at the compressor inlet
PEVAP , TEVAP (kJ·kg−1)

H3 = specific enthalpy at the compressor outlet
PCOND , Tout (kJ·kg−1)

Again, the compressor inlet and outlet enthalpies can be
calculated using the departure function of an equation
of state (see Chapter 4) using a commercial physical
property software package. Thus, the refrigeration power
requirement of the compressor for this simple vapor-
compression cycle is obtained. Alternatively, rather than
perform an energy balance around the compressor, the
refrigeration power can be calculated directly for a
reciprocating compressor from (see Appendix B):

W =
(

γ

γ − 1

)
PEVAPFin

ηIS


1 −

(
PCOND

PEVAP

) γ−1
γ




(B.15)

where W = power required for
compression
(N·m·s−1 = J·s−1 = W)

PEVAP , PCOND = inlet and outlet pressures for
the compressor (N·m−2)

Fin = inlet volumetric flowrate
(m3·s−1)

γ = ratio of heat capacities
CP /CV (−)

ηIS = isentropic efficiency (−)

For a centrifugal or axial compressor, the refrig-
eration power can be calculated directly from (see
Appendix B):

W = n

n − 1

PEVAPFin

ηP


1 −

(
PCOND

PEVAP

) n−1
n


 (B.35)

where ηP = polytropic efficiency (ratio of polytropic
power to actual power)

2. Multistage cycles. The calculation procedure for target-
ing refrigeration power for simple cycles can be extended to
multistage cycles, such as the one shown in Figure 24.36a.
In order to be able to apply the procedure, the temper-
ature after the mixing junction between Levels 1 and 2
(TMIX in Figure 24.36a) must be determined. TMIX is not
at saturated conditions, as a result of the superheat from
the low-pressure (Level 2) compressor. The effect of the
mixing between stages in a multistage cycle, leading to
superheated conditions at the inlet to the high-pressure
compression stage, can be estimated by correcting the tem-
perature between the stages by weighting according to mass
flows8,9. An energy balance around the mixing junction in
Figure 24.36a assuming the heat capacity of the vapor to
be constant gives8,9:

(m1 + m2)·TMIX = m2·Tout + m1·TEVAP1 (24.28)

where m1, m2 = mass flowrate for the refrigerant in
Levels 1 and 2 (kg·s−1)

TMIX = temperature after the mixing junction (K)
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Figure 24.36 Targeting refrigeration work for a multistage cycle.

Tout = temperature exit the compressor for
Level 2 (low-pressure compressor) (K)

TEVAP1 = evaporator temperature for Level 1 (K)

Rearranging Equation 24.28 gives:

TMIX = m2·Tout + m1·TEVAP1

m1 + m2
(24.29)

The outlet temperature of the high-pressure compressor in
Figure 24.36a is found by using Equation B.26 with TEVAP

replaced by TMIX . Thus, mass flow weighting of flows
around mixing junctions can be used to extend the pro-
cedure for refrigeration power targeting to complex cycles.

However, attempting to target the power requirements for
complex problems in this way is very restrictive. It requires
the configuration of the refrigeration system to be specified.
The more complex the problem, the more options available
in the design of the refrigeration cycle (or cycles). What is
required is an approach that allows the interactions between
the design of the process and the refrigeration to be explored
without restricting options.

A multistage cycle, such as the one shown in Figure 24.36a,
can be decomposed into an assembly of simple vapor-
compression cycles in order to estimate the power require-
ments. Figure 24.36b shows the two-stage cycle being mod-
eled as two simple cycles operating in parallel to estimate
the power requirements. One simple cycle operates between
Level 1 and ambient with cooling load given by the evapo-
rator for Level 1. The other simple cycle operates between

Level 2 and ambient with cooling load given by the evapo-
rator for Level 2.

Thus, for the purposes of refrigeration power targeting for
screening options, the power requirements can be estimated
from an assembly of simple cycles. Rather than reject heat
to ambient, heat rejection from the refrigeration cycle to the
process or to another refrigeration cycle can also be allowed
for, as will be discussed later. As the design evolves, the
simple cycles used for targeting can be merged together to
produce complex cycles. As the simple cycles are merged,
a number of effects can change the power of the merged
design to differ from that predicted by an assembly of
simple cycles.

• Complex cycles can introduce nonisothermal mixing
in the cycle, which increases the power require-
ments. In multistage cycles such as the one shown in
Figure 24.36a, the high-pressure compressor is subject to
superheated inlet conditions, which is a result of mixing
of the saturated stream from the low-pressure (Level 1)
evaporator with the superheated compressor outlet from
the low-pressure (Level 2) compression stage. The super-
heated inlet conditions to the high-pressure compression
stage lead to an overall increase in the power require-
ments when compared with two simple cycles operating
in parallel, as in Figure 24.36b.

• The introduction of vapor–liquid separators (economiz-
ers) acts to reduce the power requirements. For example,
if a vapor–liquid separator is introduced into the cycle
in Figure 24.36a, as in Figure 24.30, vapor from the
first (Level 1) throttle is not passed to the low-pressure
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(Level 2) compressor. This reduces the load on the low-
pressure compressor and the overall power requirements.

• If compressor loads can be merged, such that a larger
compressor is required, then the larger compressor is
likely to have a higher efficiency than the smaller
compressors used in simple cycles.

This means that the refrigeration power targets calculated
by decomposing the refrigeration system into an assembly
of simple cycles might be lower or higher than the
final refrigeration design, depending on the problem and
the options chosen by the designer. Complex cycles are
likely to be cheaper in capital cost than a collection
of simple cycles. Thus, in determining the final design
for the refrigeration, there are difficult trade-offs to
be considered, involving operating cost, capital cost,
complexity, operability and safety.

Example 24.4 Following Example 24.1, calculate the target
for refrigeration power for a cooling duty of 3 MW with an
evaporator temperature of −30◦C and refrigeration condenser
temperature of 40◦C using

a. ammonia
b. propane
c. propylene

Assume that reciprocating compressors are to be used. Enthalpies
can be calculated from the Peng – Robinson Equation of State.

Solution

a. From saturated liquid – vapor pressure data, for an evaporator
temperature of −30◦C and a condenser temperature of 40◦C,

Pressure (bar)

Ammonia Propylene Propane

Evaporator 1.2009 2.1191 1.6815
Condenser 15.548 16.431 13.718
Pressure ratio 12.95 7.75 8.16

The values of the heat capacity ratio γ can be obtained from
physical property data at average conditions.

Ammonia Propylene Propane

γ 1.30 1.13 1.16

From the values of γ and the pressure ratios, it is clear that
the pressure ratio for ammonia is very high for a single-
stage compression. The guidelines for gas compression given
in Chapter 13 indicate that propylene and propane compressions
should be able to be achieved in a single compression stage,
but the ammonia would seem to require two compression

stages with intercooling. However, in this case, the gas entering
the compressor is at a low temperature, which results in a
correspondingly lower outlet temperature from the compressor.
This would need to be examined in some detail. Indeed, if a two-
stage compression is introduced, it would be sensible to consider
using an economizer, together with intercooling, to reduce vapor
flow in the low-pressure compression stage. In this case, the
ammonia compression will be assumed to be carried out in a
single stage so as to compare with the other refrigerants on a
common basis.

Calculation of the power requirements for the three refrigerants
requires the flowrate to be calculated for a duty of 3 MW. This can
be calculated from the enthalpy difference across the evaporator
(H2 − H1). The enthalpy difference across the evaporator is
assumed to be the difference between the saturated vapor enthalpy
at the evaporator pressure and the saturated liquid enthalpy
at the condenser pressure. This assumes no subcooling of the
refrigerant.

Ammonia Propylene Propane

H2 − H1(kJ·kg−1) 1047 245.8 229.33

m = QEVAP

(H2 − H1)
(kg·s−1) 2.865 12.21 13.10

ρV (kg·m−3) 1.007 4.605 3.850

Fin = m

ρV

(m3·s−1) 2.845 2.650 3.402

The compressor efficiency (in this case, isentropic efficiency)
can now be calculated and in turn the polytropic coefficient. This
allows the outlet temperature to be calculated, together with the
compressor power.

Ammonia Propylene Propane

ηIS (−) 0.960 0.866 0.870
(from Equation 13.11)
n(−) 1.312 1.150 1.184
(from Equation B.28)
Tout (K) 447 317 337
(from Equation B.26)
W (MW) 1.24 1.50 1.60
(from Equation B.15)

From these results, the high temperature of the ammonia from
the compressor outlet should be noted. This reinforces the points
made earlier regarding ammonia compression.

In principle, ammonia is the best refrigerant fluid in terms
of power requirement. However, this conclusion disregards the
potential practical problems associated with compression. There
is little to choose between propylene and propane in terms of the
power requirements.

It is also interesting to compare the more detailed calculations
performed here with the approximate calculation in Example 24.1.
Example 24.1 estimated the power to be 1.4 MW on the basis of
the COP for an ideal cycle with an assumed 60% efficiency.
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24.10 HEAT INTEGRATION OF
COMPRESSION REFRIGERATION
PROCESSES

Figure 24.37a shows an example of a refrigeration cycle
matched against a grand composite curve. Heat is rejected
from the process into the refrigerant at the lowest
temperature. In Figure 24.37a, the heat rejection from the
refrigeration cycle is to cooling water. Closer inspection
of the grand composite curve in Figure 24.37a shows that
it has a large requirement for heat at a temperature below
cooling water temperature. Thus, Figure 24.37b shows a
refrigeration cycle that rejects its heat into the process to
reduce the power requirement with a lower temperature lift
and to save hot utility.

Figure 24.38 shows the same grand composite curve
as in Figure 24.37, but cooled below ambient by a two-
level refrigeration system. The grand composite curve is
used to determine the heat rejection at each refrigeration
level. Using a two-level refrigeration system, as shown
in Figure 24.38, reduces the power requirement compared
with the single-level arrangement shown in Figure 24.37.
This results from the smaller temperature lift required by
the higher temperature refrigeration level.

Figure 24.39 shows a much more complex refrigeration
cycle matched against the same grand composite curve.

Heat is rejected between Points 1 and 2 into the lowest level
of refrigeration. Another level of refrigeration is placed
between Points 3 and 4. So far, this is the same solution
as shown in Figure 24.38. Figure 24.39 shows an additional
feature in which some heat is rejected back into the process
between Points 5 and 6 in Figure 24.39. Rejecting the
heat in the way shown in Figure 24.39 at an intermediate
temperature saves power for the rejection of heat that would
otherwise have to be lifted above pinch temperature before
rejection. However, the intermediate heat rejection between
Points 5 and 6 in Figure 24.39 disturbs the energy balance
in the pocket of the grand composite curve, requiring
a third level of refrigeration to be introduced between
Points 7 and 8 for heat rejection from the process. Going
from the single-level refrigeration in Figure 24.37 to the
two-level refrigeration in Figure 24.38 and onto the three-
level refrigeration system with intermediate heat rejection
in Figure 24.39 saves power with each additional level
of complexity. However, the capital cost increases as
the complexity increases. Thus, whether it is worthwhile
to introduce a complex solution as the one shown in
Figure 24.39 depends very much on the economy of scale
and the trade-off between energy costs and capital costs.

When refrigeration profiles are matched against the grand
composite curve, either heat removal from the process or
heat rejection to the process, the selection of temperature
is not always straightforward. Sometimes, the refrigeration
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(b) Heat rejection to the process.(a) Heat rejection to ambient.

Figure 24.37 Heat integration of a single-level refrigeration system.
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Figure 24.38 Heat integration of a two-level refrigeration system.
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Figure 24.39 Exploiting the pockets in the grand composite curve reduces the overall temperature lift and the shaftwork requirements.
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Figure 24.40 Optimization of refrigeration levels.

level fits neatly against a flat portion of the grand composite
curve (e.g. Figure 24.37). Sometimes, the refrigeration level
needs to be fitted against a sloping section of the grand com-
posite curve, as shown in Figure 24.40. In this case, there is
a degree of freedom to choose the level of the refrigeration.
For the example in Figure 24.40, there are two levels of
refrigeration. As the higher temperature refrigeration level
is increased, the heat load and power requirement per unit
of heat load both decrease. This will decrease the cost of the
power requirements for the higher temperature refrigeration
level. However, as the heat load on the higher temperature
refrigeration level decreases, the heat load on the lower tem-
perature refrigeration level increases, increasing its power
requirement. As the temperature of the higher-level refriger-
ation decreases, these trends reverse. There is thus a degree
of freedom that needs to be optimized to determine the heat
duty allocated to each of the two levels of refrigeration. To
analyze such a trade-off requires a quantitative prediction

of the power required for given refrigeration evaporation
and condensing temperatures.

If the refrigeration system involves a cascade cycle, the
partition temperature is an important additional degree of
freedom to be optimized.

Example 24.5 Determine the refrigeration requirements for the
low-temperature distillation process from Example 16.1 shown in
Figure 16.19 for �Tmin = 5◦C.

a. Plot the grand composite curve from the heat cascade given
in Figure 16.21b and determine the temperature and duties
of the refrigeration if two levels of refrigeration are to be
used. Assume that both vaporization and condensation of the
refrigerant occur isothermally.

b. Calculate the power requirements for the refrigeration for heat
rejection to cooling water operating between 20 and 25◦C
approximated by Equation 24.20.

c. Repeat the calculation from Part b using refrigeration power
targeting, assuming propylene as the refrigerant and a recipro-
cating compressor.

d. Heat rejection from the refrigeration system into the process
can be used to reduce the refrigeration power requirements.
Calculate the power using Equation 24.20.

e. Repeat the calculation from Part d using refrigeration power
targeting, assuming propylene as the refrigerant and a recipro-
cating compressor.

Solution

a. Figure 24.41a shows a plot of the grand composite curve from
the problem table cascade given in Figure 16.21b. Also shown
in Figure 24.41a are two refrigeration profiles.

T ∗(◦C) T (
◦C) QEVAP (MW)

Level 1 −24.5 −25 1.04
Level 2 −42.5 −45 (1.84 − 1.04) = 0.8
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Figure 24.41 Refrigeration system for Example 6.6.

b. For heat rejection to cooling water,

TH = 25 + 5 = 30◦C = 303 K

W1 = 1.04

0.6

[
303 − 248

248

]
= 0.38 MW

W2 = 0.8

0.6

[
303 − 228

228

]
= 0.44 MW

Total power for heat rejection to cooling water = 0.38 +
0.44 = 0.82 MW

c. Repeat the calculation from Part c but now using refrigeration
targeting, assuming propylene as the refrigerant. Designate
Cycle 1 to operate between −25◦C and 30◦C and Cycle 2 to
operate between −45◦C and 30◦C.

Pressure (bar)

Cycle 1 Cycle 2

Evaporator 2.5239 1.1291
Condenser 13.0081 13.0081
Pressure ratio 5.15 11.52

The pressure ratio is a little high for Cycle 2 to be carried out in
a single compression stage. However, single-stage compression

will be assumed for the sake of comparison between different
options. The heat capacity ratio γ will be assumed to be
constant with a value of 1.13.

Cycle 1 Cycle 2

QEVAP (MW) 1.04 0.8
H2 − H1(kJ·kg−1) 279.4 258.2

m = QEVAP

(H2 − H1)
(kg·s−1) 3.722 3.098

ρV (kg·m−3) 5.492 2.593

Fin = m

ρV

(m3·s−1) 0.6778 1.195

The compressor efficiency (in this case, isentropic efficiency)
can now be calculated and in turn the polytropic coefficient.
This allows the outlet temperature to be calculated.

Cycle 1 Cycle 2

ηIS (−) 0.849 0.928
(from Equation 13.17)
n(−) 1.154 1.140
(from Equation B.28)
Tout (K) 309 308
(from Equation B.26)
W (MW) 0.36 0.41
(from Equation B.15)

Total power for heat rejection to cooling water = 0.36 +
0.41 = 0.77 MW

d. Now assume that part of Level 2 can be rejected to the
process above the pinch as shown in Figure 24.41b. The
heat exchangers represented in Figure 24.41b might be several
exchangers in practice. The rejection load is fixed at 0.54 MW.

W = QEVAP

0.6

[
TCOND − TEVAP

TEVAP

]

W = QCOND − W

0.6

[
TCOND − TEVAP

TEVAP

]

W = 0.54 − W

0.6

[
(5 + 273) − 248

248

]

W = 0.14 MW

Process cooling by Level 2 by this arrangement across the
pinch

= 0.54 − 0.14

= 0.40 MW

The balance of the cooling demand on Level 2 (0.8 − 0.4) =
0.4 MW, together with the load from Level 1 must be either
rejected to the process at a higher temperature above the pinch
or to cooling water.
The process has a heating demand at 20◦C, which means that
heat could be rejected at 25◦C. However, there seems little
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advantage in such an arrangement since the heat can be rejected
to cooling water at 30◦C, and rejection to the process would
add to the complexity of both design and operation. Assume
that the rest of the rejection heat goes to cooling water.

W1 = 1.04

0.6

[
303 − 248

248

]
= 0.38 MW (as before)

W2 = 0.8 − 0.4

0.6

[
303 − 228

228

]
= 0.22 MW

Total refrigeration power for part rejection of Level 2 to the
process

= 0.38 + 0.22 + 0.14

= 0.74 MW

Thus, the saving in refrigeration power by integration with the
process

= 0.82 − 0.74

= 0.08 MW

e. Repeat the above calculation using refrigeration power target-
ing. Designate the cycle operating between – 45◦C and 5◦C to
be Cycle 3.

Pressure (bar)
Cycle 3

Evaporator 1.1291
Condenser 6.7033
Pressure ratio 5.15

For Cycle 3, the refrigerant flowrate and power are dictated
by the heat load on the condenser, QCOND = QEVAP + W .
Since W is unknown, some trial and error is required. Assume
initially that QCOND = 0.4 MW for Cycle 3.

QEVAP (MW) 0.4 0.38 0.388
H2 − H1(kJ·kg−1) 258.2 258.2 258.2

m = QEVAP

(H2 − H1)
(kg·s−1) 1.549 1.472 1.503

ρV (kg·m−3) 2.593 2.593 2.593

Fin = m

ρV

(m3·s−1) 0.5974 0.5676 0.5795

ηIS (−) 0.852 0.852 0.852
(from Equation 13.11)
n(−) 1.153 1.153 1.153
(from Equation B.28)
Tout (K) 289 289 289
(from Equation B.26)
W (MW) 0.156 0.149 0.152
(from Equation B.15)
QCOND (MW) 0.556 0.529 0.540

The duty on Cycle 1 remains unchanged from Part c, but the
duty on Cycle 2 must be reduced from Part c to compensate

by the duty on Cycle 3. For Cycle 2:

QEVAP = 0.8 − 0.388

= 0.412 MW

Adjusting the calculation in Part c to reduce QEVAP to
0.412 MW:

m = 1.596 kg·s−1

Fin = 0.6153 m3·s−1

W = 0.211 MW

Total refrigeration power for part rejection of Level 2 to the
process from refrigeration targeting

= 0.36 + 0.21 + 0.15

= 0.72 MW

Thus, the saving in refrigeration power by integration with the
process from refrigeration targeting

= 0.77 − 0.72

= 0.05 MW

24.11 MIXED REFRIGERANTS FOR
COMPRESSION REFRIGERATION

It was discussed above how pure refrigerants have a
restricted temperature range over which they can operate.
The working range of refrigerant fluids can be extended and
modified by using a mixture for the refrigerant rather than
a pure component. Mixed refrigerants can then be applied
in simple, multistage or cascade refrigeration systems.
However, unlike pure refrigerants and azeotropic mixtures,
the temperature and vapor and liquid compositions of
nonazeotropic mixtures do not remain constant at constant
pressure as the refrigerants evaporate or condense. Use
of mixed refrigerants can be particularly effective if the
cooling duty involves a significant change in temperature.
The composition of the mixture is selected such that
the liquid refrigerant evaporates over a temperature range
similar to that of the process cooling demand. Figure 24.42
compares a pure refrigerant (or an azeotropic mixture)

Pure Refrigerant

Mixed
Refrigerant

(b) Mixed refrigerant.(a) Pure refrigerant.

T

H

T

H

Cooling Curve Cooling Curve

Figure 24.42 Pure and mixed refrigerants.
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and a mixed refrigerant, both cooling a low-temperature
heat source that changes temperature significantly. In
Figure 24.42a, it can be seen that a pure refrigerant (or
azeotropic mixture) evaporates at a constant temperature,
leading to a small difference in temperature at one end of
the heat exchanger, but a large difference in temperature at
the other end. By contrast, a mixed refrigerant, as shown in
Figure 24.42b, evaporates over a range of temperature and
follows more closely the low-temperature cooling profile.
Small temperature differences throughout the heat exchange
in low-temperature systems lead to lower refrigeration
power requirements.

The design of a mixed refrigerant system requires the
degrees of freedom to be manipulated simultaneously.
These are as follows10.

1. Pressure level. The choice of pressure level for the
mixed refrigerant evaporation affects the temperature dif-
ference between the process cooling curve and refrigerant
evaporation curve. Increasing the overall temperature dif-
ference will increase the refrigeration power requirements.

2. Refrigerant flowrate. Increasing the refrigerant flowrate
can widen the temperature difference between the process
cooling curve and refrigerant evaporation curve and vice
versa. Increasing the refrigerant flowrate increases the
refrigeration power requirement. However, if the refrigerant
flowrate is too low, it might cause temperature crosses
(negative temperature differences) in the heat exchange.
Equally, if the refrigerant flowrate is too high, there might
be some wetness in the inlet stream to the compressor,
which should be avoided. Therefore, the refrigerant flowrate
can be changed only within a feasible range.

3. Refrigerant composition. The composition of the mix-
ture can be varied to achieve the required characteristics.
Introduction of new components or replacing existing com-
ponents by new ones provides additional freedom to achieve
better performance. Unlike adjusting the refrigerant pres-
sure level and flowrate, optimization of the composition
does not inevitably mean that increasing the temperature
difference in some part of the heat exchange will result
in higher refrigeration power requirements. Since pressure
levels and refrigerant flowrate can only be changed within
certain ranges, the refrigerant composition is the most flex-
ible and significant variable when designing mixed refrig-
erant systems.

The major difficulty in selection of refrigerant composition
for mixed refrigerants comes from the interactions between
the variables, and the small temperature difference between
the process cooling curve and refrigerant evaporation curve.
Any change in the refrigerant composition, evaporating
pressure or the refrigerant flowrate will change the shape
and position of the refrigerant evaporation curve.

(a) Generate process
      cooling profile.

T T

T

H H

(b) Compare cooling curve and
      calculated refrigeration curve and
      adjust the degrees of freedom to 
      minimize the refrigeration power. 

×
×

×

×

×

×

Figure 24.43 Optimization of refrigerant composition.

Optimization can be used to vary the refrigerant com-
position, flowrate and pressure level to obtain the desired
refrigerant properties. Ideal matching between the process
cooling curve and refrigerant evaporation curve would lead
to the evaporation curve tending to follow the general shape
of the cooling curve, but with the two curves not necessar-
ily being parallel with each other. The procedure to adjust
the degrees of freedom is illustrated in Figure 24.43. The
method starts by first generating the process cooling profile
for the given process operating conditions. An initial setting
must be made for the refrigerant composition, flowrate and
evaporator pressure. The cooling and evaporation curves
are divided into enthalpy intervals. Within each Interval i,
a material and energy balance calculates the actual refrig-
erant evaporation temperature T̂i

10. The difference between
the cooling curve and the calculated refrigeration evapo-
ration curve can then be compared to identify any infea-
sibilities such that (Ti − T̂i) ≤ �Tmin , Figure 24.43. The
objective function of the optimization should be to min-
imize refrigeration power requirements. A nonlinear pro-
gramming method (e.g. SQP, see Chapter 3) can be used to
perform the optimization by manipulating the composition,
flowrate and pressure to minimize the refrigeration power
requirement10. However, this approach is vulnerable to the
highly nonlinear characteristics of the optimization. Alter-
natively, a stochastic method can be used at the expense of
the additional computational requirements11.

One major application of mixed refrigerant systems
is in the liquefaction of natural gas12 – 14. A mixture of
hydrocarbons (usually with carbon numbers in the C1 to
C5 range) and nitrogen is normally used as refrigerant.
The refrigerant characteristics are chosen such that there
is a close match between the cooling and heating profiles
with small temperature differences throughout the whole
temperature range for a specific refrigeration demand (but
not necessarily parallel). The simplest form of process for
liquefaction of natural gas using a mixed refrigerant is
illustrated in Figure 24.44. The function of such the process
is to convert natural gas to the liquid state for transportation
and/or storage. The natural gas enters the heat exchanger
at ambient temperature, and high pressure and is to be
liquefied by the mixed refrigerant flowing countercurrently
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Figure 24.44 A simple liquefied natural gas (LNG) process. (From Lee GC Smith R and Zhu XX, 2002, Ind Eng Chem Res, 41:
5016, reproduced by permission of the American Chemical Society.)

through the main heat exchanger. The main heat exchanger
could typically be a plate-fin design (see Chapter 15).
The mixed refrigerant is then recompressed and partially
condensed, normally by cooling water. Because there is
no other heat sink in the process that can totally condense
the mixed refrigerant, it must be condensed by the cold
refrigerant itself. Thus, the mixed refrigerant passes through
the main heat exchanger, where it is condensed. It is
then expanded across a valve and returns countercurrently
through the heat exchanger to the compressor.

Figure 24.44 shows the temperature profiles of the three
streams in the main heat exchanger: the natural gas stream,
the warm refrigerant stream (before the expansion valve)
and the cold refrigerant stream (after the expansion valve)10.
The natural gas stream and the warm refrigerant stream
need to be combined as a hot composite curve, as described
in Chapter 16, to give the total cooling demand. The
mixed refrigerant evaporates and condenses at two constant
pressure levels, while both the evaporating and condensing
temperatures vary over a wide range. The choice of the two
pressure levels affects the temperature difference between
the hot composite curve and the refrigeration evaporation
profile. It should be noted that, in this case, as the degrees of
freedom are manipulated, this alters the shape of both the
cooling curve and the refrigerant evaporation curve. This
means that the cooling curve (hot composite curve) must
be recalculated, as the optimization progresses10.

Rather than use the simple cycle shown in Figure 24.44
for the liquefaction of natural gas, much more complex
arrangements using multiple cycles (with both pure and
mixed refrigerants) and cascade systems can be used.

24.12 ABSORPTION REFRIGERATION

Consider now absorption refrigeration. Compression refrig-
eration is powered by a compressor compressing refrigerant
vapor, Figure 24.45a. The basic problem with this is the
high compression costs. Figure 24.45b illustrates an alter-
native way to bring about the compression. A refrigerant
vapor is first absorbed in a solvent. The resulting liquid
solution can have its pressure increased using a pump. The
compressed refrigerant is then separated from the solvent
in a stripper (regenerator). The pump requires significantly
less power to bring about the increase in pressure compared
with the corresponding gas compression. The overall effect
is to increase the pressure of the refrigerant with far less
power. The drawback is that a heat supply is needed for
the stripper (regenerator).

Figure 24.46 shows a typical absorption refrigeration
arrangement. To the left of the cycle in Figure 24.46 is
the absorber and stripper (regenerator) arrangement. Low-
pressure refrigerant vapor from the evaporator is first
absorbed in a solvent, which is then increased in pressure
and then increased in temperature in a heat exchanger.
The refrigerant then enters the vapor generator where the
refrigerant is stripped from the solvent. Heat is input
to the vapor generator and the solvent is cooled in the
heat exchanger, decreased in pressure and returned to the
absorber. The high-pressure vapor from the vapor generator
is condensed in the condenser, expanded in the expansion
valve to produce the cooling effect and then enters the
evaporator to provide process cooling.

The features of absorption refrigeration are that there
is a low power requirement relative to compression
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Figure 24.45 Compression versus absorption refrigeration.

QIN

QOUT

Heat
Exchanger

Vapor
Generator

Absorber

Expansion
Valve

Condenser

Evaporator

Pump
Replaces Compressor

Figure 24.46 A typical absorption refrigeration arrangement.

refrigeration, but heat input to the vapor generator (stripper)
is required and heat output from the absorber is required,
usually to cooling water. Absorption refrigeration is only
useful for moderate temperature refrigeration.

The most common working fluids for absorption refrig-
eration are given in Table 24.5, together with the work-
ing range.

When should absorption refrigeration be used rather than
compression refrigeration? There are two important criteria.
The first is that absorption refrigeration can only be used

Table 24.5 Common working fluids for absorption refrigeration.

Refrigerant Solvent Lower temperature
limit (◦C)

Water Lithium bromide 5
Ammonia Water −40

when moderate levels of refrigeration are required. Second,
it should only be used when there is a large source of waste
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Figure 24.47 Indirect refrigeration.

heat available for the vapor generator. This must be at a
temperature greater than 95◦C.

24.13 INDIRECT REFRIGERATION

Indirect refrigeration is often used. Figure 24.47 shows a
liquid intermediate being recycled to provide the cooling
to a process load. Heat is removed from the liquid
intermediate by a refrigeration cycle. This arrangement
is used for distribution of refrigeration across a number
of process loads, or when contact between refrigerant
and process fluids is unacceptable for safety or product
contamination reasons. The arrangement leads to higher
power requirements than direct refrigeration because of
the extra temperature lift required in the heat exchanger
between the refrigerant fluid and intermediate liquid.

The liquid intermediates used are either water solutions
of various concentrations such as salts (e.g. calcium
chloride, sodium chloride), glycols (e.g. ethylene glycol,
propylene glycol) and alcohols (e.g. methanol, ethanol), or
pure substances such as acetone, methanol and ethanol.

24.14 COOLING WATER AND
REFRIGERATION
SYSTEMS – SUMMARY

Rejection of waste heat is a feature of most chemical
processes. Once the opportunities for recovery of heat to
other process streams and to the utilities system (e.g. steam
generation) have been exhausted, then waste heat must be
rejected to the environment. The most direct way to reject
heat to the environment above ambient temperature is by

the use of air-cooled heat exchangers. Cooling water using
once-through cooling systems based on river water, and
so on, can be used. However, such once-through systems
require large amounts of water, and the waste heat rejected
to aquatic systems can create environmental problems.

The most common way to reject waste heat above
ambient temperature is through recirculating cooling water
systems. Both natural draft and mechanical draft cooling
towers are used. Heat is rejected through the evaporation
of water, but other losses of water result from the need for
blowdown to prevent buildup of undesired contaminants
in the recirculation and drift losses. Increasing the cycles
of concentration reduces the blowdown losses, probably at
the expense of increased chemical dosing to prevent fouling
and corrosion.

The design of the cooling tower and the design of the
cooling water network interact with each other. Cooling
duties can be configured in parallel or series. Decreasing the
flowrate of cooling water and increasing the cooling tower
return temperature increase the effectiveness of the cooling
tower. Placing coolers in series, rather than parallel, bene-
fits the performance of the cooling tower through reduced
flowrate and increasing return temperature. However, this
is at the expense of reduced temperature differences in the
coolers and increased pressure drop for the cooling water.
Placing coolers in series for a few critical reuse opportuni-
ties might be extremely effective in improving the design.

Situations are often encountered when cooling water
networks need to increase the heat load of individual
coolers, which requires investment in new cooling tower
capacity. Such situations demand a more complete analysis
of the whole cooling water system.

Refrigeration is required to produce cooling below
ambient temperature. There are two broad classes of
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refrigeration:

• compression refrigeration
• absorption refrigeration.

Compression refrigeration is by far the most common.
Simple cycles can be employed to provide cooling typi-
cally as low as −40◦C. For lower temperatures, complex
cycles are used. Economizers, presaturators and the intro-
duction of multiple refrigeration levels allow multistage
compression and expansion to be used to reduce the power
requirements for refrigeration. Very low temperature sys-
tems require the use of cascade cycles with two refrigerant
cycles linked together, with each cycle using a different
refrigerant fluid.

The choice of refrigerant fluid depends on a number of
issues. Use of an evaporator pressure below atmospheric
pressure is normally avoided. It is desirable to have a
high latent heat at the evaporator conditions in order to
reduce the flowrate around the refrigeration loop to reduce
the power requirements correspondingly. Various other
factors relating to the shape of the two-phase region for
the refrigerant fluid also affect the choice of refrigerant,
as well as the toxicity, flammability, corrosivity and
environmental impact.

Refrigeration cycles offer many opportunities for heat
integration with the process. These can be explored using
the grand composite curve.

Refrigeration power can be targeted for specific refrig-
erant fluids by performing an energy balance around the
cycle. Simple, multistage and complex cycles can be tar-
geted for minimum refrigeration power.

Mixed refrigerant systems use a mixture as refrigerant
instead of pure refrigerants. Evaporation of the refrigerant
mixture over a range of temperature allows a better match
between the refrigerant duty and refrigerant evaporation if
the refrigeration duty varies significantly in temperature.
When designing mixed refrigerant systems, important
degrees of freedom include

• composition of the refrigerant mixture
• pressure levels
• refrigeration flowrate.

Absorption refrigeration is much less common than
compression refrigeration. Absorption refrigeration powers
by compressing the refrigerant fluid dissolved in a solvent
using a pump.

24.15 EXERCISES

1. Cooling water is being circulated at a rate of 20 m3·min−1 to the
cooling network. The cooling water from the cooling tower is at
a temperature of 25◦C and is returned at 40◦C. Measurements
on the concentrations of the feed and circulating water indicate

that there are five cycles of concentration. Assuming that the
heat capacity of the water is 4.2 kJ·kg−1·K−1 and the makeup
water is at a temperature of 10◦C, calculate:
a. the rate of evaporation assuming the latent heat of

vaporization to be 2423 kJ·kg−1 at the conditions in the
cooling tower.

b. the makeup water requirement, assuming drift losses
are negligible.

2. A cooling tower supplies water to a cooling water network
at 25◦C. The maximum inlet and outlet temperatures for the
three cooling duties together with their flowrates are given in
Table 24.6.

Table 24.6 Cooling duties for Exercise 2.

Operation Tin

(◦C)
Tout

(◦C)
Flowrate
(t·h−1)

1 25 40 20
2 30 40 50
3 50 70 40

a. Calculate the minimum cooling water flowrate. How big is
the reduction in flowrate relative to a parallel design?

b. Design a cooling water network to achieve the target.
3. Using the data for Exercise 2,

a. Calculate the minimum cooling water flowrate assuming
that the cooling water return temperature must be limited
at 50◦C.

b. Design a cooling water network to achieve the target for a
50◦C return temperature.

4. An existing cooling water system is shown in Figure 24.48.
The cooling tower is performing with an outlet temperature of
20◦C for an inlet temperature of 30◦C, a wet bulb temperature
of 15◦C and an inlet flowrate of 100 t·h−1. A new cooling duty
is to be added with a duty of 280 kW, with a maximum cooling
water inlet temperature of 20◦C. The heat capacity of water can
be assumed to be 4.2 kJ·kg−1·K−1. Data for the performance
of the cooling tower indicate that it can be modeled by the
empirical relationship:

Tout = 0.8422(Tin + 17.8)0.38(TWBT + 17.8)0.405F 0.2 − 17.8
(24.30)

where Tin , Tout = cooling tower inlet and outlet temperatures
(◦C).

TWBT = wet bulb temperature (◦C)
F = flowrate to the cooling tower (t·h−1)

After the new cooling duty is added, the temperature of the
cooling water flow to the cooling network must be maintained
to be 20◦C.
a. Confirm that if the new cooler is simply added in parallel

to the existing coolers, the temperature to the cooling water
network will be too high if the inlet to the cooling tower is
maintained to be 30◦C.

b. Plot the cooling water composite curve. Assume that the
maximum inlet and outlet temperatures for Cooler C1 are
the existing ones from Figure 24.48 but that for Cooler C2
the maximum inlet and outlet temperatures can be increased
to 30◦C and 45◦C.
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Cooling
Tower

Makeup

Evaporation

Cold
Blowdown

F = 100 t·h−1

Tin = 30 °C

F = 100 t·h−1

T = 20 °C

F = 40 t·h−1
F = 60 t·h−1

Tout = 20 °C

T = 28 °C
T = 33 °C

T = 20 °C

TWBT = 15 °C

Cooler C1 Cooler C2

Figure 24.48 An existing cooling water system.

c. Determine the minimum cooling water flowrate and the
corresponding cooling water return temperature. Confirm
that this is above the maximum desirable return temperature
for this system of 35◦C.

d. If the return temperature is maintained to be 35◦C, confirm
using Equation 24.33 that the outlet temperature from the
cooling tower will be acceptable.

e. Shift the limiting cooling data to allow for the maximum
return temperature of 35◦C and plot the shifted cooling
water composite curve.

f. Design a cooling water network to achieve the target
conditions of inlet and outlet cooling tower temperatures
of 35◦C and 20◦C respectively (Hint: there are more than
two design regions).

5. Rather than reconfigure the cooling water network in Exercise
4, what other options might have been considered to accom-
modate the new cooling duty without having to invest in a new
cooling tower?

6. For cooling duties at
a. −40◦C
b. −60◦C
Estimate the power required to reject 1 MW of cooling duty
to cooling water with a return temperature of 40◦C. Assume
�Tmin = 5◦C for the refrigeration evaporator and �Tmin =
10◦C for the condenser. Suggest suitable refrigeration fluids
for these two duties using Figure 24.35.

7. The stream data for a low-temperature process are given in
Table 24.7.

Table 24.7 Stream data for Exercise 7.

Stream TS (◦C) TT (◦C) �H (MW)

1. Hot 65 −35 −15
2. Hot −54 −55 −4
3. Cold −85 55 7
4. Cold −6 −5 12

Assume �Tmin = 10◦C. Steam is available at 120◦C and
cooling water at 25◦C to be returned at 35◦C.
a. Carry out a problem table analysis and plot the grand

composite curve.
b. Match a single-level refrigeration system using a pure

refrigerant against the process. Determine the power
required if heat is rejected from the refrigeration cycle to
cooling water.

c. Match a two-level refrigeration system using a pure
refrigerant against the process. Determine the power
required if heat is rejected from the refrigeration cycle to
the process.

d. For the two-level refrigeration system, devise a scheme
to reduce the power requirement by heat rejection to the
process rather than to cooling water. All of the heat from
the refrigeration should be rejected to the process.

8. The data for a heat recovery problem are given in Table 24.8.

Table 24.8 Stream data for Exercise 8.

Stream TS

(◦C)
TT

(◦C)
Stream heat
duty (MW)No Type

1 Hot −20 −20 1.0
2 Hot −40 −40 1.0
3 Hot 20 0 0.8
4 Cold 20 20 1.0
5 Cold 0 0 1.0
6 Cold 0 20 0.2
7 Cold −40 20 0.6

Carry out a problem table analysis on the data for �Tmin = 5◦C
and plot the grand composite curve.
a. To reduce power requirements to a minimum, two levels of

refrigeration are to be used. What are the temperatures and
duties on the two levels?
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b. Both the vaporization and condensation of the refriger-
ant occur isothermally in the refrigeration cycle. Assuming
heat is to be rejected from the refrigeration cycle to cool-
ing water, calculate the power requirements. Cooling water
operates between 20◦C and 25◦C. The power required for
the refrigeration system is given by Equation 24.20.

c. Rather than reject heat from the refrigeration cycle to
cooling water, part can be rejected back into the process.
Calculate the power requirement if the maximum heat
possible is rejected to the process. The balance is to be
rejected into cooling water.
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25 Environmental Design for Atmospheric Emissions

25.1 ATMOSPHERIC POLLUTION

There are many types of emissions to atmosphere, and these
can be characterized as particulate (solid or liquid), vapor
and gaseous. Overall, the control of atmospheric emissions
is difficult because the majority of emissions come from
small sources that are difficult to regulate and control.
Legislators therefore control emissions from sources that
are large enough to justify monitoring and inspection.
Industrial emissions of major concern are as follows.

1. PM 10 – Particulate material less than 10 µm diameter
is formed as a byproduct of combustion processes
through incomplete combustion and through the reaction
between gaseous pollutants in the atmosphere. PM10 is
a particular problem as it causes damage to the human
respiratory system.

2. PM 2.5 – Particulate material less than 2.5 µm diameter
forms in the same way as PM10, but it can penetrate
deeper into the respiratory system than PM10.

3. O3 – Ozone is a very reactive compound present in
the upper atmosphere (stratosphere) and the lower
atmosphere (troposphere). Whilst ozone is vital in the
stratosphere, its presence at ground levels is a danger
to human health and contributes to the formation of
other pollutants.

4. VOCs – A VOC is any compound of carbon, exclud-
ing carbon monoxide, carbon dioxide, carbonic acid,
metal carbides or carbonates and ammonium carbon-
ate, which participate in atmospheric photochemical
reactions1. VOCs are precursors to ground-level ozone
production and various photochemical pollutants and are
major components in the formation of smog through
photochemical reactions2,3. There are many sources of
VOCs, as will be discussed later.

5. SOx – Oxides of sulfur (SO2 and SO3) are formed in the
combustion of fuels containing sulfur and as a byproduct
of chemicals production.

6. NOx – Oxides of nitrogen (principally NO and NO2) are
formed in combustion processes and as a byproduct of
chemicals production.

7. CO – Carbon monoxide is formed by the incomplete
combustion of fuel and as a byproduct of chemi-
cals production.

8. CO2 – Carbon dioxide is formed principally by the
combustion of fuel but also as a byproduct of chemi-
cals production.

Chemical Process Design and Integration R. Smith
 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

Atmospheric emissions are controlled by legislation because
of their damaging effect on the environment and human
health. These effects can be categorized into their local
effects and global effects. There are four main problems
associated with atmospheric emissions2,3.

1. Urban smog. Urban smog is commonly found in
modern cities especially where air is trapped in a basin.
It is observable as a brownish colored air. The formation
of urban smog is through complex photochemical reactions
that can be characterized by:

VOCs + NOx + O2

hf−−−→
O3 + other photchemical pollutants (25.1)

Photochemical pollutants such as ozone, aldehydes and
peroxynitrates such as peroxyethanoyl (or peroxyacetyl)
nitrate (PAN) are formed. Ozone and other photochemical
pollutants have harmful effects on living organisms and
on building structures. High levels of these pollutants can
cause breathing difficulties and bring on asthma attacks in
humans. Warm weather and still air exacerbate the problem.
In addition to VOCs and NOx , the problem of urban smog is
made worse by particulate emissions and carbon monoxide
from incomplete combustion of fuel.

2. Acid rain. Natural (unpolluted) precipitation is naturally
acidic with a pH often in the range of 5 to 6 caused by
carbonic acid from dissolved carbon dioxide and sulfurous
and sulfuric acids from natural emissions of SOx and
H2S. Human activity can reduce the pH very significantly
down to the range 2 to 4 in extreme cases, mainly caused
by emissions of oxides of sulfur. Because atmospheric
pollution and clouds travel over long distances, acid rain
is not a local problem. The problem may manifest itself a
long way from the source. Problems associated with acid
rain include:

• damage to plant life, particularly in forests
• acidification of water, leading to dead lakes and streams,

loss of aquatic life and possible damage to human
water supply

• corrosion of buildings, particularly those made of marble
and sandstone.

3. Ozone layer destruction. The upper atmosphere con-
tains a layer rich in ozone. Whilst ozone in the lower levels
of the atmosphere is harmful, ozone in the upper levels
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of the atmosphere is essential as it absorbs considerable
amounts of ultraviolet light that would otherwise reach the
Earth’s surface. The destruction of ozone is catalyzed by
oxides of nitrogen in the upper atmosphere:

NO · + O3 −−−→ NO·
2 + O2

NO·
2 + O −−−→ NO · + O2

NO·
2

hf−−−→NO · + O

Destruction is also initiated by certain halocarbon com-
pounds such as:

CCl2F2

hf−−−→ · CClF2 + Cl·
Cl · + O3 −−−→ ClO · + O2

ClO · + O −−−→ Cl · + O2

The Cl· can then react with further ozone. Destruction of
ozone has led to the appearance of ozone holes over the
North and South Poles where the ozone layer is thinnest.
The size of the holes varies during the year, but their
growth has led to the need to reduce pollutants that destroy
the ozone layer. The result of ozone layer destruction is
increased ultraviolet light reaching the Earth, potentially
increasing skin cancer and endangering polar species. This
is a global effect that requires global solutions.

4. The Greenhouse effect. Gases such as CO2, CH4 and
H2O are present in low concentrations in the Earth’s
atmosphere. These gases reduce the Earth’s emissivity and
reflect some of the heat radiated by the Earth. Thus, the
effect is to create a “blanket” to keep the Earth warmer
than it would otherwise be. The problem arises mainly
from burning fossil fuels and clearing forests by burning.
The result is that global temperatures increase, leading to
melting of the polar ice caps and glaciers, rising sea levels,
desertification of areas, thawing of permafrost, increased
weather disruptions and changes to ocean currents. This is
a global problem requiring global solutions.

When applying legislation to atmospheric emissions, the
regulatory authorities can either control emissions from
individual points of release or combine all of the releases
together as a combined release from a “bubble” around the
manufacturing facility.

25.2 SOURCES OF ATMOSPHERIC
POLLUTION

As noted above, one of the major problems with atmo-
spheric emissions is the number of potential sources. Solid
emissions arise from:

• incomplete combustion or fuel ash from furnaces, boilers
and thermal oxidizers

• incomplete combustion in flares
• solids drying operations
• kilns used for high temperature treatment of solids
• metal manufacture
• crushing and grinding operations for solids
• any solids handling operation open to the atmosphere,

and so on.

Vapor emissions are even more difficult as they have even
more sources such as:

• condenser vents
• venting of pipes and vessels
• inert gas purging of pipes and vessels
• process purges to atmosphere
• drying operations
• incomplete combustion of fuel in furnaces, boilers and

thermal oxidizers
• incomplete combustion in flares
• application of solvent-based surface coatings
• open operations such as filters, mixing vessels, and so

on, leading to evaporation of volatile organic materials
• drum emptying and filling, leading to evaporation of

volatile organic materials
• spillages of volatile organic material
• process plant ventilation of buildings processing volatile

organic materials
• storage tank loading and cleaning
• road, rail and barge tank loading and cleaning
• fugitive emissions through gaskets and shaft seals
• fugitive emissions from sewers and effluent treatment
• fugitive emissions from process sampling points, and

so on.

In larger plants, significant reductions in VOC emissions
can usually be made by controlling major sources, such as
tank venting, condensers and purges, and by inspection and
maintenance of gaskets and shaft seals.

The largest volume of atmospheric emissions from
process plants occurs from combustion producing gaseous
emissions. Such emissions are created from:

• furnaces, boilers and thermal oxidizers
• gas turbine exhausts
• flares
• process operations where coke needs to be removed from

catalysts (e.g. fluid catalytic cracking regeneration in
refineries), and so on.

In addition to the gaseous emissions from the combustion
of fuel, gaseous emissions are also produced by chemical
production, for example, SOx from sulfuric acid production,
NOx from nitric acid production, HCl from chlorination
reactions, and so on.

Example 25.1 A storage tank with a vent to atmosphere is to
be filled at 25◦C with a mixture containing benzene with a mole
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fraction of 0.2 and toluene with a mole fraction of 0.8. Estimate
the concentration of benzene and toluene in the tank vent:

a. at 25◦C
b. corrected to standard conditions of 0◦C and 1 atm

Assume that the mixture of benzene and toluene obeys Raoult’s
Law and the molar mass in kilograms occupies 22.4 m3 in the
vapor phase at standard conditions. The molar masses of benzene
and toluene are 78 and 92 respectively. The vapor pressures
of benzene and toluene at 25◦C are 0.126 bar and 0.0376 bar
respectively.

Solution

a. yBEN = 0.2 × 0.126

1.013
= 0.0249

yTOL = 0.8 × 0.0376

1.013
= 0.0297

The balance is inert gas (air). Thus, the concentration at 25◦C is
given by:

CBEN = yBEN × 1

22.4

(
T

273

) × 78

= 0.0249 × 1

22.4

(
298

273

) × 78

= 0.0794 kg·m−3

= 79,400 mg·m−3

CTOL = yTOL × 1

22.4

(
T

273

) × 92

= 0.0297 × 1

22.4

(
298

273

) × 92

= 0.112 kg·m−3

= 112,000 mg·m−3

b. Corrected to standard conditions of 0◦C and 1 atm:

CBEN = yBEN × 1

22.4
× 78

= 0.0249 × 1

22.4
× 78

= 0.0867 kg·m−3

= 86,700 mg·m−3

CTOL = yTOL × 1

22.4
× 92

= 0.0297 × 1

22.4
× 92

= 0.122 kg·m−3

= 122,000 mg·m−3

These approximate calculations reveal that the concentrations are
many orders of magnitude greater than those permitted for such
compounds in most situations (permitted levels are typically less
than 10 mg·m−3). More precise calculations could be performed
with an equation of state (e.g. Peng–Robinson Equation of State,
see Chapter 4).

25.3 CONTROL OF SOLID
PARTICULATE EMISSIONS TO
ATMOSPHERE

The selection of equipment for the treatment of solid
particle emissions to atmosphere depends on a number
of factors4 – 8:

• size distribution of the particles to be separated
• particle loading
• gas throughput
• permissible pressure drop
• temperature.

There is a wide range of equipment available for the control
of emissions of solid particles, as discussed in Chapter 8.
These methods are classified in broad terms in Table 25.15.

1. Gravity settlers. Gravity settlers have already been dis-
cussed in Chapter 8 and illustrated in Figures 8.1 and 8.3.
These are used to collect coarse particles and may be used
as prefilters. Only particles in excess of 100 µm can rea-
sonably be removed5 – 8.

2. Inertial collectors. Inertial collectors were also dis-
cussed in Chapter 8 and illustrated in Figure 8.4. The par-
ticles are given a downward momentum to assist the set-
tling. Only particles in excess of 50 µm can be reasonably

Table 25.1 Methods of control of emis-
sions of solid particles.

Equipment Approximate
particle size
range (µm)

Settling chambers >100
Inertial separators >50
Cyclones >5
Scrubbers >3
Venturi scrubbers >0.3
Bag filters >0.1
Electrostatic precipitators >0.001



554 Environmental Design for Atmospheric Emissions

removed5 – 8. Like gravity settlers, inertial collectors are
widely used as prefilters.

3. Cyclones. Cyclones are also primarily used as prefilters.
These have already been discussed in Chapter 8 and
illustrated in Figure 8.6. The particle-laden gas enters
tangentially and spins downwards and inwards, ultimately
leaving the top of the unit. Particles are thrown radially
outwards to the wall by the centrifugal force and leave at
the bottom.

Cyclones can be used under conditions of high par-
ticle loading. They are cheap, simple devices with low
maintenance requirements. Problems occur when separat-
ing materials, which have a tendency to stick to the
cyclone walls.

4. Scrubbers. Scrubbers are designed to contact a liquid
with the particle-laden gas and entrain the particles with
the liquid. They offer the obvious advantage that they can
be used to remove gaseous as well as particulate pollutants.
The gas stream may need to be cooled before entering the
scrubber. Some of the more common types of scrubbers are
shown in Figure 8.11.

Packed columns are widely used in gas absorption, but
particulates are also removed in the process, Figure 8.11a.
The main disadvantage of packed columns is that the solid
particles will often accumulate in the packing and require
frequent cleaning. Some designs of packed column allow
the packing to self-clean through inducing movement of the
bed from the up flow of the gas. Spray scrubbers are less
prone to fouling and use a tangential inlet to create a swirl
to enhance the separation, as illustrated in Figure 8.11b.
A considerable reduction in particle size separation can be
achieved at the expense of increased pressure drop using a
venturi scrubber, Figure 8.11c.

5. Bag filters. Bag filters, as discussed in Chapter 8 and
illustrated in Figure 8.10b, are probably the most common
method of separating particulate materials from gases. A
cloth or felt filter material is used, which is impervious to
the particles. Bag filters are suitable for use in very high
dust load conditions. They have a high efficiency but suffer
from the disadvantage that the pressure drop across them
may be high.

6. Electrostatic precipitators. Electrostatic precipitators
are used where collection of fine particles at a high effi-
ciency coupled with a low-pressure drop is necessary.
The arrangement is illustrated in Figure 8.9. Particle-laden
gas enters a number of tubes or passes between parallel
plates. The particulates are charged and are deposited on
the earthed plates or tube walls. The walls are mechan-
ically rapped periodically to remove the accumulated
dust layer.

25.4 CONTROL OF VOC EMISSIONS TO
ATMOSPHERE

Release limits for VOCs are set for either specific
components (e.g. benzene, carbon tetrachloride), or as
VOCs for organic compounds with a lower environmental
impact and classed together and reported, for example,
as toluene.

The hierarchy appropriate for control of VOC emissions
is9 as follows:

1. Eliminate or reduce VOC emissions at source
2. Recover the VOC for reuse
3. Recover the VOC for treatment and disposal
4. Treatment and disposal of the VOC-laden gas stream.

The problem with eliminating or reducing VOC emissions
at source is that the sources of VOC emissions can be many
and varied.

Tank loading can be a significant source of VOC emis-
sions from atmospheric storage tanks used for the storage
of organic liquids. Figure 25.1 shows an atmospheric stor-
age tank first being emptied. As the liquid level falls, air
or inert gas must be drawn into the tank to prevent the
tank from collapsing from the pressure of the atmosphere.
The air or nitrogen drawn into the vapor space will become
saturated in organic vapor from evaporated liquid in the
tank. As the tank is filled, the liquid level rises, displac-
ing the air or nitrogen from the vapor space in the tank
that is now saturated in VOC material. There are a number
of ways in which such VOC emissions can be prevented
from being omitted from storage tanks. Figure 25.2 shows
a simple technique involving a balancing line. The atmo-
spheric storage tank in Figure 25.2 is fitted with a vac-
uum/pressure relief system to guard against over-pressure
or under-pressure of the storage tank. Now as the atmo-
spheric storage tank is emptied and the road tanker filled
in Figure 25.2, the displaced vapor from the road tanker
is pushed back into the atmospheric storage tank. In this
way, displaced vapor from the road tanker is prevented
from being released to the atmosphere. The same sys-
tem works if the road tanker is being emptied into the
atmospheric storage tank, rather than being filled from
the atmospheric storage tank as shown in Figure 25.2. If
the atmospheric storage tank is being filled, then the dis-
placed vapor from the atmospheric storage tank enters the
road tanker vapor space and is not released to the atmo-
sphere. Clearly, the same technique works for rail cars
and barges.

Another way storage tanks can “breathe” to atmosphere
results from the expansion and contraction of the tank
contents as the temperature changes between day and
night. However, such effects tend to be smaller than those
associated with tank filling and emptying.
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Air or N2 VOC

Figure 25.1 Tank loading causes VOC emissions to atmosphere.

Displaced Vapor

Figure 25.2 A balancing line can prevent VOC emissions when
filling and emptying tankers.

Floating roofs and flexible membranes can be used, as
illustrated in Figure 25.3:

1. External floating roof. In this arrangement, the roof
floats directly on the surface of the stored liquid and
is open to the atmosphere (Figure 25.3a). The floating
roof has a seal system for the gap between the roof and
the tank wall. In principle, this eliminates breathing of
the tank to atmosphere, but maintaining a reliable seal
between the edge of the floating roof and the tank wall
can be problematic.

2. Internal floating roof. In this arrangement, the tank has a
fixed roof in addition to the floating roof, and the floating
roof is not open to the atmosphere (Figure 25.3b).
The space between the floating and fixed roofs should
normally be purged with an inert gas. The inert gas
would be vented to atmosphere after treatment. Internal
floating roofs are used when there is likely to be a heavy
accumulation of rainwater or snow on the floating roof.

3. Flexible membrane. In this arrangement, the roof
changes shape to stop the vapor space breathing to atmo-
sphere, as shown in Figure 25.3c.

Effluent systems can be significant sources of the VOC
emissions. If organic material is sent to effluent, along with
aqueous effluent, then evaporation from open drains can
create significant VOC emissions. If this is the case, then
having separate sewers for organic and aqueous waste, as
illustrated in Figure 25.4, can eliminate the problem. The
organic waste is collected in a closed system, typically
draining to a sump tank, from which the organic material
can be recovered or treated before disposal. The segregation
system shown in Figure 25.4 has many other benefits

Floating
Roof

Floating
Roof

(a) External floating roof storage tank.

(c) Flexible roof storage tank. 

(b) Internal floating roof storage tank.

Flexible
Seal

Flexible
Seal

Flexible
Bladder

Figure 25.3 Floating roof and flexible membranes can be used
to prevent the release of material. (From Smith R and Patela EA,
1992, The Chemical Engineer, No 517: 9 April, reproduced by
permission of the Institution of Chemical Engineers).

than simply eliminating VOC emissions from drains.
Segregation of the effluents, as illustrated in Figure 25.4,
is also useful from the point of view of the treatment of
liquid waste from the process, as will be discussed in the
next chapter.

Sampling of organic liquids for analysis and quality con-
trol can also be a significant source of VOC emissions.
Figure 25.5 shows a traditional sampling technique involv-
ing a sample point with a valve. The sampling technique
might start with flushing the sample point to drain to obtain
a representative sample. The sample vessel may then be
rinsed out with the organic material, again to obtain a rep-
resentative sample, and the rinsed material rejected. The
sample vessel would then be taken to the laboratory, the
required sample taken and the remainder or the contents
of the sample vessel sent to waste. The material going to
drain from this procedure can create VOC emissions from
evaporation from the sewers as discussed above. It might
be suspected that such procedures would only contribute
a small amount of waste and, therefore, VOC emissions.
However, in some chemical processes where a considerable
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Figure 25.4 Segregation of aqueous and organic waste can prevent VOC emissions from open drains.
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Figure 25.5 Prevention of emissions from sampling.

amount of analysis is required, sampling waste can be one
of the biggest sources of waste sent to liquid effluent.
Figure 25.5 shows a method to eliminate sampling waste
and, therefore, the VOC emissions associated with sam-
pling waste. A sample vessel is connected directly to the
pipe from which the sample needs to be taken by two tubes.
The two tubes are connected to the pipe from which the
sample needs to be taken on either side of a restriction,
such as an orifice plate or valve. If the valves in the tubes
connecting the sample to the pipe are open, then the pres-
sure drop across the restriction will create a flow through
the sample vessel. This continuous flow will ensure that a
representative sample is obtained. When the sample needs
to be taken, valves are closed to isolate the closed sampling

vessel. This can then be taken to the laboratory for analysis.
Any unused material in the sample vessel is returned to the
plant and reconnected, eliminating the waste of sampling
material from the laboratory.

Slow leaks from gaskets and from compressor, pump
and valve seals can create significant fugitive emissions of
VOCs. Such emissions can be reduced at source by better
maintenance. However, more sophisticated sealing arrange-
ments are desirable to eliminate the problem at source.

Once VOC emissions have been eliminated or reduced
at source, then recovery of the VOC for reuse should be
considered. Figure 25.6 shows a vapor recovery system
associated with an atmospheric storage tank. The storage
tank is fitted with a vacuum-pressure relief valve, which
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(a) As liquid level falls, air or N2 is drawn in from atmosphere.

(b) As liquid level rises, vapor diverted to a vapor recovery system.

Vapor
Treatment

Vapor

Vent

Vapor
Treatment

Air

Vent

Vapor

Figure 25.6 Storage tank fitted with a vapor treatment system.
(From Smith R and Patela EA, 1992, The Chemical Engineer,
No 517: 9 April, reproduced by permission of the Institution of
Chemical Engineers).

allows air (or nitrogen) into the vapor space when the liquid
level falls (Figure 25.6a) but forces the vapor through a
recovery system when the tank is filled (Figure 25.6b).

Many processes involve open operations (e.g. filters, drum
handling, etc.) that create VOC emissions. If this is the case, it
is often not practical to enclose all such operations, in which
case, a ventilation system needs to draw a continuous flow
across the operation into a duct and then a vapor recovery
system, before being released to the atmosphere.

The methods of VOC recovery are1,10:

• condensation
• membranes
• absorption
• adsorption.

1. Condensation. Condensation can be accomplished by
increase in pressure or decrease in temperature. Most often,
decrease in temperature is preferred. Figure 25.7 illustrates
two ways in which VOC recovery can be accomplished
from an airstream used in a process. Figure 25.7a shows an
open loop in which air enters the process, picks up VOCs
and enters a condenser for recovery of the VOCs before
being vented directly or passed to secondary treatment before
venting. An alternative way is shown in Figure 25.7b. This
shows a recirculation system in which the VOC is recovered
from recycled air. If this is possible, it is a better arrangement
than Figure 25.7a, as the exhaust is eliminated.

Unfortunately, condensation of VOCs usually requires
refrigeration. Figure 25.8a shows an arrangement with
refrigerated condensation using the primary refrigerant
in a simple refrigeration loop. Figure 25.8b shows an
arrangement in which a secondary refrigerant is used in
the VOC condenser. The use of a secondary refrigerant
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Figure 25.7 Condensation of volatile material.
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Figure 25.8 Refrigeration is usually required for the condensation of vapor emissions.
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(a) Two independent refrigeration loops. (b) Two level refrigeration system.
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Figure 25.9 If a gas stream contains water vapor or organic compounds with high freezing points, then precooling is necessary.

is less efficient than using the primary refrigerant directly.
However, if a number of cooling duties are required, then
a single refrigeration loop cooling a secondary refrigerant
can be used for a number of condenser duties.

A further complication of refrigeration is that, if the gas
stream contains water vapor or organic compounds with
high freezing points, then these will freeze in the condenser,
causing it to block up. It is therefore usual to precool the gas
stream before condensing the VOCs. Figure 25.9a shows an
arrangement in which a refrigeration loop is first used to
precool the gas stream to the region of 2 to 4◦C to remove
water vapor and high-boiling organics. A second condenser
using a second refrigeration loop then condenses the VOCs.
Figure 25.9b shows the same basic arrangement but with
a two-level refrigeration system, instead of two separate
loops. In both cases in Figure 25.9, it is likely that the
VOC condenser will have to be taken off-line periodically
to remove frozen water vapor and organic material that will
accumulate over time.

If the site uses nitrogen as inert gas and stores the
nitrogen as a liquid, then this can be used as a source
of refrigeration. Rather than vaporizing the liquid nitrogen
by low-pressure steam or an air heat exchanger, the liquid
nitrogen can be used to cool a VOC-laden gas stream to
condense the organic material.

The problem of freezing on the condenser surface can be
avoided by using direct contact condensation, as shown in
Figure 25.10. A secondary refrigerant is contacted directly
with the vent stream containing VOC. A refrigeration loop
is used to cool the secondary refrigerant. The mixture of
secondary refrigerant and condensed VOC then needs to be
separated and the secondary refrigerant recycled.

It is usually uneconomic to compress a gas in order
to bring about the condensation of VOC. Figure 25.11
shows a flowsheet in which the VOC-laden vent gas is
compressed in order that condensation can take place using
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Figure 25.10 Direct contact condensation.
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Figure 25.11 Compression of the vent with recovery of com-
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cooling water rather than refrigeration. The arrangement in
Figure 25.11 uses an expander on the same shaft as the
high-pressure compression stage in order to recover part
of the work of compression. Around 60% of the work of
compression can be recovered in an arrangement like the
one in Figure 25.11.

Example 25.2 An airstream contains acetone vapor. Estimate
the following.

a. The outlet concentration that can be achieved by cooling to
35◦C at 1 atm pressure (cooling water temperature).

b. The outlet concentration that can be achieved by cooling to
−20◦C at 1 atm pressure.

c. The outlet temperature to which the air stream must be cooled
to obtain an outlet concentration of 20 mg·m−3.

The concentrations should be quoted at standard conditions of 0◦C
and 1 atm. It can be assumed that the molar mass in kilograms
occupies 22.4 m3 at standard conditions. The molar mass of
acetone can be taken to be 58. The vapor pressure of acetone
is given by:

ln P SAT = 10.0310 − 2940.46

T − 35.93

where P SAT = saturated liquid vapor pressure (bar)
T = absolute temperature (K)

Solution

a. Acetone will start to condense when the partial pressure equals
the vapor pressure. At 35◦C (308 K), the vapor pressure is
given by:

P SAT = exp

[
10.0310 − 2940.46

308 − 35.93

]

= 0.460 bar

For a partial pressure of 0.608 bar, the mole fraction is given by:

y = 0.460

1.013
= 0.454

C = y × 1

22.4
× 58

= 0.454 × 1

22.4
× 58

= 1.18 kg · m−3

= 1.18 × 106 mg · m−3

b. At −20◦C (253 K):

P SAT = 0.0297 bar

C = 0.0297

1.013
× 1

22.4
× 58

= 0.0759 kg·m−3

= 75,900 mg·m−3

c. For a concentration of 20 mg·m−3 (20 × 10−6 kg·m−3):

y = 20 × 10−6

58
× 22.4

= P SAT

1.013

P SAT = 1.013 × 20 × 10−6

58
× 22.4

= 7.825 × 10−6 bar

Rearranging the vapor pressure correlation,

T = 35.93 − 2940.46

ln P SAT − 10.310

= 35.93 − 2940.46

ln 7.825 × 10−6 − 10.310

= 169 K

= −104◦C

This temperature is outside of the range of the vapor pressure
correlation and below the freezing point of acetone (−95◦C).
However, it illustrates just how low temperatures must be to
achieve very low concentrations of VOC.

Example 25.2 illustrates that low temperature is required
for a high recovery rate of VOCs. However, extremely low
temperatures are required to achieve high environmental
standards. Therefore, condensation is often used in con-
junction with another process (e.g. adsorption) to achieve
high environmental standards.

When the VOC-laden gas stream contains a mixture of
VOCs, then the calculations must be performed using the
methods described for single-stage equilibrium calculations
in Chapter 4. The temperature at the exit of the condenser
must be assumed, together with a condenser pressure. The
vapor fraction is then solved by trial and error using the
methods described in Chapter 4, and the complete mass
balance can be determined on the basis of the assumption
of equilibrium.

The major advantage of condensation is that VOCs are
recovered without contamination (by contrast with absorp-
tion and adsorption with steam or hot gas regeneration).
The significant disadvantages of refrigeration are that there
is a relatively low efficiency of recovery (typically less than
95%) and refrigeration systems have high operating costs.

2. Membranes. VOCs can be recovered using an organic
selective membrane that is more permeable to organic
vapors than permanent gases10. Figure 25.12 shows one
possible arrangement for recovery of VOCs using a
membrane10. A vent gas is compressed and enters a
condenser in which VOCs are recovered. The gases from
the condensers then enter a membrane unit, in which the
VOC permeates through the membrane. A VOC-enriched
permeate is then recycled back to the compressor inlet.
Recovery rates for such an arrangement can be as high
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Figure 25.12 Recovery of VOCs using membranes.

as 90 to 99%. Other arrangements than the one shown in
Figure 25.12 are possible, again using a combination of
membrane and condensation.

3. Absorption. Physical absorption, as discussed in
Chapter 10, can be used for the recovery of VOCs. The
solvent used should be regenerated and recycled, with the
VOC being recovered if at all possible. If the VOC is
water-soluble (e.g. formaldehyde), then water can be used
as the solvent. However, high-boiling organic solvents are
most often used for VOC absorption. Efficiency of recov-
ery depends on the VOC, solvent and absorber design,
but efficiencies of recovery can be as high as 95%. The
efficiency of recovery increases with decreasing tempera-
ture and increases with increasing pressure. When using
an organic solvent, care must be exercised in the selection
of the solvent that vaporization of the solvent into the gas
stream does not create a new environmental problem to
replace the recovered VOC.

4. Adsorption. Adsorption of VOCs is most often carried
out using activated carbon with in-situ regeneration of

the carbon using steam. The details have been discussed
in Chapter 10. A number of different arrangements are
used for adsorption. One possible arrangement is shown
in Figure 25.13. This involves a three-bed system. The
first bed encountered by the VOC-laden gas stream is the
primary bed. The gas from the primary bed enters the
secondary bed, which will have just been regenerated using
steam and is now cooling. The third bed is off-line being
regenerated using steam. The steam from the regenerating
bed is condensed and the condensate separated to recover
the organics. The vent from the condenser receiver will
normally be too concentrated to vent directly to atmosphere
and therefore will normally be connected back to the inlet
of the primary bed. Once the primary bed has become
saturated and breakthrough occurs (see Chapter 10), the beds
are switched. The current secondary bed becomes the new
primary bed. The regenerated bed becomes the secondary
bed, and the previous primary bed is now regenerated. The
switching cycle is normally based on a timing arrangement.

Systems with one bed can be used for small duties
(typically less than 5 kg per day discharge of organic
material) on the basis of disposable cartridges. Two-bed
arrangements can be used when environmental standards
are not too demanding. One bed is absorbing, whilst the
other is being regenerated, with constant switching between
the two. More complex cycles than the one in Figure 25.12
can be used involving four beds, instead of three, for more
demanding duties.

The efficiency of recovery for adsorption:

• increases with molar mass of the VOC (carbon adsorbers
are not good for controlling low-boiling VOCs with
molar mass less than around 40)

• increases with decreasing adsorption temperature

Gas Stream
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Condenser
Vent

Organics

Water to Effluent
Treatment

Vent

Primary Bed Secondary Bed
(Just steamed now cooling)

Regenerating Bed

Figure 25.13 Adsorption with a three-bed system.
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• increases with increasing pressure
• increases with decreasing concentration of water vapor

in the gas stream (due to competition of water for the
adsorption sites).

In summary, condensation and absorption are usually the
simplest methods of VOC recovery. Recovery methods
can be used in combination effectively (but at a cost).
Adsorption is usually the only method capable of recovery
to achieve very low concentrations of VOC. If the gas
stream contains a mixture of VOCs, then the recovered
liquid might not be suitable for reuse and will need to be
separated by distillation or destroyed by thermal oxidation.

Once the potential for minimizing VOC emissions at
source has been exhausted and the recovery of VOCs
exhausted, then any remaining VOC must be destroyed.
There are two methods of VOC destruction1:

• thermal oxidation
• biological treatment.

Consider now the various methods of thermal oxidation.

1. Flare stacks. Flares use an open combustion process
with oxygen for the combustion provided by air around the
flame. Good combustion depends on the flame temperature,
residence time in the combustion zone and good mixing to
complete the combustion. The flare stack can be dedicated
to a specific vent stream or for a combination of streams via
a header. The flare can be used for normal process releases
or emergency upsets. Flares can be categorized by the:

• height of the flare tip (elevated versus ground flares)
• method of enhancing mixing at the flare tip (steam

assisted, air assisted, unassisted).

The most common type used in the process industries
is the steam-assisted elevated flare. This is illustrated in
Figure 25.14. The vent stream in Figure 25.14 first enters
a knockout drum to remove any entrained liquid. Liquids
must be removed as they can extinguish the fame or lead
to irregular combustion in the flame. Also, there is a
danger that the liquid might not be completely combusted,
which can result in liquid reaching the ground and creating
hazards. The vent stream then passes through a flame
arrester or a gas barrier. The flame arrester prevents the
flame passing down into the vent system when the vent
stream flowrate is low. The vent stream then enters the flare
tip where the combustion takes place. The flare tip requires
pilot burners, an ignition device and fuel gas to maintain
the flame. In steam-assisted flares, steam nozzles around the
perimeter of the flare tip are used to provide the mixing.
Flare performance can achieve a destruction efficiency of
up to 98% with steam-assisted flares. Halogenated and
sulfur-containing compounds should not be flared. Flares
are applicable to almost any VOC-laden stream and can be
used when there are large variations in the composition,
heat content and flowrate of the vent stream. The use of
flares is mostly restricted to emergency release.

2. Thermal oxidation. Figure 25.15 illustrates three de-
signs of thermal oxidizer. Figure 25.15a shows a verti-
cal thermal oxidizer. The vent enters a refractory-lined
combustion chamber fed with auxiliary air and auxiliary
fuel. Figure 25.15b shows the corresponding arrangement
mounted horizontally. Figure 25.15c shows a fluidized bed
arrangement. In this arrangement, the vent enters a bed of
fluidized inert material (e.g. sand), along with supplemen-
tary fuel. The bed is fluidized by an airstream. The fluidized
bed provides good mixing in the combustion zone. It also
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Figure 25.14 An elevated steam-assisted flare stack.
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Figure 25.15 Thermal oxidation.

provides some heat storage that can compensate for varia-
tions in the entering vent stream.

Conditions in the thermal oxidizer are typically 25% oxy-
gen over and above stoichiometric requirements. Minimum
temperatures required for VOCs comprising carbon, hydro-
gen and oxygen are around 750◦C, but 850 to 900◦C are
more typical. The residence time of the VOCs in the com-
bustion zone is typically 0.5 to 1 second. When thermally
oxidizing halogenated organic compounds, the minimum
temperature used is in the range of 1100 to 1300◦C, with a
residence time of up to two seconds.

Supplementary fuel is required for start-up and required if
the feed concentration of organic material is low or the feed
concentration varies. Supplementary fuel is usually required
for vent streams, as processed vents are normally designed

to operate below the lower flammability limit in the case
of destruction of VOCs in air, or below the minimum
oxygen concentration for VOCs in an inert gas mixture
(see Chapter 27). The VOC should normally be less than
25 to 30% of the lower flammability limit for air mixtures
or less than 40% of the minimum oxygen concentration
for inert gas mixtures. These limits can be increased if
on-line analysis equipment is installed to monitor VOC
concentrations continuously. If the vent stream is above
this limit, the airflow in the vent is normally increased
accordingly. Otherwise, nitrogen can be introduced, but this
is more expensive.

Heat recovery is an important feature of many designs.
Figure 25.16a shows thermal oxidizer with recuperative heat
recovery. In this arrangement, fuel and air enter directly into
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Figure 25.16 Heat recovery from thermal oxidation.
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the combustion zone. However, the vent stream is preheated
by heat transfer through the walls of the combustion chamber.
Many different schemes for recuperative heat recovery
through indirect exchange of heat in heat transfer equipment
are possible. Figure 25.16b shows a thermal oxidizer with
regenerative heat recovery. Fuel and air enter the combustion
zone directly. However, the vent stream enters via a hot
bed that preheats the vent stream prior to entering the
combustion chamber. The scheme in Figure 25.16b shows
two regenerative beds that are switched periodically. As the
bed used to heat the vent stream cools, the other bed is
being heated by the hot exhaust gases before being vented.
Once the bed that is preheating the vent stream cools,
then the beds are switched such that the cool bed is then
preheated by the hot flue gas and the new hot bed is used
to preheat the incoming vent stream. The material used in
the regenerative beds can be refractory material or metal.
It should be noted that with a two-bed regenerative system,
when one bed is switched from heating mode to cooling
mode, that bed will contain vapor feed that has not yet
been treated. This untreated vapor within the bed will thus
be vented to atmosphere directly untreated. This problem
can be overcome by the introduction of an additional bed
in a three-bed system. However, this introduces additional
capital cost and complexity of operation. Alternatively, the
regeneration can be carried out continuously by a rotating
bed rather than having beds being switched. The rotating
bed is in the form of a wheel that slowly rotates. The ducting
arrangement is such that the incoming vent stream and the
hot exhaust gas both flow axially across the wheel, with
different parts of the wheel being exposed to each stream.
Different parts of the wheel are thus in heating and cooling
mode at the same time. This achieves the same purpose
as the switching beds shown in Figure 25.16b but operates
continuously. This continuous operation is preferable to
switching beds, but it is mechanically more complex and
introduces some challenging sealing requirements for the
ducting of streams around the wheel. Lastly, Figure 25.16c
shows an arrangement whereby the heat recovery steam
generator is placed at the outlet of the combustion zone to
generate steam from the waste heat.

If the vent is to be preheated prior to combustion, it
should be lower than the flammability limit or the minimum
oxygen concentration (see Chapter 27). Recuperative heat

recovery above 70% is usually not economic for gas-to-gas
heat exchange. Heat recovery increases to typically 80% if
steam generation is used. Regenerative heat recovery can
be as high as 95%.

If the vent stream contains halogenated material or sul-
fur, the exhaust gases must be scrubbed before release.
Figure 25.17 shows a typical arrangement in which the
cooled exhaust gases are scrubbed first with water and
then with sodium hydroxide solution before being vented.
The water and sodium hydroxide scrubbers shown in
Figure 25.17 are likely to be on a recirculation arrangement
with a purge stream to liquid effluent. The arrangement in
Figure 25.17 shows the exhaust gases from the thermal oxi-
dation being cooled by steam generation before scrubbing.
If no steam generation is required, then the hot flue gases
must be cooled by quenching with direct water injection
before entering the scrubbers.

The stack must be maintained above 80◦C to avoid a
visible plume, which might be a legislative requirement.
If this is the case, the stack might need to be reheated
before release.

The performance of thermal oxidizers usually gives
destruction efficiency greater than 98%. When designed
to do so, destruction efficiency can be virtually 100%
(depending on temperature, residence time and mixing in
the thermal oxidizer). Thermal oxidizers can be designed
to handle minor fluctuations but are not suitable for large
fluctuations in flowrate.

3. Catalytic thermal oxidation. A catalyst can be used to
lower the combustion temperature for thermal oxidation
and to save fuel1. Figure 25.18 shows a schematic of
a catalytic thermal oxidation arrangement. Combustion
air and supplementary fuel, along with preheated VOC-
laden stream, enter the preheater before the catalyst
bed. Heat recovery, as illustrated in Figure 25.18, is
not always used. The catalysts are typically platinum or
palladium on an alumina support or metal oxides such as
chromium, manganese or cobalt. The vent stream should be
well below the lower flammability limit (see Chapter 27,
typically 25 to 30% of the lower flammability limit). The
catalyst can be deactivated by compounds containing sulfur,
bismuth, phosphorus, arsenic, antimony, mercury, lead,
zinc, tin or halogens. Catalysts are gradually deactivated
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Figure 25.17 Flue gas scrubbing after incineration.
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Figure 25.18 Catalytic thermal oxidation.

over time, and their life is generally two to four years.
Operating temperature for the catalyst should not normally
exceed 500 to 600◦C; otherwise the catalyst can suffer
from sintering. Typical operating conditions are between
200 and 480◦C with a residence time of 0.1 seconds.
Catalytic thermal oxidation is not suitable for halogenated
compounds because of the lower combustion temperature
used. If the heat release in the combustion is such that
the temperature rise in the catalyst is too high, then part
of the cooled stack gas can be recycled and mixed with
the incoming vent stream. Recuperative heat recovery is
possible up to 70 to 80% and regenerative heat recovery
up to 95%. The destruction efficiency is up to 99.9%,
but the arrangement is not suitable for large fluctuations
in flowrate.

The advantage of catalytic thermal oxidation is that the
lower temperature of operation can lead to fuel savings
(although effective heat recovery without a catalyst can
offset this advantage). The major disadvantages of catalytic
thermal oxidation are that the catalyst needs to be replaced
every two to four years and the capital cost tends to be
higher than thermal oxidation without a catalyst. Catalytic
thermal oxidation also tends to increase the pressure drop
through the system.

4. Gas turbines. If the vent flow is a high flowrate
of air with a significant VOC loading, then a gas
turbine can be used for thermal oxidation. A few gas
turbine models have been designed specifically for such
applications. This allows power to be generated directly
from the vent flow. Such applications should be restricted
to nonhalogenated, sulfur-free VOCs. If the VOC loading
is high, then the application can be achieved without the
use of supplementary fuel, otherwise supplementary will
be required. Destruction efficiency can be up to 99.9%.

Example 25.3 A stream of air containing 0.4 vol % butane at
20◦C is to be thermally oxidized at 800◦C. A minimum excess
of air of 25% is to be used. The heat of combustion of butane
is 2.66 × 106 kJ·kmol−1, and the mean heat capacity of the
combustion gases can be taken to be 37 kJ·kmol−1·K−1.

a. Is there sufficient oxygen in the inlet air for efficient
combustion?

b. What efficiency of heat recovery would be necessary to sustain
combustion without auxiliary fuel at steady state?

Solution

a. The combustion requirements are given by:

C4H10 + 6 1
2 O2 −−−→ 4CO2 + 5H2O

Thus 6 1
2 kmol O2 required for combustion per kmol of butane

= 0.004 × 6 1
2

= 0.026

kmol O2 in steam

= 0.21 × (1 − 0.004)

= 0.2092

Excess oxygen

= 0.2092 − 0.026

0.2092

= 88%

Thus, there is plenty of excess air for the combustion.
b. Temperature rise from combustion

= 0.004 × 2.66 × 106

37
= 288◦C

Inlet temperature required before combustion

= 800 − 288

= 512◦C

Feed preheat duty

= (512 − 20) × 37

= 492 × 37 kJ · kmol−1 gas

Heat available in exhaust gases

= (800 − 20) × 37

= 780 × 37

Efficiency of heat recovery to avoid supplementary fuel

= 492

780
= 63%

5. Biological treatment. Microorganisms can be used to
oxidize VOCs10. The VOC-laden stream is contacted
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with microorganisms. The organic VOC is food for
the microorganisms. Carbon in the VOC is oxidized to
CO2, hydrogen to H2O, nitrogen to nitrate and sulfur to
sulfate. Biological growth requires an ample supply of
oxygen and nutrients. Figure 25.19 shows a bio-scrubber
arrangement. The VOC-laden gas stream enters a chamber
and rises up through a packing material, over which flows
water. Nutrients (phosphates, nitrates, potassium and trace
elements) need to be added to promote biological growth.
The microorganisms grow on the surface of the packing
material. The water from the exit of the tower needs to be
adjusted for pH before recycle to prevent excessively low
pH. As the film of microorganism grows on the surface of
the packing through time, eventually it becomes too thick
and detaches from the packing. This excess sludge must be
removed from the recycle and disposed of.

An alternative arrangement, as illustrated in Figure 25.20,
replaces the packing with soil or compost in a bio-filter. One
advantage of the bio-filter is that the compost usually used
for such systems contains a reservoir of nutrients to sustain
biological growth, and additional nutrients do not normally
need to be added. However, biological activity eventually
starts to decrease, and the bed will need to be replaced after
typically five years.

Destruction efficiency for biological treatment is typ-
ically up to 95%, but some VOCs are very diffi-
cult to degrade. Biological treatment is limited to low
concentration streams (typically less than 1000 ppm) with
flowrates typically less than 100,000 m3·h−1.

25.5 CONTROL OF SULFUR EMISSIONS

Sources of atmospheric sulfur emissions from the process
industries are:

• chemical production, for example, sulfuric acid produc-
tion, sulfonation reactions, and so on

• smelting processes, for example, production of copper
• fuel processing operations, for example, fuel desulfuriza-

tion
• combustion of fuel, for example, steam generation.

Before considering treatment of sulfur emissions to atmo-
sphere, their minimization at source should be considered.
Sulfur emissions can be minimized at source through:

• increase in process yield in chemical production
• increase in energy efficiency leading to less fuel burnt
• switch to a fuel with lower sulfur
• desulfurizing the fuel prior to combustion.

Sulfur emissions from combustion processes can be reduced
by switching to a fuel with lower sulfur. The sulfur
content of fuels varies significantly. Generally, the sulfur
content is gas < liquid < solid. This order arises
mainly from the relative ease with which the fuels can
be desulfurized. Desulfurizing coal prior to combustion
is extremely difficult. It must be first ground to very
fine particles (of the order of 100 µm) to liberate the
mineral (inorganic) sulfur. The light coal can then be
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Figure 25.19 A bio-scrubber for treatment of VOC.
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Figure 25.20 A bio-filter for treatment of VOC.
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separated from the heavy mineral in a flotation process.
Unfortunately, even this desulfurization only removes 30
to 60% of the sulfur, as the remaining sulfur is organic.
Desulfurizing a liquid fuel is much more straightforward
and is commonly practiced in refinery operations. The
sulfur is present in the form of mercaptans, thiols,
thiophenes, and so on. Desulfurizing the liquid fuel
requires reaction with hydrogen over a catalyst at elevated
temperature and pressure. The organic sulfur in the liquid
fuel is reacted to H2S. Desulfurizing gaseous fuel is the
most straightforward. The sulfur in gaseous fuel is mostly
present as H2S. This can be removed straightforwardly, for
example, in an amine separation absorption, as discussed
in Chapter 10.

Removal of sulfur from gas streams is generally removal
of H2S or removal of SO2

11. Generally, removal of the
sulfur in the form of H2S is much more straightforward than
in the form of SO2. H2S can be removed by absorption,
as already discussed. Chemical absorption using amines
is the most commonly used method. However, other
solvents can be used for chemical absorption, for example,
potassium carbonate. Physical absorption is also possible
using solvents such as propylene carbonate and methanol.

When it is necessary to combust a fuel containing a
high sulfur content, gasification is the preferred route.
Gasification is the partial combustion of the fuel using pure
oxygen (or air) in the presence of steam. Temperatures
up to 1600◦C and pressures up to 150 bar are used.
The product of the gasification is a mixture of CO, CO2,
H2, H2O, CH4, H2S, COS, N2 and NH3. The sulfur
is converted mostly to H2S (typically 95%), with the
balance to COS (carbonyl sulfide). Hence, gasification has
advantages over conventional combustion when dealing

with fuels with high sulfur content. Figure 25.21 shows
a flowsheet for an integrated gasification combined cycle.
Fuel containing the sulfur, along with steam and oxygen,
enters the gasification process. The gasification products
are then treated to remove particulate material. COS may
then be converted to H2S by reaction over a catalyst,
followed by H2S removal. This gas can then be used as
a chemical feedstock. Alternatively, it can be combusted in
a gas turbine combined cycle, as shown in Figure 25.21. In
Figure 25.21, the compressor for the gas turbine provides
not only the compressed gas for the gas turbine cycle
but also compressed air for the air separation unit that
produces the oxygen. The nitrogen from the air separation
unit, under pressure, is then expanded in the gas turbine
to recover the pressure energy from the nitrogen. If the
nitrogen is passed to the combustion chamber of the gas
turbine, it can be used also to reduce NOx formation
through lowering the peak flame temperature (see later in
Chapter 25). The hot exhaust gases from the gas turbine
are used to generate steam before being vented. The steam
is used to generate further power in a steam turbine.
Many variations around the basic theme in Figure 25.21
are possible. The important thing about gasification is that
it is an effective method of producing chemical feedstock,
power and heat from fuel that has high sulfur content as
the sulfur is not oxidized all the way to SO2 before being
treated. Having removed sulfur in the form of H2S, it cannot
be vented to atmosphere. The sulfur from H2S is normally
recovered as elemental sulfur by partial oxidation in a
Claus Process. Figure 25.22 shows the outline of a Claus
Process. Hydrogen sulfide in air enters a reaction furnace
where a partial combustion takes place. After cooling the
gases by steam generation, the gases enter a converter. The
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Figure 25.21 Integrated gasification combined cycle.
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Figure 25.22 Removal of H2S using the Claus process.
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Figure 25.23 Claus process tail gas cleanup.

chemistry is:

Burner 2H2S + 3O2 −−−→ 2H2O + 2SO2

Converter 2H2S + SO2 −−−→ 2H2O + 3S

Overall H2S + 1
2 O2 −−−→ S + H2O

After the converter in Figure 25.22, the sulfur is recovered
by condensation. Conversion is limited by reaction equi-
librium to about 60%, so several (usually three) stages of
conversion are used, as shown in Figure 25.22. After each
conversion stage, the sulfur is condensed and the gas is
reheated before going to the next conversion stage. The tail
gas contains CO2, H2S, SO2, CS2, COS and H2O and can-
not be released directly to atmosphere. Various processes
are available for the cleanup of Claus Process tail gas.
Figure 25.23 shows a process in which the sulfur com-
pounds are converted to H2S by reaction with hydrogen.

Hydrogen is generated by partial oxidation of fuel gas.
Sulfur and sulfur compounds are hydrogenated to hydrogen
sulfide in the hydrogenation reactor. Gases from the reactor
are cooled by generating steam and then in a quench col-
umn by recirculating water, Figure 25.23. Hydrogen sulfide
is then separated from the other gases by absorption (e.g. in
an amine solution). The solvent from the absorber is regen-
erated in the stripper and the hydrogen sulfide recycled to
the Claus Process.

An alternative process for the removal of H2S by
partial oxidation is shown in Figure 25.2410. This uses
an iron chelate to partially oxidize the H2S. As shown
in Figure 25.24, the gas is contacted in an absorber with
the iron chelate solution. Fe3+ reacts with H2S to produce
Fe2+ and elemental sulfur. Reduced iron chelate solution
is oxidized by sparging with air and returned to the
absorber. This process can operate over a wide range
of conditions.
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Figure 25.24 Removal of H2S by partial oxidation of H2S using
iron chelate.

So far, the techniques to recover sulfur have all related
to sulfur in the form of H2S. Consider now how sulfur
in the form of SO2 can be dealt with. Sulfur dioxide can
be reacted with limestone to produce solid calcium sulfate
(gypsum), according to the equations11:

CaCO3

Limestone
+ SO2 −−−→ CaSO3

Calcium sulfite
+ CO2

CaSO3 + 1
2 O2 + 2H2O −−−→ CaSO4

Gypsum
· 2H2O

The flowsheet for the removal of SO2 using wet limestone
scrubbing is shown in Figure 25.2511. The gas stream
containing SO2 enters a scrubbing chamber into which a
limestone slurry is sprayed. The slurry is then collected,
separated by thickening and filtration. This creates a solid
material (gypsum) that does have some potential for use as
building material. However, the solid product is usually of
low value and often needs to be disposed of.
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Purge
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Figure 25.26 Removal of SO2 using the Wellman–Lord process.

Another process for removal of SO2 is the Well-
man–Lord process11. The reactions are:

SO2 + Na2SO3

Sodium sulfite
+ H2O −−−→ 2NaHSO3

Sodium bisulfite

2NaHSO3

crystallize−−−→ Na2SO3 + H2O + SO2

A flowsheet for the Wellman–Lord process is shown in
Figure 25.26. Again the gas stream with SO2 enters a
scrubber into which is sprayed a sodium sulfite solution.
This then goes to an evaporator/crystallizer to crystallize out
the resulting sodium bisulfite, which converts the sodium
bisulfite back to sodium sulfate, releasing the SO2. The
crystals are dissolved in water and recycled to the scrubber.
The effect of the Wellman–Lord process is to produce a
concentrated SO2 stream from a dilute SO2 stream. The
resulting concentrated SO2 still needs to be treated.

The SO2 from the Wellman–Lord process or any other
concentrated SO2 stream (e.g. gases from copper smelting)
can be oxidized to SO3 to produce sulfuric acid as discussed
in Chapter 6.
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Figure 25.25 Removal of SO2 using wet limestone scrubbing.
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Rather than oxidize the SO2, it can be reduced in a pro-
cess similar to the one illustrated in Figure 25.23. The SO2

is reduced to H2S. The resulting H2S can then be separated
and fed to a sulfur recovery process.

Example 25.4 A power plant produces 500 standard m3·s−1 of
exhaust gas with 0.1% SO2 by volume. It is required to remove
90% of the SO2 before the gas is discharged to atmosphere. Three
methods of removal of SO2 are to be evaluated.

a. The first option is absorption at atmospheric pressure in water
taken from a local river at a temperature of 10◦C. Assume
the concentration of water at the exit of the absorber to be
80% of equilibrium. The equilibrium can be assumed to follow
Henry’s Law:

pi = Hixi

where pi = partial pressure of Component i
Hi = Henry’s Law Constant (determined

experimentally)
xi = mole fraction of Component i in the liquid phase

Assuming ideal gas behavior (pi = yiP ),

xi = y∗
i P

Hi

where y∗
i = mole fraction of Component i in

vapor phase in equilibrium with the
liquid

P = total pressure
At 10◦C, HSO2 = 22 atm

How much water would be required for the removal of the
SO2?

b. The second option is absorption in sodium hydroxide solution.
Assume that the sodium hydroxide and SO2 react in an
oxidizing environment to produce sodium sulfate. Calculate
the quantity of material required for the absorption.

c. The third option is absorption in a slurry of calcium carbonate.
Calculate the quantity of material required for the absorption.

Assume the molar mass in kilograms occupies 22.4 m3 at standard
conditions and the plant operates for 8600 h·y−1.

Solution

a. xSO2 = 0.8y∗
SO2

P

HSO2

= 0.8 × 0.001 × 1

22

= 3.6 × 10−5

Now calculate the gas flowrate G:

G = 500 × 1

22.4

= 22.32 kmol·s−1

Assuming gas and liquid flowrates constant:

G(yin − yout ) = L(xout − xin)

L = G(yin − yout )

(xout − xin)

= 22.32(0.001 − 0.1 × 0.001)

(3.6 × 10−5 − 0)

= 558 kmol · s−1

= 558 × 18 × 1

103
t · s−1

= 10 t·s−1

that is, an impractically large flowrate

b. 2NaOH + SO2 + 1
2 O2 −−−→ Na2SO4 + H2O

SO2 in exhaust = 500 × 1

0.0224
× 1

103
× 0.001

= 0.0223 kmol · s−1

NaOH required to remove 90%

= 2 × 0.0223 × 0.9 kmol · s−1

= 2 × 0.0223 × 0.9 × 40 kg · s−1

= 1.606 kg · s−1

= 1.606 × 3600 × 8600

103
t · y−1

= 49,722 t · y−1

c.

CaCO3 + SO2 + 1
2 O2 + 2H2O −−−→ CaSO4 · 2H2O + CO2

SO2 in exhaust = 0.0223 kmol · s−1

CaCO3 required to remove 90%

= 0.0223 × 0.9 kmol · s−1

= 0.0223 × 0.9 × 100 kg · s−1

= 2.007 kg · s−1

= 2.007 × 3600 × 8600

103

= 62,137 t · y−1

25.6 CONTROL OF OXIDES OF
NITROGEN EMISSIONS

Nitrogen forms eight oxides, but the principal concern is
with the two most common ones:

• nitric oxide (NO)
• nitrogen dioxide (NO2).
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These are collectively referred to as NOx . NOx emissions
are produced from:

• chemicals production (e.g. nitric acid production, nitra-
tion reactions, etc.)

• use of nitric acid in metal and mineral processing
• combustion of fuels.

NOx from the combustion of fuels is formed initially as
NO, which subsequently oxidizes to NO2. There are three
sources of NO production from the combustion of fuels11,12.

1. Fuel NO. Organically bound nitrogen in fuel reacts with
oxygen to form NO.

[Fuel N] + 1
2 O2 −−−→←−−− NO

Organic nitrogen is more reactive than nitrogen in air.
Fuel NO formation is weakly dependent on temperature.

2. Thermal NO.
Thermal NO is formed when molecular nitrogen in
the combustion air reacts with oxygen to form NO,
according to the reaction:

N2 + O2 −−−→←−−− 2NO

The reaction mechanism is via free radicals and is highly
temperature dependent.

3. Prompt (rapidly forming) NO. Prompt or rapidly forming
NO is formed when molecular nitrogen reacts with hydro-
carbon radicals in the flame. The formation only occurs
in the flame and is weakly dependent on temperature.

Figure 25.27 illustrates the contributions of the three
mechanisms to NO formation. It can be seen from
Figure 25.27 that both the fuel and prompt NO are weakly
dependent on temperature. Below around 1300◦C thermal
NO formation is negligible. However, at the highest
temperatures thermal NO is the most important. Once NO
has been formed, it can then oxidize to NO2 according to:

NO + 1
2 O2 −−−→←−−− NO2

NOx in flue gases is predominantly (of the order 90%) NO.
NO oxidizes in the atmosphere to NO2.

NOx formation in combustion depends on the fuel and
the type of combustion device. Generally, coal produces
the highest NOx concentrations, then fuel oil, with natural
gas producing the lowest concentrations. Thus, one way of
reducing NOx formation is to change fuel. For example, a
large steam boiler fired with fuel oil might produce a flue
gas with 150 ppm, which might be reduced to 100 ppm by
switch to natural gas. However, it should be noted that the
actual NOx concentration depends on both the fuel and the
combustion device, and these are only illustrative figures.

Minimization of NOx emissions at source means:

1000 1200 1400 1600

Prompt NO

Fuel NO

Thermal NO

NOx

T(°C)

Figure 25.27 The contributions to NOx formation.

• increase the process yield in chemicals production
• increase in energy efficiency leading to less fuel burnt
• switch to a fuel with lower nitrogen content
• minimize NOx formation in combustion processes.

Switching to a fuel with lower nitrogen content typically
means switching from coal to fuel oil, or fuel oil
to natural gas. It should be noted that nitrogen can
be a high percentage of natural gas (e.g. 5%), but
the nitrogen will be molecular nitrogen and, therefore,
behave like nitrogen in the combustion air and be
relatively unreactive.

NOx formation in combustion processes can be reduced
by12,13 the following.

1. Reduced air preheat. Preheating the air to combustion
processes increases the flame temperature and furnace
efficiency (see Chapter 15). However, the increase
in flame temperature increases NOx formation. Thus,
reducing preheat lowers the thermal NOx formation.
However, this lowers the furnace efficiency at the
same time.

2. Flue gas recirculation. Recirculating part of the flue
gas, as shown in the Figure 25.28, also reduces the
peak flame temperature and reduces the thermal NOx

formation. Usually 10 to 20% of the combustion air is
recirculated.

3. Steam injection. Steam injection reduces combustion
temperature by adding an inert to the combustion pro-
cess. In principle, water or steam could be injected,
but dry superheated steam is usually used. This reduces
the furnace efficiency as energy is used to pro-
duce the steam, and the latent heat in the steam
cannot be recovered. It is only used for moderate
NOx reduction. Steam injection can also be used in
gas turbines.
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Figure 25.28 Flue gas recirculation.

4. Reduced excess air. Reducing the amount of excess air
also reduces the NOx formation.

5. Air staging. Air staging in the burner can be used
to reduce NOx formation. The principle is illustrated
in Figure 25.29a. Fuel and primary air is injected
into the flame with a substoichiometric amount of
oxygen. Secondary air is then injected to complete the
combustion to give overall greater than stoichiometric
requirements. The effect is to reduce the fuel NO and the
thermal NO by reducing the peak flame temperature. Air
staging can be used both in furnaces and gas turbines.

6. Fuel staging. Fuel staging is illustrated in Figure 25.29b.
The primary fuel and primary air are first combusted at
greater than stoichiometric requirements. In the staging
zone, secondary fuel (typically 10 to 20% of the primary
fuel) is burned under substoichiometric (reducing) condi-
tions. The temperature should be at least 1000◦C in the
staging zone. In the final combustion zone, air is added
to complete the combustion. Low temperatures (less than
1000◦C) are preferred in the final combustion zone to
minimize NO formation.

Table 25.2 Performance of the NOx

minimization techniques12.

Technique NOx reduction

Reduced air preheat 25–65%
Flue gas recirculation 40–80%
Water/steam injection 40–70%
Reduced excess air 1–15%
Air staging 30–60%
Fuel staging 30–50%

Table 25.2 compares the performance of the NOx mini-
mization techniques12.

Once NOx formation has been minimized at source, if the
NOx levels still do not achieve the required environmental
standards, then treatment must be considered.

The first option that might be considered is absorption
into water. The problem is that NO2 is soluble in water, but
NO is only sparingly soluble. To absorb NO, a complexing
agent or oxidizing agent must be added to the solvent. One
method that can be used is to absorb into a solution of
hydrogen peroxide according to:

2NO + 3H2O2 −−−→ 2HNO3 + 2H2O

2NO2 + H2O2 −−−→ 2HNO3

This allows nitric acid to be recovered from the oxides
of nitrogen. It can be a useful technique, for example, in
metal finishing operations where nitric acid is used. More
commonly, NOx is removed using reduction. Ammonia
is usually used as the reducing agent, according to
the reactions:

6NO + 4NH3 −−−→ 5N2 + 6H2O

4NO + 4NH3 + O2 −−−→ 4N2 + 6H2O

2NO2 + 4NH3 + O2 −−−→ 3N2 + 6H2O

(a) Air staging.
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Figure 25.29 Low NOx burners.
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Figure 25.30 Removal of NOx using selective non-catalytic reduction.

This can be carried out without a catalyst in narrow tem-
perature range (850 to 1100◦C). This is known as selective
non-catalytic reduction10. Below 850◦C, the reaction rate is
too slow. Above 1100◦C, the dominant reaction becomes:

NH3 + O2 −−−→ NO + 3
2 H2O

Thus, the technique can become counterproductive. A
typical arrangement for selective non-catalytic reduction is
shown in Figure 25.30. Aqueous ammonia is vaporized and
mixed with a carrier gas (low-pressure steam or compressed
air) and injected into nozzles located in the combustion
device for optimum temperature and residence time10. NOx

reduction of up to 75% can be achieved. However, slippage
of excess ammonia must be controlled carefully.

Rather than selective non-catalytic reduction, the reduc-
tion can be carried out over a catalyst (e.g. zeolite) at 150
to 450◦C. This is known as selective catalytic reduction.
Figure 25.31 shows a typical selective catalytic reduction
arrangement10. Either anhydrous or aqueous ammonia can
be used. This is mixed with air and injected into the flue
gas stream upstream of the catalyst. Removal efficiency of
up to 95% is possible. Again, slippage of excess ammonia
needs to be controlled.

Example 25.5 A gas turbine exhaust is currently operating with
a flowrate of 41.6 kg·s−1 and a temperature of 180◦C after a heat
recovery steam generator. The exhaust contains 200 ppmv NOx to
be reduced to 60 mg·m−3 (expressed as NO2) at 0◦C and 1 atm.
The NOx is to be treated in the exhaust using low temperature
selective catalytic reduction. Ammonia slippage must be restricted
to be less than 10 mg·m−3, but a design basis of 5 mg·m−3 will be
taken. Aqueous ammonia is to be used at a cost of 300 $·t−1 (dry
NH3 basis). Estimate the cost of ammonia if the plant operates

DischargeFlue Gas

Ammonia Air

Figure 25.31 Removal of NOx using selective catalytic
reduction.

8000 h·yr−1. Assume exhaust gas composition to be similar to
that of air. Molar mass data are given in Table 25.3. Assume the
molar mass in kilograms occupies 22.4 m3 at standard conditions.

Table 25.3 Molar mass
data.

Molar mass
(kg·kmol−1)

Air 28.9
NO2 46
NH3 17

Solution Volume of exhaust at standard conditions

= 41.6 × 22.4 × 1

28.9

= 32.2 m3·s−1

Concentration of NO2 at standard conditions

= y × 1

22.4
× 46

= 0.0002 × 1

22.4
× 46

= 0.0004107 kg·m−3

= 410.7 mg·m−3

NO2 to be removed

= 32.2(410.7 − 60) × 10−6 kg·s−1

= 0.01129 kg·s−1

The reduction reaction is given by:

2NO2 + 4NH3 + O2 −−−→ 3N2 + 6H2O

NH3 required for NO2

= 0.01129 × 17 × 4

46 × 2

= 8.345 × 10−3 kg · s−1

NH3 slippage = 32.2 × 5 × 10−6
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= 0.161 × 10−3 kg·s−1

Cost of NH3 = (8.345 + 0.161) × 10−3 × 3600

× 8000 × 300 × 10−3

= $73,500 y−1

25.7 CONTROL OF COMBUSTION
EMISSIONS

The major emissions from the combustion of fuel are CO2,
SOx , NOx and particulates14. The products of combustion
are best minimized by making the process efficient in
its use of energy through efficient heat recovery and
avoiding unnecessary thermal oxidation of waste through
minimization of process waste. Flue gas emissions can be
minimized at source by:

• increased energy efficiency at the point of use (e.g. better
heat integration)

• increased energy efficiency of the utility system (e.g.
increased cogeneration)

• improvements to combustion processes (e.g. low NOx

burners)
• changing fuel (e.g. changing from fuel oil to natural gas).

For a given energy consumption, fuel change is the only
way to reduce CO2 and SOx emissions at source. Fuel
switch from, say, coal to natural gas reduces the CO2

emissions for the same heat release because of the lower
carbon content of natural gas. Fuel change can also be
useful for reducing NOx emissions. Once emissions have
been minimized at source, then treatment can be considered
to solve any residual problems.

1. Treatment of SOx . The various techniques that can be
considered for the treatment of SOx are:
• absorption into NaOH, CaCO3, water, and so on
• oxidation and conversion to H2SO4

• reduction by conversion to H2S and then sulfur.
2. Treatment of NOx . The techniques used for treatment of

NOx are:
• absorption into an NO-complexing agent or oxidiz-

ing agent
• reduction using selective non-catalytic or catalytic

processes.
3. Treatment of particulates. The various methods for

treatment of particulates were reviewed in Chapter 8.
These include:
• scrubbers
• inertial collectors
• cyclones
• bag filters
• electrostatic precipitators.

4. Treatment of CO2 . If CO2 needs to be separated from
the other combustion products for the purpose of

reducing greenhouse gas emissions, there are four ways
in which this can, in principle, be brought about:
• absorption (e.g. using amine)
• adsorption (e.g. using alumina, zeolite, etc.)
• membrane
• cryogenic separation.

The problem faced after separation of the CO2 is what
to do with it. The uses of CO2 are so small relative to
the volumes produced by combustion that the only realistic
solution sequestration. This involves finding a stable location
for the CO2 (e.g. by injection into oil wells or underground
caverns). Thus, whilst it is technically feasible to recover
CO2, it is both expensive and difficult to dispose of the CO2.

Example 25.6 A medium fuel oil is to be burnt in a furnace with
10% excess air. Ambient temperature is 10◦C and 60% relative
humidity. Saturated vapor pressure of air at 10◦C is 0.0123 bar.
The analysis of the fuel is given in Table 25.4:

Table 25.4 Fuel analysis for Example 25.6.

Molar mass
(kg·kmol−1)

Fuel analysis
(wt%)

C 12 83.7
H 1 12.0
S 32 4.3

Estimate the composition of the flue gas.

Solution First, calculate the mole fraction of water vapor in the
combustion air. The partial pressure of water in the combustion
air is given by:

pSAT (10◦C) = 0.0123 bar

pH2O = 0.6 × 0.0123

= 0.00738 bar

Mole fraction water in combustion air:

yH2O = pH2O

P

= 0.00738

Fuel Stoichiometric flue gas
from fuel

Molar
mass

(kg·kmol−1)

m

(kg)
N

(kmol)
NO2

(kmol)
NCO2

(kmol)
NSO2

(kmol)
NH2O

(kmol)

C 12 83.7 6.975 6.975 6.975
H 1 12.0 12.000 3.000 6.000
S 32 4.3 0.134 0.134 0.134

100.0 10.109 6.975 0.134 6.000
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N2 from combustion air = 10.109 × 79

21
= 38.03 kmol

H2O from combustion air = (10.109 + 38.03)

(
yH2O

1 − yH2O

)

= 48.139

(
0.00738

1 − 0.00738

)

= 0.358 kmol

Stoichiometric moist air = 10.109 + 38.03 + 0.358

= 48.497 kmol

Stoichiometric flue gas = 6.975 + 0.134 + 6.000

+ 38.03 + 0.358

= 51.497 kmol

Assume 10% excess air:

NO2 = 0.1 × 10.109 = 1.011 kmol

NN2 = 0.1 × 38.03 + 38.03 = 41.833 kmol

NH2O = 0.1 × 0.358 + 0.358 + 6.000 = 6.394 kmol

Total flue gas flowrate = 1.011 + 41.833 + 6.394

+ 6.975 + 0.134

= 56.347 kmol

yCO2 = 6.975

56.347
= 0.1238

ySO2 = 0.134

56.347
= 0.0024

yN2 = 41.833

56.347
= 0.7424

yH2O = 6.394

56.347
= 0.1135

yO2 = 1.011

56.347
= 0.0179

In addition to these components, some NOx will be formed. For
fuel oil, this will be of the order of 300 ppm.

yNOx
≈ 0.0003

25.8 ATMOSPHERIC DISPERSION

The objective must be to reduce atmospheric emissions to a
minimum or at least below legislative requirements. How-
ever, there is inevitably some residual emission and this
must be safely dispersed in the environment. The factors
that affect the dispersion of gases to atmosphere are3:

• temperature
• wind
• turbulence.

Temperature is a critical factor. Generally the temperature
of the atmosphere decreases with height, and the actual
change of temperature with height is known as the
environmental lapse rate. Air originating at the surface of
the Earth, if rising, will cool owing to expansion as the
pressure changes. The rate of cooling is known as the dry
adiabatic lapse rate and is about 9.8◦C per kilometer, until
condensation occurs. The environmental lapse rate (ELR)
will determine what happens to pockets of air if they are
forced to rise. Figure 25.32a shows the situation where
the ELR has a greater change of temperature with height
than the dry adiabatic lapse rate. This means that a small
volume of air displaced upward will become less dense than
the surroundings and would continue its upward motion.
This is a desirable condition for atmospheric dispersion,
termed unstable conditions. Figure 25.32b shows a situation
in which the ELR and dry adiabatic lapse rate are roughly
equal, giving neutral conditions. In this case, there is no
tendency for a displaced volume to gain or lose buoyancy.
The third situation is shown in Figure 25.32c, in which the
ELR is such that the temperature increases with height,
known as an inversion. These are termed stable conditions
and provide a strong resistance to vertical motion of a
displaced volume. Such stable conditions are problematic
from the point of view of gas dispersion.

In the lower levels of the atmosphere, the ELR changes
with the time of day. Figure 25.33 shows a typical daily
variation of atmospheric stability. Starting before sunrise,
the minimum temperature is at the surface. This is caused

H
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H
(m) Inversion

Environmental lapse rate (ELR)
Dry adiabatic lapse rate (DALR)

(a) Unstable (ELR > DALR). (b) Neutral (ELR = DALR). (c) Stable (ELR +ve or ELR < DALR).
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Figure 25.32 Temperature and atmospheric stability.
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Figure 25.33 Typical daily variation of atmospheric stability.

by heat loss from long-wave radiation. It creates an
inversion (increase of temperature with height) up to
perhaps 100 meters. Soon after sunrise in Figure 25.33,
warming of the surface layer occurs, but the inversion
remains at higher levels. Around midday in Figure 25.33,
warming has extended from the ground, and now there
are unstable conditions (decrease of temperature with
height) throughout the lower atmosphere. Near sunset in
Figure 25.33, there is radiation from the ground, and an
inversion begins to extend from the surface.

Not only does wind direction change but also the wind
speed increases with height above the ground to a maximum
at a height at which speed is equal to the free air or
geostrophic wind speed. The rate of change of wind speed
with height is affected by the atmospheric conditions. It is
also affected by the terrain. The buildings in urban areas,
for example, slow the air close to the ground, meaning that
the maximum speed occurs at a greater height than, for
example, over level country.

The third factor affecting dispersion is turbulence.
Mechanical turbulence is caused by the roughness of
the Earth’s surface. Away from the surface, convective
turbulence (heated air rising and cooler air falling) becomes
increasingly important. The amount of turbulence and
the height to which it operates depends on the surface
roughness, wind speed and atmospheric stability.

The problem for the designer is to determine the
appropriate stack height. This is illustrated in Figure 25.34.
This shows that the effective stack height is a combination
of the actual stack height and the plume rise. The plume rise
is a function of discharge velocity, temperature of emission
and atmospheric stability3.

The emissions from the stack itself must comply with
environmental regulations relating to concentration and
flowrate of pollutants. However, the stack must also be
high enough such that any pollutant reaching the ground
must be lower than ground level concentrations specified by
the regulatory authorities. Pollution concentration at ground
level depends on many factors, the most important being:

• height of the emitting stack
• velocity and temperature of the emission from the stack
• wind speed
• atmospheric stability
• nature of the surrounding terrain.

Calculation of pollution concentration at ground level
requires specialized modeling techniques that are outside
the scope of this text.

25.9 ENVIRONMENTAL DESIGN FOR
ATMOSPHERIC
EMISSIONS – SUMMARY

Emissions to atmosphere can be categorized according
to their phase (gas, vapor, liquid and solid). Industrial
emissions of major concern are:

• VOCs
• NOx

• SOx

• CO
• CO2

• Particulates
• PM10

• PM2.5

Urban smog, acid rain, ozone layer disruption and the
greenhouse effect are environmental problems caused by
atmospheric emissions.

Solid (particulate) emissions are produced from incom-
plete combustion of fuels, solids, drying operations, crush-
ing and grinding operations, solids handling operations, and
so on. The largest volume of emissions is from products of
combustion (CO2, CO, NOx , SOx and particulates). Acid

Actual Stack Height

Effective Stack Height

Plume Rise

Figure 25.34 Stack height.
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gases are produced by chemical production (CO2, NOx ,
SOx , H2S, HCl). Vapor emissions are often more difficult
to deal with because of the variety of sources.

Remediation processes to deal with atmospheric emis-
sions include:

• removal of particulates
• condensation
• membranes
• adsorption
• physical absorption
• chemical absorption
• thermal oxidation
• gas dispersion.

The hierarchy of control of VOC emissions is:

• eliminate or reduce its source
• recover for reuse
• recover for treatment and disposal
• treatment and disposal of the VOC-laden gas stream.

Four methods can be used for VOC recovery:

• condensation
• membranes
• absorption
• adsorption.

Once VOCs have been minimized at source and recovery
possibilities have been exhausted, then any residual VOC
needs to be destroyed using:

• flares
• thermal oxidation
• catalytic thermal oxidation
• gas turbines
• bioscrubbers
• biofiltration.

Atmospheric sulfur emissions can be minimized at source
by improving the process yields and desulfurization of fuels
prior to combustion. The difficulty of fuel desulfurization is
solid > liquid > gas. Sulfur can be removed from emissions
either as SO2 or H2S. Removal of the H2S can be by:

• physical absorption
• chemical absorption
• gasification of material followed by H2S removal
• partial oxidation to elemental sulfur.

Removal of SO2 can be by:

• absorption using sodium hydroxide
• wet limestone scrubbing
• Wellman–Lord process
• or many other methods.

NOx (principally NO and NO2) are produced in chemical
production, metal and mineral processing and combustion
of fuels. NOx formed in combustion processes is by
three mechanisms (fuel, thermal and prompt NO). NOx

emissions can be minimized at source by increasing process
yields in chemical production, switching to a fuel with
lower nitrogen content or minimizing NOx formation in
combustion processes. After minimizing the production of
NOx , removal by either oxidation or reduction can be
considered. NOx can be absorbed in hydrogen peroxide,
which forms nitric acid. Reduction is usually carried out
using ammonia:

• without a catalyst in a narrow temperature range (850 to
1100◦C)

• with a catalyst with higher removal efficiency (up to
95%) at lower temperatures (120 to 480◦C).

Flue gas emissions can be minimized at source by:

• increased energy efficiency at the point of use
• increased energy efficiency of the utility system
• improvements to combustion processes
• changing fuel.

Increased energy efficiency at the point of use can be
achieved effectively by improved heat integration. Increased
energy efficiency of the utility system can be improved
through better matching between processes and the utility
system, improved cogeneration, and so on. Improvements to
combustion processes are effective for NOx reduction.

25.10 EXERCISES

1. A storage tank is filled with toluene at 40◦C and has a vent
that is open to the atmosphere:
a. Estimate the concentration of toluene in the vent from the

tank. Is this above a legislative limit of 80 mg·m−3?
b. The concentration of toluene in the vent from the tank is

to be reduced using a refrigerated condensation system. Is it
possible to achieve the legislative requirement of 80 mg·m−3

by cooling the vent to −20◦C?
c. Sketch a flowsheet to recover any volatile organic compounds

from the vent by refrigerated condensation.
d. What problems are likely to be encountered in using such a

refrigerated condensation system?
e. If the legislative limit of 80 mg·m−3 cannot be achieved by

cooling to −20◦C, what would be the required pressure of
the tank to achieve the limit, given the same refrigerated
condensation system? Is this a realistic proposal?

f. Suggest at least three alternatives to refrigerated condensa-
tion that would satisfy the environmental requirement. .

It can be assumed that the molar mass in kilograms at standard
conditions occupies 22.4 m3. The vapor pressures of toluene
can be represented by:

ln P SAT = 9.3935 − 3096.52

T − 53.67
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where P SAT = saturated liquid vapor pressure (bar)
T = absolute temperature (K)

The freezing point of toluene is 95◦C and its molar mass is
92 kg·kmol−1.

2. A covered tank with a volume of 50 m3 is used for the
storage of acetone. The tank has a vent to atmosphere. The
temperature of the storage area changes from 5◦C during the
night to 25◦C during the day. The tank breathes to atmosphere
as a result of the change in temperature. Assume that the
vapor space above the liquid reaches equilibrium with the
temperature of the surrounding air, the vapor follows ideal
gas behavior and that the change in volume of the acetone can
be neglected.
a. Estimate the concentration of acetone in the tank vent

(corrected to standard conditions of 0◦C and 1 atm) as the
temperature begins to rise.

b. Estimate the concentration of acetone in the tank vent
(corrected to standard conditions of 0◦C and 1 atm) at the
maximum temperature.

c. Estimate the change in volume if the tank is on average 20%
full. Assume ideal gas behavior.

d. Estimate the mass of acetone vented to atmosphere from
the expansion assuming a vapor pressure at the average
temperature.

e. Regulations dictate that the concentration and mass of
volatile organic compounds (VOCs) should be related to
the toluene equivalent. Express the concentration and mass
released as toluene equivalent (according to the ratio of
the molar masses). The regulations dictate that the vent
should be a concentration of less than 80 mg·m−3 (toluene
equivalent) if the mass vented is greater than 5000 kg·y−1

toluene equivalent. If the temperature change is assumed to
take place 365 days per year, does this emission violate the
regulations?

f. One way of reducing the mass released would be to operate
the tank with higher average level. What would the average
level need to be in order to reduce the mass released by half?

g. Would you consider the estimate in Part d. above to be high
or low in terms of the concentration and the mass vented?

h. How would you estimate the mass vented more accurately
than taking the vapor pressure at the average temperature?

i. Without using abatement equipment, how would you reduce
the breathing losses resulting from temperature variations
with fixed level in the tank?

It can be assumed that the molar mass in kilograms occupies
22.4 m3 at standard conditions. The molar mass of acetone can
be taken to be 58 kg·kmol−1 and toluene 92 kg·kmol−1. The
vapor pressure of acetone is given by:

ln P SAT = 10.0310 − 2940.46

T − 35.93

where P SAT = saturated liquid vapor pressure (bar)
T = absolute temperature (K)

3. Toluene is used as a solvent for the application of surface
coatings. The solvents evaporate as a result of the application,
creating a problem with for the emission of volatile organic
compounds (VOCs). The legislative framework for the emis-
sion of VOCs requires that the mass load of VOC emissions
allowed to be released to atmosphere should be less than 60%

of the mass of solids deposited during the coating process. The
coating operations are currently depositing 50 t·y−1 of solids.
The concentration of the solids in the coating material is 20%,
the remainder being toluene.
a. Calculate the mass of toluene released during the coating

operations and the mass that needs to be recovered or
destroyed as a result of the legislation.

b. It is proposed to solve the emissions problem by installing
a ventilation system using air to collect the vapors
and to destroy these using thermal oxidation. For safety
reasons, the concentration of the flammable material in the
ventilation system must be less than 30% of the lower
flammability limit. The lower flammability limit for toluene
in air is 1.2% by volume. The release of VOCs can be
assumed to be evenly distributed over 8000 hours per
year of operation. Calculate the air flowrate to the thermal
oxidizer in m3·h−1 required to collect the VOCs that needs
to be destroyed.

c. Toluene is also used for cleaning purposes and is stored on
the site in a covered tank with a volume of 10 m3 that is
maintained on average to be half full. The tank has a vent
to atmosphere. The temperature of the storage area changes
from 5◦C during the night to 30◦C during the day. The
tank breathes to atmosphere as a result of the change in
temperature. Assume that the vapor space above the liquid
reaches equilibrium with the temperature of the surrounding
air, the vapor follows ideal gas behavior and that the change
in volume of the toluene can be neglected. Estimate the
concentration of toluene in the tank vent (corrected to
standard conditions of 0◦C and 1 atm) and the mass released
as a result of the expansion, using the vapor pressure at the
mean temperature.

d. Regulations dictate that the vent should be a concentration
of less than 80 mg·m−3 if the mass vented is greater than
5000 kg·y−1. If the temperature change is assumed to take
place 365 days per year, does this emission violate the
regulations?

It can be assumed that the molar mass in kilograms at standard
conditions occupies 22.4 m3. The vapor pressures of toluene
can be represented by:

ln P SAT = 9.3935 − 3096.52

T − 53.67

where P SAT = saturated liquid vapor pressure (bar)
T = absolute temperature (K)

The freezing point of toluene is 95◦C and its molar mass 92.
4. A flue gas with a flow of 10 Nm3·s−1 (Nm3 = normal

m3) contains 0.1% vol NOx (expressed as NO2 at 0◦C and
1 atm) and 3% vol oxygen. It is proposed to remove NOx by
absorption in water to 100 ppmv for discharge. Whilst NO2

is highly soluble, NO is only sparingly soluble and there
is a reversible reaction in the gas phase between the two
according to:

NO + 1
2 O2 −−−→←−−− NO2

The equilibrium relationship for the reaction is given by:

Ka = pNO2

pNOp0.5
O2
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where Ka is the equilibrium constant for the reaction and p the
partial pressure. At 25◦C, the equilibrium constant is 1.4 × 106

and at 725◦C is 0.14.
a. Calculate the mole ratio of NO2 to NO assuming chemical

equilibrium at 25◦C and at 725◦C.
b. Calculate the flowrate of NO2 and NO assuming chemical

equilibrium at 25◦C and at 725◦C. Assume the kilogram
molar mass occupies 22.4 m3 at standard conditions.

c. It is proposed to remove the NOx by absorption in water at
25◦C. Do you consider this to be a good option if chemical
equilibrium is assumed?

d. In the worst case, if equilibrium is not attained, none of
the NO would react to NO2. Calculate the flowrate of
water to remove the NO to a concentration of 100 ppmv
by absorption in water at 25◦C and 1 atm. The solubility of
NO in water can be assumed to follow Henry’s Law:

xi = yi
∗P
H

where xi = mole fraction of Component i in the liquid
phase

y∗
i = mole fraction of Component i in the vapor

phase in equilibrium with the liquid
P = total pressure
H = Henry’s Law constant

At 25◦C, H = 28 atm for NO. If the concentration in the
gas phase at the exit of the absorber is assumed to be 80% of
equilibrium and gas phase is assumed to be ideal, calculate
the flowrate of water required.

e. Suggest other methods to treat the NOx .
The molar masses of NO and NO2 are 30 kg·kmol−1 and
46 kg·kmol−1 respectively.

5. Coal with the analysis in Table 25.5 is to be burnt in 20%
excess air in a boiler.

Table 25.5 Fuel analysis
for Exercise 5.

Per cent by wt

C 78
O 7
H 3
S 1
Ash 6
H2O 6

The ash contains calcium (0.15% of the coal) and sodium
(0.18% of the coal). Assume that the calcium reacts to calcium
sulfate CaSO4 and the sodium to sodium sulfate Na2SO4.
Assume all the remaining sulfur reacts to SO2. Regulations
on the flue gas are to be based on a dry gas (free of water
vapor) at 0◦C and 1 atm.
a. What proportion of the sulfur in the coal is trapped in the

ash and what proportion is oxidized to SO2?
b. What is the mass of the ash after combustion as a result of

sulfate formation?
c. Calculate the flowrate of the flue gases per kilogram of fuel

for 20% excess air on a dry basis, neglecting any ash carried

from the boiler. Assume the kilogram molar mass occupies
22.4 m3 at standard conditions.

d. Calculate the composition of the flue gas.
Atomic and molar masses are given in Table 25.6.

Table 25.6 Atomic and molar
masses.

Atomic/molar mass
(kg·kmol−1)

H 1
C 12
O 16
N 14
Na 23
S 32
Ca 40
CO2 44
H2SO4 98
CaCO3 100
CaSO4 136
Na2SO4 142

6. Coal with the analysis in Table 25.7 is to be burnt in 20%
excess air in a boiler.

Table 25.7 Fuel anal-
ysis for exercise 6.

% by wt

C 75
O 7
H 3
S 2
Ash 7
H2O 5

The ash contains calcium (0.2% of the coal) and sodium
(0.24% of the coal). Assuming the calcium reacts to form solid
calcium sulfate CaSO4 and the sodium to form solid sodium
sulfate Na2 SO4,
a. what proportion of the sulfur in the coal is trapped in the

ash and what proportion is oxidized to SO2?
b. one method to prevent the emission of the remaining sulfur

as gaseous SO2 is to carry out the combustion in a fluidized
bed with the addition of limestone (CaCO3) to react the
sulfur to calcium sulfate (CaSO4). What mass of limestone
must be added per mass of coal to prevent the emission of
the remaining SO2, assuming a 20% excess of limestone
is added?

c. in what other way could limestone be used to prevent the
emission of the SO2? Write down the key reactions and
steps in the process. What advantages could the alternative
method have?

d. an alternative to the react of SO2 with limestone is to recover
the SO2 in a Wellman–Lord process. If the resulting SO2 is
converted to sulfuric acid, how much sulfuric acid (as 100%
pure) would be produced per mass of coal combusted?

Atomic and molar masses are given in Table 25.6.
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7. A gas turbine with power output of 10.7 MW and an efficiency
of 32.5% burns natural gas. In order to reduce the NOx

emissions to the environmental limits, 0.6 kg steam is injected
into the combustion per kg of fuel. The airflow through the
gas turbine is 41.6 kg·s−1. The composition of the natural gas
can be assumed to be effectively 100% methane with a molar
mass of 16 kg·kmol−1. The kilogram molecular volume can be
assumed to occupy 22.4 m3 at standard conditions.
a. Calculate the mass flowrate of natural gas. The fuel value of

the natural gas is 34.9 MJ·m−3 at the standard conditions.
b. Calculate the flowrate of steam for NOx abatement.
c. Without the steam flow, the turbine produces

10.7 MW power. Assuming the power output is propor-
tional to the mass flow through the turbine, estimate the
power output with NOx abatement.

d. Assume that the steam used for NOx abatement was raised in
a boiler burning natural gas (assumed to be 100% methane)
with an efficiency of 90%. The condition of the steam is
20 bar and 350◦C with an enthalpy of 3138 kJ·kg−1 and
is raised from boiler feedwater at 100◦C with an enthalpy
of 420 kJ·kg−1. Estimate the total CO2 emissions from the
boiler and the gas turbine.

e. Instead of using a gas turbine, a steam turbine could have
been used to generate power. For an ideal expansion of the
20 bar steam to 0.075 bar in a steam turbine, a flowrate of
3.7 kg of steam is required per kWh of power production.
The steam turbine can be assumed to have an efficiency of
0.75. Calculate the CO2 emissions using the power output
calculated from Part c as the basis.

f. Compare the emissions from the gas turbine and steam
turbine for power generation. Suggest why one process is
better than the other.
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26 Water System Design

In the past, water has been assumed to be a limitless low-
cost resource. However, there is now increasing awareness
of the danger to the environment caused by the overextrac-
tion of water. In some locations, future increases in water
use are being restricted. At the same time, the imposition
of ever-stricter discharge regulations has driven up effluent
treatment costs, requiring capital expenditure with little or
no productive return. Figure 26.1 shows a schematic of a
greatly simplified water system for a processing site. Raw
water enters the processing environment and might need
some raw water treatment. This might be something as
simple as sand filtration. In many instances, the raw water
supply is good enough to enter the processes directly. Water
is used in various operations as a reaction medium, sol-
vent in extraction processes, for cleaning, and so on. Water
becomes contaminated and is discharged to effluent. Also,
as shown in Figure 26.1, some of the raw water is required
for the steam system. It first requires upgrading in boiler
feed water treatment to remove suspended solids, dissolved
salts and the dissolved gases before being fed to the steam
boiler, as discussed in Chapter 23. Deionized water might
also be required for process use. The steam from steam boil-
ers is distributed and some of the steam condensate is not
returned to boilers, but lost to effluent. The boiler requires
blowdown to remove the build up of solids, as discussed
in Chapter 23. Also, as discussed in Chapter 23, the ion-
exchange beds used to remove dissolved salts and soluble
ions need to be regenerated by saline solutions or acids
and alkalis and this goes to effluent. Finally, as shown in
Figure 26.1, water is used in evaporative cooling systems
to make up for the evaporative losses and blowdown from
the cooling water circuit, as discussed in Chapter 24. All of
the effluents tend to be mixed together, along with contam-
inated storm water, treated centrally in a wastewater treat-
ment system and discharged to the environment. It is usual
for most of the water entering the processing environment to
leave as wastewater. If the use of water can be reduced, then
this will reduce the cost of water supplied. However, it will
also reduce the cost of effluent treatment, as a result of most
of the water entering the processing environment leaving as
effluent. There is thus considerable incentive to reduce both
freshwater consumption and wastewater generation.

Figure 26.2a shows three operations, each requiring fresh-
water and producing wastewater. By contrast, Figure 26.2b
shows an arrangement where there is a reuse of water from
Operation 2 to Operation 1. Reusing water in this way reduces

Chemical Process Design and Integration R. Smith
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both the volume of the freshwater and the volume of wastew-
ater, as the same water is used twice. However, for such an
arrangement to be feasible, any contamination level at the
outlet of Operation 2 must be acceptable at the inlet of Oper-
ation 1. Not all operations require the highest quality of water.
For example, the extraction process described in Section 11.7
for desalting crude oil prior to distillation does not need the
highest quality water. Some level of contamination is accept-
able, but certain specific contaminants (e.g. hydrogen sulfide
and ammonia in the case of crude oil desalting) can cause
problems. Another example would be a multistage wash-
ing operation. Low quality water could be used in the initial
stages, and high-quality water used in the final stages. There
are many examples when water with some level of certain
contaminants is acceptable for use rather than using the high-
est quality water.

Figures 26.2c and 26.2d both show arrangements involv-
ing regeneration. Regeneration is a term used to describe
any treatment process that regenerates the quality of water
such that it is acceptable for further use. Figure 26.2c shows
regeneration reuse where the outlet water from Operation 2
is too contaminated to be used directly into Operation 3. A
regeneration process between the two allows reuse to take
place. Regeneration reuse reduces both the volume of the
freshwater and the volume of the wastewater, as with reuse,
but also removes part of the effluent load (i.e. kilograms of
contaminant). The regeneration, in addition to allowing a
reduction in the water volume, also removes part of the
contaminant load that would have to be otherwise removed
in the final effluent treatment before discharge.

A third option is shown in Figure 26.2d where a regen-
eration process is used on the outlet water from the opera-
tions and the water is recycled. The distinction between the
regeneration reuse shown in Figure 26.2c and the regenera-
tion recycling shown in Figure 26.2d is that in regeneration
reuse the water only goes through any given operation once.
Figure 26.2c shows that the water goes from Operation 2
to regeneration, then to Operation 3 and then discharge. By
contrast, in Figure 26.2d, the water can go through the same
operation many times. Regeneration recycling reduces the
volume of freshwater and wastewater and also reduces the
effluent load by virtue of the regeneration process taking
up part of the required effluent treatment load.

Regeneration reuse and regeneration recycling are similar
in terms of their outcomes. Regeneration recycling allows
larger reductions in the freshwater use and wastewater gen-
eration than in the regeneration reuse. However, problems
can be encountered with regeneration recycling. Regenera-
tion costs can be high. What is usually a greater problem
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Figure 26.1 A typical water and effluent treatment system.
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Figure 26.2 Water reuse and regeneration.

though, is that the recycling can allow the build up of unde-
sired contaminants in the recycle, such as microorganisms
or products of corrosion. These contaminants not removed
in the regeneration might build up to the extent of creating
problems to the process.

As shown in Figure 26.1, all of the wastewater was
collected together and treated centrally before discharge.

Another way to deal with the effluent treatment is by dis-
tributed effluent treatment or segregated effluent treatment.
The basic idea is illustrated in Figure 26.3. In addition to
some reuse of water between Operation 2 and Operation 1,
some local treatment (distributed treatment) is taking place
on the outlet of Operation 1 and on the outlet of Operation
3 before going to final wastewater treatment and discharge.
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Figure 26.3 Distributed effluent treatment.

Another feature of the arrangement in Figure 26.3 is that a
number of the effluents are no longer being treated before
discharge. The arrangement in Figure 26.1 is such that the
more contaminated effluents from the outlet of Operations 1,
2 and 3 need to be diluted by the less contaminated streams
before being treated and discharged. By contrast, as shown
in Figure 26.3, the pretreatment on the outlet of Operation 1
and Operation 3 is such that the dilution is no longer required
before final effluent treatment and discharge. This means that
the streams with only light contamination now no longer need
to be treated.

The capital cost of generally aqueous waste treatment
operations is generally proportional to the total flow of
wastewater and the operating cost generally increases with
decreasing concentration for a given mass of contaminant
to be removed. Thus, if two streams require different treat-
ment operations, it makes no sense to mix them and treat
the two streams in both treatment operations. This will
increase both capital and operating costs. The concept of
distributed effluent treatment is one that tends to treat efflu-
ents before they are mixed together. Treatment is made
specific to individual (or small numbers of) contaminants
while still concentrated. The benefit is that, by avoiding
mixing, this increases the potential to recover material, lead-
ing to less waste and lower cost of raw materials. However,
the overriding benefit is usually that the effluent volume to
be treated is reduced significantly, leading to lower effluent
treatment costs overall.

Before developing more systematic ways of designing
water systems, first consider the general issues of water
contamination and treatment.

26.1 AQUEOUS CONTAMINATION

There are two significant reasons why water contamination
needs to be considered. The first is that aqueous effluent
must comply with environmental regulations before dis-
charge. The concentration, and perhaps load, of contamina-
tion of various specified contaminants must be less than the
regulatory requirements. The second reason is that contam-
inant levels will affect the feasibility of reuse and recycling
of water, as shown in Figure 26.2. If water is to be reused or
recycled, then the level of inlet contamination to the opera-
tion receiving reused or recycled water must be acceptable.
What types of contamination need to be considered?

Consider first aqueous emissions of organic waste
material. When this is discharged to the receiving water,
bacteria feed on the organic material. This organic material
will eventually be oxidized to stable end products. Carbon
in the molecules will be converted to CO2, hydrogen to
H2O, nitrogen to NO3

−, sulfur to SO4
2− and so on. As an

example, consider the degradation of urea:

CH4N2O
urea

+ 9
2 O2

oxygen
−−−→ CO2

carbon
dioxide

+ 2H2O
water

+ 2NO3
−

nitrate

This equation indicates that every molecule of urea requires
9/2 molecules of oxygen for complete oxidation. The
oxygen required for the reactions depletes receiving water
of oxygen, causing the death of aquatic life. Standard tests
have been developed to measure the amount of oxygen
required to degrade a sample of wastewater1 – 3.
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1. Biochemical oxygen demand (BOD). A standard test has
been devised to measure biological oxygen demand (BOD)
in which the oxygen utilized by microorganisms in contact
with the wastewater over a five-day period at 20◦C is
measured (usually termed BOD5). The period of the test
can be extended to a much longer period (in excess of
20 days) to measure the ultimate demand. While the BOD5

test gives a good indication of the effect the effluent will
have on the environment, it requires five days to carry out
(or longer for the ultimate BOD). Other tests have been
devised to accelerate the oxidation process.

2. Chemical oxygen demand (COD). In the chemical oxi-
dation demand (COD) test, oxidation with acidic potassium
dichromate is used. A catalyst (silver sulfate) is required to
assist oxidation of certain classes of organic compounds.
Chemical oxygen demand results are generally higher than
BOD5, since the COD test oxidizes materials that are only
slowly biodegradable. Although the COD test provides a
strong oxidizing environment, certain organic compounds
are oxidized only slowly, or not at all.

The ratio of BOD5 to COD varies according to the
contamination. The ratio can vary between 0.05 and 0.8,
depending on the chemical species2. Domestic sewage has
a value of typically around 0.374. An average value across
all types of contaminants is around 0.35.

3. Total oxygen demand (TOD). The total oxygen demand
(TOD) test measures the oxygen consumed when a sample
of wastewater is oxidized in a stream of air at high
temperature (900◦C) in a furnace. Under these harsh
conditions, all the carbon is oxidized to CO2. The oxygen
demand is calculated from the difference in oxygen content
of the air before and after oxidation. The resulting value
of TOD embraces oxygen required to oxidize both organic
and inorganic substances present.

The relationship between BOD5, COD and TOD for the
same organic waste is in the order,

BOD5 < COD < TOD

4. Total organic carbon (TOC). The total organic carbon
(TOC) test measures the carbon dioxide produced when a
sample of wastewater is subjected to a strongly oxidizing
environment. One option is to oxidize the sample in a
stream of air at a high temperature (800 to 900◦C) in a
furnace, similar to the TOD test, but measuring the change
in CO2 rather than the change in O2. Rather than using
high temperature in a furnace, other strongly oxidizing
environments (e.g. chemical oxidation) can also be used. To
obtain the TOC requires that inorganic carbon compounds
must be removed prior to test, or results corrected for their
presence. The inorganic carbon can be removed prior to test
by adding acid to convert the inorganic carbon to carbon
dioxide that must be stripped from the sample by a sparge
carrier gas.

A chemical process is designed from knowledge of
physical concentrations, whereas aqueous effluent treatment
systems are designed from knowledge of BOD5 and COD.
Thus, the relationship between BOD5 and COD and the
concentration of waste streams leaving the process needs
to be established. Without measurements, relationships
can only be established approximately. The relationship
between BOD5 and COD is not easy to establish, since
different materials will oxidize at different rates. To
compound the problem, many wastes contain complex
mixtures of oxidizable materials, perhaps together with
chemicals that inhibit the oxidation reactions.

If the composition of the waste stream is known, then the
theoretical oxygen demand (ThOD) can be calculated from
the appropriate stoichiometric equations. As a first level of
approximation, it can be assumed that the ThOD would
be equal to the COD. The following example will help to
clarify these relationships.

Example 26.1 A process produces an aqueous waste stream
containing 0.1 mol % acetone. Estimate the COD and BOD5 of
the stream.

Solution First, calculate the ThOD from the equation that
represents the overall oxidation of the acetone:

(CH3)2CO
acetone

+ 4O2

oxygen
−−−→ 3CO2

carbon
dioxide

+ 3H2O
water

Approximating the molar density of the waste stream to be that of
pure water (i.e. 56 kmol·m−3), then theoretical oxygen demand

= 0.001 × 56 × 4 kmol O2·m−3

= 0.001 × 56 × 4 × 32 kg O2·m−3

= 7.2 kg O2·m−3

Thus

COD ∼= 7.2 kg·m−3

BOD5
∼= 7.2 × 0.35

∼= 2.5 kg·m−3

Effluent treatment regulations might specify a level of
BOD5, COD or both. Increasingly, the tendency is toward
the specification of toxicity. This measures the toxicity of an
effluent to some kind of living species. Other contaminants
that might be specified are:

• specifically nominated contaminants (e.g. phenol, ben-
zene, etc),

• heavy metals (e.g. chromium, cobalt, vanadium, etc.),
• halogenated organic compounds,
• organic nitrogen,
• organic sulfur,
• nitrates,
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• phosphates,
• suspended solids,
• pH, and so on.

In addition to the levels of contamination, typically
specified as parts per million (ppm) or milligrams per liter
(mg·l−1), there might be regulations for the total discharge
of a contaminant in kilograms per day (kg·d−1) or tons per
year (t·y−1). There might also be a specification for the
maximum effluent temperature.

Water treatment processes can be classified in order as1:

• Primary (or pretreatment)
• Secondary (or biological)
• Tertiary (or polishing)

26.2 PRIMARY TREATMENT
PROCESSES

Primary or pretreatment of wastewater can involve either
physical or chemical treatment, depending on the nature of
the contamination, and serves three purposes:

• Allows reuse or recycling of water;
• Recovers useful material where possible;
• Prepares the aqueous waste for biological treatment by

removing excessive load or contaminants that will inhibit
the biological processes in biological treatment.

The pretreatment processes may be most effective when
applied to individual waste streams from particular pro-
cesses or process steps before effluent streams are combined
for biological treatment.

A brief review of the primary treatment methods will
now be given1 – 3. Pretreatment usually starts with phase
separation if the effluent is a heterogeneous mixture.

1. Solids separation. Methods used for solids separation
include most of the commonly used techniques:

• Sedimentation
• Centrifugal separation
• Filtration.

Clarifiers can be used, as discussed in Chapter 8 and as
illustrated in Figure 8.2. As an example of the effectiveness
of clarifiers, in petroleum refinery applications, they are
capable of removing typically 50 to 80% of suspended
solids, together with 60 to 95% of dispersed hydrocarbon
(which rises to the surface), 30 to 60% of BOD5 and 20 to
50% of COD5. The performance depends on the design and
the effluent being treated. The performance can be enhanced
by the use of chemical additives. The chemical additives
neutralize the electric charges on the particles that cause
them to repel each other and remain dispersed.

Settling to remove solids from aqueous effluent can be
enhanced by the use of centrifugal forces in hydrocyclones.
Their design was discussed in Chapter 8. For solids
removal, the solids are driven toward the wall of the
hydrocyclone and removed from the base. Centrifugation
can also be used for solids removal, but restricted to smaller
volumes. Solids removal by centrifugation can typically be
in the range 50 to 80%, increasing to typically 80 to 95%
with chemical addition.

Filtration can be used to remove solid particles down to
around 10 µm. Both cake filtration and depth filtration can
be used, as discussed in Chapter 8.

2. Coalescence. Coalescence by gravity in simple settling
devices can often be used to separate immiscible liq-
uid–liquid mixtures. The coalescence can be enhanced by
the use of mesh pads and centrifugal forces, as discussed in
Chapter 8.

In petroleum and petrochemical plants, a common device
used for the separation of dispersed hydrocarbon liquids
from aqueous effluent is the American Petroleum Institute
(API) separator, as illustrated in Figure 26.4. This is a
simple settling device in which the effluent enters a large
volume. The resulting low velocity allows light particles
of hydrocarbon to rise to the surface and any heavy solid
particles to settle to the base of the device. Rakes might
be employed to move the light material along the surface
and the heavy material along the base for collection. The
light material can be removed using a scum skimmer.
This, for example, could be as simple as a horizontal pipe
with a slot in its upper surface. Rotation of the device,
such that the slot is just below the surface of the liquid
allows the light material (hydrocarbon) to overflow into
the pipe for collection. In petroleum refinery applications,
API separators typically remove 60 to 99% of dispersed
hydrocarbon liquids, together with 10 to 50% of suspended
solids, 5 to 40% of BOD5 and 5 to 30% of COD5. It is a
very simple device used for the first stage of treatment. The
performance depends on the design and the effluent being
treated, and the performance can be enhanced by the use
of chemical additives.

Centrifugal forces can also be exploited in hydrocy-
clones. As discussed in Chapter 8, designs are different for
the removal of solids and dispersed oil. In contrast to solids

Treated
Water

Scum Skimmer

Collector

Feed

Sludge

Figure 26.4 A typical API (American Petroleum Insti-
tute) separator.
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removal, for oil removal, the water is driven to the wall of
the hydrocyclone and the treated water removed from the
base. Performance for the removal of oil from an aqueous
effluent is typically in the range 70 to 90%.

3. Flotation. Flotation can be used to separate solid or
immiscible liquid particles from aqueous effluent, as
discussed in Chapter 8. These particles should have a lower
density than water and be naturally hydrophobic. Typical
applications include removal of dispersed hydrocarbon
liquids from petroleum and petrochemical effluents and
removal of fibers from pulp and paper effluents. Direct
air injection is usually not the most effective method
of flotation. Dissolved-air flotation is usually superior. In
dissolved-air flotation, air is dissolved in the effluent under
a pressure of several atmospheres and then liberated in
the flotation cell by reducing the pressure, as discussed
in Chapter 8. The fine air bubbles attach to the particles
and rise to the surface. Once the particles have floated
to the surface, they are collected by skimming. Flotation
is particularly effective for the separation of very small
and light particles. As an example of the performance
of such units, when applied to effluent from a petroleum
refinery, dissolved-air flotation can typically remove 70 to
85% of dispersed oil and 50 to 85% of suspended solids,
together with 20 to 70% of BOD5 and 10 to 60% of
COD5. The performance depends on the equipment design
and the effluent being treated. In such applications, it is
normally used after an API separator has been used for
preliminary treatment.

4. Membrane processes. Conventional filtration processes
can separate particles down to a size of around 10 µm. If
smaller particles need to be separated, a porous polymer
membrane can be used. Microfiltration retains particles
down to a size of around 0.05 µm. A pressure difference
across the membrane of up to 4 bar is used. The two most
commonly used arrangements are spiral wound and hollow
fiber, as discussed in Chapter 8.

In ultrafiltration, the effluent is passed across a semiper-
meable membrane (see Chapter 10). Water passes through
the membrane, while submicron particles and large
molecules are rejected from the membrane and concen-
trated. The membrane is supported on a porous medium
for strength, as discussed in Chapter 10. Ultrafiltration is
used to separate very fine particles (typically in the range
0.001 to 0.02 µm), microorganisms and organic compo-
nents with molar mass down to 1000 kg·kmol−1. Pressure
drops are usually in the range 1.5 to 10 bar.

Reverse osmosis and nano-filtration are high-pressure
membrane separation processes (typically 10 to 50 bar for
reverse osmosis and 5 to 20 bar for nano-filtration), which
can be used to reject dissolved inorganic salt or heavy
metals. The processes were discussed in Chapter 10 and
are particularly useful for removal of ionic species, such

as sodium, magnesium, nitrate, sulfate, chloride ions, and
so on. Depending on the membrane system design and the
ionic species, these can be removed with an efficiency of
up to 85 to 99%.

Configurations used include tubes, plate-and-frame
arrangements and spiral wound modules. Spiral wound
modules should be treated to remove particles down
to 20 to 50 µm, while hollow fiber modules require
particles down to 5 µm to be removed. If neces-
sary, pH should be adjusted to avoid extremes of pH.
Also, oxidizing agents such as free chlorine must be
removed. Because of these restrictions, reverse osmo-
sis is only useful if the wastewater to be treated is
free of heavy contamination. The concentrated waste
material produced by membrane processes should be
recycled if possible but might require further treatment
or disposal.

Electrodialysis can be an alternative to reverse osmosis,
as discussed in Chapter 10.

5. Stripping. Volatile organic compounds and dissolved
gases can be stripped from wastewater. The usual arrange-
ment would involve wastewater being fed down through
a column with packing or trays and the stripping agent
(usually steam or air) fed to the bottom of the column.

If steam is used as a stripping agent, either live steam or
a reboiler can be used. The use of live steam increases
the effluent volume. The volatile organic materials are
taken overhead, condensed and, if possible, recycled to the
process. If recycling is not possible, then further treatment
or disposal is necessary. A common application of steam
stripping is the stripping of hydrogen sulfide and ammonia
from water in petroleum refinery operations to regenerate
contaminated water for reuse. If significant quantities of
both H2S and NH3 need to be stripped, then this can be
a problem. At pH less than 7, the ammonia is present
predominantly as NH4

+ and it will not readily strip. At a
pH of 12, the ammonia is present in solution predominantly
as free NH3 and will strip much more readily. If H2S
also needs to be stripped, then below a pH of 6.5, H2S
is stripped preferentially. Thus, if significant quantities of
both H2S and NH3 need to be stripped, then it might be
necessary to use a two-stage stripping operation. One is
carried out at low pH (e.g. by the addition of sulfuric acid
before stripping) to strip the H2S. The other is carried out
after adjusting to high pH (e.g. by the addition of sodium
hydroxide before stripping) to strip the NH3.

Steam stripping is capable of removing typically 90 to
99% H2S, 90 to 97% NH3 and 75 to 99% organic materials.
It should be noted though, that some organic materials are
resistant to steam stripping and it is thus not a universal
solution to contamination with organic materials.

If air is used as a stripping agent, further treatment of
the stripped material will be necessary. The gas might be
fed to a thermal oxidizer or some attempt made to recover
material by use of adsorption.
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6. Crystallization. If contamination in wastewater has a
solubility that varies significantly with temperature, then
cooling might allow crystallization of a significant propor-
tion of the contamination. Crystallization was discussed in
Chapter 10. Unfortunately, cooling crystallization to treat
wastewater streams might require the use of refrigeration
to cool below cooling water temperature and this can be
expensive to install and incur a high cost of power to oper-
ate. An alternative way to create supersaturation is to use
evaporation, as discussed in Chapter 10. This can be expen-
sive to operate in terms of the heat required for evaporation,
unless the heat required can be supplied by heat recovery,
or the latent heat available in the evaporated water can be
recovered. An additional benefit is the production of rela-
tively clean water from the evaporated water.

7. Evaporation. An extreme case of the use of evaporative
crystallization is to use evaporation to simply concentrate
the contamination as a concentrated waste stream. This will
generally only be useful if the wastewater is low in volume
and the waste contamination is nonvolatile. The relatively
pure evaporated water might still require treatment after
condensation if it is to be disposed of. The concentrated
waste can then be recycled or sent for further treatment
or disposal. As with evaporative crystallization, the cost of
energy for such operations can be prohibitively expensive,
unless the heat required for evaporation can be supplied by
heat recovery, or the heat available in the evaporated water
can be recovered.

8. Liquid–liquid extraction. With liquid–liquid extraction,
wastewater containing organic waste is contacted with a
solvent in which the organic waste is more soluble. The
waste is then separated from the solvent by evaporation or
distillation and the solvent recycled.

One common application of liquid–liquid extraction is
the removal and recovery of phenol and compounds of
phenol from wastewaters. Although phenol can be removed
by biological treatment, only limited levels can be treated
biologically. Variations in phenol concentration are also
a problem with biological treatment, since the biological
processes take time to adjust to the variations.

9. Adsorption. Adsorption can be used for the removal of
organic compounds (including many toxic materials) and
heavy metals (especially when complexed with organic
compounds). Activated carbon is primarily used as the
adsorbent, although synthetic resins are also used. Both
fixed and moving beds can be used, but fixed beds are by
far the most commonly used arrangement. For activated car-
bon, the removal of organic compounds depends, amongst
other things, on the molar mass and the polarity of the
molecule. A general trend is that nonpolar molecules (e.g.
benzene) tend to adsorb more readily than polar molecules
(e.g. methanol) on activated carbon. As an example, adsorp-
tion with activated carbon when applied to petroleum

refinery effluent can remove typically 70 to 95% BOD5 and
70 to 90% COD, depending on the effluent being treated5.

As the adsorbent becomes saturated, regeneration is
required. When removing organic materials, activated
carbon can be regenerated by steam stripping or heating in
a furnace. Stripping allows recovery of material, whereas
thermal regeneration destroys the organic material. Thermal
regeneration requires a furnace with temperatures above
800◦C to oxidize the adsorbates. This causes a loss of
carbon of around 5 to 10% per regeneration cycle.

10. Ion exchange. Ion exchange is used for selective ion
removal and finds some application in the recovery of
specific materials from wastewater, such as heavy metals.
As with adsorption processes, regeneration of the medium
is necessary. Resins are regenerated chemically, which
produces a concentrated waste stream requiring further
treatment or disposal.

11. Wet oxidation. In wet oxidation, an aqueous mixture is
heated in the liquid phase under pressure in the presence
of air or pure oxygen, which oxidizes the organic material.
The efficiency of the oxidation process depends on reaction
time and pressure. Temperatures of 150 to 300◦C are used,
together with pressures of 3 to 200 bar, depending on the
process and the nature of the waste being treated and
whether a catalyst is used. Oxidation at low temperatures
and pressures is only possible if a catalyst is used. Carbon
is oxidized to CO2, hydrogen to H2O, chlorine to Cl−,
nitrogen to NH3 or N2, sulfur to SO4

2−, phosphorous to
PO4

2−, and so on.
Wet oxidation is particularly effective in treating aqueous

wastes containing organic contaminants with a COD up
to 2% prior to biological treatment. Chemical oxygen
demand can be reduced by up to 95% and organic halogen
compounds by up to 95%. Organic halogen compounds are
particularly resistant to biological degradation. If designed
for a specific organic contaminant (e.g. phenol), removal
can be 99% or greater. Wet oxidation is often used prior to
biological treatment to pretreat wastes that would otherwise
be resistant to biological oxidation.

A basic flowsheet for a wet oxidation process is shown in
Figure 26.5. Although the oxidation reactions release heat,
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Figure 26.5 A typical wet oxidation process.
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the process might still require a net input of heat from an
external source (e.g. steam or hot oil). In some cases, the
heat release can be high enough to avoid the need for an
external source of heat. The largest cost associated with
the process is the capital cost of the high-pressure reactor,
which normally has an internal titanium cladding.

12. Chemical oxidation. Chemical oxidation can be used
for the oxidation of organic contaminants that are difficult to
treat biologically. It can be used to kill microorganisms by
oxidation. When used before biological treatment, organic
pollutants that are difficult to treat biologically can be
oxidized to simpler, less refractory organic compounds.
Chlorine (as gaseous chlorine or hypochlorite ion) can
be used. In solution, chlorine reacts with water to form
hypochlorous acid (HOCl) according to:

Cl2 + H2O −−−→ HOCl + HCl

HOCl −−−→←−−− H+ + OCl−

Then, for example, the reaction for nitrogen removal is:

2NH3 + 3HOCl −−−→ N2 + 3H2O + 3HCl

Heterogeneous solid catalysts can enhance the performance.
Chlorination has the disadvantage that small quantities of
undesirable halogenated organic compounds can be formed.

Hydrogen peroxide is another common oxidizing agent.
It is used as a 30 to 70% solution for the treatment of:

• cyanides
• formaldehyde
• hydrogen sulfide
• hydroquinone
• mercaptans
• phenol
• sulfites and so on.

Ozone can also be used as an oxidizing agent, but because
of its instability, it must be generated on-site. It is a
powerful oxidant for some organic materials, but others are
oxidized only slowly or not at all. Ozone is only suitable
for low concentrations of oxidizable materials. A common
use is for the sterilization of water.

The effectiveness of these chemical oxidizing agents is
enhanced by the presence of ultraviolet (UV) light and solid
catalysts. Chemical oxidation is also sometimes applied
after biological treatment.

13. Sterilization. In some processes, such as food and
beverage and pharmaceutical processes, water might need
to be sterilized before it is reused or recycled. Chemical
oxidation (e.g. ozonation) can be used. Ultraviolet light is
an alternative for lightly contaminated water. Alternatively,
a combination of chemical oxidation and UV light can be

used. Also, heat treatment (pasteurization) can be used.
Heat treatment of water to 80◦C provides sterilization that
is often good enough for many purposes.

14. pH adjustment. The pH of the wastewater often needs
adjustment prior to reuse, discharge or biological treatment.
For biological treatment, the pH is normally adjusted to
between 8 and 9. Bases used include sodium hydroxide,
calcium oxide and calcium carbonate. Acids used include
sulfuric acid and hydrochloric acid.

15. Chemical precipitation. Chemical precipitation fol-
lowed by solids separation is particularly useful for separat-
ing heavy metals. The heavy metals of particular concern in
the treatment of wastewaters include cadmium, chromium,
copper, lead, mercury, nickel and zinc. This is a particu-
lar problem in the manufacture of dyes and textiles and in
metal processes such as pickling, galvanizing and plating.

Heavy metals can often be removed effectively by
chemical precipitation in the form of carbonates, hydroxides
or sulfides. Sodium carbonate, sodium bisulfite, sodium
hydroxide and calcium oxide can be used as precipitation
agents. The solids precipitate as a floc containing a large
amount of water in the structure. The precipitated solids
need to be separated by thickening or filtration and recycled
if possible. If recycling is not possible, then solids are
usually disposed of to landfill.

The precipitation process tends to be complicated when
a number of metals are present in solution. If this is
the case, then the pH must be adjusted to precipitate out
the individual metals, since the pH at which precipitation
occurs depends on the metal concerned.

26.3 BIOLOGICAL TREATMENT
PROCESSES

In secondary or biological treatment, a concentrated mass
of microorganisms is used to break down organic matter
into stabilized wastes. The degradable organic matter in the
wastewater is used as food by the microorganisms. Biolog-
ical growth requires supplies of oxygen, carbon, nitrogen,
phosphorus and inorganic ions such as calcium, magnesium,
and potassium. Domestic sewage satisfies the requirements,
but industrial wastewaters may lack nutrients and this can
inhibit biological growth. In such circumstances, nutrients
may need to be added. As the waste treatment progresses,
the microorganisms multiply producing an excess of this
sludge, which cannot be recycled.

There are three main types of biological process1 – 3:

1. Aerobic. Aerobic reactions take place only in the
presence of free oxygen and produce stable, relatively inert
end products such as carbon dioxide and water. Aerobic
reactions are by far the most widely used. The oxidation
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reactions are of the type:



C
O
H
N
S




Organic
matter

+ O2 + [Nutrients] −−−→ CO2 + H2O

+ NH3 + [Cells] + [Other end products]

Endogenous respiration reactions also occur, which reduce
the sludge formation:

[Cells] + O2 −−−→ CO2 + H2O + NH3 + [Energy]

Nitrification reactions can occur, in which organic nitrogen
and ammonia are converted to nitrate:

Organic Nitrogen −−−→ NH4
+

NH4
+ + CO2 + O2 −−−→ NO2

−

+ H2O + [Cells] + [Other end products]

NO2
− + CO2 + O2 −−−→ NO3

−

+ [Cells] + [Other end products]

The nitrification reactions are inhibited by high concentra-
tions of ammonia.

2. Anaerobic. Anaerobic reactions function without the
presence of free oxygen and derive their energy from
organic compounds in the waste. Anaerobic reactions
proceed relatively slowly and lead to end products that are
unstable and contain considerable amounts of energy, such
as methane and hydrogen sulfide.




C
O
H
N
S




Organic
matter

+ [Nutrients] −−−→ CO2 + CH4

+ [Cells] + [Other end products]

3. Anoxic. Anoxic reactions also function without the pres-
ence of free oxygen. However, the principal biochemical
pathways are not the same as in anaerobic reactions, but
are a modification of aerobic pathways and hence termed
anoxic. Anoxic reactions are used for denitrification to con-
vert nitrate to nitrogen:

NO3
− + BOD −−−→ N2 + CO2 + H2O + OH− + [Cells]

Various methods are used to contact the microorganisms
with the wastewater. In a completely mixed system, the

hydraulic residence time of the wastewater and the solids
residence time of the microorganisms would be the same.
Thus, the minimum hydraulic residence time would be
defined by the growth rate of the microorganisms. Since the
crucial microorganisms can take considerable time to grow,
this would lead to hydraulic residence times that would be
prohibitively long. To overcome this, a number of methods
have been developed to decouple the hydraulic and solids
residence times.

1. Aerobic digestion. The suspended growth or activated
sludge method is illustrated in Figure 26.6. Biological
treatment takes place in a tank where the waste is mixed
with a flocculated biological sludge. To maintain aerobic
conditions, the tank must be aerated. Sludge separation from
effluent is normally achieved by gravity sedimentation. Part
of the sludge is recycled and excess sludge is removed. The
hydraulic flow pattern in the aeration tank can vary between
extremes of mixed-flow and plug-flow. For mixed-flow
reactors, the wastewater is rapidly dispersed throughout
the reactor and its concentration is reduced. This feature
is advantageous at sites where periodic discharges of more
concentrated waste are received. The rapid dilution of the
waste means that the concentration of any toxic compounds
present will be reduced, and thus the microorganisms within
the reactor may not be affected by the toxicant. Thus,
mixed-flow reactors produce an effluent of uniform quality
in response to fluctuations in the feed.

Plug-flow reactors have a decreasing concentration
gradient from inlet to outlet, which means that toxic
compounds in the feed remain undiluted during their
passage along the reactor, and this may inhibit or kill
many of the microorganisms within the reactor. The oxygen
demand along the reactor will also vary. On the other hand,
the increased concentration means that rates of reaction are
increased, and for two reactors of identical volume and
hydraulic retention time, a plug-flow reactor will show a
greater degree of BOD5 removal than a mixed-flow reactor.

The biochemical population can be specifically adapted
to particular pollutants. However, in the majority of cases,
a wide range of organic materials must be dealt with and
mixed cultures are used.

Nitrification–denitrification reactions can be carried out
in suspended growth by separating the reactor into different
cells. A typical arrangement would control the first cell
under anoxic conditions to carry out the denitrification
reactions. These reactions require organic carbon and this
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Figure 26.6 Suspended growth aerobic digestion.
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will already be present in mixed effluents. If there is
insufficient organic carbon in the feed, then this must be
added (e.g. adding methanol). The water from the anoxic
cell would then overflow into a cell maintained under
aerobic conditions in which the nitrification reactions are
carried out, along with the oxidation of organic carbon.
The nitrification reactions produce nitrate and this requires
a recycle back to the anoxic cell.

In aerobic processes, the mean sludge residence time
is typically 5 to 10 days. The hydraulic residence time
is typically 0.2 to 0.3 days. Suspended growth aerobic
processes are capable of removing up to 95% of BOD.
The inlet concentration is restricted to a maximum BOD of
around 1 kg·m−3 (1000 mg·liter−1 ≈ 1000 ppm) or COD of
around 3.5 kg·m−3 (3500 mg·liter−1 ≈ 3500 ppm). Chloride
(as Cl−) should be less than 8 kg·m−3 to 15 kg·m−3. The
performance of the process can be enhanced by the use of
pure oxygen, rather than air. This reduces the plant size
and increases the allowable inlet concentration of COD to
around 10 kg·m−3, but does not have a significant effect on
the overall removal. If powdered activated carbon is added,
this increases the overall removal slightly. More importantly,
though, it helps to treat refractory organic compounds by
adsorption and evens out fluctuations in the performance
caused by fluctuations in the feed concentration.

Attached growth (film) methods. Here the wastewater is
trickled over a packed bed through which air is allowed
to percolate. A biological film or slime builds up on the
packing under aerobic conditions. Oxygen from the air
and biological matter from the wastewater diffuses into the
slime. As the biological film grows, it eventually breaks its
contact with the packing and is carried away with the water.
Packing material varies from pieces of stone to preformed
plastic packing.

Figure 26.7 shows a typical attached growth arrange-
ment. Alternatively, the wastewater can be used to fluidize
a bed of carbon or sand onto which the film is attached.

Attached growth processes are capable of removing up
to 90% of BOD5 and are thus less effective than suspended
growth methods. Nitrification–denitrification reactions can
also be carried out in attached growth processes.

2. Anaerobic digestion. With wastewaters containing a high
organic content, the oxygen demand may be so high that it
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Figure 26.7 Attached growth aerobic digestion.

becomes extremely difficult and expensive to maintain aer-
obic conditions. In such circumstances, anaerobic processes
can provide an efficient means of removing large quantities of
organic material. Anaerobic processes tend to be used when
BOD5 levels exceed 1 kg·m−3 (1000 mg·liter−1). However,
they are not capable of producing very high quality effluents
and further treatment is usually necessary.

The inability to produce high-quality effluents is one
significant disadvantage. Another disadvantage is that
anaerobic processes must be maintained at temperatures
between 35 and 40◦C to get the best performance. If low-
temperature waste heat is available from the production
process, then this is not a problem. One advantage of
anaerobic reactions is that the methane produced can be
a useful source of energy. This can be fed to steam boilers
or burnt in a heat engine to produce power.

Suspended growth methods. The contact type of anaer-
obic digester is similar to the activated sludge method of
aerobic treatment. The feed and microorganisms are mixed
in a tank (this time closed). Mechanical agitation is usually
required since there is no air injection. The sludge is sep-
arated from the effluent by sedimentation or filtration, part
of the sludge recycled and excess sludge removed.

Another method is the upflow anaerobic sludge blanket
illustrated in Figure 26.8. Here the sludge is contacted by
upward flow of the feed at a velocity such that the sludge
is not carried out of the top of the digester.

A third method of contact known as an anaerobic filter
also uses upward flow but keeps the sludge in the digester
by a physical barrier such as a grid.

Attached growth (film) methods. As with aerobic diges-
tion, the microorganisms can be encouraged to grow
attached to a support medium such as plastic packing or
sand. In anaerobic attached growth digestion, the bed is
usually fluidized rather than a fixed-bed arrangement, as
shown in Figure 26.9.

Anaerobic processes typically remove 75 to 85% of
COD1,2.

Feed

Effluent

Gas

Figure 26.8 Suspended growth anaerobic digestion using an
upward flow anaerobic sludge blanket.
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Figure 26.9 Attached growth anaerobic digestion using a flu-
idized anaerobic bed.
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Figure 26.10 A reed bed.

3. Reed beds. Reed bed processes require reeds (phrag-
mites) to be planted in soil in the wastewater. Figure 26.10
shows a typical reed bed arrangement. Oxygen from air is
transported through the leaves, stems and rhizomes to high
concentrations of microorganisms in the root zone. Aer-
obic treatment takes place in the region of the rhizomes,
with anoxic and anaerobic treatment in the surrounding
soil. Different flow arrangements other than that shown
in Figure 26.10 can also be used. Reed beds are capable
of removing 60 to 80% of BOD5

6. They are also capable
of removing 25 to 50% of total nitrogen and 20 to 40% of
total phosphorous6. They have the advantage that there is no
sludge disposal. The maximum inlet concentration can be as
high as 3 kg·m−3 BOD5. A significant disadvantage of reed
beds is the time taken for them to become fully established
and they need between six months and two years for this.
The difference between winter and summer performance
needs to be considered for such arrangements.

Excess sludge is produced in most biological treatment
processes, which must be disposed of. The treatment and
disposal of sludge is a major problem that can be costly
to deal with. Anaerobic processes have the advantage here,
since they produce considerably less sludge than aerobic
processes (of the order of 5% of aerobic processes for
the same throughput). Sludge disposal can typically be
responsible for 25 to 40% of the operating costs of an
aerobic biological treatment system. Treatment of sludge
is primarily aimed at reducing its volume. This is because
the sludge is usually 95 to 99% water and the cost of
disposal is closely linked to its volume. The water is
partly free, partly trapped in the flocs and partly bound
in the microorganisms. Anaerobic digestion of the sludge
can be used, followed by dewatering. The dewatering can
be by filtration or centrifugation. Alternatively, filtration
or centrifugation can be used directly to carry out the
dewatering. For centrifugation, the dewatering process can
be enhanced by the addition of clay. Adding powdered
activated carbon to aerobic suspended growth processes
can also helps with sludge dewatering. The resulting water
content after these processes is reduced to typically 60
to 85%. The water content can be reduced to perhaps
10% by drying. The sludge may finally be used for
agricultural purposes (albeit a poor fertilizer) or thermally
oxidized.

Large sites might require their own biological treatment
processes for final treatment before discharge. Smaller sites
might rely on local municipal treatment processes, which
treat a mixture of industrial and domestic effluent, for final
effluent discharge.

Table 26.1 provides a summary of the main features of
biological wastewater treatment.

Table 26.2 summarizes the treatment processes that can
be used for various types of contamination.

26.4 TERTIARY TREATMENT
PROCESSES

Tertiary treatment or polishing treatment prepares the aque-
ous waste for final discharge. The final quality of the efflu-
ent depends on the nature and flow of the receiving water.
Table 26.3 gives an indication of the final quality required7.

Table 26.1 Comparison of biological wastewater treatments.

Aerobic Anaerobic Reed beds

BOD5 < 1 kg·m−3 (higher
if O2 used)

BOD5 > 1 kg·m−3 BOD5 < 3·5 kg·m−3

Stable end products (CO2,
H2O, etc.)

Unstable end products
(CH4, H2S, etc.)

Stable and unstable end
products

BOD5 removal up to 95% BOD5 removal 75–85% BOD5 removal 60–80%
High sludge formation Low sludge formation No sludge disposal or

centrifugation
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Table 26.2 Summary of treatment processes for some common contaminants.

Suspended solids Dispersed oil Dissolved organic

Gravity separation Coalescence Biological oxidation (aerobic,
Centrifugal separation Centrifugal separation anaerobic, reed beds)
Filtration Flotation Chemical oxidation
Membrane filtration Wet oxidation Activated carbon

Thermal oxidation Wet oxidation
Thermal oxidation

Ammonia Phenol Heavy metals

Steam stripping Solvent extraction Chemical precipitation
Air stripping Biological oxidation (aerobic) Ion exchange
Biological nitrification Wet oxidation Adsorption
Chemical oxidation Activated carbon Nano-filtration
Ion exchange Chemical oxidation Reverse osmosis

Electrodialysis

Dissolved solids Neutralization Sterilization

Ion exchange Acid Heat treatment
Reverse osmosis Base UV light
Nano-filtration Chemical oxidation
Electrodialysis
Crystallization
Evaporation

Table 26.3 Typical effluent quality for various receiving waters7.

Receiving water Typical effluent

BOD5

(mg·l−1)

Suspended
solids (mg·l−1)

Tidal estuary 150 150
Lowland river 20 30
Upland river 10 10
High quality river with

low dilution
5 5

Aerobic digestion is normally capable of removing up
to 95% of the BOD. Anaerobic digestion is capable of
removing less, in the range 75 to 85%. With municipal
treatment processes, which treat a mixture of domestic and
industrial effluent, some disinfection of the effluent might
be required to destroy any disease-causing organisms before
discharge to the environment. Tertiary treatment processes
vary, but constitute the final stage of effluent treatment to
ensure that the effluent meets specifications for disposal.
Tertiary processes used include:

1. Filtration. Examples of such processes are microstrain-
ers (a fine screen with openings) and sand filters.
They are designed to improve effluents from biological
treatment processes by removing suspended material,

and with it, some of the remaining BOD5. Sand filtra-
tion can remove effectively all of the remaining BOD5

in many circumstances.
2. Ultrafiltration. Ultrafiltration was described under pre-

treatment methods. It is used to remove finely divided
suspended solids and when used as a tertiary treat-
ment can in many circumstances remove virtually all
the BOD5 remaining after biological treatment.

3. Adsorption. Some organic materials are not removed in
biological systems operating under normal conditions.
Removal of residual organic material can be achieved
by adsorption. Both activated carbon and synthetic
resins are used. As described earlier under pretreatment
methods, regeneration of activated carbon in a furnace
can cause carbon losses of perhaps 5 to 10%.

4. Nitrogen and phosphorous removal. Since nitrogen and
phosphorous are essential for growth of the microor-
ganisms, the effluent from secondary treatment will
contain some nitrogen and phosphorous. The amount
that is discharged to receiving waters can have a
considerable effect on the growth of algae. If dis-
charge is to a high-quality receiving water and/or
dilution rates are low, then removal may be neces-
sary. Nitrogen principally occurs as ammonium (NH4

+),
nitrate (NO3

−) and nitrite (NO2
−). Phosphorous prin-

cipally occurs as orthophosphate (PO4
3−). A variety

of biological and chemical processes are available for
the removal of nitrogen and phosphorous1,2. These
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processes produce extra biological and inorganic sludge
that requires disposal.

5. Disinfection. Chlorine, as gaseous chlorine or as the
hypochlorite ion, is widely used as a disinfectant.
However, its use in some cases can lead to the formation
of toxic organic chlorides and the discharge of excess
chlorine can be harmful. Hydrogen peroxide and ozone
are alternative disinfectants that lead to products that
have a lower toxic potential. Treatment is enhanced by
ultraviolet light. Indeed, disinfection can be achieved by
ultraviolet light on its own.

26.5 WATER USE

Water is used for a wide variety of purposes in pro-
cess operations:

• reaction medium (vapor or liquid)
• extraction processes
• steam stripping
• steam ejectors for production of vacuum
• equipment washing
• hosing operations, and so on.

The one thing all of these operations have in common is
that the water comes into contact with process materials and
becomes contaminated. Figure 26.11 shows the quantitative
representation of this on the plot of concentration versus
mass load of contaminant. The water starts with no
contamination and its level of contamination increases as a
result of the mass transfer.

Process

Cin

mW Water
Cout

Mass

Cin

mW

Contaminant
Mass Load

Concentration

Transfer

Mass    Transfer  

W
ate

r

Cout

Figure 26.11 Water use representation.

Concentration

Contaminant
Mass Load

Reducing Water
Flowrate

Cout, max

Higher Outlet Concentration
(Hence Less Water)

Figure 26.12 Reduction in the water flowrate is limited by
minimum flowrate or maximum outlet concentration limits.

If the flowrate of water to an operation is decreased
by some change to the operation, then for the same mass
load transferred, the reduction in the water flowrate will
lead to a steeper line and higher outlet concentration as
shown in Figure 26.12. The reduction in the water usage
will be limited by either the operation requiring some
minimum flowrate, below which it cannot operate, or the
outlet concentration from the operation goes to a maximum
value. The maximum outlet concentration might be set by
a number of considerations:

• maximum solubility
• corrosion limitations
• fouling limitations
• minimum of mass transfer driving force
• minimum flowrate requirements
• maximum inlet concentration for downstream treatment

If all operations use clean water, then reducing the
flowrate to its minimum value can be used to minimize
the water consumption, as illustrated in Figure 26.12.
However, such an approach misses the opportunity to
reuse water. To open up the opportunity to reuse water
between operations, some level of inlet contamination must
be accepted. Figure 26.13 shows a water-using profile such
that both the inlet concentration and outlet concentration
have been set to their maximum values. This particular
setting, where both the inlet and outlet concentrations are
set to their maximum values, can be used to define the
limiting water profile4,8. As shown in Figure 26.14, the
limiting water profile is used to define a boundary between
feasible and infeasible concentrations. The concentration
of a water profile is considered to be feasible as long
as it is below the limiting water profile, as illustrated
in Figure 26.14. This approach will be used later to
identify reuse opportunities. The approach has a number
of advantages:
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Figure 26.13 An alternative water profile uses more water but
accepts slightly contaminated water.
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Figure 26.14 The limiting water profile.

• Operations with different characteristics can be compared
on a common basis (e.g. water used in an extraction
process versus a hosing operation).

• It does not require a model of the operation to represent
the mass transfer.

• It does not depend on any particular flow pattern
(countercurrent versus cocurrent).

• It works on any type of water-using operation (e.g. fire-
water makeup, cooling tower makeup, and so on).

26.6 TARGETING MAXIMUM WATER
REUSE FOR SINGLE
CONTAMINANTS

As already noted, if freshwater is being used for all
operations, then minimizing the flowrates to individual

operations will minimize the water consumption. However,
this misses opportunities for reuse. If some level of
inlet contamination is allowed, then, in principle, water
can be reused between operations. To illustrate how the
overall minimum water consumption can be targeted when
allowing reuse, consider the data for the simple problem
given in Table 26.4. This specifies maximum inlet and
outlet concentrations or limiting concentrations for a single
contaminant. The single contaminant might be a specific
component (e.g. phenol, acetone, starch) or an aggregate
property (e.g. total organic material, suspended solids,
dissolved solids, COD). Later the approach will be extended
to systems where limiting concentrations for multiple
contaminants are specified.

A number of points need to be noted regarding the data in
Table 26.4. First, the concentration is specified on the basis
of the mass flowrate of water and not the mass flowrate of
the mixture.

C = mC

mW

not C = mC

mW + mC

(26.1)

where C = concentration (ppm)
mC = mass flowrate of contaminant (g·h−1, g·d−1)
mW = mass flowrate of water (t·h−1, t·d−1)

In most problems, the concentration of contaminant is
so small that there is virtually no difference between
the concentration based on the mass flowrate of water
and the mass flowrate of the mixture. However, it is
important to be consistent and follow the convention given
in Equation 26.1. The other point to note is regarding the
units. It is convenient to define the flowrate in terms of
metric tons (typically tons per hour or tons per day). It is
also convenient to define the concentration in terms of parts
per million (ppm). If the basic unit of flowrate is taken to
be tons and concentration to be parts per million, then the
mass load is measured in grams (typically grams per hour
or grams per day).

The flowrate in Table 26.4 refers to the limiting water
flowrate. The limiting water flowrate is the flowrate
required if the specified mass of contaminant is picked up
by the water between the maximum inlet and outlet concen-
trations. If an operation has a maximum inlet contaminant
concentration greater than zero and it is fed by water with
zero concentration, then for the specified mass load, a lower
flowrate than the limiting water flowrate could be used.

Table 26.4 Data for a problem with four operations.

Operation
number

Contaminant
mass (g·h−1)

Cin

(ppm)
Cout

(ppm)
Limiting water
flowrate (t·h−1)

1 2000 0 100 20
2 5000 50 100 100
3 30,000 50 800 40
4 4000 400 800 10
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(a) Limiting water data for the four operations. (b) The limiting composite curve.
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Figure 26.15 Construction of the limiting composite curve for the simple example from Table 26.4. (From Wang YP and Smith R,
1994, Chem Eng Sci, 49: 981, reproduced by permission of Elsevier Ltd.)

Analysis of the data in Table 26.4 can be started
by calculating the flowrate that would be required for
each of these operations, if each operation was fed
by freshwater with zero concentration. The relationship
between mass pickup of contaminant, mass flowrate of
water and concentration change is given by:

�mC = mW�C (26.2)

where �mC = mass pickup of contaminant (g·h−1, g·d−1)

mW = flowrate of water (t·h−1, t·d−1)

�C = concentration change (ppm)

For freshwater feed and minimum flowrate for the
streams from Table 26.4:

mW1 = 2000

100 − 0
= 20 t·h−1

mW2 = 5000

100 − 0
= 50 t·h−1

mW3 = 30,000

800 − 0
= 37.5 t·h−1

mW4 = 4000

800 − 0
= 5 t·h−1

Total flowrate of freshwater

= 20 + 50 + 37.5 + 5

= 112.5 t·h−1

Consider now the possibility of reuse. To determine
the maximum potential for reuse, Figure 26.15a shows
the four operations plotted on axes of concentration
versus mass load. Note the concentrations are maximum
inlet and outlet concentrations (limiting concentrations).
Figure 26.15b shows a limiting composite curve of the
four water streams4. The construction of the limiting

composite curve is analogous to the composite curves for
energy developed in Chapter 16. To construct the limiting
composite curve in Figure 26.15b, the diagram is divided
into concentration intervals and the mass load within each
concentration interval combined to obtain the limiting
composite curve4. This represents a quantitative profile of
the single-stream equivalent to the four separate streams.
It is a combined boundary between feasible and infeasible
concentrations. To target for the minimum water flowrate,
a water supply line is drawn to represent the water supply,
as shown in Figure 26.164. The water supply line starts at
zero concentration in this case (as it must for this problem
to satisfy the concentration requirements). In other cases,
the water supply might not necessarily start from zero,
depending on the quality of the water fed to the process. In
principle any slope can be drawn, as long as it is below the
limiting composite curve. If the minimum water flowrate

C (ppm)

800
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0 1 9 4121

Pinch
Minimize
Flowrate

mC (kg·h−1)

Limiting Composite
Curve

Water Supply Line
(Minimum Flowrate 90 t·h−1)

Figure 26.16 Targeting minimum water flowrate for a single
contaminant.
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is to be obtained, the steepest line possible must be drawn
for the water supply. This is shown in Figure 26.16, where
the steepest slope corresponds with the water supply line
touching the limiting composite curve at the pinch point.
Knowing the mass load from zero concentration up to the
pinch point (9000 g·h−1 in this case) and the concentration
of the pinch (100 ppm in this case), the flowrate for the
system can be calculated from Equation 26.2 to be 90 t·h−1.
This represents the minimum flowrate target unless there are
constraints that there should be a minimum flowrate9.

A number of points should be noted regarding
Figure 26.16. If a steeper water supply line was drawn than
the one shown in Figure 26.16, it would cross the limiting
composite curve and concentrations will be infeasible at
some point. The fact that the water supply line touches the
limiting composite curve does not imply, for example, zero
concentration difference in a mass exchange operation. It
must be remembered that any allowances for driving forces
have already been included in the limiting data. Where
the water supply line touches the limiting composite curve
implies that the water concentration goes to its maximum
value at that point. This could correspond with minimum
mass exchange driving force, maximum solubility limit, and
so on. At points in Figure 26.16 other than zero concentra-
tion and the pinch point, the concentrations of the water
will all be below their maximum values. The point where
the water concentration goes to its maximum at the pinch
point dictates the minimum flowrate for the system.

An alternative graphical representation has been sug-
gested involving a plot of concentration (or purity) versus
volumetric flowrate of water10. Using this approach, a plot
is developed involving the water sinks (inlet concentration
and flowrate) and water sources (outlet concentration and
flowrate). While this plot is an alternative representation, it
does not allow the minimum water flowrate to be targeted
in a similar way to that developed in Figure 26.1611.

26.7 DESIGN FOR MAXIMUM WATER
REUSE FOR SINGLE
CONTAMINANTS

Having seen how to set a target for the data in Figure 26.16,
consider now how to achieve that target in design12.
Figure 26.17 illustrates the basis of the design strategy.
First, the minimum water requirements in each region of
the design are identified. In this simple example, there are
two design regions: above the pinch and below the pinch.
Below the pinch in Figure 26.17, by definition, the full
amount of the target minimum flowrate is needed (90 t·h−1

in this example). Above the pinch, not all 90 t·h−1 are
required and the process could, in principle, operate with
a lower flowrate than the target. The minimum flowrate
required above the pinch is determined by a simple mass
balance (45.7 t·h−1 in this example). The design regions
are identified by straight lines drawn between the convex
points, to identify the pockets in the problem. The basis
of the design strategy is to use the target flowrate below
the pinch and then to use only the required amount above
the pinch with the balance going to effluent. This design
strategy serves two purposes:

a. The mass balance is tightly defined, allowing very
specific rules to be applied in the design.

b. The strategy also is compatible with minimizing effluent
treatment costs overall through distributed effluent
treatment, to be discussed later.

Having formulated the basic design strategy, a grid can
then be set up as shown in Figure 26.1812. The design
grid starts by setting up three water mains, corresponding
with freshwater concentration, pinch concentration and the
maximum concentration from Figure 26.17. The flowrate
required by each water main is shown at the top of the main
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Figure 26.17 The basis of the design strategy.
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Figure 26.18 The design grid for the water system.

and the wastewater generated by the main at the bottom.
Streams representing the individual operation requirements
are superimposed on the water mains. Operation 1 has
limiting data corresponding with freshwater at the inlet
and 100 ppm at the outlet and is therefore shown between
the freshwater main and the pinch concentration water
main. Operation 2 starts at 50 ppm and terminates at
100 ppm and is therefore shown between the freshwater
and pinch concentration mains. Operation 3 is broken
into two parts as it features both below and above-pinch
concentrations. Operation 4 starts at 400 ppm and ends
at 800 ppm and therefore features between the pinch
concentration and final concentration mains. The operations
are then connected to the appropriate water mains, as
illustrated in Figure 26.19. Figure 26.19 also shows the
concentrations and limiting concentrations versus mass load
in the individual operations. This, in principle, is a working
design. However, there is a problem created by Operation
3, in that, below the pinch it receives a flowrate of 20 t·h−1

of freshwater, but at the pinch it receives a flowrate of
40 t·h−1 of water at 100 ppm. This change in flowrate in
the middle of Operation 3 would be impractical for most
operations. It could be practical if Operation 3 involved,
for example, an operation with multiple stages of washing.
If this was the case, then the different stages could be fed
with different flowrates and qualities of water. However, for
most situations this change in flowrate would be completely
impractical.

The change in flowrate for Operation 3 is in fact
readily corrected. Consider Figure 26.20, which shows the
concentration versus mass load for an operation with a
change in flowrate similar to Operation 3 in Figure 26.19.

A mass balance around Part 1 in Figure 26.20 gives:

mW1(CPINCH − C0) = mW2(CPINCH − Cin,max ) (26.3)

Moving the mixing junction to the inlet of the operation,
as shown in Figure 26.20, and carrying out a mass balance

on the new mixing junction gives:

Cin = (mW2 − mW1)CPINCH + mW1C0

mW2

= mW2CPINCH − mW1(CPINCH − C0)

mW2
(26.4)

Substituting Equation 26.3 into Equation 26.4 gives:

Cin = mW2CPINCH − mW2(CPINCH − Cin,max )

mW2

= Cin,max (26.5)

In other words, if the mixing junction is moved from the
middle of the operation to the beginning of the operation,
then there is a constant flowrate throughout the operation
corresponding with an inlet concentration after mixing of
the maximum inlet concentration. Also, by definition, the
flowrate will be the limiting water flowrate.

In Figure 26.21, the change in flowrate for Operation
3 that previously occurred at the pinch concentration
water mains is now added at that concentration to the
inlet of Operation 3. The design now features a constant
flowrate in all of the operations and achieves the target
minimum flowrate of 90 t·h−1. The arrangement shown
in Figure 26.21 involves reuse of water from Operations
1 and 2 into Operations 3 and 4 via a water main
at the pinch concentration of 100 ppm. An alternative
way to arrange the design is to make the connections
directly, rather than through an intermediate water main.
If the intermediate water main is removed, then there are
basically two sources of water from Operations 1 and 2
at 100 ppm and two sinks for water for Operations 3 and
4 at 100 ppm, as illustrated in Figure 26.22. Figure 26.22
shows a direct connection from Operation 1 to Operation
3 and another from Operation 2 to Operation 4 with
44.3 t·h−1 going to wastewater from Operation 2. The
arrangement shown in Figure 26.22 is the only one possible
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Figure 26.19 The streams are connected with the water mains.
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Figure 26.20 An operation involving a change in flowrate. (From Kuo W-CJ and Smith R, 1998, Trans IChemE, 76A: 287, reproduced
by permission of the Institution of Chemical Engineers.).

arrangement of connections between the sources and the
sinks. Figure 26.23 shows this arrangement in the grid
diagram, and Figure 26.24 shows the final design as a
conventional flowsheet. The design in Figure 26.24 can
be evolved to produce alternative networks. For example,
rather than splitting the flow of water at the inlet of
Operation 1 with 20 t·h−1 going through the operation
and 20 t·h−1 bypassing, all 40 t·h−1 could be put through
Operation 1. Then, the outlet of Operation 1 could be
fed directly to the inlet of Operation 3. Other options
are possible.

This simple example illustrates the basic principles
of water network design for maximum reuse for a
single contaminant. A number of issues need to be
considered that would apply to more complex examples.
Consider Figure 26.25 involving three water mains and
three operations. Operation 2 above the pinch terminates
at a concentration less than the concentration for the high
concentration water main. The outlet of Operation 2 must
not be fed directly into this final water main. The basis of
the mass balance from Figure 26.17 dictates that all streams
must achieve the concentration of the water mains into
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Figure 26.21 Correcting the change in flowrate in the design grid.

which they are being fed; otherwise the mass balance will
be violated. Thus, in Figure 26.25a, the outlet of Operation
2 must not be fed to the final water mains, but must be used
again and brought to the concentration of the water main
into which it is being fed, Figure 26.25b.

Figure 26.26 shows a more complex limiting composite
curve that involves three design regions, rather than two.
The design regions are identified by straight lines drawn
between the convex points, to identify the pockets in the
problem. A water main is required at each of the extreme
points. In Figure 26.26, there would be four water mains
required in the design grid. However, the basic principles
are exactly the same as those described so far, but with the
additional water main.

It is often the case that there is more than one source
of freshwater available. There may be raw water available

Sources
Cout = 100 ppm

Sinks
Cin = 100 ppm

2 450 t·h−1 5.7 t·h−15.7 t·h−1

1 320 t·h−1 20 t·h−120 t·h−1

44.3 t·h−1

Wastewater

Figure 26.22 Removing the intermediate water main allows the
connections to be made directly.

20 t·h−1

100 t·h−1

40 t·h−1

10 t·h−1
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3
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90 t·h−1

F.W.

0 t·h−1

44.3 t·h−1
45.7 t·h−1

20 t·h−1

50 t·h−1

20 t·h−1

5.7 t·h−1

20 t·h−1

0 t·h−1

800 ppm

Figure 26.23 Water network without the intermediate water main.
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Operation 1
20 t·h−1

Operation 3

Operation 2
50 t·h−1

Operation 4

20 t·h−1

F.W. 90 t·h−1 Wastewater

90 t·h−1

40 t·h−1

5.7 t·h−1

44.3 t·h−1

Figure 26.24 Flowsheet for the water network.

from river, lake and so on. It would also be usual to have
potable water available. In addition, there may be water
available from a borehole and demineralized water (see
Chapter 23). The order of water quality is usually also the
order of the unit cost of the water. Demineralized water
will normally be the most expensive, then potable water,
and so on. Consider a simple example to illustrate how to
deal with multiple water sources. Limiting data for three
operations are given in Table 26.5.

Two sources of freshwater are available; WSI with a
concentration of 0 ppm and WSII with a concentration
of 25 ppm. The limiting composite curve for the three
operations is plotted in Figure 26.27a. Matched against it
is a water supply line that is a composite of the two water
sources. Between 0 ppm and 25 ppm only WSI can satisfy

C

mC

Pockets

Water Mains

Figure 26.26 In more complex problems there might be more
design intervals.

1

2

3

2

Below Mains
Concentration

(a) The final concentration of a stream might be below that of a water main.

(b) Water should not be discharged to water mains until it has reached mains
concentration.

1

2

3

2

Figure 26.25 Connecting to water mains if the final concentra-
tion of a steam is below mains concentration.

the requirements of the process. Here the flowrate of WSI
has been minimized to 20 t·h−1. This is dictated by the
slope of the limiting composite curve between 0 ppm and
25 ppm. The requirements of the process above 25 ppm are
being satisfied by the continued use of the 20 t·h−1 of WSI
and the balance by the introduction of WSII at 25 ppm.
The amount of WSII required can be determined by a mass

Table 26.5 Limiting data for three operations.

Operation Contaminant
mass (kg·h−1)

Cin,max (ppm) Cout,max (ppm) Limiting flowrate (t·h−1)

1 2 0 100 20
2 5 50 100 100
3 30 50 800 40
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m (kg·h−1)

800

100

0 9 37

25

PINCH

20 t·h−1 from WSI

20 t·h
−1  (W

SI) +
 93.3 t·h

−1  (W
SII)

2

3

0 t·h−1

800 ppm
40 t·h−1

100 ppm
113.4 t·h−1

25 ppm

0 (113.3-40)
73.3 t·h−1

40 t·h−1

20 t·h−1

66.7 t·h−1

26.7 t·h−1 40 t·h−1

13.3 t·h−1

20 t·h−1

100 t·h−1

40 t·h−1

1

20 t·h−1

0 ppm

0

3

WSI WSI +
WSII

C (ppm)

(a) Targeting for multiple water sources. (b) Design grid for multiple water sources.

Figure 26.27 Targeting and design for multiple water sources.

balance below the pinch.

9000 = mWSI �CWSI + mWSII �CWSII

= 20 × (100 − 0) + mWSII (100 − 25)

mWSII = 93.3 t·h−1

Figure 26.27b shows the corresponding design grid for the
two water sources. An additional water main is introduced
into the design grid to account for the second water source.

Another complication that often arises is loss of water
from the system. This could be, for example, the loss of
water to effluent from a hosing operation or the evaporative
loss to atmosphere from a cooling tower, neither of which
becomes available for reuse. To illustrate how water losses
can be accounted for, suppose that an operation is added
to those in Table 26.5 with a maximum inlet concentration
of 80 ppm and a flowrate of 10 t·h−1, all of which is lost.

Figure 26.28a shows the limiting composite curve for the
three operations from Table 26.5 (i.e. excluding the flowrate
loss). Matched against the limiting composite curve is a
water supply line that shows a change in slope where the
flowrate loss occurs. The target flowrate can be determined
by a mass balance below the pinch.

9000 = mW(�Cbefore loss) + (mW − Loss)

× (�Cafter loss)

= mW(80 − 0) + (mW − 10) × (100 − 80)

mW = 92.0 t·h−1

Figure 26.28b shows the corresponding design grid for
the loss. Note that no additional water main is required
to account for the water loss. It should also be noted that
the freshwater target for the three operations in Table 26.5
with a single source of freshwater at 0 ppm is 90 t·h−1,

m (kg·h−1)

800

100

0 9 37

80

Loss

2

4

3

0 t·h−1

800 ppm
40 t·h−1

100 ppm

0 (90−40−8)
44 t·h−1

40 t·h−1

20 t·h−1

50 t·h−1

20.0 t·h−1 40 t·h−1

2.0 t·h−1 80 ppm

8.0 t·h−1

20 t·h−1

100 t·h−1

82 t·h
−1

92 t·h
−1

40 t·h−1

10 t·h−1

1

3

92 t·h−1

0 ppm

C (ppm)

20.0 t·h−1
PINCH

Loss

(a) Targeting for water losses. (b) Design grid for water losses.

Figure 26.28 Targeting and design for water losses.
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which increases to 92 t·h−1 with a water loss of 10 t·h−1

at 80 ppm, rather than 100 t·h−1. This is because the
water loss can be partially fed by reuse. Had the same
loss occurred above the pinch concentration, then there
would have been no increase in flowrate as a result of the
introduction of the water loss. Finally, it should be noted
that the target in Figure 26.28a is based on the assumption
that the loss is being fed at its maximum inlet concentration.

The design procedure can be summarized in four steps12:

1. Set up the grid.
2. Connect operations with water mains.
3. Correct for changes in flowrate in individual operations.
4. Remove intermediate water mains and connect opera-

tions directly.

The final step in the procedure may or may not be
appropriate. A design with an intermediate water main at
the pinch concentration might in some circumstances be
convenient. Having a water main on the plant corresponding
with the one introduced for the design procedure might
be a convenient way of distributing slightly contaminated
water around the plant and provides flexibility that direct
connections between operations do not provide. Also, in
batch operation, the demands on the water system and
the production of water from the outlet of the operations
will vary through time. This normally requires buffering
capacity to bridge between the times when the water
becomes available and when it is required13. Thus, the
intermediate water main in a batch environment could easily
be envisaged to be a storage tank providing buffer capacity
between operations producing water and consuming water
during different time intervals.

Example 26.2 Table 26.6 presents water-use data for a simple
example involving three operations.

a. Target the minimum water consumption for the system through
maximum reuse

b. Design a network for the target water consumption

Solution

a. Figure 26.29 shows the limiting composite curve for Example
26.2. Figure 26.30 shows the limiting composite curve with
the appropriate water supply line pinched at 150 ppm. From
Table 26.6, the mass load up to 150 ppm can be calculated as:

1

700

1000

2

3

0 6 20 44 mC (kg·h−1)

C (ppm)

800

150
100

Figure 26.29 The limiting composite curve for Example 26.2.

700

1000

0 44 mC (kg·h−1)

C (ppm)

800

150
100

7

Minimum Flowrate 46.7 t·h
−1

Pinch

Figure 26.30 The minimum water target for Example 26.2.

Mass load up to pinch concentration

= 40(150 − 0) + 20(150 − 100)

= 7000 g·h−1

Minimum flowrate = Mass load up to pinch concentration

Concentration change of water to pinch

= 7000

150 − 0

= 46.7 t·h−1

b. The design to achieve the target first must identify how many
regions are involved. From the limiting composite curve in
Figure 26.30, there are two design regions between zero and
150 ppm and 150 and 1000 ppm. Below the pinch, the first
design region requires 46.7 t·h−1 by definition. Above the pinch,
the concentration change extends from 150 to 1000 ppm with a

Table 26.6 Water-use data for Example 26.2.

Operation
number

Contaminant
mass (g·h−1)

Cin

(ppm)
Cout

(ppm)
Limiting water
flowrate (t·h−1)

1 6000 0 150 40
2 14,000 100 800 20
3 24,000 700 1000 80
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46.7 t·h−1

F.W.
43.5 t·h−1

150 ppm
0 t·h−1

1000 ppm

(46.7−43.5)
3.2 t·h−1

150 ppm

(46.7−46.7)
0 t·h−1

Flowrate Required
for the Interval

Wastewater (43.5−0)
43.5 t·h−1

1000 ppm

1

2 2

3

100 ppm

700 ppm

Figure 26.31 The design grid for Example 26.2.

46.7 t·h−1

F.W.
43.5 t·h−1

150 ppm
0 t·h−1

1000 ppm

(46.7−43.5)
3.2 t·h−1

150 ppm

(46.7−46.7)
0 t·h−1

(43.5−0)
43.5 t·h−1

1000 ppm

1

2

3

40 t·h−1

20 t·h−1

80 t·h−1

40 t·h−1

6.7 t·h−1 800 ppm
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20 t·h−1

13.3 t·h−1

43.5 t·h−1

449 ppm

Figure 26.32 The completed network design for Example 26.2.

Operation 1

Operation 2 Operation 3

40 t·h−1 26.7 t·h−1 3.2 t·h−1

Freshwater
46.7 t·h−1 13.3 t·h−1 23.5 t·h−1

6.7 t·h−1 20 t·h−1 43.5 t·h−1

Wastewater

Wastewater

Figure 26.33 Flowsheet for the water network for Example 26.2.

mass load of 37,000 g·h−1. This corresponds with a minimum
flowrate requirement above the pinch of 43.5 t·h−1. Figure 26.31
shows the design grid for the example with the streams in place.
Figure 26.32 shows the completed network design, achieving
the target of 46.7 t·h−1. Note that the outlet water from Operation
2 at 800 ppm has not been put directly into the water main at
1000 ppm. If this had been done, the mass balance would have
been violated. Instead, further use of the water from the outlet
of Operation 2 requires it to be fed to the inlet of Operation 3,
finally discharging to the 1000 ppm main. Figure 26.33 shows
a flowsheet for the completed water network.

Even for a small problem involving three operations this turns
out to be a solution that would be difficult to be achieved
by inspection. Of course, the practicality and operability of
a network would have to be explored before this design was
accepted. It might be that some design features are considered
to be inoperable. In which case, the design would have to be
simplified. However, the consequence might be an increase
in the water consumption. The procedure simply allows the
maximum potential for the reuse to be identified, thereafter
the practicality must be explored and the design evolved
if necessary.
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26.8 TARGETING AND DESIGN FOR
MAXIMUM WATER REUSE BASED
ON OPTIMIZATION OF A
SUPERSTRUCTURE

The methods presented so far are adequate for single con-
taminants (e.g. total solids, suspended solids, total dissolved
solids, organic concentration, etc), but it is often required to
deal with problems in which the concentration limits require
multiple contaminants to be specified. Consider the problem
in Table 26.7 involving two operations.

This time, maximum concentrations are specified sepa-
rately for two Contaminants A and B. A simple approach
to such a problem might be to target Contaminant A in
isolation from Contaminant B, then Contaminant B to be
targeted in isolation from Contaminant A, and the worst
case chosen. Figure 26.34a shows the limiting compos-
ite curve and target for Contaminant A in isolation to
be 115 t·h−1. Figure 26.34b shows the limiting compos-
ite curve and target for Contaminant B in isolation to be
112 t·h−1. On the basis of these calculations, it would there-
fore be suspected that the target would be the worst case and
would be 115 t·h−1. In fact, the true target for this problem
is 126.5 t·h−1 by considering Contaminant A and Contami-
nant B simultaneously. The problem with considering each
contaminant in isolation is that it does not allow for the fact

Table 26.7 Data for a problem with two contaminants.

Operation
number

Limiting water
flowrate (t·h−1)

Contaminant Cin

(ppm)
Cout

(ppm)

1 90 A 0 120
B 25 85

2 75 A 80 220
B 30 100

that when Contaminant A is picked up, Contaminant B is
picked up at the same time and vice versa.

In some problems, the simple approach of targeting the
individual contaminants and taking the worse case can
give the correct answer. The target for a multicontaminant
problem might well be the largest target of the individual
contaminant. However, it might be a larger value, as it is
in this case.

A more sophisticated approach is therefore required when
dealing with multiple contaminants. It is possible to extend
the graphical approach described here to deal with multiple
contaminants, but it gets significantly more complex4. Also,
the graphical approach has a number of other limitations.
Sometimes different mass transfer models might be required.
Figure 26.35 gives three different models that are useful in
different circumstances for the design of water networks.
Figure 26.35a shows the model that has been used so far
involving a fixed mass load, but allowing the flowrate to
vary. However, it is often the case that an operation requires
a fixed flowrate, irrespective of the inlet concentration.
This is illustrated in Figure 26.35b, where different inlet
concentrations can be chosen, but the slope must be fixed.
A third option is shown in Figure 26.35c where the outlet
concentration from the operation is fixed, as is the flowrate.
This last case can happen if water is coming into contact with
a contaminant that is sparing soluble and can only dissolve
up to a maximum concentration, the maximum solubility.
In these circumstances, the mass load will vary according
to the inlet concentration, as illustrated in Figure 26.35c. As
an example of how different mass transfer models might
be required, consider again the example of the crude oil
desalter described in Section 11.7. This is a simple extraction
process in which crude oil is mixed with water to extract
salt from the crude oil into the water. The function of the
desalter is to extract salt. Thus, the load of salt is specified.
The flowrate of water can be varied to some extent, but
there will be limits on this. At the same time that the water

(a) Target for Contaminant A in isolation.
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80

25
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100

30

0 07.2 0.45

11
2.1

 t·h
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11
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·h
−1

9.53 10.6513.8 21.3 mC, A (kg·h−1) mC, B (kg·h−1)

CA (ppm) CB (ppm)

(b) Target for Contaminant B in isolation.

Figure 26.34 Targeting individual contaminants for a multiple contaminant problem from Table 26.7.
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(c) Fixed outlet concentration
      and fixed flowrate.

Figure 26.35 Different mass transfer models.

extracts the salt from the crude oil, other contaminants will
be transferred from the crude oil to the water. These might
typically be hydrocarbons with a maximum solubility and
thus a maximum concentration might wish to be specified
for such contaminants. Thus, not only might it be necessary
to specify multiple contaminants, it also might be necessary
to specify different mass transfer models in an individual
operation. Also, the flowrate of water might be fixed, or
allowed to vary only within a specified range.

In addition to these complexities, there may be other
issues that need to be included in the analysis that are
not readily included using the graphical approach. These
might include forbidden matches (e.g. because a long
pipe run may be necessary), compulsory matches (e.g. for
operability) and capital cost issues (e.g. the cost of running
pipes between operations).

To include all of these complexities requires a different
approach from the one described so far. The design
approach based on the optimization of a superstructure
can be used to solve such problems14. Figure 26.36 shows
the superstructure for a problem involving two operations
and a single source of fresh water14. The superstructure
allows for reuse from Operation 1 into Operation 2, reuse
from Operation 2 to Operation 1, local recycles around
both operations, fresh water supply to both operations and

Freshwater

1

2

Wastewater

Optimize

1

2

Freshwater Wastewater

Figure 26.36 Water network design based on the optimization
of a superstructure.

wastewater discharge from both operations. All structural
features that are candidates for the final design have been
included in the superstructure. The mass balances need to be
modeled, cost models set up and the superstructure can then
be optimized, as illustrated in Figure 26.36. The objective
functions could be as simple as minimizing the supply of
fresh water, or could be more sophisticated and minimize
cost. Minimum cost could include features such as15:

• Multiple water sources with different costs
• Effluent treatment costs
• Piping costs.

The cost of water from a given source will be proportional
to its flowrate. Effluent treatment costs can also be
formulated as function of flowrate. The economics of water
reuse is, however, often critically dependent on piping
costs. Piping costs can be included in the optimization
by providing information on the approximate length of
pipe required to connect a water source and a water sink,
together with cost information for the piping. During the
course of the optimization, the flowrate of water will be
calculated. Assuming a reasonable velocity of 1 to 2 m·s−1

allows the pipe diameter to be calculated. From knowledge
of the length and diameter, the cost of a pipe between a
source and sink can be estimated. Given this information,
the optimization will tend to produce solutions avoiding
long and expensive pipe connections15.

The nature of the optimization problem can turn out to
be linear or nonlinear depending on the mass transfer model
chosen14. If a model based on a fixed outlet concentration is
chosen, the model turns out to be a linear model (assuming
linear cost models are adopted). If the outlet concentration
is allowed to vary, as in Figure 26.35a and Figure 26.35b,
then the optimization turns out to be a nonlinear optimization
with all the problems of local optima associated with such
problems. The optimization is in fact not so difficult in
practice as regards the nonlinearity, because it is possible
to provide a good initialization to the nonlinear model. If
the outlet concentrations from each operation are initially
assumed to go to their maximum outlet concentrations, then
this can then be solved by a linear optimization. This usually
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provides a good initialization for the nonlinear optimization,
as the network design will tend, in most instances, to try to
force concentrations to their maximum outlet concentrations
to maximize water reuse14.

The advantages of an optimization-based approach are
that it provides automation for complex problems, provides
a design as well as a target and allows all kinds of
constraints and costs to be included. One disadvantage is
that there is no longer a graphical representation allowing
conceptual insights. This shortcoming can be overcome by
displaying the output from the optimization in graphical
form. This is most conveniently done, one contaminant
at a time. The optimization provides a network design
with inlet and outlet concentrations that can be taken and
combined together in a composite plot, one contaminant
at a time. By superimposing the flowrate predicted by the
optimization onto this composite curve, conceptual insights
can be gained.

26.9 PROCESS CHANGES FOR
REDUCED WATER CONSUMPTION

So far the discussion on water minimization has restricted
consideration to identify opportunities for water reuse.
Maximizing water reuse minimizes both fresh water con-
sumption and wastewater generation. However, the process
constraints for inlet concentrations, outlet concentrations
and flowrates have so far been fixed. Often there is free-
dom to change the conditions within the operation. Typical
process changes that might be contemplated include:

• Introducing a local recycle around a scrubber or wash-
ing operation.

• Removing water from the operation completely if it is
extraneous (e.g. replace the scrubbing operation used to
separate an organic contaminant from a vapor stream by
condensation, or replacing an extraction process using
water by cooling crystallization).

• Increasing the number of stages in an extraction process
to reduce the water demand for a given separation.

• Increasing the number of stages in absorption and
scrubbing operations that use water to reduce the water
consumption for the same separation.

• Replacing live steam injection for distillation operations
with a reboiler using indirect steam heating.

• Introducing multiple stages for equipment cleaning, such
that the initial stages are carried out using slightly
contaminated water (e.g. to remove residual solids),
followed by high-quality water for the final stages.

• In multiproduct plants, scheduling operations to mini-
mize product changeovers and thereby reduce the clean-
ing requirements between product changeovers.

• Introducing mechanical cleaning of vessels (e.g. wall
wipers) and pipes (e.g. pipeline pigging) that process vis-
cous materials and require periodic cleaning with water.

• For cleaning agitated vessels, rather than filling up the
vessel and use agitation for the cleaning, introducing
a local recycle using less water but with a spray
system inside the vessel to give effective cleaning with
less water.

• Fixing triggers to hoses to prevent unattended running of
water from the hoses when not in use, so that as soon as
the trigger is released by the operator, the flow is stopped.

• Introducing local recycles around liquid ring pumps.
• Replacing direct contact condensation using a water

spray by indirect condensation using cooling water.
• Introducing local recycles around quench operations that

use a water spray with some indirect cooling in the
recycle loop.

• For batch operations, introducing solenoid valves in
water scrubbers, direct contact condensation and the
flushes used to protect pump and agitator seals, such that
if the operation is not in use, the flow of water is stopped.

• Improving the energy efficiency to reduce steam demand
and hence reduce the wastewater generated by the
steam system through boiler blowdown, boiler feedwater
treatment and condensate loss (see Chapter 23).

• Increasing condensate return for steam systems to reduce
makeup water requirements, reduce aqueous waste from
boiler feedwater treatment and boiler blowdown (see
Chapter 23).

• Improving control of cooling tower blowdown (see
Chapter 24) for evaporative cooling water circuits to
increase the cycles of concentration and reduce the
cooling tower blowdown rate.

• Decreasing the heat duty on evaporative cooling tower
circuits by better energy efficiency to decrease the
evaporation from the cooling tower and hence, decrease
the makeup requirements.

• Introducing air cooling to replace evaporative cooling
towers (see Chapter 24).

• Considering reducing the water mains pressure or isolat-
ing areas when not in use, if leaks and unaccountable
losses are a problem from underground piping systems
and so on

Listed above are just some of the many possible changes
that can be made to operations to reduce their inherent water
demand, but which changes are going to have an influence
on the overall system? Consider the limiting composite
curves in Figures 26.16 and 26.30. It is clear that only
changes at or below the pinch for the system will reduce
the demand for water for the overall system. A process
located above the pinch should have more than enough
water available in the system through the appropriate reuse
opportunities. Thus, in general, the ways in which the
overall system can benefit from process changes are

• For a given volumetric flowrate for the processes below
the pinch, shift mass load of contaminant from below the
pinch to above the pinch by increasing concentrations.
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• For a fixed mass load of contaminant for the processes
below the pinch, decrease the volumetric flowrate
of the processes below the pinch, thus increasing
concentrations.

• A combination of the above two measures.

The location of an operation relative to the pinch is one
criterion for deriving a benefit from process changes. The
other criterion is one of scale. The larger the flowrate
to an operation, the larger is likely to be the overall
effect of the process changes. To understand the resulting
magnitude of suggested process changes on the overall
water consumption, the targeting methods described above
should be used to screen options.

26.10 TARGETING MINIMUM
WASTEWATER TREATMENT
FLOWRATE FOR SINGLE
CONTAMINANTS

Wastewater treatment in the process industries is most
often carried out in a central treatment facility. Effluent
streams are collected together in a common sewer system
and passed to a central treatment facility, or in some
instances, given some pretreatment and sent off-site to a
municipal treatment facility. The problem with centralized
treatment is that combining waste streams that require
different treatment technologies leads to a cost of treating
the combined streams that is likely to be more expensive
than the individual treatment of the separate streams. This
situation results from the fact that the capital cost of most
waste treatment processes is related to the total flowrate
of wastewater. Also, operating costs for treatment usually
increase with decreasing concentration for a given mass
load of contaminant to be treated. On the other hand, if
two waste streams require exactly the same treatment then

it makes sense to combine them for treatment to obtain
economies of scale for the equipment.

A philosophy of design is required that will allow the
designer to combine effluents for treatment when it is
appropriate, but also segregate them if it is appropriate.
Consider now the targeting of minimum treatment flowrate
for a given set of effluent streams that need to be treated
to bring the concentration to below an environmental
discharge limit.

Figure 26.37a shows a system involving four effluent
streams with different inlet concentrations that all need
to be treated to remove mass load and bring down the
concentration to an acceptable level for environmental
discharge Ce. To obtain an overall picture, rather than deal
with four separate effluent streams, the streams can be
combined together to produce a composite effluent stream16.
The construction is analogous to that for the limiting
composite curve. The diagram is divided into concentration
intervals and the mass load of the streams within each
concentration interval combined together, Figure 37b. This
provides a picture of the overall effluent treatment problem
and what is required to happen to the effluent streams.

The mass load can be removed in a number of different
network arrangements. The objective in designing an
effluent treatment network is to minimize its cost. In
the first instance, this means minimizing the flowrate
through the treatment process. Figure 26.38a shows a
composite effluent curve. Superimposed are treatment
lines representing the actual performance of the effluent
treatment process16. The effluent treatment process is
required to remove the mass load in order to bring down
the effluent concentration to its environmental discharge
limit. The steeper the treatment line, the lower will be the
flowrate through the effluent treatment. The maximum slope
of the treatment line in Figure 26.38a is dictated at the
low concentration end by a minimum outlet concentration,
below which the treatment process cannot operate, and
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(b) Effluent composite curve.

Figure 26.37 A composite curve of wastewater streams. (From Wang YP and Smith R, 1994, Chem Eng Sci, 49: 3127, reproduced
by permission of Elsevier Ltd.)
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(a) Minimum flowrate for the treatment line.
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Figure 26.38 Targeting minimum wastewater treatment flowrate. (From Wang YP and Smith R, 1994, Chem Eng Sci, 49: 3127,
reproduced by permission of Elsevier Ltd.

(a) Targeting with fixed outlet concentration. (b) Targeting with fixed removal ratio.
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Figure 26.39 Targeting minimum wastewater treatment flowrate. (From Wang YP and Smith R, 1994, Chem Eng Sci, 49: 3127,
reproduced by permission.)

the pinch point between the effluent composite curve
and treatment line16. The treatment line cannot be made
any steeper than shown in Figure 26.38a. If the slope is
increased, as shown in Figure 26.38b, then the treatment
line crosses the effluent composite curve. This is infeasible,
as it requires mass to be treated in concentration ranges
where it is not available. Any attempt to design this flowrate
will inevitably lead to an infeasible mass balance in the
design of the effluent treatment system.

In specifying effluent treatment processes, two specifica-
tions are used in conceptual design. The simplest case is
where the concentration at the outlet of an effluent treat-
ment process is specified to be a fixed value. Targeting with
a fixed outlet concentration is illustrated in Figure 26.39a.
The effluent composite curve is first constructed. The out-
let concentration for the effluent treatment is specified and
the slope of the treatment line pivoted around this value
until the treatment line pinches with the effluent composite
curve. The slope of the line will then dictate the minimum
treatment flowrate.

The performance of the treatment process is more likely
to be specified by a removal ratio:

R = Mass of contaminant removed

Mass of contaminant fed

= mW ,inCin − mW ,outCout

mW ,inCin
(26.6)

where R = removal ratio
mW ,in , mW ,out = inlet and outlet flowrates

Cin , Cout = inlet and outlet concentrations

In many instances, the change in flowrate through the
treatment process can be neglected, giving:

R = Cin − Cout

Cin
(26.7)

Figure 26.39b shows the construction for targeting minimum
wastewater treatment flowrate when removal ratio has been
specified. If the initial effluent treatment line shown dotted
in Figure 26.39b is considered, then there is a point of origin
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corresponding with a specified removal ratio. Applying the
geometry of similar triangles, as shown in Figure 26.39b
and rearranging indicates that the ratio �mT /mT equals the
removal ratio. Thus, a given removal ratio corresponds with a
given ratio of �mT /mT and, therefore, a fixed point of origin
for the treatment line. If the treatment line is then pivoted
around this point of origin as shown in Figure 26.39b, the
ratio �mT /mT and, therefore, the removal ratio are both
fixed. Finding the steepest slope where the treatment line
is pinched against the composite effluent curve corresponds
with the minimum treatment flowrate.

Example 26.3 The data for a wastewater treatment problem
are given in Table 26.8. Centralized treatment would correspond
with a flowrate to be treated of 75 t·h−1. For an environmen-
tal discharge limit of 20 ppm, determine the minimum treat-
ment flowrate.

a. For a process with a fixed outlet concentration of 10 ppm
b. For a treatment process with a removal ratio of 95%

Table 26.8 Data for an effluent treat-
ment problem.

Stream Cin

(ppm)
Water flowrate

(t·h−1)

1 250 40
2 100 25
3 40 10

Solution

a. Figure 26.40 shows the effluent composite curve plotted for the
three streams in Table 26.8. The end of the effluent treatment
line is fixed with a concentration of 10 ppm and the steepest
line drawn until it pinches with the effluent composite curve
at 100 ppm. The removal flowrate is then given by:

mW ,min = �mT

�C
= 5400

100 − 10
= 60 t·h−1

C (ppm)

250

100

  40
  20

1.5 5.4 11.4 mC (kg·h−1)
    0

Pinch

  10

Figure 26.40 Targeting for a fixed outlet concentration of
10 ppm in Example 26.4.

b. For a fixed removal ratio with no change in flowrate of water:

R = 0.95 = Cin − Cout

Cin

Rearranging gives:
Cin = 20 Cout (26.8)

The total mass load is given by:

�mT = mW ,min�C

11,400 = mW,min(Cin − Cout ) (26.9)

For minimum flowrate, the treatment line will pass through the
pinch point at 100 ppm. Writing the mass balance below the pinch
point:

5400 = mW,min(100 − Cout ) (26.10)

Dividing Equation 26.9 by Equation 26.10 gives:

11,400

5400
= Cin − Cout

100 − Cout

Substituting Equation 26.8 gives:

Cout = 10 ppm

Thus:

Cin = 200 ppm

mW,min = 60 t·h−1

By coincidence the answer is the same in both cases, that is,
10 ppm outlet concentration corresponds with a removal ratio
of 0.95.

One complication not considered so far that is very
commonly encountered in effluent systems is where some
of the effluents are already below their environmental
discharge limit. Table 26.9 presents a problem involving
four effluent streams. The environmental discharge limit
is 20 ppm.

Note from Table 26.9 that Stream 4 with a concentration
of 10 ppm is already below the environmental limit of
20 ppm. Suppose that this is to be treated with an
operation capable of producing 5 ppm outlet concentration.
How can the target minimum flowrate be set under such
circumstances?

In fact, the availability of the stream with a concentration
below the environmental limit, removes part of the

Table 26.9 A problem where one of
the effluents is below the environmental
discharge limit.

Stream Cin

(ppm)
Water flowrate

(t·h−1)

1 200 40
2 100 30
3 30 20
4 10 80
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environmental load to be taken up by the effluent treatment
system through its dilution effect. The construction of
the effluent composite to include this effect is shown in
Figure 26.41. It can be seen that as the stream starting
at 10 ppm increases in concentration to the specified
environmental limit of 20 ppm, it takes up part of the
effluent load from the other streams that would otherwise
have to be removed by the effluent treatment process.
The dilution effect of the stream below the environmental
limit effectively creates a new environmental limit greater
than 20 ppm. The target for the problem is shown in
Figure 26.42. In this case, the specification for the treatment
process was based on an outlet concentration. If the
specification had been based on removal ratio, then the
basic approach would be the same. The only change would
be the specification of the effluent treatment line.

Sometimes the effluent treatment cannot be accomplished
in a single effluent treatment process. For example, different
treatment processes might be required to treat contaminants
over different concentration ranges. It might also be cheaper

C′e

Ce = 20

10

80 t·h −1

−0.8 0

C

mC

Figure 26.41 A stream below the environmental limit defines a
new effective environmental limit.

C (ppm)

200

100

30
20
10
5

−0.8 0 0.1 5 9 mC (kg·h−1)

52.6 t·h−1

C′e

Figure 26.42 Target for the problem in Table 26.6.

to use multiple treatment processes, rather than a single
process. For example, when treating petroleum refinery
effluent, it is usually cheap to start the treatment with
an API Separator and then complete the treatment with
other treatment processes, such as dissolved-air flotation
(see Chapter 8) and biological treatment. The API Separator
is a cheap process to remove part of the contamination
before passing the effluent to more expensive treatment
processes. Thus, limitations in the performance or the costs
associated with effluent treatment processes might dictate
the requirement for multiple treatment processes.

The graphical approach to targeting minimum treatment
flowrate can be extended to multiple treatment processes,
as shown in Figure 26.4317. In Figure 26.43a, the effluent
composite curve is divided into parts of the effluent mass
load being treated by the different processes (mTPI and
mTPII in Figure 26.43a). The effluent composite curve
is then decomposed into two parts at this point of
division in the mass load, as shown in Figure 26.43b.
Decomposition is the opposite procedure from creating a
composite. In Figure 26.43b, the mass balance division is
such that the effluent composite curve between C1 and
Ce needs to be decomposed. In this way, two separate
effluent composite curves are created for treatment by
Treatment Process I (TPI) and Treatment Process II (TPII).
Treatment lines for TPI and TPII are then matched against
the respective decomposed effluent composite curves, as
shown in Figure 26.43c. The matching of the treatment
lines against the decomposed effluent composite curve is
now the same as that for single treatment processes, as
described previously. Specifications can be based on outlet
concentration or removal ratio. Figure 26.43d shows that
decomposed effluent composite curves and the treatment
lines combined to obtain composites for each. It should
be noted that the treatment line for TPII in Figure 26.43c
would actually cross the original effluent composite curve
and would appear to be infeasible. However, a composite of
the two treatment lines does not cross the original effluent
composite curve. The combination of the two treatment
lines leads to a feasible solution17.

Finally, the relative contaminant mass load on the two
treatment processes can usually be varied within reasonable
limits. As load is shifted from TPI to TPII, and vice versa,
their relative capital and operating costs will change. This
is a degree of freedom that can be optimized.

26.11 DESIGN FOR MINIMUM
WASTEWATER TREATMENT
FLOWRATE FOR SINGLE
CONTAMINANTS

Having established how to set the target for the minimum
treatment flowrate, the next question is how to design to
achieve the target. The design principles to achieve the
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(b) Decomposition of the effluent composite curve.(a) Division of mass balance for the multiple treatment processes.

(c) Specification of the individual treatment processes. (d) Composites of the effluent streams and treatment lines.
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Figure 26.43 Targeting for multiple treatment processes.

target are based on the starting concentrations of the streams
relative to the pinch concentration.

Group I: CI ,j > CPINCH (26.11)

Group II: CII ,j = CPINCH (26.12)

Group III: CIII ,j < CPINCH (26.13)

where CI ,j , CII ,j , CIII ,j = concentration of Stream j in
Groups I, II and III respectively

If mW ,above and mW ,below are defined to be the
total wastewater flowrates in the concentration intervals
immediately above and below the pinch concentration

C

C0

Ce

mC

PINCH

Cout

mW,min

Cin
∆CmW,below

mW,above

∆mPINCH

∆mT

Figure 26.44 Achieving the treatment flowrate target. (From
Wang YP and Smith R, 1994, Chem Eng Sci, 49: 3127, reproduced
by permission of Elsevier Ltd.)

respectively, as shown in Figure 26.44, then:

mW ,above =
SI∑
j

mWI ,j (26.14)

and:

mW ,below =
SI∑
j

mWI ,j +
SII∑
j

mWII ,j (26.15)

where mW ,above,mW ,below = water flowrate immediately
above and below the pinch

mWI ,j , mWII ,j = water flowrate for Stream j

in Group I and II respectively
SI = total number of streams in

Group I
SII = total number of streams in

Group II

Because the treatment line with a flowrate mWT is pinched
with the composite curve at this point, the following relation
holds:

mW ,above ≤ mW,min ≤ mW ,below (26.16)

which means that:

SI∑
j

mWI ,j ≤ mW,min ≤
SI∑
j

mWI ,j +
SII∑
j

mWII ,j (26.17)



612 Water System Design

Therefore, the minimum treatment flowrate target mW,min is
given by:

mW,min =
SI∑
j

mWI ,j + θ

SII∑
j

mWII ,j (26.18)

where:
0 ≤ θ ≤ 1

Equation 26.18 reveals that the treatment flowrate target
can be achieved when all the wastewater streams in Group
I are treated, together with some of the wastewater streams
from Group II and none from Group III.

Having identified the streams to be treated in order to
achieve the flowrate target, it is still necessary to prove
that the mean inlet concentration of those streams, Cmean,in ,
is equal to the targeted inlet concentration for the treatment
process, Cin . If the treatment flowrate target mW ,min consists
of the wastewater streams defined by Equation 26.18, then
the mean inlet concentration of the streams treated, Cmean,in ,
is given by:

Cmean,in =
∑SI

j mWI ,j CI,j + θ
∑SII

j mWII ,j CPINCH∑SI

j mWI ,j + θ
∑SII

j mWII ,j

(26.19)

From Figure 26.44, the targeted inlet concentration, Cin for
the treatment flowrate target is given by:

Cin = CPINCH + �C = CPINCH + �mT − �mPINCH

mW ,min
(26.20)

where �C is the concentration change through the treat-
ment process above the pinch. Then knowing that:

�mT − �mPINCH =
SI∑
j

mWI ,j (CI,j − CPINCH ) (26.21)

where �mT = total mass treatment load
�mPINCH = mass treatment load below the pinch

Equations 26.21 and 26.18 can be substituted into Equa-
tion 26.20 to give the targeted inlet concentration, Cin .

Cin = CPINCH +
∑SI

j mWI ,j (CI,j − CPINCH )∑SI

j mWI ,j + θ
∑SII

j mWII ,j

=

SI∑
j

mWI ,j CI,j −
SI∑
j

mWI ,j CPINCH

+
SI∑
j

mWI ,j CPINCH + θ

SII∑
j

mWII ,j CPINCH

∑SI

j mWI ,j + θ
∑SII

j mWII ,j

=
∑SI

j mWI ,j CI,j + θ
∑SII

j mWII ,j CPINCH∑SI

j mWI ,j + θ
∑SII

j mWII ,j

= Cmean,in (26.22)

Equation 26.22 proves that the mean inlet concentration
of all the streams treated is equal to the targeted inlet
concentration.

Summarizing the above discussion gives the following
design rules, which must be observed to achieve the
treatment flowrate target.

Design Rule I: If wastewater streams start
above-pinch concentration, then
all of the flowrate of all of
these streams must be treated.

Design Rule II: If wastewater streams start at the
pinch concentration, then these
streams are partially treated and
partially bypass the effluent
treatment.

Design Rule III: If wastewater streams start below
the pinch concentration, then
all of these streams bypass the
treatment process completely.

Design Rule II is dictated by the mass balance. The amount
of the wastewater streams from Group II to be treated can
be calculated from:

mWII = �mT − �mCI

CPINCH − Cout
(26.23)

where

�mCI =
SI∑
j

mWI ,j (CI ,j − Ce) (26.24)

These three basic rules create a segregation policy to ensure
that the target is achieved in design.

If the effluent treatment involves multiple treatment
processes, as shown in Figure 26.43, then the same basic
approach can be followed as for single treatment processes.
The problem is decomposed, as shown in Figure 26.43.
This provides the target and the basis of the design. Each
treatment process has its own pinch and the network design
for each can be developed separately. The network designs
are then simply connected together17.

Example 26.4 Consider again Example 26.3. The target for
the three streams in Table 26.8 was determined to be 60 t·h−1.
This corresponded both with a treatment process achieving
10 ppm at its outlet and also one with a removal ratio of 95%.
Design an effluent treatment network to achieve the target of
60 t·h−1.

Solution To achieve the target in practice requires that the
starting concentrations relative to the pinch be first identified.
The pinch is at 100 ppm and Stream 1 starts above the pinch.
Stream 2 starts at the pinch and Stream 3 starts below the
pinch. Thus, Stream 1 must be completely treated, Stream 2
partially treated and partially bypassed and Stream 3 totally
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Figure 26.45 Design structure for Example 26.4.

bypasses the effluent treatment. The question remains as to
how much of Stream 2 goes through the effluent treatment
and how much bypasses. If Stream 1 with a flowrate of
40 t·h−1 must go through the effluent treatment and the target
for effluent treatment is 60 t·h−1, then 20 t·h−1 from Stream
2 must go through the effluent treatment process. Figure 26.45
shows the design structure for the effluent treatment, together with
the flowrates.

The design to achieve the target is therefore a matter of
following three simple rules. It is worth highlighting a few
points though. Firstly, streams starting at the pinch must be
partially treated and partially bypassed in order to achieve
the target. This splitting of the stream, while it is necessary
to solve the problem as posed, is often not acceptable
in practice. It provides design complexity in the need to
split the stream. Also, regulatory authorities often find such
an arrangement to be unacceptable, even though it solves
the problem according to their regulations. Environmental
regulations often have requirements for criteria such as
best practice or best environmental option. It is therefore
often considered to be not the best environmental practice
to partially treat a stream. If part of the stream needs
to be treated, then why not the whole stream? If the
partial bypass is eliminated and all of the flow for the
stream starting at the pinch is fed through the treatment
process, then the performance of the system will exceed
that of the regulatory requirements. While this might seem
to be a drawback in small systems, in practice it is not
such a problem. In practice, rather than dealing with three
streams, it is likely that the number of streams from a site
might be of the order of 100 or more. In this situation,
changing perhaps one stream that is at the pinch to fully
go through the treatment process, rather than partially
bypass, will have a very small effect on the overall system
performance18.

Another point regarding the design process is the effect of
the streams that are already below the environmental limit.
In practice, for a large site, many of the streams will already
be below the environmental limit. These are dealt with as
shown in Figure 26.42. In design terms, these should not
be treated, but bypassed along with all other streams below
the pinch concentration18.

26.12 REGENERATION OF
WASTEWATER

The basic principle of regeneration was introduced in
Figure 26.2. Regeneration is a treatment process but applied
with the objective of reusing or recycling the water,
rather than discharge to the environment. Regeneration of
wastewater is most likely to be economic if

• it allows process materials to be recovered;
• it substitutes investment in treatment for discharge by

taking up part of the effluent load, as well as reducing
the overall demand for water;

• limits are being imposed on freshwater consumption.

Consider the data in Table 26.10 for three water-using
operations. It is desired to minimize the consumption of
freshwater and generation of wastewater. A regeneration
process is available with a performance that can achieve an
outlet concentration of 5 ppm.

Start by considering the performance of the system for
reuse only. Figure 26.46 shows the target for reuse only
turns out to be 60 t·h−1.

When targeting for regeneration, whether regeneration
reuse or regeneration recycling, the objective is to divide
the water-using operations into two groups: those using
freshwater and those using regenerated water19. The
grouping strategy depends on whether it is desirable

Table 26.10 Water-using data for a problem requiring the use
of regeneration.

Stream
number

Limiting water
flowrate (t·h−1)

Cin

(ppm)
Cout

(ppm)
Contaminant mass
flowrate (g·h−1)

1 20 0 200 4000
2 50 100 200 5000
3 30 100 400 9000

C (ppm)

400

200

100

5
0

12 18 mC (kg·h−1)

Pinch

60
 t·h

−1

Figure 26.46 Target for the data in Table 26.6 for reuse only.



614 Water System Design

Divide Operations Into Two Groups

Requiring Water With Lower
Concentration than Regeneration Can

Achieve

Can Accept Inlet Concentration Greater
Than Regeneration Can Achieve

Fresh Water Regenerated Water

Move Operations to Balance Mass Load as Evenly
as Possible Below the Reuse

Only Pinch

Figure 26.47 Algorithm to provide an initial grouping for regeneration reuse.
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Figure 26.48 The targets for the data from Table 26.10 for regeneration reuse exploiting a regeneration process with an outlet
concentration of 5 ppm.

to include or avoid recycling. Take first the case of
regeneration reuse, in which no recycling is allowed.

Figure 26.47 gives a simple algorithm to provide an
initial grouping for problems exploiting regeneration reuse
in which recycling is to be avoided19. The initial grouping
is such that the streams are first divided into those that
require a lower concentration than the regeneration can
achieve, and those that can accept a concentration greater
than regeneration can achieve. In Figure 26.47, some of
the operations that can accept a concentration greater than
regeneration can achieve are also put to freshwater, such
that the balance of the mass loads between freshwater and
regeneration water below the reuse pinch in Figure 26.46
is as evenly distributed as possible. In this example, from
the data given in Table 26.10, Operation 1 must be fed
with freshwater. It is then a matter of deciding whether

Operations 2 and 3 are fed by freshwater or regenerated
water. The mass loads below the reuse pinch are:

Stream 1 4000 g·h−1

Stream 2 5000 g·h−1

Stream 3 3000 g·h−1

Given that Operation 1 belongs to the freshwater group,
then an arrangement with Operations 1 and 3 in the fresh-
water group and Operation 2 in the regenerated water group
balances the mass loads below the reuse pinch as evenly as
possible. This arrangement is shown in Figure 26.48. The
streams being fed by freshwater (Operations 1 and 3) are
used to construct a limiting composite curve. For these two
streams the target freshwater is 35 t·h−1. Only Operation 2
is included in the group using regenerated water and the
target for regenerated water starting at 5 ppm is 26.6 t·h−1.
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Figure 26.49 Design for regeneration reuse for the problem in Table 26.10.
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Figure 26.50 Algorithm to provide initial grouping for generation recycling.

Given that the target for freshwater of 35 t·h−1 is greater
than the target for regenerated water of 26.6 t·h−1, some
of the water from the exit of Operations 1 and 3 goes
directly to effluent, the remainder being regenerated and
used in Operation 2. While Figure 26.47 provides an initial
grouping, there is sometimes scope to improve the targets
through migration of streams from the freshwater group into
the regenerated water group and vice versa. This scope to
improve arises from the fact that there are now two pinches
for the system: the pinch for freshwater and the pinch for
regenerated water. In some problems, exploiting the interac-
tions between the pinches allows the targets to be improved.
There are three basic approaches to refine the grouping of
streams by such migration:

1. A conceptual approach based on the freshwater and
regeneration pinches19

2. A combinatorial search
3. Mixed integer programming.15

In fact, in this simple example there is no scope to improve
the targets by migration and the final target is that given in
Figure 26.48. Design to achieve the target uses exactly the
same water network design procedures as described so far
but carried out separately on the two groups of streams. The
two designs are then connected together via a regeneration
process to comply with the outline flow diagram shown in
Figure 26.48. Figure 26.49 shows a design for regeneration

reuse. Compared with a freshwater target for reuse only
of 60 t·h−1, regeneration reuse allows the freshwater to be
reduced to 35 t·h−1.

As with regeneration reuse, the objective of regeneration
recycling is to divide the water-using operations into two
groups, those requiring freshwater and those requiring
regenerated water19. Figure 26.50 presents an algorithm to
provide initial grouping for regeneration recycling19. This
time the algorithm is as simple as dividing the streams
into those that require water with a lower concentration
than regeneration can achieve and those that can accept
a concentration greater than regeneration can achieve.
The targets based on this initial grouping are shown in
Figure 26.51. Again, there is sometimes scope to improve
the initial targets by migration. This again arises from the
fact that there are two pinches in the problem, and the
interactions between the two pinches can in some cases
be exploited. In contrast to regeneration reuse, however,
the migration will only move streams from regenerated
water onto freshwater in order to reduce regenerated
water costs19. This migration again can be based on a
conceptual approach19, a combinatorial search or mixed
integer programming15. Once the final targets have been
accepted, design is a matter of designing the network for
the two groups separately and then joining the two designs
together via the regeneration process and the recycle. The
final design to achieve the target is given in Figure 26.52.
The target for freshwater consumption is now reduced to
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Figure 26.51 The targets for the data from Table 26.10 for regeneration recycling exploiting a regeneration process with an outlet
concentration of 5 ppm.
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Figure 26.52 Design for regeneration recycling for the problem in Table 26.10.

20 t·h−1, in contrast with 35 t·h−1 for regeneration reuse
and 60 t·h−1 for reuse only.

26.13 TARGETING AND DESIGN FOR
EFFLUENT TREATMENT AND
REGENERATION BASED ON
OPTIMIZATION OF A
SUPERSTRUCTURE

As with the case for water minimization, the graphical
methods used for effluent treatment and regeneration have
some severe limitations. As before, multiple contaminants
are difficult to handle, constraints, piping and sewer costs,
multiple treatment processes and retrofit are all difficult to
handle. To include all of these complications requires an
approach based on the optimization of the superstructure.

Figure 26.53 presents a superstructure for the design
of an effluent treatment system involving three effluent
streams and three treatment processes17. The superstructure
allows for all possibilities. Any stream can go to any
effluent process and potential bypassing options have
been included. Also, the connections toward the bottom
of the superstructure allow for the sequence of the
treatment processes to be changed. To optimize such
a superstructure requires a mathematical model to be
developed for the various material balances for the system
and costing correlations included. Such a model then allows

the superstructure to be optimized and a final design
obtained, as shown in Figure 26.53. The advantages of
the superstructure approach are that targeting for large
complex problems is facilitated, the design process is
automated, it provides a design as well as a target,
constraints can be readily included, piping and sewer costs
can be included and the cost trade-offs explored15,20. The
major disadvantage of the approach is that the optimization
is more difficult than the corresponding optimization for
water reuse. The general problem is nonlinear and the best
approach is to provide an initial solution for the nonlinear
optimization via a simplified linear model15,20.

A disadvantage of the automated approach based on the
optimization of a superstructure is that conceptual insights
are lost. However, as with the case of optimization of
water reuse networks, graphical representations based on
concentration versus mass load can be constructed from the
output of the optimization. The actual concentrations from
the design are used to plot the effluent composite curve
and the composite of the effluent treatment processes. This
can be done on a single component basis, as illustrated
in Figure 26.54. Figure 26.54 shows the output from an
optimization involving the treatment of two contaminants.
The composite treatment line involves multiple treatment
processes and pinches with the effluent composite curve
for Contaminant A. Also shown in Figure 26.54 is the
corresponding representation for Contaminant B. The
effluent composite curve is different. Also, the composite
treatment line shows some interesting features. Firstly, it is
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Figure 26.53 Superstructure for the design of an effluent treatment process with three streams and three treatment processes.
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Figure 26.54 Plots of composition versus mass load can be developed from the output of an optimization calculation.

not pinched. Secondly, the composite treatment line extends
beyond the effluent composite curve. This indicates that
Contaminant B has been overtreated. This presumably has
arisen as a result of a necessity to fulfill the discharge
requirements for Contaminant A. Contaminant A and
B are treated simultaneously in the various treatment
processes and Contaminant A was obviously limiting in
this particular problem.

A further option for treatment processes is that, rather
than used for effluent discharge, they can be used for
regeneration of wastewater for reuse or recycling. In
principle, any treatment process can be used for effluent
discharge or wastewater regeneration. Figure 26.55 shows
a superstructure for two operations and a single treatment
process15. The superstructure allows for all of the basic
reuse options between Operations 1 and 2, together with
the use of the treatment process for regeneration reuse or
regeneration recycling. Alternatively, the same treatment
process can be used for treatment and discharge of effluent.

In this way, the analyses for reuse only, regeneration reuse,
regeneration recycling and effluent treatment for discharge
can all be examined simultaneously by the optimization of
the superstructure in Figure 26.55.

26.14 DATA EXTRACTION

When considering heat exchanger and network design,
the important issue of data extraction was highlighted, as
lost opportunities can result from poor data extraction in
heat exchanger and network design. Similarly, there are
fundamental issues associated with data extraction for the
design of water systems.

1. Water balance. Before an existing system can be studied
from the point of view of water consumption and effluent
treatment, the first step must be to establish a water balance.
For a new design, this is a question simply of extracting the
information relating to water streams from the flowsheets
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Figure 26.55 A superstructure allowing for a treatment process to be used for either regeneration or discharge.

and material, and energy balance for the processes on a
site and the associated utility systems. However, it is rarely
the case that the designer is faced with a completely new
site. The most common situation is retrofit of an existing
site, with all of the existing units in place, or the addition
of new units to an existing site, or shutdown of units that
modifies the basic site configuration. The objective could
be to meet changes in the site load through addition or
shutdown of units, improve the existing environmental and
economic performance or to meet changes in environmental
regulations. In retrofit situations, it is often very difficult to
produce a water balance, yet it is a necessity. General lack
of information, poor records and poor instrumentation mean
that it is usually not possible to close a water balance to
better than 90% accountability. This certainly applies to
overall sites, and will often apply to individual processes.
A water balance that accounts for at least 90% of the water
in a process, or on a site is a necessary starting point.

2. Contaminants. The next issue to address is which con-
taminants should be included in any analysis? The answer is,
as few contaminants as absolutely necessary. Contaminants
should be lumped together where possible, for example, total
organic material, salt, suspended solids, total solids and so
on. In some instances, it will be necessary to include indi-
vidual components (e.g. phenol), if a particular constraint
relating specifically to that component must be included.
Care should be taken not to include contaminants into an
analysis, simply because analytical data is available from
process outlets. Contaminants should only be included where
there is an inlet restriction. A good strategy in developing an
analysis is to start by assuming that the whole problem can
be analyzed with a single contaminant, for example, dis-
solved solids. Additional contaminants should then only be
added where necessary. It should be noted that the methods
for studying water systems described here are not attempting
to simulate the water system. All that is of concern at this

stage in the design of water-using systems is whether the
contaminant specifications reflect the constraints that allow
or prevent reuse or recycling of water. For effluent treat-
ment systems, the study can often be performed by putting
in the most important contaminants related to discharge reg-
ulations. Of course, when the design is completed, it must
be checked to make sure that all environmental regulations
are complied with.

3. Flowrate constraints. Some processes require fixed flow-
rates, for example, cooling tower makeup, hosing operations,
steam ejectors and so on. In extracting the data, the designer
needs to identify such flowrate constraints. If the objective
of the study is to make a major impact in the consumption
of freshwater and the wastewater generation, then it makes
sense not to include small streams in the analysis. Reuse or
recycling of small streams is unlikely in most cases to be
economic. Only the largest streams should be studied.

4. Data accuracy. Water systems are usually complex and
there is usually a lack of data for a study. It is important to
avoid collecting a lot of unnecessary data early in a study.
The most accurate data requirements will be around the
area of the pinch and below the pinch for the system. By
definition, this is the data that is limiting. A good approach
therefore is to collect approximate data first and to carry
out a preliminary analysis. An initial target and analysis of
the data will then reveal where the design is most sensitive
to data errors. Collecting better data in these areas can be
carried out to refine the target. This approach should avoid
collecting too much of unnecessary data.

5. Limiting conditions. When determining the opportunities
for reuse, regeneration reuse and regeneration recycling,
the starting point is the limiting water data that determines
the most contaminated water acceptable to an operation.
But how are limiting conditions determined? There is
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no straightforward answer to this and many factors can
influence the setting of the limiting conditions:

• judgment and experience
• corrosion limitations
• maximum solubility
• simulation studies
• laboratory studies
• plant trials
• sensitivity analysis.

Sensitivity analysis is a particularly useful tool when
determining the limiting concentrations. Starting with
initial limiting conditions, that might well be the existing
concentrations, an initial target can be set as illustrated in
Figure 26.56. The data can then be adjusted to increase
the inlet concentrations and retargeted. It might be that
the result is sensitive or insensitive to changes in the inlet
concentration. Operation 2 in Figure 26.56 shows that a
small increase in the inlet concentration initially brings a
large reduction in the water requirement. Further increases
in the inlet concentration gradually bring diminishing
returns. The point where flowrate becomes insensitive to
changes in the inlet concentrations should then be examined
more closely for practicality using simulation, laboratory
studies and so on. By contrast, large increases in the inlet
concentration to Operation 1 only bring a modest reduction
in the overall flowrate. Carrying out such a sensitivity
analysis allows the critical design variables to be identified
in order that they can be studied more closely.

6. Treatment data. When carrying out a study of an effluent
treatment system, as with a water reuse study, as few contam-
inants as possible should be included. Again, contaminants
should be lumped together where possible, for example, sus-
pended solids, COD, BOD5. When studying the performance
of an existing biological treatment process, great care should

be exercised if a mixed effluent from different processes is
being treated. For example, suppose a site has an existing
biological treatment unit that has an existing performance
that removes 90% of the COD. Suppose now that this per-
formance is no longer acceptable and an increase in the
performance is required, either on COD removal or individ-
ually nominated contaminants. Additional capacity could be
added to the biological treatment unit, distributed-treatment
applied upstream, or waste minimization applied at source
(see Chapter 28). It might be extremely deceptive simply to
assume that the existing performance of the biological treat-
ment can be improved by adding extra capacity. It might be
that when the performance of the treatment on the individ-
ual effluents from the different processes is examined more
closely, the effect is quite different on the different effluent
streams. It might be that some effluent streams, because the
contaminants are easily digested, are treated almost com-
pletely in the biological treatment unit. Other effluents from
other processes might be largely unchanged by the biologi-
cal treatment, because the materials are refractory. In other
words, some effluent streams are overtreated, others are
undertreated and the overall effect is to give a removal ratio
for COD of 90%. Such situations can occur on chemical pro-
cessing sites involving a diverse range of chemical processes.
To study an improvement in the system for such circum-
stances would require the effluent to be broken down into
different categories of COD, depending on the origin, rather
than just an overall COD. Each process would be given a
COD category characterized by how effective the biological
treatment was on that effluent. To identify how the individual
streams are degraded requires biological digestion tests to be
carried out on the individual streams (e.g. BOD5). The rela-
tive rates of digestion can then be modeled to give the overall
removal ratio of the mixed effluent in the existing biological
treatment unit. The options of waste minimization at source,
pretreatment or additional biological treatment capacity can
then be evaluated with greater confidence.

mW,min

Cin,max

×

×

×

×

Looks Promising
Check for practicality

Operation 1

Operation 2

InitialTargets

Figure 26.56 Sensitivity analysis to determine the limiting conditions.
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7. Environmental limits. Each site will have environmental
discharge limits specified by regulatory authorities. These
might relate to concentrations, total load (i.e. total kilo-
grams of contaminant discharged) or a combination of
both. It is usual to have the major contaminants speci-
fied as concentrations (especially BOD5 and COD). Given
environmental discharge limits or consent limits from the
regulatory authorities, it would be a bad practice to design
precisely for those concentrations. The problem is, as with
steam systems, water systems are almost never at steady
state. Upset conditions cause surges in both the concentra-
tion and volume of effluent. For example, effluent is often
collected in effluent pits until the pit is full, when the control
system starts a pump and empties it. This causes both an
increase in the flowrate and the concentration of the efflu-
ent. Given the dynamic nature of water systems, it is good
practice to design for discharge concentrations significantly
below the consent limits. Design for 60% of the consent
limit is usually reasonable to allow for upset conditions.

26.15 WATER SYSTEM
DESIGN – SUMMARY

Increasing awareness regarding the problems of overextrac-
tion of water and increasingly strict discharge regulations
mean that the design of water systems requires care. Water
consumption and wastewater generation can be reduced
through reuse, regeneration reuse and regeneration recycling.

Distributed effluent treatment requires that a philosophy
of design be adopted that segregates effluent for treatment
wherever appropriate, and combines it for treatment
where appropriate. Various primary, secondary and tertiary
treatment processes are available to achieve the required
discharge concentrations.

Maximum water reuse can be identified from limiting
water profiles. These identify the most contaminated water
that is acceptable in an operation. A composite curve
of the limiting water profiles can be used to target the
minimum water flowrate. While this approach is adequate
for simple problems, it has some severe limitations. A
more mathematical approach using the optimization of a
superstructure allows all of the complexities of multiple
contaminants, constraints, enforced matches, capital and
operating costs to be included. A review of this area has
been given by Mann and Liu21.

Creating a composite of the effluent streams and
matching a treatment line against this composite, with an
appropriate specification, can target the minimum flowrate
of effluent to be treated. Targeting and design for simple
problems is straightforward. Regeneration of wastewater
requires that the streams for regeneration be separated into
two groups: those that require fresh water and those that
require regenerated water. Various methods are available to
divide the operations into two groups. Targeting and design

for effluent treatment and regeneration can be based on the
optimization of a superstructure.

Water systems can be very complex to study and
potentially require an enormous amount of data if a whole
site is to be studied. Understanding the data requirements
more fully can prevent collection of unnecessary data and
avoid missed opportunities.

When viewing effluent treatment methods, it is clear that
the basic problem of disposing safely of waste material is, in
many cases, not so much solved but moved from one place
to another. If a method of treatment can be used that allows
material to be recycled, then the waste problem is truly
solved. However, if the treatment simply concentrates the
waste as concentrated liquid, slurry or solid in a form, which
cannot be recycled, then it will still need to be disposed of.
Landfill disposal of such waste is increasingly unacceptable
and thermal oxidation causes pollution through products
of combustion and liquors from scrubbing systems. The
best method for dealing with effluent problems is to solve
the problem at source by waste minimization, as will be
discussed in Chapter 28.

26.16 EXERCISES

1. A process involves four water-using operations as detailed in
Table 26.11.

Table 26.11 Limiting water data for Exercise 1.

Operation Limiting water
flowrate (t·h−1)

Cin,max

(ppm)
Cout,max

(ppm)

1 20 0 300
2 46 100 300
3 14 100 600
4 40 400 600

a. Sketch the limiting water composite curve for the opera-
tions.

b. Target the water flowrate for reuse only.
c. Generate the grid diagram and design the water-using

operation network to achieve the target.
2. Four operations in a process are required to be supplied

with water. Table 26.12 below gives the maximum inlet and
outlet concentrations for the water and the mass pickup of
contamination in each operation.

Table 26.12 Limiting water data for Exercise 2.

Operation Cin,max

(ppm)
Cout,max

(ppm)
Mass pickup

(kg·h−1)

1 0 400 16
2 200 400 16
3 200 1000 32
4 700 1000 6
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a. If freshwater with no inlet contamination is used in each of
the four processes, calculate the total water requirements
in t·h−1.

b. If water is reused up to its maximum potential, calculate
the corresponding water requirements in t·h−1.

c. Maximum water reuse alone does not satisfy the require-
ments for water reduction; hence, process changes are to be
considered in conjunction with water reuse. What changes
to the process conditions would be required to the oper-
ations in Table 26.12 to reduce the target, assuming the
mass pickup is fixed.

3. Consider a water-using network with a single contaminant.
The limiting data for the problem are given in Table 26.13.

Table 26.13 Limiting water data for Exercise 3.

Operation Cin

(ppm)
Cout

(ppm)
Limiting water
flowrate (t·h−1)

Flowrate loss
(t·h−1)

1 0 100 30
2 25 100 50
3 50 200 40
4 70 10

a. Construct the limiting water composite curve without
Operation 4.

b. Target the minimum freshwater and wastewater flowrate
for maximum reuse considering all operations.

c. Design a network to achieve the target. There is one
constraint to design a water network. Water from only
Operation 1 can be reused for other operations. Show
the design steps and represent the water network as a
conventional flowsheet.

d. Suppose that Operations 1, 2 and 3 could be operated at
fixed flowrate at limiting conditions. Show the modifica-
tions of the network design given in Part c.
(i) When local recycling around operations is accepted.

(ii) When local recycling around operations in not
accepted.

e. Water for Operation 4 is a cooling tower makeup.
There are several process changes that could reduce the
water requirement for cooling tower operation. Suggest
process changes.

4. Consider a water-using network with a single contaminant,
represented by the COD. The limiting data for the problem
are given in Table 26.14.

Table 26.14 Limiting water data for Exercise 4.

Operation Cin

(ppm)
Cout

(ppm)
mC

(g·h−1)

Limiting water
flowrate (t·h−1)

Water loss
(t·h−1)

1 0 100 1000 10 –
2 50 100 1000 20 –
3 100 400 6000 20 –
4 0 10 200 20 –
5 100 200 4000 40 20

a. Target the minimum fresh water and wastewater flowrate
for maximum reuse only.

b. Design a network to achieve the target.
c. Show the design steps and represent the water network as

a conventional flowsheet.
d. Suggest a process change that could reduce the water

requirement.
5. The effluent data for a plant are given in Table 26.15.

Table 26.15 Effluent data for Exercise 5.

Stream C (ppm) Water flowrate
(t·h−1)

1 1000 20
2 600 53.4
3 200 22.6

For an environmental discharge limit of 50 ppm,
a. Sketch the composite curve for the effluent streams;
b. Target the treatment flowrate for a fixed outlet concentra-

tion COUT = 20 ppm;
c. Target for treatment flowrate removal ratio RR = (Cin −

Cout )/Cin = 0.97;
d. Determine the stream groups for treatment system design;
e. Sketch flow pattern.

6. A chemical process has three major water-using operations
that are contaminated mainly by NH3. The effluent data are
given in Table 26.16.

Table 26.16 Effluent data for Exercise 6.

Stream C (ppm) Water flowrate
(t·h−1)

1 300 50
2 150 30
3 80 20

The effluent streams are currently combined and sent to
a steam stripper to remove NH3 from wastewater. The
environmental discharge limit for NH3 is 30 ppm.
a. Construct the effluent composite curve for this process.
b. What is the minimum treatment flowrate for the steam

stripper (removal ratio of steam stripper = 90%)?
c. Design a distributed-treatment network that achieves the

minimum treatment flowrate target in Part b. Draw the
final design as a conventional flowsheet, giving flowrate
and concentration levels for all wastewater streams.

d. The steam stripper is used to separate NH3 from wastewa-
ter. If the wastewater stream contains NH3 as well as H2S,
describe process modifications or operating changes in the
steam stripper that can remove both contaminants.

7. A water network produces the 6 effluent streams in
Table 26.17. The environmental discharge limit for the con-
taminant concentration is 50 ppm. There are two treatment
processes available on the site, which are capable of reducing
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Table 26.17 Effluent streams for Exercise 7.

Stream Water flowrate
(t·h−1)

C

(ppm)

1 25 200
2 40 350
3 50 200
4 90 150
5 85 120
6 40 75

Table 26.18 Effluent treatment processes for Exercise 7.

Treatment
process

Cout

(ppm)
Unit treatment

cost ($·t−1)

Maximum flowrate
capacity (t·h−1)

TP1 20 2.25 700
TP2 40 1.5 500

the contaminant concentration respectively to 20 ppm and
40 ppm (Table 26.18).
a. Draw the effluent composite curve for the problem.
b. Draw a superstructure for the problem.

8. In a country with severe water scarcity, the government has
placed limits on the amount of fresh water that may be used by
industry. A company has three main water-using operations.
In each operation, the water picks up contamination in the
form of suspended solids (SS). The existing concentrations
of SS are given in Table 26.19.

Table 26.19 Water data for Exercise 8.

Operations Cin

(ppm)
Cout

(ppm)
Water flowrate

(t·h−1)

1 0 100 20
2 0 100 30
3 0 330 50

The company has now been told that it must reduce the total
water demand by at least 10 per cent. Carry out a water
minimization study to determine the scope for reusing water.
Discussions with the operations managers have concluded that
not all the operations need to be fed with freshwater. The
maximum concentrations that can be tolerated at the inlet of
the operations are given in Table 26.20.
a. What is the contaminant mass load and limiting flowrate

of each operation? Assume that the outlet concentrations
in Table 26.19 are the maximum allowable ones.

b. What is the minimum fresh water flowrate that is required
if water is reused?

c. Can the company achieve the required water reduction by
reusing water?

d. Design a network that will achieve the minimum water
target. Draw the final design as a conventional flowsheet,
giving flows and concentrations for all water streams.

Table 26.20 Maximum
inlet concentrations for
Exercise 8.

Operation Cin,max

(ppm)

1 0
2 50
3 30

9. Table 26.21 lists the limiting data for a water network.

Table 26.21 Water data for Exercise 9.

Operation Limiting water
flow (t·h−1)

mC

(g·h−1)

Cin

(ppm)
Cout

(ppm)

1 10 1000 0 100
2 55 8250 100 250
3 40 4000 300 400

The environmental discharge limit for the contaminant is
50 ppm. Freshwater is available with a concentration of
0 ppm. A treatment process is available capable of achieving
a contaminant outlet concentration of 20 ppm.
a. Construct the limiting water composite curve and obtain

the target for minimum fresh water flowrate for reuse only.
b. Design a water-use network, which achieves this target.

Draw the network as a conventional flowsheet.
c. From the streams directed to effluent, devise a distributed

treatment problem. Construct the effluent composite curve.
Obtain the target for minimum treatment flowrate.

d. Design a distributed effluent treatment network, which
achieves the minimum treatment target. Draw the network
as a conventional flowsheet.

10. The data for five water-using operations are shown in
Table 26.22.

Table 26.22 Water data for Exercise 10.

Operation Mass load of
contaminant

(kg·h−1)

Cin

(ppm)
Cout

(ppm)
Limiting water
flowrate (t·h−1)

1 8 0 200 40
2 5 100 200 50
3 6 100 400 20
4 6 300 400 60
5 8 400 600 40

Targeting indicates that for reuse only the process requires
80 t·h−1. It is proposed to reduce this target by introducing
regeneration with a removal ratio of 0.95.
a. The streams are divided into two groups for regeneration.

The first group contains Operations 1 and 2 and the
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second group Operations 3, 4 and 5. Determine the targets
for freshwater and regenerated water.

b. An alternative grouping has only Operation 1 in the
first group with the remainder in the second group.
Again, determine the targets for freshwater and regenerated
water.

c. A third grouping has Operations 1 and 4 in the first group
with the remainder in the second group. Determine the
targets for freshwater and regenerated water.

Which group would you recommend? In each case, sketch
the flow pattern of how the water flows would be distributed
between the two groups. It is not necessary to determine the
flow pattern within each group.
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27 Inherent Safety

Although safety considerations have been left until late in
this text, they should not be left to the final stages of the
design. Consideration has been left late here to allow the
many issues in process design that have an impact on safety
to be dealt with first.

Early decisions made purely for process reasons can
often lead to problems of safety, health and environment
that require complex solutions. It is far better to consider
them early as the design progresses. Designs that avoid the
need for hazardous materials, use less of them, use them
at lower temperatures and pressures or dilute them with
inert materials will be inherently safe and will not require
elaborate safety systems1.

Here, safety and health considerations will be restricted
to features of inherent safety that can be included as the
design is developing, rather than the detailed hazard and
operability studies that take place in the later stages of
design when the design is nearing completion.

The three major hazards in process plant are fire,
explosion and toxic release2.

27.1 FIRE

The first major hazard in process plant is fire, which is usu-
ally regarded as having a disaster potential lower than both
explosion and toxic release2. However, fire is still a major
hazard and can under the worst conditions approach explo-
sion in its disaster potential. Fire requires a combustible
material (gas or vapor, liquid, solid, solid in the form of a
dust dispersed in a gas), an oxidant (usually oxygen in air)
and usually, but not always, a source of ignition. Consider
now the important factors in assessing fire as a hazard.

1. Autoignition temperature. The autoignition temperature
of a gas or vapor is the temperature at which it will
ignite spontaneously in air, without any external source
of ignition.

2. Flammability limits. A flammable gas or vapor will burn
in air only over a limited range of composition. Below
a certain concentration of the flammable gas, the lower
flammability limit, the mixture is too “lean” to burn. Above
a certain concentration, the upper flammability limit, it is
too “rich” to burn. Concentrations between these limits
constitute the flammable range.

Chemical Process Design and Integration R. Smith
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Combustion of a flammable gas–air mixture occurs if the
composition of the mixture lies in the flammable range and
if there is a source of ignition. Alternatively, the combustion
of the mixture occurs without a source of ignition if the
mixture is heated up to its autoignition temperature.

The most flammable mixture is usually the stoichiometric
mixture for combustion. It is often found that the con-
centrations of the lower and upper flammability limits are
approximately one-half and twice that of the stoichiometric
mixture, respectively2,3.

Flammability limits are affected by pressure. The effect
of pressure changes is specific to each mixture. In some
cases, decreasing the pressure can narrow the flammable
range by raising the lower flammability limit and reducing
the upper flammability limit until eventually the two lim-
its coincide and the mixture becomes nonflammable. Con-
versely, an increase in pressure can widen the flammable
range. However, in other cases, increasing the pressure has
the opposite effect of narrowing the flammable range2,3.

Flammability limits are also affected by tempera-
ture. An increase in temperature usually widens the
flammable range2,3.

3. Minimum oxygen concentration. Whereas the lower
flammability limit measures the lowest concentration that
will allow combustion of a vapor-air mixture, sometimes
inert gas (usually nitrogen, but sometimes carbon dioxide
or steam) is added to the mixture to prevent combustion.
The minimum oxygen concentration is a limit below which
the reaction cannot generate enough energy for the mixture
(including inerts) to allow self propagation of a flame. The
minimum oxygen is stated as a percent of oxygen in air
plus combustible material.

4. Flash point. The flash point of a liquid is the lowest
temperature at which it gives off enough vapor to form
an ignitable mixture with air. The flash point generally
increases with increasing pressure.

5. Limiting oxygen concentration of a dust. The limiting
oxygen concentration of a dust is the minimum concentra-
tion of oxygen (displaced by an inert gas such as nitrogen)
capable of supporting combustion of dust that is dispersed
in the form of a cloud. A mixture with oxygen concentra-
tion below the limiting oxidant concentration is not capable
of supporting combustion and hence cannot support a sub-
sequent dust explosion.

6. Minimum ignition temperature of a dust. The minimum
ignition temperature of a dust is the lowest temperature at
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which dust that is dispersed in the form of a cloud can
ignite. The minimum ignition temperature is an important
factor in evaluating the sensitivity of dust to ignition sources
such as hot surfaces. Decreasing particle size of dust
and decreasing moisture content both lower the minimum
ignition temperature.

Flammable liquids are potentially much more dangerous
than flammable gas mixtures, if the flammable liquids are
processed or stored under pressure at a temperature above
their atmospheric boiling point. Gases leak at a lower mass
flowrate than liquids through an opening of a given size.
Flashing liquids leak at about the same rate as a subcooled
liquid but then turn into a mixture of vapor and spray on
release. The spray, if fine, is just as hazardous as the vapor
and can be spread as easily by the wind. Thus, the leak of
a flashing liquid through a hole of a given size produces a
much greater hazard than the corresponding leak of gas1.

When synthesizing a process, the occurrence of flammable
gas and dust mixtures should be avoided, rather than relying
on the elimination of sources of ignition. This can be
achieved in the first instance by changing the process
conditions such that dust mixtures are below their limiting
oxygen concentration and gas mixtures are outside their
flammable range. If this is not possible, inert material such
as nitrogen, carbon dioxide or steam should be introduced.
The use of flammable liquids held under pressure above
their atmospheric boiling points should be avoided. Adopting
atmospheric subcooled conditions or vapor conditions in
the process will be much safer. In addition, sources of
ignition such as flames, sparks from electrical equipment,
sparks from static electricity, sparks from impact or friction,
and so on, should also be eliminated wherever possible.
Sources of ignition from static electricity tend to be less
obvious than other sources of ignition. Electrical charge can
accumulate on a powder or any plant item if electrically
isolated from the ground. The resulting spark discharges can
be avoided by electrically grounding all conductive items.
Where high-surface charging processes exist (e.g. when
processing dusty materials), the use of electrically insulating
materials (e.g. plastic pipes) should be avoided, as this allows
the accumulation of electrical charge. For the particular case
of dusts, high relative humidity can reduce the resistivity
of some powders, increasing the rate of charge decay and
decreasing the accumulation of static charge.

27.2 EXPLOSION

The second of the major hazards is explosion, which has
a disaster potential usually considered to be greater than
fire but lower than toxic release2. Explosion is a sudden
and violent release of energy. The energy released in an
explosion on a process plant is either of the following.

1. Chemical energy. Chemical energy derives from a chem-
ical reaction. The source of the chemical energy is

exothermic chemical reactions or combustion of flammable
material (dust, vapor or gas). Explosions based on chemical
energy can be either uniform or propagating. An explosion
in a vessel will tend to be a uniform explosion, while an
explosion in a long pipe will tend to be a propagating explo-
sion. For a dust, the minimum explosible concentration is
the lowest concentration in g·m−3 in air that will give rise
to flame propagation on ignition.

2. Physical energy. Physical energy may be pressure
energy in gases, thermal energy, strain energy in metals
or electrical energy. An example of an explosion caused
by release of physical energy would be fracture of a vessel
containing high-pressure gas.

Thermal energy is generally important in creating the
conditions for explosions rather than a source of energy
for the explosion itself. In particular, as already mentioned,
superheat in a liquid under pressure causes flashing of the
liquid if it is accidentally released to the atmosphere.

There are two basic kinds of explosions involving the
release of chemical energy:

1. Deflagration. In a deflagration, the flame front travels
through the flammable mixture relatively slowly.

2. Detonation. In a detonation, the flame front travels as
a shock wave followed closely by a combustion wave
that releases the energy to sustain the shock wave. The
detonation front travels with a velocity greater than the
speed of sound in the unreacted medium.

A detonation generates greater pressures and is more
destructive than a deflagration. The peak pressure caused
by the deflagration of a hydrocarbon–air mixture or a dust
mixture at atmospheric pressure is of the order of 8 to 10
bar. However, a detonation may give a peak pressure of the
order of 20 bar. A deflagration may turn into a detonation
particularly if traveling down a long pipe.

Just as there are two basic kinds of explosions, they can
occur in two different conditions:

1. Confined explosions. Confined explosions are those that
occur within vessels, pipework or buildings. The explosion
of a flammable mixture in a process vessel or pipework
may be a deflagration or a detonation. The conditions for
a deflagration to occur are that the gas mixture is within
the flammable range and that there is a source of ignition.
Alternatively, the deflagration can occur without a source
of ignition if the mixture is heated to its autoignition
temperature. An explosion starting as a deflagration can
make the transition into a detonation. This transition can
occur in a pipeline but is unlikely to happen in a vessel.

2. Unconfined explosions. Explosions that occur in the
open air are unconfined explosions. An unconfined vapor
cloud explosion is one of the most serious hazards in the
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process industries. Although a large toxic release may have
a greater disaster potential, unconfined vapor explosions
tend to occur more frequently2. Most unconfined vapor
cloud explosions have been the result of leaks of flashing
flammable liquids.

The problem of the explosion of an unconfined vapor cloud
is not only that it is potentially very destructive but also that
it may occur some distance from the point of vapor release
and may thus threaten a considerable area.

If the explosion occurs in an unconfined vapor cloud, the
energy in the blast wave is generally only a small fraction
of the energy theoretically available from the combustion
of all the material that constitutes the cloud. The ratio of
the actual energy released to that theoretically available
from the heat of combustion is referred to as the explosion
efficiency. Explosion efficiencies are typically in the range
of 1 to 10%. A value of 3% is often assumed.

The hazard of an explosion should in general be
minimized by avoiding flammable gas–air mixtures in the
process. Again, this can be done either by changing process
conditions or by adding an inert material. It is bad practice
to rely solely on elimination of sources of ignition.

27.3 TOXIC RELEASE

The third of the major hazards and the one with the greatest
disaster potential is the release of toxic chemicals2. The
hazard posed by toxic release depends not only on the
chemical species but also on the conditions of exposure.
The high disaster potential from toxic release arises in
situations in which large numbers of people are briefly
exposed to high concentrations of toxic material. However,
the long-term health risks associated with prolonged
exposure at low concentrations over a working life also
present serious hazards.

For a chemical to affect health, a substance must come
into contact with an exposed body surface. The three
ways in which this happens are by inhalation, skin contact
and ingestion.

In preliminary process design, the primary consideration
is contact by inhalation. This happens either through
accidental release of toxic material to the atmosphere or
the fugitive emissions caused by slow leakage from pipe
flanges, valve glands, pump and compressor seals. Tank
filling also causes emissions when the rise in liquid level
causes vapor in the tank to be released to atmosphere, as
discussed in Chapter 25.

The acceptable limits for toxic exposure depend on
whether the exposure is brief or prolonged. Lethal con-
centration for airborne materials and lethal dose for non-
airborne materials are measured by tests on animals. The
limits for brief exposure to toxic materials that are air-
borne are usually measured by the concentration of toxi-
cant that is lethal to 50% of the test group over a given

exposure period, usually four hours. It is written as LC50

(lethal concentration for 50% of the test group). The test
gives a comparison of the absolute toxicity of a com-
pound in a single concentrated dose, acute exposure. For
nonairborne materials, lethal dose LD50 refers to the quan-
tity of material administered, which results in death of
50% of the test group. It should be emphasized that it
is extremely difficult to extrapolate tests on animals to
human beings.

The limits for prolonged exposure are expressed as the
threshold limit values. These are essentially acceptable
concentrations in the workplace. There are three categories
of threshold limit values:

1. Time weighed exposure. This is the time weighted
average concentration for a normal 8-hour workday or 40-
hour workweek to which nearly all workers can be exposed,
day after day, without adverse effects. Excursions above the
limit are allowed if compensated by other excursions below
the limit.

2. Short-term exposure. This is the maximum concentra-
tion to which workers can be exposed for a period
of up to 15 min continuously without suffering from
(1) intolerable irritation, (2) chronic of irreversible tissue
change or (3) narcosis of sufficient degree to increase acci-
dent proneness, impair self-rescue or materially reduce effi-
ciency, provided that no more than four excursions per
day are permitted, with at least 60 min between exposure
periods, and provided the daily time weighted value is
not exceeded.

3. Ceiling exposure. This is the concentration that should
be exceeded, even instantaneously.

When synthesizing a flowsheet, it is obviously best to
try and avoid, where possible, the use of toxic materials
altogether. However, this is often just not possible. In this
case, the designer should take particular care to avoid
processing and storing toxic liquids under pressure at
temperatures above their atmospheric boiling points. As
with flammable materials, if a leak occurs, whether large
or small, the mass flowrate through a hole of a given size
is far greater for a liquid than for a gas. Release of a
flashing liquid will result in higher levels of exposure than
the release of a subcooled liquid or a gas.

The best way to avoid fugitive emissions is by using leak-
tight equipment (e.g. changing from packing to mechanical
seals or even using sealless pumps, etc.). If this is not
possible, then regular maintenance checks can reduce
fugitive emissions. If all else fails, the equipment can be
enclosed and ventilated. The air would then be treated
before finally passing to atmosphere. To reduce emissions
from tank filling, the vapor space must be prevented from
breathing to the atmosphere. This can be achieved through
vapor treatment, use of floating roofs or use of membranes
in the tank roof, as discussed in Chapter 25.
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27.4 INTENSIFICATION OF
HAZARDOUS MATERIALS

The best way of dealing with a hazard in a flowsheet is to
remove it completely. The provision of safety systems to
control the hazard is much less satisfactory. One of the prin-
cipal approaches to making a process inherently safe is to
limit the inventory of hazardous material, intensification of
hazardous material. The inventories to be avoided most of
all are flashing, flammable liquids or flashing, toxic liquids.

Once the process route has been chosen, it may be
possible to synthesize flowsheets that do not require large
inventories of materials in the process. The design of the
reaction and separation system is particularly important in
this respect but heat transfer, storage and pressure relief
systems are also important.

1. Reactors. Perhaps the worst safety problem that can
occur with reactors occurs when an exothermic reaction
generates heat at a faster rate than the cooling system can
remove it. Such runaway reactions are usually caused by
coolant failure, perhaps for a temporary period, or reduced
cooling capacity due to perhaps a pump failure in the
cooling water circuit. The runaway happens because the
rate of reaction, and hence the rate of heat generation,
increases exponentially with temperature, whereas the rate
of cooling increases only linearly with temperature. Once
heat generation exceeds available cooling capacity, the rate
of temperature rise becomes progressively faster4. If the
energy release is large enough, liquids will vaporize, and
overpressurization of the reactor follows.

Clearly, the potential hazard from runaway reactions is
reduced by reducing the inventory of material in the reactor.

Batch operation requires a larger inventory than the
corresponding continuous reactor. Thus, there may be
a safety incentive to change from batch to continuous
operation. Alternatively, the batch operation can be changed
to semibatch in which one (or more) of the reactants is
added over a period. The advantage of semibatch operation
is that the feed can be switched off in the event of a
temperature (or pressure) excursion. This minimizes the
chemical energy stored up for a subsequent exotherm.

For continuous reactors, plug-flow designs require
smaller volumes and hence smaller inventories than mixed-
flow designs for the same conversion, as discussed in
Chapter 5.

Reaction rates may often be improved by the use of more
extreme operating conditions. More extreme conditions
may reduce inventory appreciably. However, more extreme
conditions bring their own problems, as will be discussed
later. A very small reactor operating at a high temperature
and pressure may be inherently safer than one operating at
less extreme conditions because it contains a much lower
inventory. A large reactor operating close to atmospheric
temperature and pressure may be safe for different reasons.

Leaks are less likely, and if they do happen, the leak
will be small because of the low pressure. Also, little
vapor is produced from the leaking liquid because of
the low temperature. A compromise solution employing
moderate pressure, temperature and medium inventory
may combine the worst features of the extremes. The
compromise solution may be such that the inventory is large
enough for a serious explosion or serious toxic release if a
leak occurs, the pressure will ensure the leak is large and
the high temperature results in the evaporation of a large
proportion of the leaking liquid1.

2. Distillation. There is a large inventory of boiling liquid,
sometimes under pressure, in a distillation column both
in the base and held up in the column. If a sequence
of columns is involved, then, as discussed in Chapter 11,
the sequence can be chosen to minimize the inventory of
hazardous material. If all materials are equally hazardous,
then choosing the sequence that tends to minimize the
flowrate of nonkey components will also tend to minimize
the inventory. Use of the partition column or dividing-wall
column shown in Figure 11.14c will reduce considerably
the inventory relative to two simple columns. Partition
columns or dividing-wall columns are inherently safer than
conventional arrangements since they not only lower the
inventory but also the number of items of equipment is
fewer, and hence there is a lower potential for leaks.

The column inventory can also be reduced by the use of
low hold-up column internals, including low hold-up in the
column base. As the design progresses, other features can
be included to reduce the inventory. Thermosyphon reboil-
ers have a lower inventory than kettle reboilers. Periph-
eral equipment such as reboilers can be located inside the
column1.

3. Heat transfer operations. Heat transfer fluids other than
steam and cooling water utilities are sometimes introduced
into the design of the heat exchange system. These heat
transfer media are sometimes liquid hydrocarbons used at
high pressure. When possible, higher boiling liquids should
be used. Better still, the flammable material should be sub-
stituted with a nonflammable medium such as water or
molten salt.

Limpet
Coil

Agitator Off

Wall at 300°C

Contents Approximately
160°C

Surface Layer Heats

Figure 27.1 Schematic of the Seveso reaction system.
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The use of an unnecessarily high-temperature hot utility
or heating medium should be avoided. This may have been
a major factor that led to the runaway reaction at Seveso
in Italy in 1976, which released toxic material over a wide
area. The reactor was liquid-phase and operated in a stirred
tank, Figure 27.1. It was left containing an uncompleted
batch at around 160◦C, well below the temperature at which
a runaway reaction could start. The temperature required for
a runaway reaction was around 230◦C5. The reaction was
normally carried out under vacuum at about 160◦C in a
reactor heated by steam at about 300◦C. The temperature
of the liquid could not rise above its boiling point of 160◦C
at the operating pressure.

In this accident, the steam was isolated from the reactor
containing the unfinished batch, and the agitator was
switched off. The reactor walls below the liquid level
fell to the same temperature as the liquid, around 160◦C.
The reactor walls above the liquid level remained hotter
because of the high-temperature steam that had been used
(but now isolated). Heat then passed by conduction and
radiation from the walls to the top layer of the stagnant
liquid, which became hot enough for a runaway reaction
to start, Figure 27.1. Once started in the upper layer, the
reaction then propagated throughout the reactor. If the
steam had been cooler, say 170◦C, the runaway could not
have occurred1.

Some operations need to be carried out at low tempera-
ture that needs refrigeration. The refrigeration fluid might,
for example, be propylene and present a major hazard.
Operation of the process at a higher pressure on the one
hand brings increased hazards in the process equipment but,
on the other hand, might allow a less hazardous refrigera-
tion fluid.

4. Storage. Some of the largest inventories of hazardous
materials tend to be held up in the storage of raw materials
and products and intermediate (buffer) storage.

The most obvious way of reducing the inventory in
storage is by locating producing and consuming plants near
each other so that hazardous intermediates do not have to
be stored or transported1. It may also be possible to reduce
storage requirements by making the design more flexible.
Adjusting the capacity could then be used to cover delays
in the arrival of raw material, upsets in one part of the plant,
and so on, and thus reduce the need for storage1.

Large quantities of toxic gases such as chlorine and
ammonia and flammable gases such as propane and
ethylene oxide can be stored either under pressure or
at atmospheric pressure under refrigerated conditions. If
there is a leak from atmospheric refrigerated storage, the
quantity of hazardous material that is discharged will be less
than the corresponding pressurized storage at atmospheric
temperature. For large storage tanks, refrigeration is safer.
However, this might not be the case with small-scale
storage, since the refrigeration equipment provides sources

for leaks. Thus, in small-scale storage, pressurized storage
may be safer1,2.

5. Relief systems. Emergency discharge from relief valves
can be dealt with in a number of ways:

a. Direct discharge to atmosphere under conditions leading
to rapid dilution.

b. Total containment in a connected vessel, with ultimate
disposal being deferred.

c. Partial containment, in which some of the discharge
is separated either physically through gravitational,
centrifugal means, and so on, or chemically through
absorption, and so on, and contained.

d. Combustion in a flare. Flare systems might include a
catchpot that collects liquids and passes gases to flare
(see Chapter 25).

Relief systems are expensive and bring considerable
environmental problems.

Sometimes it is possible to dispense with relief valves
and all that comes after them by using stronger vessels,
strong enough to withstand the highest pressures that can
be reached1.

For example, if the vessel can withstand the pump delivery
pressure, then a relief valve for overpressurization by the
pump may not be needed. However, there may still be need
for a small relief device to guard against overpressurization
in the event of a fire. It may be possible to avoid the need for
a relief valve on a distillation column by making it strong
enough to withstand the pressure developed if cooling is lost
but heat input and feed pumping continues1.

At first sight it might seem that making vessels strong
enough to withstand the possible overpressurization would
be an expensive option. However, it must be remembered
that a comparison is not being made between one vessel
with a thick wall versus one vessel with a thin wall protected
by a relief valve. Material discharged through the relief
valve might need to be partially contained, in which case
the comparison might be between Figures 27.2a and 27.2b1.

Similarly, instead of installing vacuum relief valves, the
vessels can be made strong enough to withstand vacuum.
In addition, if the vessel contains flammable gas or vapor,
vacuum relief valves will often need to admit nitrogen to
avoid flammable mixtures. A stronger vessel may often be
safer and cheaper1.

6. The overall inventory. The optimization of reactor con-
version was considered in Chapter 13. As the conversion
increased, the size (and cost) of the reactor increased but
that of separation, recycle and heat exchanger network
systems decreased. The same trends also occur with the
inventory of material in these systems. The inventory in
the reactor increases with increasing conversion, but the
inventory in the other systems decreases. Thus, in some
processes, it is possible to optimize for minimum overall
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Figure 27.2 A thick-walled pressure vessel might be economic when compared with a thin-walled vessel with its relief and
venting system.

inventory6. In the same way as reactor conversion can be
varied to minimize the overall inventory, the recycle inert
concentration can also be varied.

It might be possible to reduce the inventory signifi-
cantly by changing reactor conversion and recycle inert
concentration without a large cost penalty if the cost opti-
mization profiles are fairly flat.

Intensification of hazardous material results in a safer
process. The minimization of waste will most often bring
environmental benefits.

27.5 ATTENUATION OF HAZARDOUS
MATERIALS

So far, the emphasis has been on substituting hazardous
materials or using less intensification. Now consider use of
hazardous material under less hazardous conditions of less
extreme temperatures or pressures, as a vapor rather than
superheated liquid, or diluted, in other words, attenuation1.

Operation at extremes of pressure and temperature brings
a number of safety problems:

1. High pressure. Most process plants operate at pressures
below 250 bar, but certain processes, such as high-pressure
polyethylene plants, operate at pressures up to about 3000
bar. The use of high pressure greatly increases the stored
energy in the plant. Although high pressures in themselves
do not pose serious problems in materials of construction,
the use of high temperatures, low temperatures or corrosive
chemicals together with high pressure does2.

With high-pressure operation, the problem of leaks
becomes much more serious, since this increases the mass
flowrate of fluid that can leak out through a given hole.
This is particularly so when the fluid is a flashing liquid.

2. Low pressure. Low pressures are not in general as
hazardous as the other extreme operating conditions.

However, one particular hazard that does exist in low-
pressure plant handling flammable materials is the ingress
of air with consequent formation of a flammable mixture.

3. High temperature. The use of high temperatures in
combination with high pressures greatly increases stored
energy in the plant. The heat required to obtain a high
temperature is often provided by furnaces. These have
a number of hazards, including possible rupture of the
tubes carrying the process fluid and explosions in the
radiant zone.

There are materials-of-construction problems associ-
ated with high-temperature operation. The main problem
is creep.

4. Low temperature. Low-temperature processes (below
0◦C) contain large amounts of fluids kept in the liquid
state by pressure and/or low temperature. If for any reason
it is not possible to keep them under pressure or keep
them cold, then the liquids will begin to vaporize. If this
happens, impurities in the fluids are liable to precipitate
from solution as solids, especially if equipment is allowed
to boil dry. Deposited solids may not only be the cause of
blockage but also in some cases the cause of explosions.
It is necessary, therefore, to ensure that the fluids entering
a low-temperature plant are purified. A severe materials-
of-construction problem in low-temperature processes is
low-temperature embrittlement. Also, in low temperature as
in high-temperature operations, the equipment is subject to
thermal stresses, especially during start-up and shutdown.

When synthesizing a flowsheet, the designer should con-
sider carefully the problems associated with operation under
extreme conditions. Attenuation will result in a safer plant,
providing the attenuation does not increase the inventory of
hazardous material. If the inventory does not increase, then
not only will attenuation make the process safer but also it
will be cheaper since cheaper materials of construction and
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thinner vessel walls can be used, and it is not necessary to
add on so much protective equipment1.

27.6 QUANTITATIVE MEASURES OF
INHERENT SAFETY

Although, for example, higher reactor temperature might
lead to safer plant if the inventory can be reduced, it is
necessary to be able to assess such changes quantitatively.
Lowering the inventory makes the plant safer, but raising
the temperature makes it less safe. Which effect is more
significant?

Safety indices, such as the Dow Index, have been
suggested as measures of safety1,2. In these indices, the
hazard associated with each material in the process is
assessed and given a number largely based on judgment
and experience. The numbers are weighed and combined
to give an overall index for the process. The indices
have no significance in an absolute sense but can be used
to compare the relative hazards between two alternative
designs. However, they are intended more for use in the
later stages of design when more information is available.

The major hazard from the release of flammable or toxic
material arises from material that, having been released to
atmosphere, enters the vapor phase. A simple quantitative
measure of inherent safety for fire and explosion hazards
is the energy released by combustion of material that
enters the vapor phase upon release from containment. The
combustion energy releases associated with two process
alternatives can be compared and some judgment made
of the relative inherent safety of the two options as far
as fire and explosion hazards are concerned. However, the
difficulty is one of defining the mode of release. In the
worst case, catastrophic failure involving release of all
the materials could be assumed and the energy release
calculated from the part that would vaporize. On the
other hand, the release could be assumed to occur from
a standard-sized hole in the equipment. This would be a
less hazardous scenario than catastrophic failure but more
likely to occur. Comparing process options on the basis of
these two alternative modes of release will not necessarily
lead to the same conclusions when comparing two process
alternatives. Judgment is required as to which mode of
release is most appropriate.

On the other hand, if the hazard is toxicity, process
alternatives can be compared by assessing the mass of toxic
material that would enter the vapor phase on release from
containment, weighting the components according to their
lethal concentration.

Example 27.1 A process involves the use of benzene as a
liquid under pressure. The temperature can be varied over a
range. Compare the fire and explosion hazard of operating with
a liquid process inventory of 1000 kmol at 100◦C and 150◦C,
on the basis of the theoretical combustion energy resulting from

catastrophic failure of the equipment. The normal boiling point
of benzene is 80◦C, latent heat of vaporization 31,000 kJ·kmol−1,
specific heat capacity 150 kJ·kmol−1·K−1 and heat of combustion
3.2 × 106 kJ·kmol−1.

Solution The fraction of liquid vaporized on release is calcu-
lated from a heat balance3. The sensible heat above saturated
conditions at atmospheric pressure provides the heat of vaporiza-
tion. The sensible heat of the superheat is given by:

mC P (TSUP − TBPT )

where m = mass of liquid
CP = heat capacity

TSUP = temperature of the superheated liquid
TBPT = normal boiling point

If the mass of liquid vaporized is mV then:

mV = mC P (TSUP − TBPT )

�HVAP

where mV = mass of liquid vaporized
�HVAP = latent heat of vaporization

Thus, the vapor fraction (VF) is given by:

VF = mV

m

CP (TSUP − TBPT )

�HVAP

For operation at 100◦C:

VF = 50(100 − 80)

31,000

= 0.097

mV = 0.097 × 1000

= 97 kmol

Theoretical combustion energy

= 97 × 3.2 × 106

= 310 × 106 kJ

For operation at 150◦C,

VF = 0.339

mV = 339 kmol

Theoretical combustion energy

= 1085 × 106 kJ

Thus, against this measure of inherent safety the fire hazard is
3.5 times larger for operation at 150◦C compared to operation
at 100◦C.

In fact, the true potential fire load will be greater than the
energy release calculated in Example 27.1. In practice, such
a release of superheated liquid generates large amounts of
fine spray in addition to the vapor. This can double the
energy release based purely on vaporization.
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If the material in two process alternatives is both
flammable and highly toxic, then they can be compared
on both bases separately. If the assessments of the relative
flammability and toxicity are in conflict, then a safety index
can be used for a measure.

27.7 INHERENT SAFETY – SUMMARY

Designs that avoid the need for hazardous materials or use
less of them or use them at lower temperatures and pres-
sures or dilute them with inert materials will be inherently
safe and will not require elaborate safety systems.

When synthesizing a process, the occurrence of flammable
gas mixtures should be avoided, rather than relying on the
elimination of sources of ignition.

One of the principal approaches to making a process
inherently safe is to limit the inventory of hazardous
material. The inventories to be avoided most of all are
flashing flammable or toxic liquids, that is, liquids under
pressure above their atmospheric boiling points.

The following changes should be considered to improve
safety1 – 3:

Reactors

• batch to continuous
• batch to semibatch
• mixed-flow reactors to plug-flow
• reduce the inventory in the reactor by increasing

temperature or pressure, by changing catalyst or by
better mixing

• lower the temperature of a liquid-phase reactor below the
normal boiling point, or dilute it with a safe solvent

• substitute a hazardous solvent
• externally heated/cooled to internally heated/cooled.

Distillation

• choose the distillation sequence to minimize the inven-
tory of hazardous material

• use partition or dividing-wall columns to reduce the
inventory relative to two simple columns and reduce
the number of items of equipment and hence lower the
potential for leaks

• use of low hold-up internals.

Heat Transfer Operations

• use water or other nonflammable heat transfer media
• use a lower temperature utility or heat transfer medium
• use a liquid heat transfer medium below its atmospheric

boiling point if flammable or toxic
• if refrigeration is required, consider higher pressure if

this allows a less hazardous refrigerant to be used

Storage

• locate producing and consuming plants near to each other
so that hazardous intermediates do not have to be stored
and transported

• reduce storage by increasing design flexibility
• store in a safer form (less extreme pressure, temperature

or in a different chemical form).

Relief Systems

• consider strengthening vessels rather than relief systems

Overall Inventory

• consider changes to reactor conversion and recycle
inert concentration to reduce the overall inventory. This
might be possible without significant cost if the cost
optimization profiles are fairly flat.

When synthesizing a flowsheet, the designer should con-
sider carefully the problems associated with operation under
extreme conditions. Attenuation will result in a safer plant,
providing the attenuation does not increase the inventory of
hazardous material.

What you don’t have, can’t leak1. If plants can be
designed so that they use safer raw materials and inter-
mediates or not so much of the hazardous ones or use
the hazardous ones at lower temperatures and pressures or
diluted with inert materials, then many problems later in
the design can be avoided1.

As the design progresses, it is necessary to carry out
hazard and operability studies2. These are generally only
meaningful when the design has been progressed very far
and are outside the scope of this text.

27.8 EXERCISES

1. When processing flammable and toxic materials, why are
superheated liquids above their atmospheric boiling point to
be most avoided?

2. a. Compare the flammability hazard of storing 1000 kmol of
cyclohexane at 100◦C and 200◦C, using catastrophic failure
of the vessel as a basis for comparison. The atmospheric
boiling point of cyclohexane is 81◦C, its latent heat of
vaporization is 30,000 kJ·kmol−1, liquid heat capacity is
210 kJ·kmol−1·K−1 and its heat of combustion is 3.95 ×
106 kJ·kmol−1.

b. How much of the theoretical heat of combustion would you
expect to be released in the event of an explosion?

3. A chemical process uses as raw material hazardous Component
A. Component A is fed as liquid under pressure to a
continuous stirred tank vessel in which it performs a first-
order reaction to useful Product B. The reaction in the
vessel is isothermal first order with a rate of reaction given
by −rA = k0 exp(−E/RT ), where rA is the rate of reaction
(kmol·min−1), k0 = 1.5 × 106 min−1, E = 67,000 kJ·kmol−1,
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R = 8.3145 kJ·K−1·kmol−1 and T is the reactor temperature
(K). T is also the supply temperature of A whose yet
unknown inventory mA is in the form of a superheated liquid.
The total amount of B to be produced is 1000 kmol. T

and mA are to be selected with the additional consideration
of safety. The normal boiling point of A is 70◦C, its
latent heat of vaporization is 25,000 kJ·kmol−1, the liquid
specific heat capacity is 140 kJ·kmol−1·K−1, and its heat of
combustion is 2.5 × 106 kJ·kmol−1. The residence time of
the reactor is 1 min, and the safety is measured in terms
of fire and explosion hazards on the basis of the theoretical
combustion energy resulting form catastrophic failure of
the equipment.
a. An initial choice of 80◦C has been made for T . Calculate

the required inventory of A, the vapor fraction of A in
the feed and the theoretical combustion energy at this
temperature.

b. Sketch the combustion energy against T and determine the
least safe temperature in terms of this measure. Does the
shape of the curve in the sketch depend on the problem

data? Comment on the selection made in Part a and explain
whether the selection of T = 130◦C makes a better choice.
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28.1 SOURCES OF WASTE FROM
CHEMICAL PRODUCTION

As with safety, environmental considerations are usually
left to a late stage in the design. However, like safety, early
decisions can often lead to difficult environmental problems
that later require complex solutions. Again, it is better to
consider effluent problems as the design progresses in order
to avoid complex waste treatment systems.

The effects of pollution can be direct such as toxic
emissions providing a fatal dose of toxicant to fish, animal
life and even human beings. The effects can also be
indirect. Toxic materials that are nonbiodegradable such as
insecticides and pesticides, if released to the environment,
are absorbed by bacteria and enter the food chain. These
compounds can remain in the environment for long periods
of time, slowly being concentrated at each stage in the
food chain until ultimately they prove fatal, generally to
predators at the top of the food chain such as fish or birds.

Thus, emissions must not exceed levels where they are
considered to be harmful. There are two approaches to deal
with emissions:

1. Treat the effluent using thermal oxidation, biological
digestion, and so on, to a form suitable for discharge
to the environment, the so-called end-of-pipe treatment.

2. Reduce or eliminate the production of the effluent
at source through clean process technology by waste
minimization.

The problem with relying on end-of-pipe treatment is
that once waste has been created, it cannot be destroyed.
The waste can be concentrated or diluted, its physical or
chemical form can be changed, but it cannot be destroyed.
Thus, the problem with end-of-pipe effluent treatment
systems is that they do not so much solve the problem
but move it from one place to another. For example,
aqueous solutions containing heavy metals can be treated by
chemical precipitation to remove the metals. If the treatment
system is designed and operated correctly, the aqueous
stream can be passed on for further treatment or discharged
to the receiving water. But what about the precipitated
metallic sludge? This is usually disposed of to landfill1.

The whole problem is best dealt with by not making the
waste in the first place through clean process technology.
If waste can be minimized at source, this brings the dual
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benefit of reducing waste treatment costs and reducing raw
materials costs.

Two classes of waste from chemical processes can be
identified1:

1. The two inner layers of the onion diagram in Figure 1.7
(the reaction and separation and recycle systems)
produce process waste. The process waste is waste
byproducts, purges, and so on.

2. The outer layers of the onion (the utility system)
produce utility waste. The utility waste is products of
fuel combustion, waste from the production of boiler
feedwater for steam generation, and so on. However,
the design of the utility system is closely tied together
with the design of the heat exchanger network. Hence,
in practice, the three outer layers should be considered
as being the source of utility waste.

There are three sources of process waste1:

1. Reactors. Waste is created in reactors through the
formation of waste byproducts, and so on.

2. Separation and recycle systems. Waste is produced from
separation and recycle systems through the inadequate
recovery and recycling of valuable materials from
waste streams.

3. Process operations. The third source of process waste
can be classified under the general category of process
operations. Operations such as start-up and shutdown
of continuous processes, product changeover, equipment
cleaning for maintenance, tank filling, and so on, all
produce waste.

The principal sources of utility waste are associated with
hot utilities (including cogeneration), cold utilities and the
water system. Furnaces, steam boilers, gas turbines and
diesel engines all produce waste as gaseous combustion
products. These combustion products contain carbon diox-
ide, oxides of sulfur and nitrogen and particulates, which
contribute in various ways to the greenhouse effect, acid
rain and the formation of smog. In addition to gaseous
waste, steam generation creates aqueous waste from boiler
feedwater treatment, and so on. The water system also pro-
duces waste from the use of water for extraction, scrubbing
and washing operations, and so on.

Consider now how clean process technology can be
developed by minimizing waste from each of these sources.
Since one of the themes running throughout the design
philosophy has been minimizing waste through high
processed yields, elimination of extraneous materials, and
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so on, much of the discussion to follow will summarize the
arguments already presented. However, here the arguments
will be drawn together into an overall philosophy of clean
process technology. Since the reactor is at the heart of
the process, this is where to start when considering clean
process technology1. The separation and recycle system
comes next, followed by process operations and finally
utility waste.

28.2 CLEAN PROCESS TECHNOLOGY
FOR CHEMICAL REACTORS

Under normal operating conditions, waste is produced in
reactors in the following ways2:

1. If it is not possible, for some reason, to recycle unreacted
feed material to the reactor inlet, then low conversion
will lead to waste of that unreacted feed.

2. The primary reaction can produce waste byproducts, for
example:

FEED1 + FEED2 −−−→ PRODUCT

+ WASTE BYPRODUCT (28.1)

3. Secondary reactions can produce waste byproducts, for
example:

FEED1 + FEED2 −−−→ PRODUCT

PRODUCT −−−→ WASTE BYPRODUCT
(28.2)

In Chapter 5, the objective set was to maximize selectiv-
ity for a given conversion. This will also minimize waste
generation in reactors for a given conversion.
4. Impurities in the feed materials can undergo reaction to

produce waste byproducts.
5. Catalyst is either degraded and requires changing or is

lost from the reactor and cannot be recycled.

Consider each of these in turn and how clean chemical
reactor technology can be developed.

1. Reducing waste when recycling is difficult..

a. Increasing conversion for single irreversible reactions.
If unreacted feed material is difficult to separate and
recycle, it is necessary to force as high conversion as
possible. If the reaction is irreversible, then the low con-
version can be forced to higher conversion by longer
residence time in the reactor, a more effective catalyst,
higher temperature, higher pressure or a combination
of these.

b. Increasing conversion for single reversible reactions.
The situation becomes worse if the fact that unreacted
feed material is difficult to separate and recycle coincides
with the reaction being reversible. Chapter 6 considered
what can be done to increase equilibrium conversion.

• Excess reactants. An excess of one of the reactants
can be used as shown in Figure 6.8a.

• Product removal during reaction. Separation of the
product before completion of the reaction can force
a higher conversion as discussed in Chapter 6.
Figure 6.6 showed how this is done in sulfuric acid
processes. Sometimes, the product (or one of the prod-
ucts) can be removed continuously from the reactor as
the reaction progresses, for example, by allowing it to
vaporize from a liquid-phase reactor or incorporating
a membrane in the reactor to allow it to permeate
through the membrane.

• Inert material concentration. The reaction might be
carried out in the presence of an inert material.
This could be a solvent in a liquid-phase reaction
or an inert gas in a gas-phase reaction. Figure 6.8b
shows that if the reaction involves an increase in
the number of moles, then adding inert material will
increase equilibrium conversion. On the other hand,
if the reaction involves a decrease in the number of
moles, then inert concentration should be decreased,
Figure 6.8b. If there is no change in the number of
moles during reaction, then inert material has no effect
on equilibrium conversion.

• Reactor temperature. For endothermic reactions, Fig-
ure 6.8c shows that the temperature should be set as
high as possible, consistent with materials of construc-
tion limitations, catalyst life and safety. For exother-
mic reactions, the ideal temperature is continuously
decreasing as conversion increases, Figure 6.8c.

• Reactor pressure. In Chapter 6, it was deduced that
vapor-phase reactions involving a decrease in the
number of moles should be set to as high a
pressure as practicable, taking into account that the
high pressure might be expensive to obtain through
compressor power, mechanical construction might be
expensive and high pressure brings safety problems,
Figure 6.8d. Reactions involving an increase in the
number of moles should ideally have a pressure that
is continuously decreasing as conversion increases,
Figure 6.8d. Reduction in pressure can be brought
about either by a reduction in the absolute pressure
or by the introduction of an inert diluent.

If the separation and recycle of unreacted feed material is
not a problem, then squeezing extra conversion from the
reactor is usually not a problem.

2. Reducing waste from primary reactions, which produce
waste byproducts. If a waste byproduct is formed from the
reaction, as in Equation 28.1 above, then it can only be
avoided by different reaction chemistry, that is, a different
reaction path.

3. Reducing waste from multiple reactions producing waste
byproducts. In addition to the losses described above
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for single reactions, multiple reaction systems lead to
further waste through the formation of waste byproducts in
secondary reactions. Let us briefly review from Chapters 5
to 7 what can be done to minimize byproduct formation.

a. Reactor type. Firstly, make sure that the correct reactor
type has been chosen to maximize selectivity for a given
conversion in accordance with the arguments presented
in Chapter 5.

b. Reactor concentration. Selectivity can often be im-
proved by one or more of the following actions2:
• Use an excess of one of the feeds when more than

one feed is involved.
• Increase the concentration of inert material if the

byproduct reaction is reversible and involves a
decrease in the number of moles.

• Decrease the concentration of inert material if the
byproduct reaction is reversible and involves an
increase in the number of moles.

• Separate the product part way through the reaction
before carrying out further reaction and separation.

• Recycle waste byproducts to the reactor if byproduct
reactions are reversible.

Each of these measures can, in the appropriate circum-
stances, minimize waste, Figure 6.9.

c. Reactor temperature and pressure. If there is a signif-
icant difference between the effects of temperature or
pressure on primary and byproduct reactions, then tem-
perature and pressure should be manipulated to improve
selectivity and minimize the waste generated by byprod-
uct formation.

d. Catalysts. Catalysts can have a major influence on
selectivity. Changing the catalyst can change the relative
influence on the primary and byproduct reactions. This
might result directly from the reaction mechanisms at the
active sites, or the relative rates of diffusion in the support
material, or a combination of both.

4. Reducing waste from feed impurities that undergo
reaction. If feed impurities undergo reaction, it causes
waste of feed material, products or both. Avoiding such
waste is most readily achieved by purifying the feed. Thus,
increased feed purification costs are traded off against
reduced raw materials, product separation and waste dis-
posal costs, Figure 28.1.

5. Reducing waste by upgrading waste byproducts. Waste
byproducts can sometimes be upgraded to useful materials
by subjecting them to further reaction in a different
reaction system. An example was quoted in Chapter 13
in which hydrogen chloride, which is a waste byproduct
of chlorination reactions, can be upgraded to chlorine and
then recycled to a chlorination reactor.

6. Reducing catalyst waste. Both homogeneous and het-
erogeneous catalysts are used. In general, heterogeneous

FEED
+ IMPURITY

IMPURITY

Feed
Purification Reactor Separation

PRODUCT

Cost

Raw
Materials

Product Separation

Waste
Treatment

Feed
Purification

Feed Purity

Figure 28.1 If feed impurity undergoes a reaction, then there is
an optimum feed purity.

catalysts should be used whenever possible, rather than
homogeneous catalysts, since separation and recycling
of homogeneous catalysts can be difficult, leading to
waste.

Heterogeneous catalysts are more common in large-scale
processes. However, they degrade and need replacement. If
contaminants in the feed material or recycle shorten catalyst
life, then extra separation to remove those contaminants
before entering the reactor might be justified. If the catalyst
is sensitive to extreme conditions, such as high temperature,
then some measures can help avoid local hot spots and
extend catalyst life:

• better flow distribution
• better heat transfer
• introduction of catalyst diluent
• better instrumentation and control.

Fluidized-bed catalytic reactors tend to generate loss of
catalyst through attrition of the solid particles, causing fines
to be generated, which are lost. More effective separation
of catalyst fines from the reactor product and recycling the
fines will reduce catalyst waste up to a point. Improving
the mechanical strength of the catalyst is likely to be the
best solution in the long term.

Now consider the separation and recycle system.

28.3 CLEAN PROCESS TECHNOLOGY
FOR SEPARATION AND RECYCLE
SYSTEMS

Clean process technology requires that useful materials can
be separated and recycled more effectively.

Waste from the separation and recycle system can be
minimized in five ways3:

• Recycling waste streams directly.
• Reduction of feed impurities by purification of the feed.
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Figure 28.2 Waste minimization in separation and recycle systems.

• Elimination of extraneous materials used for separation.
• Additional separation of waste streams to allow increased

recovery.
• Additional reaction and separation of waste streams to

allow increased recovery.

Although this is generally the sequence in which the
five actions would be considered, this sequence will not
necessarily be always correct. The best sequence to consider
the five actions will depend on the process. The magnitude
each action will have will vary for different processes.

Figure 28.2 illustrates the basic approach for reducing
waste from separation and recycle systems.

1. Recycling waste streams directly. Sometimes, waste can
be reduced by recycling waste streams directly. This is
the first option in Figure 28.2. If this can be done, it is
clearly the simplest way to reduce waste and should be
considered first. Most often, the waste streams that can
be recycled directly are aqueous streams, which, although
contaminated, can substitute part of the freshwater feed to
the process, as discussed in Chapter 26.

Figure 28.3a shows a simplified flowsheet for the pro-
duction of isopropyl alcohol by the direct hydration of
propylene3. Different reactor technologies are available
for the process and separation and recycle systems vary,
but Figure 28.3a is representative. Propylene containing
propane as an impurity is reacted with water according to
the reaction:

C3H6

propylene
+ H2O

water
−−−→ (CH3)2CHOH

isopropyl alcohol

Reactor

Compressor

C1 C2 C3

Propylene
(+propane)

Water

Purge Lights

Decanter

Reactor

Compressor

C1 C2 C3

Propylene
(+propane)

Water

Purge Lights

Decanter

IPA

(a)

(b)

Figure 28.3 Outline flowsheet for the production of isopropyl
alcohol by direct hydration of propylene. (From Smith R and
Petela EA, 1991, Chem Eng, 513: 24, reproduced by permission
of the Institution of Chemical Engineers).
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Some small amount of byproduct formation occurs. The
principal byproduct is di-isopropyl ether. The reactor prod-
uct is cooled and a phase separation of the resulting
vapor–liquid mixture produces a vapor containing predom-
inantly propylene and propane and a liquid containing pre-
dominantly the other components. Unreacted propylene is
recycled to the reactor and a purge taken to prevent the
buildup of propane. The first distillation in Figure 28.3a
(Column C1) removes light ends (including the di-isopropyl
ether). The second (Column C2) removes as much water
as possible to approach the azeotropic composition of
the isopropyl alcohol–water mixture. The final column in
Figure 28.3a (Column C3) is an azeotropic distillation using
an entrainer. In this case, one of the materials already
present in the process, di-isopropyl ether, can be used
as entrainer.

Wastewater leaves the process from the bottom of
the second column and the decanter of the azeotropic
distillation column. Although both of these streams are
essentially pure water, they will nevertheless contain small
quantities of organics and must be treated before final
discharge. This treatment can be avoided altogether by
recycling the wastewater to the reactor inlet to substitute
part of the freshwater feed, Figure 28.3b.

Sometimes, waste streams can be recycled directly,
but between different processes. Waste streams from one
process can become the feedstock for another. The scope
for such industrial symbiosis is often not fully realized
since it often means waste being transferred between
different business units within a company or between
different companies.

If waste streams can be recycled directly, this is clearly
the simplest method for reducing waste. However, most
often, additional separation is required.

2. Feed purification. Impurities that enter with the feed
inevitably cause waste. If feed impurities undergo reactions,
then this causes waste from the reactor, as already
discussed. If the feed impurity does not undergo reaction,
then it can be separated out from the process in a number
of ways as discussed in Section 13.1. The greatest source
of waste occurs when a purge is used. Impurity builds up
in the recycle, and it is desirable for it to build up to a
high concentration to minimize waste of feed materials and
product in the purge. However, two factors limit the extent
to which the feed impurity can be allowed to build up:

a. High concentrations of inert material can have an
adverse effect on reactor performance.

b. As more and more feed impurity is recycled, the cost of
the recycle increases (e.g. through increased recycle gas
compression costs etc.) to the point where that increase
outweighs the savings in raw materials lost in the purge.

In general, the best way to deal with a feed impurity is
to purify the feed before it enters the process. This is the
second option shown in Figure 28.2.

Returning to the isopropyl alcohol process from Fig-
ure 28.3, propylene is fed to the process containing propane
as a feed impurity. In Figure 28.3, the propane is removed
from the process using a purge. This causes waste of
propylene, together with a small amount of isopropyl
alcohol. The purge can be eliminated if the propylene
is purified before entering the process. In this case, the
purification can be achieved by distillation. Examples of
where similar schemes can be implemented are plentiful.,

Many processes are based on an oxidation step for
which air would be the first obvious source of oxygen. A
partial list would include acetic acid, acetylene, acrylic acid,
acrylonitrile, carbon black, ethylene oxide, formaldehyde,
maleic anhydride, nitric acid, phenol, phthalic anhydride,
sulfuric acid, titanium dioxide, vinyl acetate and vinyl
chloride4. Because the nitrogen in the air is not required
by the reaction, it must be separated and leave the process
at some point. Because gaseous separations are difficult,
the nitrogen is normally removed from the process using
a purge if a recycle is used. Alternatively, the recycle
is eliminated from the design and the reactor forced to
as high a conversion as possible to avoid recycling. The
nitrogen will carry with it process materials, both feeds
and products, and will probably require treatment before
final discharge. If the air for the oxidation is substituted
by pure oxygen, then, at worst, the purge will be very
much smaller. At best it can be eliminated altogether. Of
course, this requires an air separation plant upstream of the
process to provide the pure oxygen. However, despite this
disadvantage, very significant benefits can be obtained, as
the following example shows.

Consider vinyl chloride production (see Example 5.1).
In the “oxychlorination” reaction step of the process
ethylene, hydrogen chloride and oxygen are reacted to form
dichloroethane:

C2H4

ethylene
+ 2HC1

hydrogen chloride
+ 1/2O2

oxygen

−−−→ C2H4C12

dichloroethane
+ H2O

water

If air is used, then a single pass with respect to each feed-
stock is used and no recycle to the reactor, Figure 28.4a.
Thus, the process operates at near stoichiometric fee-
drates to achieve high conversions. Typically, between
0.7 and 1.0 kg vent, gases are emitted per kilogram of
dichloroethane produced5.

If the air is substituted by pure oxygen, then the problem
of the large flow of inert gas is eliminated, Figure 28.4b.
Unreacted gases can be recycled to the reactor. This allows
oxygen-based processes to be operated with an excess of
ethylene, thereby enhancing the HCl conversion without
sacrificing ethylene yield. Unfortunately, this introduces a
safety problem downstream of the reactor. Unconverted
ethylene can create explosive mixtures with the oxygen.
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Figure 28.4 The oxychlorination step of the vinyl chloride
process. (From Smith R and Petela EA, 1991, Chem Eng,
No 513:24, reproduced by permission of the Institution of
Chemical Engineers).

To avoid explosive mixtures, a small amount of nitrogen
can be introduced.

Since nitrogen is drastically reduced in the feed and
essentially all ethylene is recycled, only a small purge is
required to be vented. This results in a 20- to 100-fold
reduction in the size of the purge5.

3. Elimination of extraneous materials for separation. The
third option from Figure 28.2 is to eliminate extraneous

materials added to the process to carry out separation. The
most obvious example would be addition of a solvent, either
organic or aqueous. Also, acids or alkalis are sometimes
used to precipitate other materials from solution. If these
extraneous materials used for separation can be recycled with
a high efficiency, there is not a major problem. Sometimes,
however, they cannot be recycled efficiently. If this is the
case, then waste is created by the discharge of that material.
To reduce this waste, alternative methods of separation are
needed, such as use of evaporation instead of precipitation.

As an example, consider again the manufacture of vinyl
chloride. In the first step of this process, ethylene and
chlorine are reacted to form dichloroethane:

C2H4

ethylene
+ C12

chlorine
−−−→ C2H4C12

dichloroethane

A flowsheet for this part of the vinyl chloride process
is shown in Figure 28.56. The reactants (ethylene and
chlorine) dissolve in circulating liquid dichloroethane and
react in solution to form more dichloroethane. Temperature
is maintained between 45 and 65◦C, and a small amount
of ferric chloride is present to catalyze the reaction. The
reaction generates considerable heat.

In early designs, the reaction heat was typically removed
by cooling water. Crude dichloroethane was withdrawn
from the reactor as a liquid, acid-washed to remove ferric
chloride, then neutralized with dilute sodium hydroxide, and
purified by distillation. The material used for separation of
the ferric chloride can be recycled up to a point, but a purge
must be taken. This creates waste streams contaminated
with chlorinated hydrocarbons that must be treated prior
to disposal.

The problem with the flowsheet shown in Figure 28.5 is
that the ferric chloride catalyst is carried from the reactor
with the product. This is separated by washing. If a design
of reactor can be found that prevents the ferric chloride
leaving the reactor, the effluent problems created by the
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Wash
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Pure
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Figure 28.5 The direct chlorination step of the vinyl chloride process using a liquid-phase reactor. (From McNaughton KJ, 1983,
Chem Eng, 12: 54, reproduced by permission of McGraw Hill).
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washing and neutralization are avoided. Because the ferric
chloride is nonvolatile, one way to do this would be to
allow the heat of reaction to raise the reaction mixture to
boiling point and remove the product as a vapor, leaving the
ferric chloride in the reactor. Unfortunately, if the reaction
mixture is allowed to boil, then there are two problems:

• ethylene and chlorine are stripped from the liquid phase,
giving a low conversion;

• excessive byproduct formation occurs.

This problem is solved in the reactor shown in Figure 28.66.
Ethylene and chlorine are introduced into circulating liquid
dichloroethane. They dissolve and react to form more
dichloroethane. No boiling takes place in the zone where
the reactants are introduced, or in the zone of reaction.
As shown in Figure 28.6, the reactor has a U-leg in
which dichloroethane circulates as a result of gas lift and
thermosyphon effects. Ethylene and chlorine are introduced
at the bottom of the up-leg, which is under sufficient
hydrostatic head to prevent boiling.

The reactants dissolve and immediately begin to react
to form further dichloroethane. The reaction is essentially
complete at a point only two-thirds up the rising leg.
As the liquid continues to rise, boiling begins and finally
the vapor–liquid mixture enters the disengagement drum.
A slight excess of ethylene ensures essentially 100%
conversion of chlorine.

As shown in Figure 28.6, the vapor from the reactor
flows into the bottom of a distillation column and
high purity dichloroethane is withdrawn as a sidestream,
several trays from the column top6. The design shown
in Figure 28.6 is elegant in that the heat of reaction is
conserved to run the separation and no washing of the
reactor products is required. This eliminates two aqueous

waste streams, which would inevitably carry organics with
them, requiring treatment and causing loss of materials.

It is often possible to use the energy release inherent in
the process to drive the separation system by improved heat
recovery and in so doing carry out the separation at little
or no increase in operating costs.

4. Additional separation and recycling. Once the possibili-
ties for recycling streams directly have been exhausted, feed
purification and extraneous materials for separation elimi-
nated that cannot be recycled efficiently, attention is turned
to the fourth option in Figure 28.2, the degree of mate-
rial recovery from the waste streams that are left. It should
be emphasized that once the waste stream is rejected, any
valuable material turns into a liability as an effluent mate-
rial. The level of recovery for such situations needs careful
consideration. It may be economic to carry out additional
separation of valuable material with a view to recycling that
additional recovered material, particularly when the cost of
downstream effluent treatment is taken into consideration.

Perhaps the most extreme situation is encountered with
purge streams. Purges are used to deal with both feed
impurities and byproducts of reaction. In the previous
section, reduction of the size of purges by feed purification
was considered. However, if it is impractical or uneconomic
to reduce the purge by feed purification, or the purge
is required to remove a byproduct of reaction, then the
additional separation can be considered.

Figure 28.7 shows the basic trade-off to be considered,
as additional feed and product material is recovered from
waste streams and recycled. As the fractional recovery
increases, the cost of the separation and recycle increases.
On the other hand, the cost of the lost material decreases.
It should be noted that the raw materials cost is a net
cost, which means that the cost of lost material should be
adjusted to either:

Ethylene

Chlorine

Reactor

Heavy ends

Pure Dichloroethane

Light ends

Distillation Column

Figure 28.6 The direct chlorination step of the vinyl chloride process using a boiling reactor eliminates the washing and neutralization
steps and the resulting effluents.
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Figure 28.7 Effluent treatment costs should be included with
raw materials costs when traded off against separation costs to
obtain the optimum recovery. (From Smith R and Petela EA,
1991, Chem Eng, No 513:24, reproduced by permission of the
Institution of Chemical Engineers).

a. add the cost of waste treatment for unrecovered mate-
rial, or

b. deduct the fuel value if the recovered material is to be
burnt to provide useful heat in a furnace or boiler.

Figure 28.7 shows that the trade-off between separation
and net raw materials cost gives an economic optimum
recovery. It is possible that significant changes in the degree
of recovery can have a significant effect on costs, other than
those shown in Figure 28.7 (e.g. reactor costs). If this is the
case, then these must also be included in the trade-offs.

It must be emphasized that any energy costs for the
separation in the trade-offs shown in Figure 28.7 must be
taken within the context of the overall heat integration
problem. The separation might after all be driven by
heat recovery.

5. Additional reaction and separation of waste streams.
Sometimes it is possible to carry out further reaction as
well as separation on waste streams. Some examples have
already been discussed in Chapter 13.

28.4 CLEAN PROCESS TECHNOLOGY
FOR PROCESS OPERATIONS

The third source of process waste after the reactor and
separation and recycle systems is process operations7.

1. Sources of waste in process operations.

a. Start-up/shutdown in continuous processes.
• Reactors give lower than design conversions.
• Reactors at nonoptimal conditions produce (addi-

tional) unwanted byproducts. This might not only lead
to loss of material through additional byproduct for-
mation, but also might prevent the recycling of mate-
rial produced during the start-up.

• Separators working at unsteady conditions produce
intermediates with compositions that do not allow
them to be recycled. Alternatively, if the intermediate
can be recycled, a nonoptimal recycle might produce
(additional) unwanted byproducts in the reactor.

• Process intermediates are generated that, because the
downstream process is not operational, cannot be
processed further.

• When working at unsteady conditions, separators
that normally split useful material from waste
streams might lose material unnecessarily to the
waste streams.

• Separators working at unsteady conditions produce
products that do not meet the required sales speci-
fication.

b. Product changeover.
• In continuous processes, all those sources of process

waste associated with start-up and shutdown also
apply to product changeover in multiproduct plants.

• In both batch and continuous processes, it may be nec-
essary to clean equipment to prevent contamination of
new product. Materials used for equipment cleaning
often cannot be recycled, leading to waste.

c. Equipment cleaning for maintenance, tank filling and
fugitive emissions. Equipment needs to be cleaned and
made safe for maintenance.
• When process tanks, road tankers, rail tank cars or

barges are filled, material in the vapor space is forced
out of the tank and lost to atmosphere, as discussed
in Chapter 25.

• Material transfer requires pipework, valves, pumps
and compressors. Fugitive emissions occur from pipe
flanges, valve glands and pump and compressor seals,
as discussed in Chapter 25.

Consider now what can be done, particularly in design, to
overcome such waste.

2. Process operation for clean process technology. Many
of the problems associated with waste from process
operations can be mitigated if the process is designed for
low inventories of material in the process. This is also
compatible with design for inherent safety. Other ways to
minimize waste from process operation are7:

• Minimize the number of shutdowns by designing for
high availability. Install more reliable equipment or
standby equipment.

• Design continuous processes for flexible operation, for
example, high turndown rate rather than shutdown.

• Consider changing from batch to continuous operation.
Batch processes, by their very nature, are always
at unsteady-state, and thus difficult to maintain at
optimum conditions.

• Install enough intermediate storage to allow reworking
of off-specification material.
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• Changeover between products causes waste since equip-
ment must be cleaned. Such waste can be minimized by
scheduling operation to minimize product changeovers
(see Chapter 14).

• Install a waste collection system for equipment cleaning
and sampling waste, which allows waste to be segregated
and recycled where possible. This normally requires
separate sewers for organic and aqueous waste, collecting
to sump tanks and recycle or separate and recycle if
possible. This was discussed in Chapter 25. If equipment
is steamed out during the cleaning process, the plant
should allow collection and condensation of the vapors
and recycling of materials where possible.

• Reduce losses from fugitive emissions and tank breathing
as discussed in Chapter 25.

There are many other sources of waste associated with
process operations that can only be taken care of in the
later stages of design, or after the plant has been built and
became operational. For example, poor operating practice
can mean that the process operates under conditions for
which it was not designed, leading to waste. Such problems
might be solved by an increased level of automation or
better management of the process7. These considerations
are outside the scope of this text.

28.5 CLEAN PROCESS TECHNOLOGY
FOR UTILITY SYSTEMS

1. Utility systems as sources of waste. The principal sources
of utility waste are associated with hot utilities (including
cogeneration systems) and cold utilities8. Furnaces, steam
boilers, gas turbines, diesel engines and gas engines all
produce waste from products of combustion. The principal
problem here is the emission of carbon dioxide, oxides
of sulfur and nitrogen and particulates (metal oxides,
unburnt carbon and hydrocarbon). As well as gaseous
waste, the combustion of coal produces solid waste as ash.
Steam systems and cooling water systems also produce
aqueous waste.

The waste streams created by utility systems tend, on
the whole, to be less environmentally harmful than process
waste. Unfortunately, complacency would be misplaced.
Even though utility waste tends to be less harmful than
process waste, the quantities of utility waste tend to be
larger than process waste. This sheer volume can then
result in greater environmental impact than process waste.
Gaseous combustion products contribute in various ways
to the greenhouse effect, acid rain and can produce a
direct health hazard because of the formation of smog. The
aqueous waste generated by utility systems can also be a
major problem if it is contaminated.

2. Energy efficiency of the process. If the process requires
a furnace or steam boiler to provide hot utility, then any

excessive use of hot utility will produce excessive utility
waste through excessive generation of CO2, NOx , SOx and
particulates. Improved heat recovery will reduce the overall
demand for utilities and hence reduce utility waste.

3. Local and global emissions. When considering utility
waste, it is tempting to consider only the local emissions
from the process and its utility system, Figure 28.8a.
However, this only gives part of the picture. The emissions
generated from central power generation associated with
any power import are just as much part of the process
as those emissions generated on-site, Figure 28.8b. These
emissions should be included in the assessment of utility
waste. Thus, global emissions are defined to be9:

Global emissions = (Emissions from on-site utilities)

+ (Emissions from central power

generation corresponding with the

amount of electricity imported)

– (Emissions saved at central power

generation corresponding with the

amount of electricity exported from

the site)

This is particularly important when considering the effect
that cogeneration has on utility waste.

4. Cogeneration. Cogeneration can have a very significant
effect on the generation of utility waste. However, great
care must be taken to assess the effects on the correct
basis. Assessing only the local effects of cogeneration
is misleading. Cogeneration increases the local utility
emissions since, besides the fuel burnt to supply the heating
demand, additional fuel must be burnt to generate the
power. It is only when the emissions are viewed on a global

Process Plant Power Station

Process Plant

(a) Local Emissions

(b) Global Emissions

Figure 28.8 Local and global emissions. (From Smith R and
Petela EA, 1992, Chem Eng, 523: 32, reproduced by permission
of the Institution of Chemical Engineers).
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basis and the emissions from central power generation are
viewed that the true picture is obtained. Once these are
included, on-site cogeneration can make major reductions in
global utility waste. The reason for this is that even the most
modern central power stations have a poor efficiency of
power generation compared to a cogeneration system. Once
the other inefficiencies associated with centralized power
generation are taken into account, such as distribution
losses, the gap between the efficiency of cogeneration
systems and centralized power generation widens.

As an example, consider a process that requires a furnace
to satisfy its hot utility requirements. Suppose it is a
state-of-the-art furnace with a thermal efficiency of 90%
producing 300 kg CO2·h−1 for each megawatt of heat
delivered to the process. Power is being imported from
centralized generation via the grid. If, instead of the furnace,
a gas turbine is installed, this produces 500 kg CO2·h−1 for
each megawatt of heat delivered to the process, an increase
in local emissions of 200 kg CO2·h−1 per megawatt of
heat. However, the gas turbine also generates 400 kW of
power, replacing that much in centralized generation. If
the same power was generated centrally to supplement
the furnace, 450 kg CO2·h−1 would be released from
centralized generation, giving a global emission of 750 kg
CO2·h−1 for the furnace plus power from the grid9.

5. Fuel switch. The choice of fuel used in furnaces and
steam boilers has a major effect on the gaseous utility waste
from products of combustion. For example, a switch from
coal to natural gas in a steam boiler can lead to a reduction
in carbon dioxide emissions of typically 40% for the same
heat released9. This results from the lower carbon content
of the natural gas. In addition, it is likely that the switch
from coal to natural gas will also lead to a considerable
reduction in both SOx and NOx emissions.

Such a fuel switch, while being desirable in reducing
emissions, might be expensive. If the problem is SOx and
NOx emissions, there are other ways to combat these, as
discussed in Chapter 25.

6. Waste from steam systems. If steam is used as hot utility,
then inefficiencies in the steam system itself cause utility
waste. Figure 23.2 shows a schematic representation of a
boiler feedwater treatment system. The constant loss of
condensate from the steam system means that there must
be a constant makeup with freshwater. This makeup causes
utility waste:

(a) Wastewater is generated in the deionization process
when the ion-exchange beds are regenerated with
saline, acid and alkaline solutions.

(b) Wastewater is generated from boiler blowdown. The
main problem with boiler blowdown is that it is
contaminated with water treatment chemicals.

(c) The lost condensate does not create a direct problem
since it is likely to be contaminated only with

perhaps a few parts per million of amines added
to prevent corrosion in the condensate system. The
major problems are indirect. The heat loss caused by
the condensate loss must ultimately be made up by
burning extra fuel and the generation of extra products
of combustion.

These sources of waste from the steam system can be
reduced by increasing the percentage of condensate returned
and by reducing steam generation through increased
heat recovery.

7. Waste from cooling water systems. Cooling water sys-
tems also give rise to wastewater generation. Most cooling
water systems recirculate water rather than using “once-
through” arrangements. Water is lost from recirculating
systems in the cooling tower mainly through evaporation
but also, to a much smaller extent, through drift (see
Chapter 24). The buildup of solids is prevented by cooling
tower blowdown. Cooling tower blowdown is the source
of the largest volume of wastewater on many sites. The
blowdown will contain corrosion inhibitors, polymers to
prevent solid deposition and biocides to prevent the growth
of microorganisms.

Cooling tower blowdown can be reduced by improving
the energy efficiency of processes, thus reducing the thermal
load on cooling towers and by increasing the cycles
of concentration. Alternatively, cooling water systems
can be switched to air-coolers, which eliminates the
problem altogether.

28.6 TRADING OFF CLEAN PROCESS
TECHNOLOGY OPTIONS

When tackling effluent treatment problems, it is usually
better to remove the problem at source through waste
minimization to give clean process technology rather than
add on a waste treatment system. Given that many problems
can be solved either through waste minimization, or effluent
treatment or a combination or both, how can such trade-
offs be made? Figure 28.9 shows the superstructure from
Figure 26.53, but modified to include options for in-plant
clean process technology options. The superstructure allows
for the options to be included or bypassed and therefore
eliminated from the solution.

Combustion in a thermal oxidizer is the only practical
way to deal with many waste streams. This is particularly
true of solid and concentrated waste and toxic wastes such
as those containing halogenated hydrocarbons, pesticides,
herbicides, and so on. Many of the toxic substances
encountered resist biological degradation and persist in the
natural environment for a long period. Unless they are
in dilute aqueous solution, the most effective treatment is
usually thermal oxidation.
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Figure 28.9 Waste minimization projects can be traded off against treatment options by optimization of a superstructure.

Thermal oxidation of toxic materials such as halogenated
hydrocarbons, pesticides, herbicides, and so on, requires
a sustained temperature of 1100 to 1300◦C in an excess
of oxygen. The incinerator stack gases will contain acid
gases such as hydrogen chloride, oxides of sulfur and
oxides of nitrogen, depending on the waste being thermally
oxidized. These acid gases require scrubbers to treat the
gaseous waste stream. This scrubbing, in turn, produces an
aqueous effluent.

Depending on the mix of waste being burnt, the thermal
oxidizer may or may not require auxiliary firing from fuel
oil or natural gas. The various designs of thermal oxidizer
for gaseous waste were discussed in Chapter 25. The
designs discussed in Chapter 25 are capable of oxidizing
both gaseous and liquid waste, but are not suited to solid
waste. If solid waste needs to be oxidized, then two classes
are suited to such duties:

1. Rotary kilns. Rotary kilns involve a cylindrical refractory-
lined shell mounted at a small angle to horizontal and
rotated at low speed. Solid material, sludges and slurries
are fed at the higher end and flow under gravity along the
kiln. Liquids can also be oxidized. Rotary kilns are ideal
for treating solid waste but have the disadvantage of high
capital and maintenance costs.

2. Hearth thermal oxidizers. This type of thermal oxidizer
is primarily designed to oxidize solid waste. Solids are
moved through the combustion chamber mechanically
using a rake.

The policy for waste heat recovery from the flue gas varies
between different operators. Thermal oxidizers located on
the waste producer’s site tend to be fitted with waste heat
recovery systems, usually steam generation, which is fed
into the site steam mains. Merchant operators, who treat
other people’s waste and operate in isolation remotely
from the waste producers, tend not to fit heat recovery

systems. Instead, the flue gases tend to be cooled prior
to scrubbing and the waste heat used to reheat the flue
gases after scrubbing to avoid a visible steam plume from
the stack.

While thermal oxidation is the preferred method of dis-
posal for wastes containing high concentrations of organics
when their production cannot be avoided, it becomes expen-
sive for aqueous wastes with low concentrations of organ-
ics, since auxiliary fuel is required, making the treatment
expensive. Weak aqueous solutions of organic material that
are still too strong to be treated by biological treatment are
better treated by wet oxidation (see Section 26.2).

28.7 LIFE CYCLE ANALYSIS

When utility waste was considered, it was found that to
obtain a true picture of the flue gas emissions associated
with a process, both the local on-site emissions and those
generated by centralized power generation corresponding
with the amount of power imported (or exported) need to
be included. In the limit, this basic idea can be extended to
consider the total emissions (process and utility) associated
with the manufacture of a given product in a life cycle
analysis10 – 12. In life cycle analysis, a cradle-to-grave view
of a particular product is taken. The analysis starts with
the extraction of the initial raw material from natural
resources. The various transformations of the raw materials
are followed through to the manufacture of the final
consumer product, the distribution and use of the consumer
product, recycling of the product, if this is possible, and
finally to its eventual disposal. Each step in the life cycle
creates waste. Waste generated by transportation and the
manufacture and maintenance of processing equipment
should also be included.

There are three components in a life cycle analysis11:

1. The life cycle is first defined and the complete resource
requirements (materials and energy) quantified. This
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allows the total environmental emissions associated with
the life cycle to be quantified by putting together the
individual parts. This defines the life cycle inventory.

2. Once the life cycle inventory has been quantified, the
effects of the environmental emissions are characterized
and assessed in a life cycle impact analysis. While the
life cycle inventory can, in principle at least, be readily
assessed, the resulting impact is far from straightforward
to assess. Environmental impacts are usually not directly
comparable. For example, how can the production of a
kilogram of heavy metal sludge waste be compared with
the production of a ton of contaminated aqueous waste?
A comparison of two life cycles is required to pick the
preferred life cycle.

3. Having attempted to quantify the life cycle inventory
and impact, a life cycle improvement analysis suggests
environmental improvements.

Life cycle analysis, in principle, allows an objective and
complete view of the impact of processes and products
on the environment10. For a manufacturer, life cycle
analysis requires an acceptance of responsibility for the
impact of manufacturing in total. This means not just the
manufacturers’ operations, and the disposal of waste created
by those operations, but those of raw materials suppliers and
those of product users.

To the process designer, life cycle analysis is useful
because in focusing exclusively on waste minimization
at some point in the life cycle, sometimes problems are
created elsewhere in the cycle. The designer can often
obtain useful insights by changing the boundaries of the
system under consideration to be wider than those of the
process being designed.

28.8 CLEAN PROCESS TECHNOLOGY –
SUMMARY

The best solution to effluent problems is to not produce the
waste in the first place through clean process technology.
If waste can be minimized at source, not only are effluent
treatment costs reduced but also raw materials costs.

There are three sources of process waste:

1. reactor
2. separation and recycle system
3. process operations

Since the reactor is at the heart of the process, this is where
to start when considering clean process technology. The
separation and recycle system is next and finally process
operations are considered.

Process waste minimization in general terms is a
question of:

• changing the reaction path to reduce or eliminate the
formation of unwanted byproducts;

• increasing reactor conversion when separation and recy-
cle of unreacted feed is difficult;

• increasing process yields of raw materials through
improved selectivity in the reactor;

• reducing catalyst waste by changing from homogeneous
to heterogeneous catalysts;

• protecting heterogeneous catalysts from contaminants
and extreme conditions that will shorten their life;

• increasing process yields through improved separation
and recycling;

• increasing process yields through feed purification to
reduce losses in the reactor, separation and recy-
cle system;

• reducing the use of extraneous materials that cannot be
recycled with high efficiency;

• reducing process inventories;
• allowing enough immediate storage to rework off-

specification material;
• designing for minimum number of shutdowns and

product changeovers;
• reducing the use of fluids (aqueous or organic) used for

equipment cleaning;
• segregating waste to maximize the potential for recy-

cling;
• reducing losses from fugitive emissions and tank breath-

ing.

The utility system also creates waste through and products
of combustion from boilers and furnaces, and so on, and
wastewater from water treatment, boiler blowdown, and
so on. Utility waste minimization is in general terms a
question of

• reducing products of combustion from furnaces, steam
boilers and gas turbines by making the process more
energy efficient through improved heat recovery;

• reducing wastewater associated with steam generation by
both reducing steam usage through improved heat recov-
ery and by making the steam system itself more efficient;

• reducing wastewater associated with cooling water
systems.

28.9 EXERCISES

1. A reaction between organic compounds is carried out in
the liquid phase in a stirred-tank reactor in the presence of
excess formaldehyde. The organic reactants are nonvolatile
in comparison with the formaldehyde. The reactor is vented
to atmosphere via an absorber to scrub any organic material
carried from the reactor. The absorber is fed with freshwater
and the water from the absorber rejected to effluent. The
major contaminant in the aqueous waste from the absorber
is formaldehyde.
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a. If the absorption system is kept, how can the volume of
aqueous waste be reduced from the system?

b. How might the organic waste to effluent be reduced
at source?

2. A chemical manufacturing site has a large aqueous effluent
flowrate that passes through biological treatment before
discharge to a river. Although the outlet concentrations of
pollutants from the biological treatment are within permitted
limits, the temperature at the outlet is too high. The maximum
temperature permitted for discharge is 30◦C, whereas the current
outlet is 40◦C. The inlet temperature to biological treatment
is 36◦C. A temperature rise of 4◦C occurs across biological
treatment. Heat is generated within the biological treatment from
the reactions but is also lost to the environment directly. The
longer the residence time in biological treatment, the greater
the heat loss. It has been proposed to solve the problem by
installing a cooling tower downstream biological treatment. A
better solution would be to solve the problem at source.
a. What factors could be changed at the inlet to the biological

treatment to alleviate the problem?
b. The processes that create the effluent are batch in nature

and involve various washing operations at different tempera-
tures. What changes should be sought to solve the problem?

3. A chemical production site producing a variety of specialty
chemicals has a problem with its aqueous effluent. The site
produces aqueous effluent that is currently discharged without
treatment. The effluent has a high load of organic material
and has a low pH. The regulatory authorities have demanded
a reduction in the organic load before discharge of 90%,
together with neutralization. An effluent treatment system
has been designed and costed. The treatment system consists
of collecting all of the effluent steams together, followed
by neutralization using lime and then biological treatment.
The cost of both the neutralization and biological treatment
operations are proportional to the volume of effluent to be
treated. The cost of biological treatment also increases with
the load of organic material. The cost of the treatment system
is unacceptable, and the company is prepared to consider an
alternative solution based on waste minimization.
a. The worst effluent stream, in terms of its organic load,

comes from Operation 1 of Plant A. This effluent is created
when an organic product is washed free of salts in an
extraction operation. This is done by mixing the product
with water in a tank followed by separation of the water
from the organic product by settling in a decanter. The
washing operation picks up organic product as well as
the salts. The salts are extremely soluble, whereas the
organic product is sparingly soluble. The effluent leaving
this operation is saturated with organic contaminants, but
well below saturation for the salts. Taking this operation in
isolation, what can be done to reduce the effluent volume
and organic load?

b. Another operation, Operation 2, in Plant A uses water
in a cooling circuit. The water is used for condensation
of organic vapor by direct contact. In this operation,
the organic vapor is passed through a vessel into which
is sprayed the cooling water. The resulting two-phase

mixture is again separated by settling in a decanter. The
water becomes saturated with organic contaminants and is
recirculated through a cooling tower. A purge must be taken
from the cooling circuit, which is sent to effluent. This purge
is another highly contaminated effluent stream from Plant
A. What can be done to reduce the effluent form Plant A as
a whole by integrating Operations 1 and 2? Explain what
effect your suggestions are likely to have on the volume
and the load.

c. Plant B uses water to scrub hydrogen chloride from a vent.
The resulting water is highly acidic but not contaminated
with organic material. The other effluents on the site are
essentially neutral. Can anything be done to reduce the cost
of treating the effluent?

d. Plant C produces an aqueous effluent contaminated with
organic contaminants. In addition, there is no policy for recovery
of steam condensate resulting from the use of steam for heating.
Large quantities of steam condensate are sent to drain. There is
also a large cooling tower on-site that requires a large water
makeup to compensate for evaporative losses. The blowdown
from the cooling tower is sent to drain and contains no organic
contaminants. Taking the site as a whole, what, in addition to
the measures suggested so far, can be done to reduce effluent
treatment costs?
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29 Overall Strategy for Chemical Process Design
and Integration

29.1 OBJECTIVES

The purpose of chemical processes is not to make chemi-
cals: the purpose is to make money. However, the profit
must be made as part of a sustainable industrial activ-
ity. Chemical processes should be designed as part of a
sustainable industrial activity that retains the capacity of
ecosystems to support both industrial activity and life into
the future. Sustainable industrial activity must meet the
needs of the present without compromising the needs of
future generations. For chemical process design, this means
that processes should use raw materials as efficiently as is
economic and practicable, both to prevent the production of
waste that can be environmentally harmful and to preserve
the reserves of raw materials as much as possible. Processes
should use as little energy as economic and practicable, both
to prevent the buildup of carbon dioxide in the atmosphere
from burning fossil fuels and to preserve reserves of fossil
fuels. Water must also be consumed in sustainable quanti-
ties that do not cause deterioration in the quality of the water
source and the long-term quantity of the reserves. Aque-
ous and atmospheric emissions must not be environmentally
harmful, and solid waste to landfill must be avoided.

Relying on methods of waste treatment is usually not
adequate, since waste treatment processes tend not so much
to solve the waste problem but simply to move it from one
place to another. Chemical processes also must not present
significant short-term or long-term hazards, either to the
operating personnel or to the community.

When developing a chemical process design, it helps if
it is recognized that there is a hierarchy that is intrinsic to
chemical processes. Design starts at the reactor. The reactor
design dictates the separation and recycle problem. The
reactor design and separation problem together dictate the
heating and cooling duties for the heat exchanger network.
Those heating and cooling duties that cannot be satisfied
by heat recovery dictate the need for external heating and
cooling utilities. All of these issues combine to dictate the
need for water and effluent treatment. This hierarchy is
represented by the layers in the onion diagram.

Following this hierarchy, all too often, safety, health and
environmental considerations are left to the final stages of
design. This approach leaves much to be desired, since
early decisions made purely for process reasons often can
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lead to problems of safety, health and environment that
require complex solutions. It is better to consider them
as the design progresses. Designs that avoid the need for
hazardous materials, or use less of them, or use them
at lower temperatures and pressures, or dilute them with
inert materials will be inherently safe and not require
elaborate treatment systems. These considerations need to
be addressed as the design progresses.

29.2 THE HIERARCHY

1. Choice of reactor. The first and usually most important
decisions to be made are those for the reactor type
and its operating conditions. In choosing the reactor, the
overriding consideration is usually raw materials efficiency
(bearing in mind materials of construction, safety, etc.).
Raw materials costs are usually the most important costs in
the whole process. Also, any inefficiency in raw materials
use is likely to create waste streams that become an
environmental problem.

The design of the reactor usually interacts strongly
with the rest of the flowsheet. Hence, a return must be
made to the reactor design when the process design has
progressed further.

2. Choice of separator. For a heterogeneous mixture,
separation usually can be achieved by phase separation.
Such phase separation normally should be carried out before
any homogeneous separation. Phase separation tends to be
easier and usually should be done first.

Distillation is by far the most commonly used method for
the separation of homogeneous fluid mixtures. No attempt
should be made to optimize pressure, reflux ratio or feed
condition of distillation in the early stages of design. The
optimal values will almost certainly change later once heat
integration with the overall process is considered.

The most common alternative to distillation for the
separation of low-molecular-weight materials is absorption.
Liquid flowrate, temperature and pressure are important
variables to be set, but no attempt should be made to carry
out any optimization at this stage. Other commonly used
separation methods are adsorption and membranes.

As with distillation and absorption, when evaporators and
dryers are chosen, then no attempt should be made to carry
out any optimization at this stage in the design.
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3. Distillation sequencing. The separation of homogeneous
nonazeotropic mixtures using distillation usually offers the
degree of freedom to choose the distillation sequence. The
choice between different sequences can be made on the
basis of total vapor load, energy consumption, refrigeration
shaft power for low-temperature systems, or total cost.
However, there is often little to choose between the best few
sequences in terms of such measures of system performance
if simple distillation columns are used.

Complex column arrangements, such as thermally cou-
pled designs, offer large potential savings in energy when
compared with sequences of simple columns. The partition
column or dividing-wall column also offers large potential
savings in capital cost. However, it is recommended that
complex column arrangements should only be considered
on a second pass through the design after first establish-
ing a complete design with simple columns. Once this
first complete design is established, then thermally coupled
arrangements can be evaluated in the context of the overall
heat-integrated design.

If the system forms azeotropes, then the azeotropic
mixtures can be separated by exploiting the change in
azeotropic composition with pressure, or the introduction of
an entrainer or membrane to change the relative volatility
in a favorable way. If an entrainer is used, then efficient
recycle of the entrainer material is necessary for an
acceptable design. In some cases, the formation of two
liquid phases can be exploited in heterogeneous azeotropic
distillation.

4. The synthesis of reaction-separation systems. The recy-
cling of material is an essential feature of most chemical
processes. The use of excess reactants, diluents, solvents or
heat carriers in the reactor design has a significant effect on
the flowsheet recycle structure. Sometimes, the recycling of
unwanted byproduct to the reactor can inhibit its formation
at the source.

Batch processes can be synthesized by first synthesizing
a continuous process and then converting it to batch
operation. A Gantt (time-event) diagram can be used to
identify the scope for improved equipment utilization and
the need for intermediate storage.

5. Heat exchanger network and utilities targets. Having
established a design for the reaction and separation and
recycle, the material and energy balance is known. This
allows the hot and cold streams for the heat recovery
problem to be defined. Energy targets can then be calculated
directly from the material and energy balance. It is not
necessary to design a heat exchanger network in order
to establish the energy costs. Alternative utility scenarios
and cogeneration schemes can be screened quickly and
conveniently using the grand composite curve.

Targets also can be set for total heat exchange area,
number of units, and number of shells for 1–2 shell-
and-tube heat exchangers. These can be combined to

establish targets for capital costs, taking into account mixed
materials of construction, pressure rating and equipment
type. Furthermore, the targets for energy and capital
cost can be optimized to produce an optimal setting for
the capital/energy trade-off before any network design is
carried out.

Although it is not necessary to design the heat exchanger
network in order for the design to progress, it is sometimes
desirable to carry out a preliminary design to ensure that
there are no significant features of the design that are
unacceptable. If there are unacceptable features, the targets
will have to be modified by inclusion of constraints.

6. Process changes for improved heat integration. Process
changes can be exploited to allow the energy targets to be
reduced. The ultimate reference in guiding process changes
is the plus/minus principle. The appropriate placement of
the major items of equipment in relation to the heat recovery
pinch is as follows:

• Exothermic reactors should be above the pinch.
• Endothermic reactors should be below the pinch.
• Distillation columns, evaporators and dryers should

be above the pinch, below the pinch but not across
the pinch.

The grand composite curve can be used to quantitatively
assess the appropriate placement of reactors and separators.
If reactors and separators are not appropriately placed, then
the plus/minus principle can be used to direct changes to
bring about improvements through, for example, pressure
change. If a reactor is not appropriately placed, then it is
more likely that the rest of the process would be changed
to bring about appropriate placement rather than change the
reactor design.

The sequence of distillation columns should be addressed
again at this stage and the possibility of introducing com-
plex configurations considered. Prefractionator arrange-
ments (both with and without thermal coupling) can be
used to replace direct or indirect distillation pairings. Alter-
natively, direct pairings can be replaced by side-rectifiers
and indirect pairings replaced by side-strippers. Partition
or dividing-wall columns can make significant reductions
in both capital and operating costs when compared to a
conventional distillation column pairings.

7. Heat exchanger network design. Having explored the
major degrees of freedom, the material and energy balance
is fixed, and the hot and cold streams that define the heat
exchanger network are fixed. The heat exchanger network
can then be defined.

The pinch design method is a step-by-step approach that
allows the designer to interact as the design progresses. For
more complex network designs, especially those involving
many constraints, mixed equipment specifications, and



The Final Design 651

so on, design methods based on the optimization of a
superstructure can be used.

8. Economic trade-offs. Interactions between the reactor
and the rest of the process are extremely important. Reactor
conversion is often the most significant optimization
variable, because it tends to influence most operations
through the process. Also, when inert material is present
in the recycle, the concentration of inert material is
another important optimization variable, again influencing
operations throughout the process.

In carrying out these optimizations, targets can be used
for the energy and capital cost of the heat exchanger
network. This is often the only practical way to carry out
these optimizations, since changes in reactor conversion
and recycle inert concentration change the material and
energy balance of the process, which in turn changes
the heat recovery problem. Each change in the material
and energy balance, in principle, calls for a different
heat exchanger network design. Furnishing a new heat
exchanger network design for each setting of reactor
conversion and recycle inert concentration is just not
practical. On the other hand, targets for energy and capital
cost of the heat exchanger network are, by comparison,
easily generated.

9. Steam and cogeneration systems. Most process heating
is provided from the distribution of steam around sites
at various pressure levels. Normally, two or three steam
mains will distribute steam at different pressures around
the site. The steam system is not only important from
the point of view of process heating but is also used to
generate a significant amount of power on the site. Steam
turbines are used to convert part of the energy of the steam
into power, and can be configured in different ways. Gas
turbines are available in a wide range of sizes but are
restricted to standard frame sizes. The hot exhaust gas is
useful for raising steam, and the temperature of the exhaust
gas can be increased by using supplementary firing. The
highest-pressure steam main is normally used for power
generation, rather than process heating. Steam is expanded
from high to lower levels by either steam turbines or
expansion valves.

The site power-to-heat ratio is very important in deter-
mining the most appropriate cogeneration system for
the site.

Complex steam systems usually feature many important
degrees of freedom to be optimized. To establish the steam
costs for retrofit of site processes requires an optimization
model to be developed. This allows the steam loads for
process heating to be gradually decreased and the steam
system reoptimized at each setting. The result in cost

savings establishes the true cost of steam for retrofit projects
aiming to reduce steam consumption on the site.

Drivers are required for many different types of process
machine on a site. Power can be generated and distributed
to drive electric motors or direct drives can be used. A
combination of direct drives and electric motors is usually
the best solution for the site as a whole.

10. Water and effluent treatment. Increasing awareness
regarding the problems of overextraction of water and
increasingly strict discharge regulations mean that water
consumption and wastewater generation should be reduced
through reuse, regeneration reuse and regeneration recy-
cling.

Distributed effluent treatment requires that a philosophy
of design be adopted that segregates effluent for treatment
wherever appropriate and combines it for treatment where
appropriate.

When viewing effluent treatment methods, it is clear that
the basic problem of safely disposing of waste material is,
in many cases, not so much solved but moved from one
place to another. If a method of treatment can be used
that allows material to be recycled or reused in someway,
then the waste problem is truly solved. However, if the
treatment simply concentrates the waste as concentrated
liquid, slurry or solid in a form that cannot be recycled,
then it will still need to be disposed of. Landfill disposal
of such waste is increasingly unacceptable, and thermal
oxidation causes pollution through products of combustion
and liquors from scrubbing systems. The best method for
dealing with effluent problems is to solve the problem at
source by waste minimization.

29.3 THE FINAL DESIGN

Although the sequence of the design tends to follow the
onion diagram in Figure 1.7, the design rarely can be taken
to a successful conclusion by a single pass. More often,
there is a flow of the design process in both directions.
This follows from the fact that decisions are made in
the early stages of design on the basis of incomplete
information. As more detail is added to the design with a
more complete picture emerging, the decisions might need
to be readdressed, moving back to early decisions.

As the flowsheet becomes more firmly defined, the
detailed process and mechanical design of the equipment
can progress. The control scheme must be added and
detailed hazard and operability studies carried out. All this
is beyond the scope of the present text. However, all these
considerations might require the flowsheet to be readdressed
if problems are uncovered.





Appendix A Annualization of Capital Cost

Derivation of Equation 2.7 is as follows1. Let

P = present worth of estimated capital cost

F = future worth of estimated capital cost

i = fractional interest rate per year

n = number of years

After the first year, the future worth F of the capital cost
present value P is given by:

F(1) = P + P i = P(1 + i) (A.1)

After the second year, the worth is:

F(2) = P(1 + i) + P(1 + i)i

= P(1 + i)2
(A.2)

After the third year, the worth is:

F(3) = P(1 + i)2 + P(1 + i)2i

= P(1 + i)3
(A.3)

After year n, the worth is:

F(n) = P(1 + i)n (A.4)

Equation A.4 is normally written as:

F = P(1 + i)n (A.5)

Take the capital cost and spread it as a series of equal
annual payments A made at the end of each year, over n

years. The first payment gains interest over (n−1) years,
and its future value after (n−1) years is:

F = A(1 + i)n−1 (A.6)

Chemical Process Design and Integration R. Smith
 2005 John Wiley & Sons, Ltd ISBNs: 0-471-48680-9 (HB); 0-471-48681-7 (PB)

The future worth of the second annual payment after
(n−2) years is:

F = A(1 + i)n−2 (A.7)

The combined worth of all the annual payments is:

F = A[(1 + i)n−1 + (1 + i)n−2 + (1 + i)n−3

+ · · · + (1 + i)n−n] (A.8)

Multiplying both sides of this equation by (1 + i) gives:

F(1 + i) = A[(1 + i)n + (1 + i)n−1 + (1 + i)n−2

+ · · · + (1 + i)] (A.9)

Subtracting the Equations A.8 and A.9 gives:

F(1 + i) − F = A[(1 + i)n − 1] (A.10)

which on rearranging gives:

F = A[(1 + i)n − 1]

i
(A.11)

Combining Equation A.11 with Equation A.5 gives:

A = P [i(1 + i)n]

(1 + i)n − 1
(A.12)

Thus, Equation 2.7 is obtained.

REFERENCES

1. Holland FA, Watson FA and Wilkinson, JK (1983) Introduc-
tion to Process Economics , 2nd Edition, Wiley, New York.





Appendix B Gas Compression

B.1 RECIPROCATING COMPRESSORS

Reciprocating compressors compress gases by a piston
moving backwards and forwards in a cylinder. Valves
control the flow of low-pressure gas into the cylinder and
high-pressure gas out of the cylinder. The mechanical work
to compress a gas is the product of the external force acting
on the gas and the distance through which the force moves.
Consider a cylinder with cross-sectional area A containing
a gas to be compressed by a piston. The force exerted on the
gas is the product of the pressure (force per unit area) and
the area A of the piston. The distance the piston travels
is the volume V of the cylinder divided by the area A.
Thus:

W =
∫ V2

V1

PAd

(
V

A

)

=
∫ V2

V1

PdV (B.1)

where W = work for gas compression
P = pressure of the gas
V = volume of the gas
A = area of the cylinder and piston

For gas compression, the final volume V2 is less than the
initial volume V1 and the work of compression is negative.
A compressor adds energy to the gas by doing work. A
simple ideal compression process is shown in Figure B.1.
In compressing the gas from pressure P1 and volume V1

to pressure P2 and volume V2, the work as defined by
Equation B.1 is the area under the graph. The integral
in Equation B.1 can be transformed from integration over
V to integration over P by considering the areas in
Figure B.1:

W =
∫ V2

V1

PdV

= −
∫ V1

V2

PdV

= −
[∫ P2

P1

V dP − P2V2 + P1V1

]

= P2V2 − P1V1 −
∫ P2

P1

V dP (B.2)
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Area = P1V1

Area = PdV −
Area =

P2V2

V2

P1

P2

P

V1
V

r1

r2
∫ PdV

r2

r1
∫

Figure B.1 A simple ideal compression process.

Thus:∫ V2

V1

PdV + P1V1 − P2V2 = −
∫ P2

P1

V dP (B.3)

At this stage, the compression process is considered to
be frictionless.

To evaluate the integral in Equation B.1 requires the
pressure to be known at each point along the compression
path. In principle, compression could be carried out
either at constant temperature or adiabatically. Most
compression processes are carried out close to adiabatic
conditions. Adiabatic compression of an ideal gas along
a thermodynamically reversible (isentropic) path can be
expressed as:

PV γ = constant (B.4)

where γ = CP /CV

= CP

(CP − R)
for an ideal gas

CP = heat capacity at constant pressure
CV = heat capacity at constant volume

Thus, from Equation B.4 for an adiabatic ideal gas
(isentropic) compression:

P1

P2
=

(
V2

V1

)γ

(B.5)
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where P1, P2 = initial and final pressures
V1, V2 = initial and final volumes

A general ideal gas adiabatic (isentropic) compression
process is given by:

P = P1V
γ

1

V γ
(B.6)

where P and V are the pressure and volume, starting from
initial conditions of P1 and V1. Substituting Equation B.6
into Equation B.1 gives:

W = P1V
γ

1

∫ V2

V1

(
1

V γ

)
dV

= P1V
γ

1

[
− 1

(γ − 1)V γ−1

]V2

V1

= P1V1

γ − 1

[
1 −

(
V1

V2

)γ−1
]

(B.7)

Combining Equations B.7 and B.5 gives:

W = P1V1

γ − 1


1 −

(
P2

P1

) γ−1
γ


 (B.8)

Equation B.8 only considers the work accompanying
a change of state. In a reciprocating compressor, these
changes form only one step in a cycle of changes.
Figure B.2 represents the pressure and volume changes that
occur in the cylinder of an ideal reciprocating compressor.

Displacement

Displacement

4 1

23

Clearance

Clearance

Pin

Pout

P

V

Figure B.2 Ideal single-stage reciprocating gas compressor.

Between Points 1 and 2 in Figure B.2, the intake and
discharge valves are closed and the gas in the cylinder is
compressed from P1 to P2. When the pressure reaches P2,
the discharge valve opens and the gas is pushed from the
cylinder between Points 2 and 3 in Figure B.2. Between
Points 3 and 4, the intake and discharge valves are closed
and any gas remaining in the cylinder is expanded to the
intake pressure of P1. Between Points 4 and 1, the intake
valve opens and the suction stroke draws gas into the
cylinder at pressure P1. The total work for the cycle is
the sum of the work for the four steps. The work required
by the compression is often termed shaft work WS . Thus:

WS = W12 + W23 + W34 + W41 (B.9)

where

W12 =
∫ V2

V1

PdV

W23 =
∫ V3

V2

PdV = P3V3 − P2V2

W34 =
∫ V4

V3

PdV

W41 =
∫ V1

V4

PdV = P1V1 − P4V4

Substituting in Equation B.9 gives:

WS =
∫ V2

V1

PdV + P3V3 − P2V2

+
∫ V4

V3

PdV + P1V1 − P4V4

=
[∫ V2

V1

PdV + P1V1 − P2V2

]

+
[∫ V4

V3

PdV + P3V3 − P4V4

]
(B.10)

Combining Equations B.10 and B.3 gives:

WS = −
∫ P2

P1

V dP −
∫ P4

P3

V dP

= −
∫ P2

P1

V dP +
∫ P3

P4

V dP (B.11)

For an adiabatic ideal gas (isentropic) compression or
expansion:

∫ P2

P1

V dP = P
1/γ

1 V1

∫ P2

P1

(
1

P 1/γ

)
dP

= P
1/γ

1 V1

[
− 1

(1/γ − 1)P 1/γ−1

]P2

P1
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= γ

1 − γ
P1V1


1 −

(
P2

P1

) γ−1
γ


 (B.12)

Thus, from Equations B.11 and B.12:

WS = − γ

1 − γ
P1V1


1 −

(
P2

P1

) γ−1
γ




+ γ

1 − γ
P4V4


1 −

(
P3

P4

) γ−1
γ


 (B.13)

Given that P1 = P4 = Pin , P2 = P3 = Pout and (V1 – V4)

= Vin :

WS =
(

γ

γ − 1

)
PinVin


1 −

(
Pout

Pin

)(
γ−1
γ

)


 (B.14)

Equation B.14 is the work required for an ideal adiabatic
(isentropic) compression. To account for inefficiencies in
the compression process and the mechanical inefficiency,
the isentropic compression efficiency is introduced:

W =
(

γ

γ − 1

)
PinVin

ηIS


1 −

(
Pout

Pin

)(
γ−1
γ

)


 (B.15)

where W = work required for gas compression
Pin , Pout = inlet and outlet pressures

Vin = inlet gas volume
ηIS = isentropic efficiency
γ = heat capacity ratio CP /CV

The work for a real adiabatic compression can also be
calculated from the difference between the total enthalpy
of the outlet and inlet flows:

W = Hin − H ′
out

= Hin − Hout

ηIS
(B.16)

where Hin = total enthalpy of the inlet stream
Hout = total enthalpy of the outlet stream for an

isentropic compression
H ′

out = total enthalpy of the outlet stream for a
real compression

If the heat capacity is constant, then:

W = CP(Tin − Tout)

ηIS
(B.17)

where CP = total heat capacity (product of mass flowrate
and specific heat capacity)

Tin = temperature of the inlet stream
Tout = temperature of the outlet stream

for an isentropic compression

By definition, the isentropic efficiency ηIS is given by:

ηIS = Hin − Hout

H ′
in − Hout

(B.18)

If the heat capacity is assumed to be constant:

ηIS = CP(Tin − Tout)

CP(T ′
in − Tout)

= Tin − Tout

T ′
in − Tout

(B.19)

where Tin = temperature of the inlet stream
Tout = temperature of the outlet stream for an

isentropic compression
T ′

out = temperature of the outlet stream for a real
compression

To obtain the temperature rise for an ideal gas isentropic
compression, substitute P = RT /V in Equation B.5 to
give:

Tin

Tout
=

(
Vout

Vin

)γ−1

(B.20)

Combining Equations B.5 and B.20 gives

Tout

Tin
=

(
Pout

Pin

) γ−1
γ

(B.21)

Equation B.21 assumes the compression to be adiabatic
ideal gas (isentropic) compression. In practice, the com-
pression will be neither perfectly adiabatic nor ideal. To
allow for this, the gas compression can be assumed to fol-
low a polytropic compression represented by the empirical
expression:

PV n = constant (B.22)

where n = polytropic coefficient
For n = γ , Equation B.22 reduces to the expression for

an adiabatic ideal gas. Thus, for a polytropic compression:

P1

P2
=

(
V2

V1

)n

(B.23)

A polytropic compression is neither adiabatic nor isother-
mal, but specific to the physical properties of the gas and
the design of the compressor. The polytropic coefficient n

must therefore be determined experimentally. If the initial
and final conditions for a given compression process are
known, then n can be determined from a rearrangement of
Equation B.23:

n = ln(P2/P1)

ln(V1/V2)
(B.24)
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For an isentropic compression:

Tout = Tin

(
Pout

Pin

) γ−1
γ

(B.25)

If the real compression is assumed to follow a polytropic
compression:

Tout = Tin

(
Pout

Pin

)n−1
n

(B.26)

Substituting Equation B.25 and B.26 in Equation B.19
gives:

ηIS =
1 −

(
Pout

Pin

) γ−1
γ

1 −
(

Pout

Pin

) n−1
n

(B.27)

Equation B.27 relates the isentropic compression effi-
ciency, heat capacity ratio γ and polytropic coefficient n to
the inlet and outlet pressures and can be rearranged to give:

n =
ln

(
Pout

Pin

)

ln




ηIS

(
Pout

Pin

)

ηIS − 1 +
(

Pout

Pin

) γ−1
γ




(B.28)

Equation B.28 is useful to estimate the polytropic
coefficient n if the inlet and outlet pressures are known,
along with an estimate of the isentropic efficiency. Knowing
the polytropic coefficient allows the outlet temperature for
a real gas compression to be estimated from Equation B.26.

B.2 CENTRIFUGAL COMPRESSORS

Centrifugal compressors increase gas pressure by accelerat-
ing the gas as it flows radially out from a rotating impeller.
The increase in velocity is then converted to increase in
pressure as the gas leaves the compression stage. Unlike
reciprocating compressors, centrifugal compressors involve
a constant flow through the compressor.

Consider a volume of gas V1 flowing into the compres-
sor. Compression work W1 is required to force the gas into
the system. The constant force exerted on the gas is P1A1,
where A1 is the cross-sectional area of the inlet duct. The
distance through which the gas is forced as it enters the
system is – V1/A1. The negative value of – V1/A1 results
from the force acting from the surroundings on the system.
Thus:

W1 = P1A1

(
− V1

A1

)

= −P1V1

(B.29)

Similarly, for the outlet from the compressor, the system
must do work on the surroundings to force the gas out, such
that:

W2 = P2V2 (B.30)

The work done by the compression is described by
Equation B.1. Thus:

∫ V2

V1

PdV = WS + W1 + W2

Substituting Equations B.20 and B.21:

∫ V2

V1

PdV = WS − P1V1 + P2V2 (B.31)

Rearranging Equation B.31:

WS = −
∫ V2

V1

PdV +P1V1 − P2V2 (B.32)

which from Equation B.3 gives:

WS = −
∫ P2

P1

V dP (B.33)

For an adiabatic ideal gas compression, from Equa-
tion B.12:

WS = γ

γ − 1
PinVin


1 −

(
Pout

Pin

) γ−1
γ


 (B.34)

Introducing the isentropic compression efficiency gives
Equation B.15, the same result for a reciprocating com-
pressor. In a reciprocating compressor, the net effect of the
cycle is a flow process, even though intermittent nonflow
steps are involved.

Whereas reciprocating compressors are normally de-
signed on the basis of adiabatic work (together with an
isentropic efficiency), centrifugal compressors are usually
designed on the basis of polytropic work. By analogy
with Equation B.15, the work required for a polytropic
compression is given by:

W = n

n − 1

PinVin

ηP


1 −

(
Pout

Pin

) n−1
n


 (B.35)

where ηP = polytropic efficiency (ratio of polytropic work
to actual work)

For centrifugal compressors, the value of n is usu-
ally greater than γ . The inefficiencies caused by fric-
tional losses, and so on, keep the operation from being
truly adiabatic.

The isentropic and polytropic efficiencies can be related
by taking the ratio of Equations B.15 and B.35 for the same
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compression process:

ηIS

ηP

=

(
γ

γ − 1

)
1 −

(
Pout

Pin

) γ−1
γ




(
n

n − 1

)
1 −

(
Pout

Pin

)n−1
n




(B.36)

Substituting Equation B.27 into Equation B.36 gives:

ηP =

(
n

n − 1

)
(

γ

γ − 1

) (B.37)

Rearranging Equation B.37 gives:

n = γ ηP

γ ηP − γ + 1
(B.38)

Equation B.38 is a useful expression to estimate the
polytropic coefficient. The heat capacity ratio is a function
of physical properties and, given an estimate of the
polytropic efficiency for a compressor, the polytropic
coefficient can be estimated from Equation B.38.

B.3 STAGED COMPRESSION

The temperature rise accompanying single-stage gas com-
pression might be unacceptably high because of the proper-
ties of the gas, materials of construction of the compressor
or the properties of the lubricating oil used in the machine.
If this is the case, the overall compression can be broken
down into a number of stages with intermediate cooling.
Also, intermediate cooling will reduce the volume of gas
between stages and reduce the work of compression for the
next stage. On the other hand, the intercoolers will have a
pressure drop that will increase the work, but this effect is
usually small compared with the reduction in work from
gas cooling.

Consider a two-stage compression in which the interme-
diate gas is cooled down to the initial temperature. The total
work for a two-stage adiabatic gas compression of an ideal
gas is given by:

WS = γ

γ − 1
P1V1


1 −

(
P2

P1

) γ−1
γ




+ γ

γ − 1
P2V2


1 −

(
P3

P2

) γ−1
γ


 (B.39)

where P1, P2, P3 = initial, intermediate and final
pressures

V1, V2 = initial and intermediate gas volumes

For an ideal gas with intermediate cooling to the initial
temperature:

P1V1 = P2V2 (B.40)

Combining Equations B.39 and B.40:

WS = γ

γ − 1
P1V1


2 −

(
P2

P1

) γ−1
γ −

(
P3

P2

) γ−1
γ



(B.41)

The intermediate pressure P2 can be chosen to minimize
the overall work of compression. Thus:

dWS

dP2
= 0 = γ

γ − 1
P1V1


(

1

P1

) γ−1
γ

(
γ − 1

γ

)
P

−1/γ

2

−P

γ−1
γ

3

(
γ − 1

γ

)
P

1−2γ

γ

2


 (B.42)

Simplifying and rearranging Equation B.42 gives:

P

2γ−2
γ

2 = (P1P3)
γ−1
γ

or
P2 = √

P1P3 (B.43)

Rearranging Equation B.43 gives:

P2

P1
= P3

P2
=

(
P3

P1

)1/2

(B.44)

Thus, for minimum shaft work, each stage should have
the same compression ratio, which is equal to the square
root of the overall compression ratio. This result is readily
extended to N stages. The minimum work is obtained when
the compression ratio in each stage is equal:

P2

P1
= P3

P2
= P4

P3
= . . . . . . = r (B.45)

where r = compression ratio

Since(
P2

P1

)
=

(
P3

P2

)
=

(
P4

P3

)
. . . . . . = rN = PN+1

P1
(B.46)

The pressure ratio for minimum work for N stages is
given by:

r = N

√
POUT

PIN
(B.47)

The total shaft work for N stages is then given by:

WS = γ

γ − 1
PinVinN

[
1 − (r)

γ−1
γ

]
(B.48)
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Introducing the isentropic compression efficiency gives:

W = γ

γ − 1

PinVinN

ηIS

[
1 − (r)

γ−1
γ

]
(B.49)

In principle, the isentropic efficiency might change from
stage to stage. However, if the isentropic efficiency for a
reciprocating compressor is assumed to be only a function
of the pressure ratio and the pressure ratio is constant
between stages, then it is legitimate to use a single value
as in Equation B.49. It should be noted that these results
for staged compression are based on adiabatic ideal gas
compression and are therefore not strictly valid for real
gas compression. It is also assumed that intermediate
cooling is back to inlet conditions, which might not be
the case with real intercoolers. For fixed inlet conditions
and outlet pressure, the overall power consumption is
usually not sensitive to minor changes in the intercooler
temperature.

The corresponding equation for a polytropic compression
is given by:

W = n

n − 1

PinVinN

ηP

[
1 − (r)

n−1
n

]
(B.50)

If the polytropic efficiency of a centrifugal or axial com-
pressor is assumed to be a function of volumetric flowrate,
then the efficiency, in principle, will change from stage to
stage. This is because the density changes between stages,
even if the gas is cooled back to the same temperature
as a result of the pressure increase. However, such effects
are not likely to have a significant influence on the pre-
dicted power.

Consider now a two-stage compression in which the
intermediate gas is cooled to a defined temperature T2

different from the inlet temperature T1. For an ideal gas:

P2V2 = T2

T1
P1V1 (B.51)

Substituting Equation B.51 into Equation B.39 and differ-
entiating with respect to intermediate pressure P2 (assuming
T2 to be constant) gives:

dWS

dP2
= 0 = γ

γ − 1
P1V1




(
1

P1

) γ−1
γ

(
γ − 1

γ

)
P

−1/γ

2

−T2

T1
P

γ−1
γ

3

(
γ − 1

γ

)
P

1−2γ

γ

2


 (B.52)

Rearranging Equation B.52 gives:

P2 =
(

T2

T1

) γ

2γ−2
(P1P3)

1/2 (B.53)

Thus, for a specified intercooler outlet temperature T2

for the gas and fixed inlet and outlet pressures P1 and
P3, Equation B.53 predicts the intermediate pressure for
minimum shaft work for compression of an ideal gas. The
corresponding expression for a polytropic compression is
given by replacing γ by n in Equation B.53. Although
Equation B.53 changes the intermediate pressure for an
intercooler temperature different from the inlet temperature,
the effect on the overall shaft work for compression is
often insensitive to modest deviations of the intercooler
temperature from the inlet temperature.



Appendix C Heat Transfer Coefficients and Pressure Drop
in Shell-and-tube Heat Exchangers

At the conceptual stage for heat exchanger network
synthesis, the calculation of heat transfer coefficient and
pressure drop should depend as little as possible on the
detailed geometry. Simple models will be developed in
which heat transfer coefficient and pressure drop are both
related to velocity1. It is thus possible to derive a correlation
between the heat transfer coefficient, pressure drop and the
surface area by using velocity as a bridge between the
two1.

Total pressure drop for a stream can be obtained by
adding the pressure losses incurred in individual exchangers
for each stream, allowing estimation of the pressure
drops for both single heat exchangers and streams within
a network.

C.1 PRESSURE DROP AND HEAT
TRANSFER CORRELATIONS FOR
THE TUBE-SIDE

The total pressure drop for the tube-side includes the
pressure drop in the tube, sudden contractions, sudden
expansions and flow reversals. There are two major
sources of pressure losses on the tube-side of a shell-and-
tube exchanger:

a. friction loss in a tube, which can be calculated as2,3:

�P = 4cf

L

dI

ρv2
T

2
(C.1)

where �P = pressure drop
cf = Fanning friction factor
L = length of tube
dI = inside diameter of tube
ρ = fluid density

vT = fluid velocity inside the tubes

b. losses due to the sudden contractions, expansions and
flow reversals through the tube arrangement, which can
be estimated per tube-pass as4:

�P = 2.5
ρv2

T

2
(C.2)
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Thus, the total pressure drop for the tube-side is:

�PT = NTP

(
4cf

L

dI

+ 2.5

)
ρv2

T

2
(C.3)

where �PT = tube-side pressure drop
NTP = number of tube passes

The friction factor for turbulent flow (Re > 4000) can be
approximated by5:

cf = 0.046Re−0.2 (C.4)

where Re = Reynolds number

= ρvT dI

µ
µ = fluid viscosity

Substituting this into Equation C.3:

�PT = NTP 4 × 0.046

(
dI vT ρ

µ

)−0.2
L

dI

ρv2
T

2
+ NTP

2.5

2
ρv2

T

= KPT NTPLv1.8
T + 1.25NTPρv2

T (C.5)

where KPT = 0.092ρ0.8µ0.2 d−1.2
I (C.6)

Now, the relationship between velocity (vT ) and the heat
transfer coefficient (hT ) needs to be determined to relate
pressure drop to hT .

The tube-side heat transfer coefficient can be calculated
from3:

hT = C
k

dI

Pr
1
3 Re0.8

(
µ

µW

)0.14

(C.7)

where hT = tube-side heat transfer coefficient
C = 0.021 for gases

= 0.023 for nonviscous liquids
= 0.027 for viscous liquids

k = fluid thermal conductivity
Pr = Prandtl number

= CP µ

k
CP = fluid heat capacity
µ = fluid viscosity at the bulk fluid temperature

µW = fluid viscosity at the wall

Assuming µ/µW = 1 and rearranging Equation C.7
gives:

hT = KhT v0.8
T or vT =

(
hT

KhT

) 1
0.8

(C.8)
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where KhT = C

(
k

dI

)
Pr

1
3

(
dIρ

µ

)0.8

(C.9)

Now, consider the relationship between the pressure drop
and the surface area for the tube-side. The heat transfer
surface area A, based on the outside tube surface area, is
given by:

A = NT π dOL (C.10)

where A = heat transfer surface area
NT = number of tubes
dO = outside diameter of tube

Volumetric flowrate on the inside (tube-side) FI is given
by:

FI = π d2
I

4

NT

NTP
vT (C.11)

where FI = volumetric flowrate on the inside (tube-side)
This equation can be rearranged to give an expression

for the number of tubes NT :

NT = 4FINTP

π d2
I vT

(C.12)

Substituting NT into the expression for surface area gives:

A = 4FINTP

d2
I vT

dOL (C.13)

or

L = Ad2
I vT

4FINTP dO

(C.14)

Thus, Equation C.5 can be rearranged to give:

�PT = KPT
Ad2

I

4FI dO

v2.8
T + 1.25NTPρv2

T (C.15)

Substituting vT from Equation C.8:

�PT = KPT
Ad2

I

4FI dO

(
hT

KhT

) 2.8
0.8 + 1.25NTPρ

(
hT

KhT

) 2
0.8

= KPT 1Ah3.5
T + KPT 2h

2.5
T

(C.16)

where

KPT 1 = KPT
d2

I

4FI dO

(
1

KhT

)3.5

(C.17)

= 0.023ρ0.8µ0.2 d0.8
I

FI do

(
1

KhT

)3.5

KPT 2 = 1.25NTPρ

(
1

KhT

)2.5

(C.18)

TC2

TC1TH2

TH1

End Zone
Window AreaEnd Zone

Cross Flow
Baffle

Tube Sheet

Figure C.1 Zone definition of the shell-side of shell-and-tube
heat exchangers.

C.2 PRESSURE DROP AND HEAT
TRANSFER CORRELATIONS
FOR THE SHELL-SIDE

The total pressure drop for the shell-side includes those
in the two ends, cross sections and window sections
(see Figure C.1). The resulting pressure drop is defined
from the inlet to the outlet of an exchanger. Figure 15.2a
illustrates idealized flow on the shell-side involving a
combination of idealized axial and cross flow. Ideal
cross flow gives the higher heat transfer coefficients than
axial flow. Figure 15.2b illustrates the actual flow pattern.
Clearances between the tubes and baffles allow leakage
(bypassing) of some of the fluid. This acts to reduce
the outside heat transfer coefficient. The heat transfer
coefficient and pressure drop is first estimated for ideal
cross flow. Then the effects of leakage, bypassing and flow
in the window zone are considered by applying correction
factors.

The pressure drop for the shell-side has three components
from inlet to outlet (see Figure C.1). These are the pressure
drop for the ends (�Pe), the pressure drop for the cross-
flow sections (�Pc), and the pressure drop for the window
sections (�Pw).

The total pressure drop for the shell-side is given by
summing the pressure drops over all the zones in series
from inlet to outlet:

�PS = 2�Pe + �Pc(NB − 1) + �PwNB (C.19)

where �PS = shell-side pressure drop
�Pe = pressure drop for the end
�Pc = pressure drop for the cross-flow section
�Pw = pressure drop for the window section

NB = number of baffles

a. Pressure drop in the two ends. There will be only one
baffle window in the end zones. The total number of
restrictions in the end zone will be the sum of the number
of tubes in the cross-flow and window sections. The zone
between tube sheet and the baffle (the end zone) pressure
drop (�Pe) is given by:

�Pe = FPb�PIC

(
1 + Nw

Nc

)
(C.20)
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where FPb = bypass correction factor for pressure drop
to allow for flow between the tube bundle
and the shell wall and is a function of the
shell-to-bundle clearance. Typically, FPb

lies between 0.5 and 0.8, depending on
construction of the exchanger and the
sealing arrangements. FPb = 0.8 can be
used as a reasonable assumption for the
clean condition. Fouling will tend to
reduce bypassing and increase the pressure
drop. Fouling will tend to increase the
value to approach 1.0 in the worst case.

�PIC = for ideal flow across the tubes based on
the number of tubes in the cross-flow
section

Nw = number of tube rows in the window
section

Nc = number of tube rows in the
cross-flow section

The ideal cross-flow pressure drop �PIC can be
expressed as:

�PIC = 8jf Nc

ρv2
S

2

(
µ

µW

)−0.14

(C.21)

where jF = cross-flow friction factor
vS = shell-side fluid velocity

The shell-side fluid velocity is normally based on the area
of flow for a hypothetical row of tubes across the diameter
of the shell between two baffles. Thus:

vS = FO

AS

(C.22)

where FO = volumetric flowrate on the outside
(shell-side) (m3·s−1)

AS = mass cross-flow area (m2)

= number of tubes × space between the tubes
× baffle spacing

= DS

pT

(pT − do)LB

DS = shell diameter (m)
pT = tube pitch, that is, center to center distance

between adjacent tubes (m)
LB = distance between baffles (m)

Assuming µ/µW = 1 in Equation C.21 and substituting
into Equation C.20 gives:

�Pe = FPb

(
1 + Nw

Nc

)
8jf Nc

ρv2
S

2

= FPb(Nw + Nc)8jf

ρv2
S

2
(C.23)

The friction factor jf for cross flow can be correlated for
turbulent flow (Re > 4000) as1:

jf = 0.3245Re−0.17 (C.24)

The number of restrictions for cross flow in the window
zones NW can be calculated as:

Nw = BCDS

pT

(C.25)

where Nw = number of tube rows in the window section
(–)

BC = baffle cut (–)

The number of tube rows in the cross-flow section Nc is:

Nc = DS

pT

− 2 × BCDS

pT

= DS(1 − 2BC)

pT

(C.26)

Substituting Nw, Nc and jf into Equation C.23 gives:

�Pe = FPb
DS(1 − BC)

pT

8jf

ρv2
S

2

= FPb
DS(1 − BC)

pT

8 × 0.3245Re−0.17 ρv2
S

2

= FPb
DS(1 − BC)

pT

8 × 0.3245

(
ρ dO

µ

)−0.17
ρ

2
v1.83

S

= KPS 1v
1.83
S (C.27)

where

KPS 1 = 1.298
FPbDS(1 − BC)ρ0.83µ0.17

pT d0.17
O

(C.28)

b. Pressure drop for the cross sections. The pressure drop
in the cross flow zones between the baffle tips is calculated
from the correlation for ideal tube banks, and corrected for
leakage and bypassing:

�Pc = �PIC FPbFPL (C.29)

where �Pc = pressure drop in cross-flow section
�PIC = pressure drop for ideal cross flow

FPL = leakage correction factor to allow for
leakage through the tube-to-baffle
clearance and the baffle-to-shell clearance.
Typically, FPL varies between 0.4 and 0.5.
A value of FPL = 0.5 can be used as a
reasonable assumption for the clean
condition. Fouling will tend to reduce
leakage and increase the shell-side
pressure drop. Fouling will tend to
increase the value to approach 1.0 in the
worst case.
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The pressure drop for the cross-flow sections can be
calculated as:

�Pc(NB − 1) = (NB − 1)8jf Nc

ρv2
S

2
FPbFPL (C.30)

where NB = number of baffles
The surface area A is given by:

A = NT π dOL (C.31)

For a square pitch, each one contains four quarter tubes.
Thus, for a square pitch, each tube is contained in an area
of p2

T . The number of tubes can then be approximated as:

NT =
π

4
D2

S

p2
T

(C.32)

For a triangular pitch, each one with sides pT , having an
area of 0.5p2

T sin 60o contains half a tube. Thus, a single
tube is contained in an area of p2

T sin 60o = 0.866p2
T . The

number of tubes can then be generalized as:

NT =
π

4
D2

S

pCp2
T

(C.33)

where pC = pitch configuration factor
= 1 for square pitch
= 0.866 for triangular pitch

It should be noted that Equations C.32 and C.33 will tend
to overestimate the number of tubes that can be contained
in a given shell diameter. The larger the diameter shell,
the smaller will be the error in the tube count. Substituting
Equation C.33 into Equation C.31 gives:

A = πD2
S

4pCp2
T

π dOL = πD2
S

4pCp2
T

π dOLB(NB + 1) (C.34)

The area for cross flow AS is given by:

AS = pT − dO

pT

DSLB (C.35)

Rearranging Equation C.35 gives:

LB = ASpT

(pT − dO)DS

(C.36)

Substituting LB into Equation C.34 gives:

A = πD2
S

4pCp2
T

π dO

ASpT

(pT − dO)DS

(NB + 1)

= π

4pCp2
T

π dO

ASpT

(pT − dO)
DS(NB + 1) (C.37)

Rearranging Equation C.37 gives:

DS(NB + 1) = A

π

4pCp2
T

π dO

ASpT

(pT − dO)

= A

π

4pCp2
T

π dO

FOpT

(pT − dO)

vS (C.38)

Substituting the friction factor jf and NC into Equa-
tion C.30 gives:

�Pc(NB − 1) = (NB − 1)8 × 0.3245

(
ρ dOvS

µ

)−0.17

× DS(1 − 2BC)

pT

ρv2
S

2
FPbFPL (C.39)

Combining Equations C.38 and C.39 gives:

�Pc(NB − 1) =
8 × 0.3245

(
ρ dO

µ

)−0.17

π

4pCp2
T

π dO

FOpT

(pT − dO)

× (1 − 2BC)

pT

ρ

2
Av2.83

S FPbFPL

− 2 × 8 × 0.3245

(
ρ dOvS

µ

)−0.17

× (1 − 2BC)DS

pT

ρv2
S

2
FPbFPL

= KPS 2Av2.83
S − KPS 3v

1.83
S (C.40)

where

KPS 2 = 0.5261FPbFPLpC(1 − 2BC)(pT − dO)ρ0.83µ0.17

d1.17
O FO

(C.41)

KPS 3 = 2.596FPbFPL(1 − 2BC)DSρ
0.83µ0.17

pT d0.17
O

(C.42)

c. Pressure drop for the window sections. The pressure drop
calculation for the window zone is less accurate than that
for the cross-flow sections. One correlation is6:

�Pw = FPL(2 + 0.6Nw)
ρv2

S

2
(C.43)

The pressure drop for the window sections can be
calculated as:

NB�Pw = NBFPL(2 + 0.6Nw)
ρv2

S

2

= NBFPL

(
2 + 0.6

BCDS

pT

)
ρv2

S

2
(C.44)
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In order to remove NB from the correlation, the following
approximation can be made:

NB + 1 ≈ NB (C.45)

The bigger the exchanger, the better this assumption
becomes. Using Equation C.45 and C.38 gives:

NB�Pw = FPL

(
2

DS

+ 0.6
BC

pT

)
DS(NB + 1)

ρv2
S

2

= FPL

(
2

DS

+ 0.6
BC

pT

)
A

π

4pCp2
T

π dO

FOpT

(pT − dO)

× vS

ρv2
S

2

= KPS 4Av3
S (C.46)

where

KPS 4 = 0.2026FPLpCpT (pT − dO)ρ

dOFO

(
2

DS

+ 0.6BC

pT

)

(C.47)

d. Shell-side heat transfer coefficient. The shell-side heat
transfer coefficient is given by:

hS = hIS FhnFhwFhbFhL (C.48)

where hS = shell-side heat transfer coefficient
hIS = shell-side heat transfer coefficient for ideal

cross flow
Fhn = correction factor to allow for the effect of

the number of tube rows crossed. The basic
heat transfer coefficient is based on ten rows
of tubes. For turbulent flow, Fhn is close to
1.0.

Fhw = the window correction factor. This allows
for flow through the baffle window and is a
function of the heat transfer area in the
window zones and the total heat transfer
area. A typical value for a well-designed
exchanger is near 1.0.

Fhb = the bypass stream correction factor. This
allows for flow between the tube bundle and
the shell wall and is a function of the
shell-to-bundle clearance. Typical values are
in the range 0.7 to 0.9 for clean exchangers
with effective sealing arrangements. Fouling
will tend to reduce bypassing and increase
the shell-side heat transfer coefficient by
increasing the cross flow. A conservative
assumption would be to assume a value of
0.8 both for the clean and fouled condition.
However, fouling will tend to increase the
value to approach 1.0.

FhL = the leakage correction factor. This allows for
leakage through the tube-to-baffle clearance
and the baffle-to-shell clearance. Typical
values are in the range 0.7 to 0.8 for clean
exchangers. Fouling will tend to reduce
leakage and also increase the shell-side heat
transfer coefficient by increasing the cross
flow. A conservative assumption would be
to assume a value of 0.8 both for the clean
and fouled condition. However, fouling will
tend to increase the value to approach 1.0.

The heat transfer coefficient for ideal cross flow over a
tube bank is given as3:

hIS = jhCP Pr− 2
3 ρvS (C.49)

The heat transfer factor jh can be correlated for turbulent
flow (Re > 4000) as1:

jh = 0.24Re−0.36 (C.50)

Substituting jh into hIS gives:

hIS = 0.24CP Pr− 2
3 ρ

(
ρ dO

µ

)−0.36

v0.64
S (C.51)

From Equation C.48:

hS = FhnFhwFhbFhL0.24CP Pr− 2
3 ρ

(
ρ dO

µ

)−0.36

v0.64
S

= KhS v0.64
S (C.52)

where

KhS = 0.24FhnFhwFhbFhLρ
0.64C

1/3
P k2/3

µ0.307 d0.36
O

(C.53)

Reasonable assumptions for the clean and fouled condition
are Fhn = Fhw = 1 and Fhb = FhL = 0.8. By rearranging
Equation C.52:

vS =
(

hS

KhS

)1/0.64

(C.54)

e. Pressure drop correlation for the shell-side. Substituting
Equations C.27, C.40, C.46 and C.54 into Equation C.19
gives

�PS = 2�Pe + 2�Pc(NB − 1) + �PwNB

= 2KPS 1v
1.83
S + KPS 2Av2.83

S

− KPS 3v
1.83
S + KPS 4Av3

S

= 2KPS 1

(
hS

KhS

) 1.83
0.64 + KPS 2A

(
hS

KhS

) 2.83
0.64
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− KPS 3

(
hS

KhS

) 1.83
0.64 + KPS 4A

(
hS

KhS

) 3
0.64

= KS1h
2.86
S + KS2Ah4.42

S + KS3Ah4.69
S (C.55)

where

KS1 = 2KPS 1 − KPS 3

K2.86
hS

(C.56)

KS2 = KPS 2

K4.42
hS

(C.57)

KS3 = KPS 4

K4.69
hS

(C.58)

The constants in the heat transfer and pressure drop
correlations are functions of the fluid physical properties,
volumetric flowrate, tube size and pitch. In preliminary
design, it is reasonable to assume either 20 mm outside
diameter tubes with a 2 mm wall thickness or 25 mm
outside diameter tubes with 2.6 mm wall thickness. The
tube pitch is normally taken to be pT = 1.25dO . A square
tube pitch configuration can be assumed as a conservative
assumption. Baffle cut can be assumed to be 0.25 in
preliminary design.

It should be noted that the pressure drop calculation
is much less accurate than the film transfer coefficient

calculation. Moreover, calculations for the shell-side are
less reliable than those for the tube-side. The pressure drop
correlations for the shell-side should be treated with great
caution. Even experimental data tends to show considerable
scatter when correlated7.
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Appendix D The Maximum Thermal Effectiveness for 1–2
Shell-and-tube Heat Exchangers

The derivation of Equation 15.53 is as follows1. From
Bowman et al2:

When R �= 1:

FT =
√

R2 + 1 ln

[
(1 − P)

(1 − RP)

]

(R − 1) ln

[
(2 − P(R + 1 − √

R2 + 1))

(2 − P(R + 1 + √
R2 + 1))

] (D.1)

When R = 1:

FT =

[ √
2P

(1 − P)

]

ln

[
(2 − P(2 − √

2))

(2 − P(2 + √
2))

] (D.2)

The maximum value of P , for any R, occurs as FT

tends to – ∞. From the FT functions above, for FT to be
determinate:

1. P < 1
2. RP < 1

3.
2 − P(R + 1 − √

R2 + 1)

2 − P(R + 1 + √
R2 + 1)

> 0

Condition 3 applies to Equation D.2 when R = 1. Both
Conditions 1 and 2 are always true for a feasible heat
exchange with positive temperature differences.

Taking Condition 3, either:

a. P <
2

R + 1 − √
R2 + 1

and P <
2

R + 1 + √
R2 + 1

(D.3)
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or

b. P >
2

R + 1 − √
R2 + 1

and P >
2

R + 1 + √
R2 + 1

(D.4)

but not both. Consider Condition b in more detail. For
positive values of R, R + 1 − √

R2 + 1 is a continuously
increasing function of R, and

• as R tends to 0, R + 1 − √
R2 + 1 tends to 0

• as R tends ∞, R + 1 − √
R2 + 1 tends to 1

For Condition b to apply, for positive values of R,P >

2. However, P < 1 for feasible heat exchange. Thus,
Condition b does not apply.

Now consider Condition a. Because

R + 1 +
√

R2 + 1 > R + 1 −
√

R2 + 1 (D.5)

both inequalities for Condition a are satisfied when

P <
2

R + 1 − √
R2 + 1

(D.6)

Thus, the maximum value of P for any value of R,Pmax

is given by:

Pmax = 2

R + 1 + √
R2 + 1

(D.7)
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Appendix E Expression for the Minimum Number
of 1–2 Shell-and-tube Heat Exchangers
for a Given Unit

The derivation of Equations 15.62 to 15.64 is as follows1.
From Bowman2, the value of P over NSHELLS number of
1–2 shells in series, PN−2N , can be related to the value of
P for each 1–2 shell, P1−2, according to:

R �= 1:

PN−2N =
1 −

[
1 − P1−2R

1 − P1−2

]NSHELLS

R −
[

1 − P1−2R

1 − P1−2

]NSHELLS
(E.1)

R = 1:

PN−2N = P1−2NSHELLS

P1−2NSHELLS − P1−2 + 1
(E.2)

Now, the maximum possible value of P1−2 in a 1–2 shell
is (see Appendix D):

Pmax 1−2 = 2

R + 1 + √
R2 + 1

(E.3)

The value of P1−2 required in each 1–2 shell to satisfy a
chosen value of XP is defined by:

P1−2 = XP P1−2max (E.4)

This therefore requires that:

R �= 1:

PN−2N =

1 −




1 − 2XP R

R + 1 + √
R2 + 1

1 − 2XP

R + 1 + √
R2 + 1




NSHELLS

R −




1 − 2XP R

R + 1 + √
R2 + 1

1 − 2XP

R + 1 + √
R2 + 1




NSHELLS
(E.5)
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R = 1:

PN−2N =
2XP NSHELLS

2 + √
2

2XP NSHELLS

2 + √
2

− 2XP

2 + √
2

+ 1
(E.6)

These expressions define PN−2N for NSHELLS number of
1–2 shells in series in terms of R and XP in each shell. The
expressions can be used to define the number of 1–2 shells
in series required to satisfy a specified value of XP in each
shell for a given R and PN−2N . Hence, the relationship can
be inverted to find that value of N that satisfies XP exactly
in each 1–2 shell in the series:

R �= 1:

NSHELLS =
ln

[
1 − RPN−2N

1 − PN−2N

]

ln W
(E.7)

where

W = R + 1 + √
R2 + 1 − 2XP R

R + 1 + √
R2 + 1 − 2XP

(E.8)

R = 1:

NSHELLS =
(

PN−2N

1 − PN−2N

) 


1 +
√

2

2
− XP

XP


 (E.9)

Choosing the number of 1–2 shells in series to be the next
largest integer above NSHELLS ensures a practical exchanger
design satisfying XP .
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Appendix F Algorithm for the Heat Exchanger Network
Area Target

Figure F.1 shows a pair of composite curves divided
into vertical enthalpy intervals. Also shown in Figure F.1
is a heat exchanger network for one of the enthalpy
intervals, which will satisfy all of the heating and cooling
requirements. The network shown in Figure F.1 for the
enthalpy interval is in grid diagram form. Hot streams
are at the top, running left to right. Cold streams are
at the bottom, running right to left. A heat exchange
match is represented by a vertical line joining two circles
on the streams being matched. The network arrangement
in Figure F.1 has been placed such that each match
experiences the �TLM of the interval. The network also uses
the minimum number of matches (S − 1). Such a network
can be developed for any interval, provided each match
within the interval:

a. completely satisfies the enthalpy change of a stream in
the interval, and

b. achieves the same ratio of CP ’s as exists between the
composite curves (by stream splitting if necessary).

As each such match is successively placed in the interval,
the minimum number of matches can be achieved because
there is one fewer stream to match and the CP-ratio of
the remaining streams (that is, ratio of �CPH and �CPC

of the remaining streams) in the interval still satisfies the
CP-ratio between the composite curves.

It is, thus, always possible to achieve the inter-
val design with S − 1 matches, with each match oper-
ating with the log mean temperature differences of
the interval.

Now, consider the heat transfer area required by enthalpy
interval k, in which the overall heat transfer coefficient is
allowed to vary between individual matches.

Ak = 1

�TLMk

∑
ij

Qij ,k

Uij ,k
(F.1)

where Ak = network area based on vertical heat
exchange in enthalpy interval k

�TLMk = log mean temperature difference for
enthalpy interval k

Qij ,k = heat load on match between hot stream i

and cold stream j in enthalpy interval k
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Uij ,k = overall heat transfer coefficient between
hot stream i and cold stream j in
enthalpy interval k

Introducing individual film transfer coefficients:

Ak = 1

�TLMk

∑
ij

Qij ,k

[
1

hi

+ 1

hj

]
(F.2)

where hi, hj are film transfer coefficients for hot stream i

and cold stream j (including wall and fouling resistances).
From Equation F.2:

Ak = 1

�TLMk


∑

ij

Qij ,k

hi

+
∑

ij

Qij ,k

hj


 (F.3)

Since enthalpy interval k is in heat balance, then summing
overall cold stream matches with hot stream i gives the
stream duty on hot stream i:

J∑
j

Qij ,k = qi,k (F.4)

where qi,k = stream duty on hot stream i in enthalpy
interval k

J = total number of cold streams in enthalpy
interval k

Similarly, summing overall hot stream matches with cold
j gives the cold stream duty on cold stream j :

I∑
i

Qij ,k = qj,k (F.5)

where qj,k = stream duty on cold stream j in enthalpy
interval k

I = total number of hot streams in enthalpy
interval k

Thus, from Equation F.4:

∑
ij

Qij ,k

hi

=
I∑
i

qi,k

hi

(F.6)

and from Equation F.5:

∑
ij

Qij ,k

hj

=
J∑
j

qj,k

hj

(F.7)
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Figure F.1 Within each enthalpy interval it is possible to design a network in (S − 1) matches. (From Ahmad S and Smith R (1989)
Targets and Design for Minimum Number of Shells in Heat Exchanger Networks, IChemE, ChERD , 67: 481, reproduced by permission
of the Institution of Chemical Engineers.)

Substituting these expressions in Equation F.3 gives:

Ak = 1

�TLMk


 I∑

i

qi,k

hi

+
J∑
j

qj,k

hj


 (F.8)

Extending this equation to all enthalpy intervals in the
composite curves gives:

ANETWORK =
INTERVALS K∑

k

1

�TLMk

×

HOT STREAMS I∑

i

qi.k

hi

+
COLD STREAMS J∑

j

qj,k

hj




(F.9)



Appendix G Algorithm for the Heat Exchanger Network
Number of Shells Target

One particularly important property of the relationships
for multipass exchangers is illustrated by the two streams
shown in Figure G.1. The problem, overall, is predicted to
require 3.889 shells (4 shells in practice). If the problem
is divided arbitrarily into two parts, S and T as shown in
Figure G.1, then Part S requires 2.899 and Part T requires
0.990, giving a total of precisely 3.889. It does not matter
how many vertical sections the problem is divided into or
how big the sections are; identically, the same result is
obtained, provided real (noninteger) numbers of shells are
used. When the problem is divided into four arbitrary parts
A, B, C and D (Figure G.1), adding up the individual shell
requirements gives precisely 3.889 again.

This additive property takes on fundamental practical
significance when the problem of setting a target for the
number of shells in a network from the composite curves
is considered1.

To establish the shells target, start by dividing the
composite curves into vertical enthalpy intervals, as with
the area target algorithm. It was shown in Appendix F that
it is always possible to design a network for the enthalpy
interval with Sk − 1 matches, with each match having the
same temperature profile as the enthalpy interval.

If such a design is established within an interval, then
the number of shells for each match in interval k will
be the same. This is because the number of shells in
Equations 15.62 to 15.64 depends only on the temperatures
of the streams being matched and since each match within
an interval operates with the same temperatures, each match
will require the same number of shells.

It is important to work in real numbers of shells (rather
than integer) in order to use the additive property for
1–2 shells from one interval to another. If each match
in enthalpy interval k requires NSHELLS ,k number of shells
using the temperatures of interval k in Equations 15.62
to 15.64, then the minimum shells count for the interval is:

NSHELLS ,k(Sk − 1) (G.1)

since the temperatures defining NSHELLS ,k are achieved by
a minimum of Sk − 1 matches.

The real (noninteger) number of shells target is then
simply the sum of the real number of shells from all the
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Figure G.1 If the real (non-integer) number of shells is
calculated the heat exchange profiles can be divided in any way
and the sum is always the same. (From Ahmad S, Linnhoff B and
Smith R, 1988, Trans ASME Journal of Heat Transfer 110: 304
reproduced by permission of the American Society of Mechanical
Engineers.)

enthalpy intervals:

NSHELLS =
K∑

k=1

NSHELLS ,k(Sk − 1) (G.2)

where K is the total number of enthalpy intervals on the
composite curves.

The large number of matches assumed in Equation G.2 is
not a complication in establishing the target. This is because
the additive property shows that the total real number of
shells is independent of how many vertical sections are
used to divide a given heat exchange profile.
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Equation G.2 can be considered further by using the
contribution of the total real number of shells from each
stream. The shells contribution of each stream i is:

NSHELLS (i) =
k2∑

k=k1

NSHELLS ,k (G.3)

where k1 is the starting interval of stream i and k2 is the
interval where stream i ends. Then:

NSHELLS =
K∑

k=1

NSHELLS ,k(Sk − 1)

=
K∑

k=1

NSHELLS ,kSk −
K∑

k=1

NSHELLS ,k

=
S∑

i=1

NSHELLS (i) −
K∑

k=1

NSHELLS ,k (G.4)

The reason why:

K∑
k=1

NSHELLS ,kSk =
S∑

i=1

NSHELLS (i) (G.5)

is that for the whole problem, the shells contributions can
either be added on an interval basis or a stream basis.
Equation G.4 shows that the real number of shells target
is the sum of the contributions from all the streams less the
contributions of one stream running across all intervals.

This result is useful in making the following observa-
tions. Ultimately, NSHELLS will have to be converted into
an integer and streams contributing a small fractional num-
ber of shells, much less than 1.0 shell, will, nevertheless,
eventually require at least one whole shell in the design.
So, if many such small streams exist in a problem, they
only make a small contribution to NSHELLS but will actually
require several shells between them in the design. There is
thus the possibility of a significant underestimate if NSHELLS

is simply made integer. To overcome the problem here, each
Stream i with NSHELLS (i) < 1.0 should have NSHELLS (i)

reset to 1.0 in Equation G.4 before converting NSHELLS to
an integer.

Furthermore, actual designs will normally observe the
pinch division. Hence, NSHELLS should be evaluated and
taken as the next largest integer for each side of the pinch.
The number of shells target is then:

[NSHELLS ] = [(NSHELLS )ABOVE PINCH ]

+ [(NSHELLS )BELOW PINCH ] (G.6)

where the symbol [N ] represents the next largest integer
to the real number N . The approach naturally progresses
towards the units target NUNITS in cases where the
temperatures are such that all exchangers require only a
single shell each.

G.1 MINIMUM AREA TARGET FOR
NETWORKS OF 1–2 SHELLS

The area target for a network of 1–2 exchangers is
calculated by applying the FT factor in the area target
formula:

A1−2 =
INTERVALS∑

K=1

1

�TLMkFTk

STREAMS∑
i=1

(
qi

hi

)
k

(G.7)

FTk can be calculated from the relationships for F 2
T . First,

PN−2N is calculated for interval k from which P1−2 can be
calculated for the NSHELLS ,k shells from:

P1−2 =
1 −

[
1 − PN−2NR

1 − PN−2N

] 1
Nk

R −
[

1 − PN−2NR

1 − PN−2N

] 1
Nk

for R �= 1 (G.8)

P1−2 = PN−2N

PN−2N − PN−2NNk + Nk

for R = 1 (G.9)

Equations G.8 and G.9 are simple inversions of Equa-
tions E.1 and E.2. FT can then be calculated from:

FT =
√

R2 + 1 ln

[
(1 − P1−2)

(1 − RP1−2)

]

(R − 1) ln

[
(2 − P1−2(R + 1 − √

R2 + 1))

(2 − P1−2(R + 1 + √
R2 + 1))

]

(G.10)

FT =

[ √
2P1−2

(1 − P1−2)

]

ln

[
(2 − P1−2(2 − √

2))

(2 − P1−2(2 + √
2))

] (G.11)

At the targeting stage, it is now possible to predict the mini-
mum average area per shell in the network as A1−2/[NSHELLS ].
This may be larger than the allowable maximum area per
shell, ASHELL,max . If so, then the number of shells target
should be increased to the integer [A1−2/ASHELL,max ]. How-
ever, if A1−2/[NSHELL] < ASHELL,max , this will actually have
an area less than ASHELL,max . The true outcome is largely
design-dependent on the distribution of exchanger areas and,
at present, cannot be fully evaluated as a target. Despite this,
the error incurred by using [A1−2/ASHELL,max ] when required
will usually be small and is expected to be adequate for tar-
geting purposes. This approach can be used each side of the
pinch, if required.

An algorithm to target the number of shells and network
area for networks consisting of 1–2 shells can now
be formulated:

1. The composite curves (including utilities) are divided
into enthalpy intervals. The minimum (real) number of
shells, NSHELLS ,k, for the temperatures of each interval
k is evaluated using Equations E.7 to E.9.
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2. The streams (including utilities) are drawn in a grid
diagram, which shows the intervals, their NSHELLS ,k

values and the pinch location.
3. The total number of shells for each side of the pinch is

calculated by summing the number of shells from all the
intervals for each side of the pinch.

(NSHELLS )BELOW PINCH =
M∑

k=K+1

NSHELLS ,k(Sk − 1)

(G.12)

where K is the number of the enthalpy intervals above
the pinch, and

(NSHELLS )BELOW PINCH =
M∑

k=K+1

NSHELLS ,k(Sk − 1)

(G.13)

where (M – K) is the number of enthalpy intervals
below the pinch. M is the number of enthalpy intervals
on the composite curves.

4. Calculate the total real number of shells contributed by
each stream j on each side of the pinch:

NSHELLS (i)ABOVE PINCH =

 βi∑

k=αi

NSHELLS ,k




ABOVE PINCH

(G.14)

NSHELLS (i)BELOW PINCH =

 βi∑

k=αi

NSHELLS ,k




BELOW PINCH

(G.15)
where αi and βi are the start and end intervals for stream
i on each side of the pinch.
• If NSHELLS (i)ABOVE PINCH < 1.0, set

NSHELLS (i)ABOVE PINCH = 1.0
• If NSHELLS (i)BELOW PINCH < 1.0, set

NSHELLS (i)BELOW PINCH = 1.0
Reevaluate:

(NSHELLS )ABOVE PINCH

=
∑

i

NSHELLS (i)ABOVE PINCH −
K∑

k=1

NSHELLS ,k

(G.16)

(NSHELLS )BELOW PINCH

=
∑

i

NSHELLS (i)BELOW PINCH −
M∑

k=K+1

NSHELLS ,k

(G.17)
5. The 1–2 Area target above the pinch is:

(A1−2)ABOVE PINCH =
K∑

k=1

1

�TLMkFTk

Sk∑
i=1

(
qi

hi

)
k

(G.18)

If the average area per shell above the pinch,

(A1−2)ABOVE PINCH

(NSHELLS )ABOVE PINCH

is greater than maximum allowable area per shell,
ASHELL. max , then set:

(NSHELLS )ABOVE PINCH

= [(A1−2)ABOVE PINCH /ASHELL. max ]

The 1–2 area target below the pinch is:

(A1−2)BELOW PINCH =
M∑

k=K+1

1

�TLMk FTk

Sk∑
i=1

(
qi

hi

)
k

(G.19)

If the average area per shell below the pinch,

(A1−2)BELOW PINCH

(NSHELLS )BELOW PINCH

is greater than maximum allowable area per shell,
ASHELL. max , then set:

(NSHELLS )BELOW PINCH

= [(A1−2)BELOW PINCH /ASHELL. max ]
Then,

[NSHELLS ] = [(NSHELLS )ABOVE PINCH ]

+ [(NSHELLS )BELOW PINCH ] (G.20)

Example G.1 Target the number of shells for the process shown
in Figure 16.2 for which the stream data are given in Table 17.1.
Assume �Tmin = 10◦C and XP = 0.9.

Solution

1. The composite curves for this problem have already been
divided into enthalpy intervals in Figure 17.5.

2. The streams (including utilities) are shown in grid
form in Figure G.2. Also shown in Figure G.2 are
the values of R,P and NSHELLS ,k determined from
Equations 15.62 to 15.64 (E.7 to E.9).

3. The total (real) number of shells for each side of the pinch is
given by:

(NSHELLS )ABOVE PINCH =
K∑

k=1

NSHELLS ,k(Sk − 1)

= (0.3877 × 1 + 0.4600

× 2 + 0.9172 × 1 + 2.7980 × 3)

= 10.62

(NSHELLS )BELOW PINCH =
M∑

k=K+1

NSHELLS ,k(Sk − 1)

= (2.5225 × 2 + 0.1501

× 3 + 0.5793 × 2) = 6.65
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R = 2.0

Hot Stream
Temperature

Cold Stream
Temperature

Stream

2

1 2 3 4 5 6 7

4

3

1

CW

250° 240° 200° 150° 95° 80° 40°239°

230° 225° 180° 140°
Pinch

30° 25° 20°199.5°

PN-1 = 0.2000
Pl-1 = 0.3438
N1 = 0.3877
Fn = 0.7675

R = 0.0392
PN-1 = 0.6296
Pl-1 = 0.8824
N1 = 0.4600
Fn = 0.9593

R = 2.0
PN-1 = 0.3305
Pl-1 = 0.3438
N1 = 0.9172
Fn = 0.7675

R = 1.25
PN-1 = 0.6667
Pl-1 = 0.4674
N1 = 2.7980
Fn = 0.7419

R = 0.5
PN-1 = 0.9167
Pl-1 = 0.6875
N1 = 2.5225
Fn = 0.7675

R = 3.0
PN-1 = 0.07143
Pl-1 = 0.2513
N1 = 0.1501
Fn = 0.8029

R = 8.0
PN-1 = 0.08333
Pl-1 = 0.1055
N1 = 0.5793
Fn = 0.8931

Figure G.2 Stream population for targeting the number of shells for the data from Table 17.1.

4. Check the number of shells for each stream.
Above the pinch

NSHELLS (STEAM) = 0.4600
NSHELLS (2) = 4.5629
NSHELLS (4) = 2.7980
NSHELLS (1) = 2.7980
NSHELLS (3) = 4.5629

Below the pinch

NSHELLS (2) = 3.2519
NSHELLS (4) = 2.6726
NSHELLS (1) = 3.2519
NSHELLS (CW) = 0.7294

NSHELLS is greater than 1 for all streams except steam and
cooling water. The contribution of these is now increased to
1. Thus:

[(NSHELLS )ABOVE PINCH ] = [10.62 + (1 − 0.4600)]

= [11.16]

= 12

[(NSHELLS )BELOW PINCH ] = [6.65 + (1 − 0.7294)]

= [6.92]

= 7
5. The 1–2 network area target can be calculated by applying the

FT correction factors in Figure G.2 to the interval areas from
Table 17.2.

Enthalpy interval Ak1−1 FTk Ak1−2

1 194.2 0.7675 253.0
2 482.7 0.9593 503.2
3 459.4 0.7675 598.6
4 3566.1 0.7419 4806.7
5 2113.8 0.7675 2754.1
6 227.3 0.8029 283.1
7 366.1 0.8931 409.9

The area target for 1–2 shells is 9608.6 m2. Average area per
shell above the pinch

= 253.0 + 503.2 + 598.6 + 4806.7

12

= 513 m2

This is greater than the maximum area per shell. Thus,

(NSHELLS )ABOVE PINCH = 253.0 + 503.2 + 598.6 + 4806.7

500
= 12.3

Average area per shell below pinch

= 2754.1 + 283.1 + 409.9

7

= 492.4 m2

This is lower than the maximum area per shell.
6. The target for the number of shells is given by

[NSHELLS ] = [(NSHELLS )ABOVE PINCH ] + [(NSHELLS )BELOW PINCH ]

= 13 + 7

= 20

Thus, the target is 20 shells.
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Appendix H Algorithm for Heat Exchanger Network
Capital Cost Targets

The area target, Equation 17.6, sums the area contribu-
tions from each enthalpy interval. This equation can be
rearranged to an equivalent expression that sums the area
contribution of each stream1,2:

ANETWORK =
INTERVALS K∑

k

1

�TLMk

×

HOT STREAMS I∑

i

qi,k

hi

+
COLD STREAMS J∑

j

qj,k

hj




=
HOT STREAMS I∑

i

[
INTERVALS K∑

k

qi,k

�TLMk hi

]

+
COLD STREAMS J∑

j

[
INTEVALS K∑

k

qj

�TLMk hj

]

=
HOT STREAMS I∑

i

Ai +
COLD STREAMS J∑

j

Aj (H.1)

where Ai = contribution to area target from hot stream i

Aj = contribution to area target from cold stream j

Equation H.1 shows that each stream makes a contribu-
tion to total heat transfer area defined only by its duty,
position in the composite curves and its film transfer coef-
ficient. This contribution to area means a contribution to
capital cost also. If, for example, a corrosive stream requires
special materials of construction, it will have a greater con-
tribution to capital cost than a similar noncorrosive stream.
If only one cost law is to be used for a network compris-
ing mixed materials of construction, the area contribution of
streams requiring special materials must somehow increase.
One way of doing this is by weighting the heat transfer coef-
ficient to reflect the cost of the material the stream requires.

To develop the approach, first consider a single exchanger
whose cost may be represented as:

Installed capital cost of reference exchanger = a1 + b1A
c1

(H.2)

where a1, b1 and c1 are cost law coefficients for the
reference exchanger.
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If, instead, the heat exchanger is made to a different
specification, its cost may be represented as:

Installed capital cost of special exchanger = a2 + b2A
c2

(H.3)

where a2, b2 and c2 are cost law coefficients for a
special exchanger.

In the approach to be developed, the cost of the special
exchanger can be determined from the reference cost law
by using a modified area A∗:

Installed capital cost of special exchanger = a2 + b2A
∗c1

(H.4)

Heat exchanger cost data can usually be manipulated
such that fixed costs, represented by the Coefficient a

in Equations H.2 to H.4, do not vary with exchanger
specification2. Equations H.3 and H.4 can now be rear-
ranged to give the modified heat exchanger area A∗ as a
function of actual area A and the cost law coefficients.

A∗ =
(

b2

b1

) 1
c1

A
c2
c1

−1
A (H.5)

The relationship between heat exchanger area and overall
heat transfer coefficient U is given by:

A = Q

�TLM U
(H.6)

where Q is exchanger heat load. The ratio Q/�TLM is a
constant for a given heat exchanger and, hence, the modified
overall heat transfer coefficient U ∗ can be related to actual
overall heat transfer coefficient U :

1

U ∗ =
(

b2

b1

) 1
c1

A
c2
c1

−1 1

U
(H.7)

The overall heat transfer coefficient in a single heat
exchanger comprises resistance contributions from both
streams. Each contribution contains allowances for film,
wall and fouling resistances. In practice, the overall heat
transfer coefficient will depend, to some extent, on the
exchanger flow arrangement. It is not possible to specify
such details at the targeting stage, hence the overall heat
transfer coefficient must be assumed independent of the
flow arrangement:

1

U
= 1

hH

+ 1

hC

(H.8)

Equation H.7 may be split streamwise to obtain an
expression for the modified film transfer coefficient h∗

j of
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either stream in the match:

hj
∗ =

(
b1

b2

) 1
c1

A
1− c2

c1 hj (H.9)

A stream-specific cost-weighting factor φj to be applied to
the film transfer coefficient of a special stream j can now
be defined. This is the ratio of weighted-to-actual stream
film transfer coefficients:

φj = hj
∗

hj

=
(

b1

b2

) 1
c1

A
1− c2

c1 (H.10)

The same philosophy of weighting area contributions in a
single heat exchanger can be extended to weighting stream
area contributions for a whole network. Some additional
error in the targets is incurred by this extension, resulting
from the fact that a stream may pass through several
exchangers, all with different areas. At the targeting stage,
heat exchangers are assumed to be all the same size. The
special stream cost-weighting factor is then expressed as:

φj =
(

b1

b2

) 1
c1

(
ANETWORK

N

)1− c2
c1

(H.11)

Once the φ-factor has been evaluated for each stream, a
weighted network area target A∗

NETWORK can be calculated:

ANETWORK
∗ =

INTERVALS K∑
k

1

�T LMk

×
(

HOT STREAMS I∑
i

qi,k

φihi

+
COLD STREAMS J∑

j

qj,k

φjhj




(H.12)
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Index

Absorption, 181–184, 265, 560
absorption factor, 181, 183
chemical absorption, 183, 184, 566
height equivalent of a theoretical plate (HETP), 159, 172, 182, 186
Kremser Equation, 181, 182, 184–186, 189
liquid flowrate, 62, 64, 126, 159–161, 169, 172, 174, 181–183, 185,

208, 569
pressure, 183, 569
stage efficiency, 181, 182
stripping (see Stripping)
temperature, 183

Added value, 2, 14
Adsorption, 117, 189–193, 265, 560, 587, 592

adsorbent, 265, 587
activated alumina, 190
activated carbon, 190–192, 560, 587, 590–592
molecular sieve zeolites, 190
silica gel, 190

breakthrough, 191, 192, 560
chemical adsorption, 189, 190
Freundlich Isotherm, 190, 192
front, 191
physical adsorption, 189, 190
regeneration, 190–193

Approach to process design
building an irreducible structure, 11
creating and optimizing a superstructure, 11–12

Atmospheric pollution
acid rain, 551
carbon dioxide, 551
carbon monoxide, 551
control of combustion emissions, 573–574

carbon dioxide, 573
minimization at source, 573
oxides of nitrogen, 569–573
oxides of sulfur, 551
particulates, 553–554

control of oxides of nitrogen emissions, 569–573
catalytic reduction, 572
minimization at source, 570, 571
non-catalytic reduction, 572

control of solid particle emissions, 553–554
bag filters, 554
cyclones, 554
electrostatic precipitators, 554
gravity settlers, 553
inertial separators, 553
scrubbers, 554

control of sulfur emissions, 565–569
fuel desulfurization, 565, 566, 576
hydrogen sulfide removal, 566, 567

absorption, 567
Claus Process, 566, 567
iron chelate oxidation, 567

minimization at source, 565
oxides of sulfur removal, 566, 568, 569

limestone absorption, 568, 578
reduction, 566–567
Wellman Lord Process, 568, 578

control of VOCs, 554–565
biological treatment, 564
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catalytic thermal oxidation, 563
flare, 561
gas turbine, 564
minimization at source, 561
recovery, 556, 557, 559–561

absorption, 560
adsorption, 560
condensation, 557
membrane, 559

thermal oxidation, 561
dispersion, 574–575

adiabatic lapse rate, 574
atmospheric conditions, 574, 575
environmental lapse rate, 574
stack height, 575

greenhouse effect, 552
oxides of nitrogen emissions, 569–573
ozone, 551
ozone layer destruction, 551
PM10, 551
PM2.5, 551
smog, 551
sources, 552–553
sulfur emissions, 565–569
volatile organic compounds (VOCs), 554–565

Azeotrope (see Vapor–liquid equilibrium)
Azeotropic distillation

distillation boundary, 242, 251, 252, 254, 257
distillation line, 238–242, 245, 254, 255, 257
distillation line map, 238, 239, 242
distillation regions, 242, 254
entrainer, 235, 246–251
entrainer selection, 253–255
extractive distillation, 248, 250, 254
heterogeneous, 251–253
lever rule, 237, 246, 251
minimum reflux, 242–243
multicomponent, 255–256
operation leaf, 245
pervaporation, 235, 255
pinch point curve, 243, 245, 247, 249, 255
pressure change, 235, 236, 257
representation (see triangular diagram)
residue curve, 240–243, 245, 247, 249, 250, 254, 255, 257
residue curve map, 240–242, 254, 255
section profiles, 244–246, 249, 250, 257
total reflux, 238–242
trade-offs, 255
triangular diagram, 236–258

Batch process, 9–10, 14, 292–315
advantages, 10
campaign, 305, 306, 312, 314, 315
crystallization (see Crystallization)
cycle time, 293–296, 303–305, 310, 311
distillation (see Distillation)
equipment cleaning, 306–307
equipment utilization, 303–306, 310, 311, 315
filtration (see Filtration)
flowshop (multiproduct) production, 305, 313
Gantt chart, 303–304
hold-up, 301, 305
intermediate storage, 305, 307, 311–313
jobshop (multi-purpose) production, 305
makespan, 305, 306, 314
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Batch process (continued)
optimization, 311–312
overlapping production, 303, 305, 307, 310
profile, 10, 294–296
reaction and separation, 292–315
reactor (see Reactor)
recipe, 291
semicontinuous steps, 9, 291
sequential production, 304, 305, 307
storage (see Storage)
zero-wait transfer, 305, 314

Biochemical oxygen demand (BOD), 584–587, 589–592, 619, 620

Calorific value
gross (higher), 26, 350, 471
net (lower), 26, 350, 471

Capital cost, 17–25, 393–395, 449–450
annualized, 24–25, 35
battery limits investment, 17–20
cost indexes, 17, 19, 22, 24
equipment cost, 17, 21–24, 31, 32

materials, 17, 19, 21, 25
pressure, 17, 19, 24
size, 17
temperature, 17

installation factor, 21–23, 31
new design, 17–23
off-site investment, 20
retrofit, 23–24
total, 21
utility investment, 20
working capital, 20–21, 23, 29, 32, 287

Catalyst, 25, 114–117
biochemical, 116

immobilized, 117, 118
clean technology, 637
degradation, 123
effectiveness factor, 115
heterogeneous, 114–116

bulk, 114
supported, 114

homogeneous, 114
hot spots, 123, 129, 130, 637
pellet, 115–117, 121, 122, 129, 133

activity distribution, 115
Dirac-delta, 115, 116
shape, 115
size, 115

profiles, 121
Catalytic cracker, 130, 131, 552
Centrifugal separation

centrifuge, 148, 153
cyclone, 147, 148
hydrocyclone, 148

Chemical oxygen demand (COD), 584–587, 590, 619
Chemical product

differentiated, 1
life cycle, 2
patent, 1–3
undifferentiated, 1

Chemicals, 1–3, 25
bulk, 1
commodity, 1–3, 14
effect, 1
fine, 1–3, 10
functional, 1
specialty, 1–3, 10, 14

Clean process technology
economic trade-offs, 644–645
life cycle analysis, 645–646

impact analysis, 646
improvement analysis, 646
inventory, 646

process operations, 635, 642–643
reducing waste from operations, 642
sources of waste, 642

process waste, 635, 642, 643, 646
reactors, 636–637

catalyst waste, 637
conversion limited, 567, 636, 637
feed impurities, 637
sources of waste, 636
upgrading waste byproducts, 637
waste byproducts, 636

separation and recycle systems, 637–642
additional reaction and separation, 642
additional separation and recycling, 641
elimination of extraneous materials, 640
feed purification, 639
recycling waste streams, 638
sources of waste, 639

utility waste, 643–644
cogeneration, 643
cooling systems, 644
energy efficiency, 643
fuel switch, 644
local and global emissions, 643
sources of waste, 643
steam systems, 644

Cogeneration (see Heat exchanger network target, see Steam system)
Compression, 267–268, 271–276, 536, 655–660

isentropic, 527, 528, 655–658, 660
polytropic, 274, 275, 657, 658, 660
staged, 275, 659, 660

Compressor, 271–276, 309–310, 381, 526–546
axial, 273, 274, 536
dynamic, 271
ejector, 271
liquid ring, 272
reciprocating, 272, 273, 289, 290, 655, 656, 658, 660
rotary piston, 272
screw, 272, 273
sliding vane, 272, 273
surging, 272, 273

Condensation, 49, 211, 223, 226, 264, 317, 337–340, 354, 355, 557,
561

mechanism, 338
multicomponent, 340
Nusselt Equation, 338, 339

Condenser, 176, 337–341, 526
desuperheating, 339
horizontal, 337–339, 354, 355
subcooling, 339, 340, 356, 528
vertical, 337, 339, 354

Contingency, 4, 10, 14
Control, 13–14, 121–123

disturbances, 13
manipulated variables, 13
measured variables, 13
primary measurements, 13
secondary measurements, 13

Cooling systems, 513
Cooling tower

blowdown, 513–515
chemical treatment, 514–516, 522
cycles of concentration, 515, 516, 526, 546, 547
draft, 514
drift, 513
make-up, 513, 515, 516, 525, 526
packing, 513–515, 518, 526

Cooling water system, 513–546
cooling water composite curve, 518, 519, 521, 522, 524, 525
cooling water supply line, 518, 522, 524, 525
design of cooling water networks, 518–524
retrofit, 524–526

air-cooled heat exchange, 526
cooling network configuration, 525
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hot blowdown extraction, 526
other options, 526

targeting minimum cooling water flowrate, 516–518
Cost, 17–31

capital (see Capital cost)
fixed, 21, 28, 29, 33
operating (see Operating cost)
raw materials (see Operating cost)
variable, 25, 28, 29, 33

Critical point, 59–61, 178, 533
Crystallization, 203–206, 323, 587

batch, 296, 301
agitation, 296, 301, 302
cooling, 301, 302
optimization, 311–312

cooling crystallization, 205
crystal growth, 204
crystal habit, 204
eutectic point, 203
evaporation, 205
hydrate, 203
labile region, 204, 205
melt crystallization, 205
metastable region, 204–206
nucleation, 204

primary, 204
secondary, 204

pH switch, 205
reaction crystallization, 205
salting, 205
seeding, 204
solute, 184, 203
solution crystallization, 205
solvate, 203
solvent, 184–186, 203
solvent selection, 184, 297
supersolubility, 204, 206
vacuum crystallization, 205

Design problem
bottleneck, 10
debottleneck, 10
formulation, 3–4
new plant (grassroot), 10
retrofit (revamp), 10–11

Distillation
azeotropic (see Azeotropic distillation)
batch, 297, 298, 300, 301, 303, 313, 314

McCabe–Thiele, 298, 299
optimization, 300
Rayleigh Equation, 298, 299

binary, 160–163
McCabe–Thiele, 162, 163
q-line, 162, 163
rectifying section, 160–162
stripping section, 161, 162

capacity parameter, 173
condenser, 157, 165, 170, 175, 176, 179

partial, 157, 175, 176, 179
total, 157, 165, 170, 175, 176

constant molar overflow, 160, 161, 163, 169, 173
crude oil, 225–228

atmospheric, 226, 227
overflash, 226
pumparound, 226
pumpback, 226
vacuum, 227

dividing wall column (see partition column)
downcomer, 158, 172, 174
extractive distillation (see Azeotropic distillation)
feed condition, 176
Fenske Equation, 165–168, 170, 178
flooding, 172–174

flow parameter, 172–174
Gilliland Correlation, 170, 179
height equivalent of a theoretical plate (HETP), 159, 172, 182,

186
key components, 164–168
limitations, 176–177
packing, 158, 159

random (dumped), 158
structured, 158

partition column, 222, 223, 230, 628
Petlyuk column, 222
pinch, 164, 166, 167, 169
plate (tray), 158, 159, 171, 172

flooding, 171, 173
high capacity, 158
sieve, 158, 171
weeping, 158

prefractionator, 218, 219, 222–225, 228, 230
pressure, 172, 175, 176
reboiler, 158

partial, 162
thermosyphon, 162, 163

reflux ratio, 160, 175
minimum, 163–171, 175, 176
optimization, 175, 176

side-rectifier, 220–224, 226, 228
sidestream, 159
side-stripper, 220–224, 228
stage efficiency, 171
Underwood Equations, 166–170, 179, 213, 214, 217

Distillation heat integration
appropriate placement, 445–446
capital cost considerations, 449–450
characteristics, 450–454
double effecting, 447, 448
economic trade-offs, 449, 450, 453
evolution of simple columns, 447–449
grand composite curve, 446–447
heat pumping, 449
intermediate condenser, 448
intermediate reboiler, 448, 449
reflux ratio optimization, 175, 176

Distillation sequence
azeotropic (see Azeotropic distillation)
constraints, 211
direct sequence, 211, 218, 220, 221
distributed (sloppy) distillation, 218
dividing wall column (see Distillation)
heat integration, 211–230

superstructure optimization, 228–230
heuristics, 212–213, 216, 231
indirect sequence, 211, 219–221, 225, 226, 228, 231
key components, 211, 212, 218, 231
nonkey components, 212, 216
optimization of a superstructure, 228–230
partition column (see Distillation)
Petlyuk column (see Distillation)
prefractionator (see Distillation)
retrofit, 224–225
side-rectifier, 220–224, 226, 228
side-stripper, 220–224, 228
simple column, 211
superstructure optimization, 228–230
task, 228–231
thermal coupling, 220–224
vapor rate, 213

Dryer heat integration
characteristics, 459–460
evolution, 460–461

Dryers, 153–154, 459–461
drum, 153
efficiency, 154
fluidized bed, 153
rotary, 153
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Dryers (continued)
spray, 153
tunnel, 153

Economic criteria
discounted cash flow rate of return, 30
economic potential, 29
net present value, 30
payback time, 29
return on investment, 29
total annual cost, 29

Economic potential (see Economic criteria)
End-of-pipe treatment, 635
Enthalpy

calculation from equations of state, 73
departure, 73
ideal gas, 73

Entropy
calculation from equations of state, 74
departure, 74

Equations of state
compressibility factor, 57, 58, 64
cubic equations, 57, 58, 64
ideal gas, 57
mixing rules, 58
Peng–Robinson, 57–59, 73, 107, 170, 214, 215, 273, 535, 553

Evaporation
backward feed, 207
degrees of freedom, 207
forward feed, 206
heat transfer area, 207, 459
mixed feed, 207
number of stages, 208
parallel feed, 207
pressure, 207, 208

Evaporator heat integration
appropriate placement, 459
characteristics, 459
evolution, 459

Explosion
chemical energy, 626
confined, 626
deflagration, 626
detonation, 626
efficiency, 627
physical energy, 626
vapor cloud, 626, 627

Extractive distillation (see Azeotropic distillation)

Filtration
aids, 151
bag, 150
batch, 302
cake, 150, 151
deep-bed, 151
depth, 150
high temperature, 150
membrane, 151
plate-and-frame, 150, 195

Fire, 625–626
Fired heater (Furnace)

acid dew point, 353
draft, 332, 349, 353
efficiency, 349, 353, 354
heat balance, 350, 352
heat of combustion, 349, 350, 356
stack loss, 353
theoretical flame temperature, 349, 351–354

Flammability limits (see Safety)
Flash point (see Safety)
Flowsheet, 5, 6, 11, 14
Fugacity, 60, 97, 98, 107
Fugitive emissions, 556, 627, 642, 643

Gas turbine
aero-derivative, 478
heat rate, 480
heat recovery steam generator (HRSG), 479–481, 498, 499
industrial, 478
integration, 378, 379
regenerator, 477
single shaft, 477
split-shaft, 477
staged combustion, 479
steam injection, 479
treatment of exhaust gases, 479
twin-spool, 477
Willans’ Line, 473–476, 479

Grand composite curve, 372–374, 376–378, 380, 382, 383, 385,
442–443, 446–447, 461, 487, 488, 539, 540, 650

Graph theory, 387
Greenhouse effect (see Atmospheric pollution)

Heat engine integration, 376, 377, 381–383, 410
appropriate placement, 382, 383
gas turbines, 477–482
steam turbines, 471–477

Heat exchanger
air-cooled, 332, 526
extended surfaces, 332–333
fouling, 318, 319, 323, 329
gasketed plate, 346, 347
plate-fin, 347
shell-and-tube, 319–332

FT correction factor, 325, 326, 328, 329, 336, 339
XP factor, 326, 328, 329
allocation of fluids, 329–332
baffle cut, 321
fluid velocity, 322, 323, 329, 331, 332
heat transfer enhancement, 332, 334, 335, 337, 346
minimum FT correction factor, 328
overall heat transfer coefficient, 317–319, 323–325, 329, 331,

332, 334, 336, 341, 344, 345, 354
retrofit, 333–337
shell diameter, 322, 342
shell-side film coefficient, 318, 662–666
shell-side fouling coefficient, 318
shell-side pressure drop, 321, 322, 662–666
single pass, 317
temperature approach, 326
temperature cross, 324, 326, 329
tube configuration, 320
tube wall coefficient, 318
tube-side film coefficient, 318, 661–662
tube-side fouling coefficient, 318
tube-side pressure drop, 329, 661–662
two pass, 317

spiral, 347
welded plate, 347

Heat exchanger network, 317–356
CP inequalities, 399
CP table, 399
data extraction, 430–437
grid diagram, 363, 399, 400, 408
loop, 387
near pinch, 409, 410
optimization, 413–416
path, 387, 414, 415
pinch, 361–364, 399–404

multiple, 408–411
pinch design method, 399–404
remaining problem analysis, 411–413
retrofit, 419–424

area addition, 424–425
network pinch, 420, 421, 423, 425
new match, 421
repipe, 421
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resequence, 421, 423
stream split, 421

stream splitting, 405–408
superstructure optimization, 416–419

blocks, 418
threshold problem, 404–405
tick-off heuristic, 401
utility path, 414–416, 419, 421, 425
utility pinch, 408–410

Heat exchanger network target
�Tmin, 357, 358, 361, 363, 364, 395, 397
�Tmin contribution, 370, 376
area target, 388–392

variable heat transfer coefficients, 389, 393, 394
areas of integrity, 371, 372
capital cost targets, 393–395
capital-energy trade-off, 390, 395
cogeneration (combined heat and power), 376–381
cold streams, 357, 388–390
components, 387–395
composite curves, 357–361

balanced, 388, 390
enthalpy intervals, 388–390, 392
shifted, 365, 366, 368

constraints, 370–372
cross-pinch heat flow, 362, 363, 412, 414, 419, 432, 437, 443
energy target, 357–385
enthalpy intervals, 388–390, 392
furnaces, 348–354, 374–376

acid dew point, 353, 375, 376
efficiency, 349, 353, 354, 374, 375
stack loss, 353, 374, 375
theoretical flame temperature, 349, 351–354, 374–376

gas turbine integration, 378, 379
grand composite curve, 372–374, 376–378, 380, 382, 383, 385
grid diagram, 363, 399, 400, 408
heat cascade, 368, 369, 378, 427
heat engine appropriate placement, 382, 383
heat pump appropriate placement, 382, 383
heat pump integration, 381–383
hot streams, 357, 389
loops, 387
number of 1–2 shells for a single unit, 326, 329, 392
number of heat exchange units, 387–388
number of shells target, 392–393
pinch, 361–364
problem table algorithm, 365–369
problem table cascade, 368, 372, 373, 376, 380, 384, 396
process changes, 429

plus/minus principle, 429, 433
refrigeration appropriate placement, 535, 539
refrigeration integration (see Refrigeration)
segments of stream, 358
shells are target for 1–2 shells, 392, 674
shifted composite curves, 365, 366
steam turbine integration, 377, 379
supply temperature, 357, 373, 427, 518, 519, 522, 633
target temperature, 357, 359, 366, 367
temperature interval, 365–367, 373
temperature shift, 522
threshold problems, 364–365
total cost targets, 395
utility path, 414, 415
utility selection, 372–373

Heat integration, 5, 439–443, 445–455, 459–461
distillation columns (see Distillation heat integration)
dryers (see Dryer heat integration)
evaporators (see Evaporator heat integration)
heat engines (see Heat engine)
heat pumps (see Heat pump)
reactors (see Reactor heat integration)
refrigeration (see Refrigeration)

Heat pump
appropriate placement, 382, 383

coefficient of performance, 382, 383
integration, 381–383, 449
vapor compression, 381

Hierarchy of design, 5–9, 649–651
Hybrid reaction and separation, 284–286

membrane distillation, 265
reactive distillation, 286

Hydrocracker, 130

Industrial symbiosis, 639
Inherent safety (see Safety)
Intensification of hazardous materials (see Safety)
Ion exchange, 467, 581, 587

Life-cycle analysis (see Clean process technology)
Liqiud–liquid equilibrium

activity coefficient models, 71
NRTL Equation, 71, 72, 75
UNIFAC Equation, 71
UNIQUAC Equation, 62, 71

distribution coefficient, 70
heteroazeotrope, 70, 72
tie line, 70

Liquid–liquid extraction
choice of solvent, 184, 205
distribution coefficient, 184–186
extraction factor, 184, 185
height equivalent of a theoretical plate (HETP), 182, 186
Kremser Equation, 181, 182, 184–186, 189
raffinate, 184, 185, 187
separation factor, 184, 185, 193, 196
solvent, 184, 185, 187, 198, 203

Membranes, 193–203, 255, 256, 265, 286, 287, 559, 560
asymmetric, 194, 196, 198
dense, 193, 194, 199
dialysis, 198
electrodialysis, 198, 199
fast gases, 195, 265
flow pattern, 194, 201, 202
gas permeation, 195, 200
micro-filtration, 198
microporous, 193, 194, 198
nano-filtration, 198
permeability, 193–196
permeance, 193, 194, 199
permeate, 193–199, 201, 209
permselective layer, 194, 195, 209
pervaporation, 199
retentate, 193, 194, 199, 201, 203
reverse osmosis, 196–198, 201

concentration polarization, 197
osmotic pressure, 196–198, 201, 202
Van’t Hoff Equation, 197, 201

selectivity, 184, 193, 194, 201
slow gases, 195, 265
substrate, 194
ultra-filtration, 198

concentration polarization, 198
Monochlorodecane, 262–264

Onion diagram, 7, 14, 635, 649, 651
Operating cases, 13, 492, 502
Operating cost

catalyst and chemicals, 25
cooling water, 27, 28, 32
labor, 28
maintenance, 28
raw materials, 25
refrigeration, 27, 211, 214, 287, 538, 559
royalties, 28
steam, 25–27, 502–506
utility, 25
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Optimization, 35–54
batch processes, 311–312
binary variables, 48, 454
branch and bound, 52
capital-energy trade-off, 390
concavity, 37, 47
constrained, 42–43
continuous variables, 52, 295, 312
contour diagram, 42, 284
convexity, 37, 47
degrees of freedom, 35, 220, 221, 223, 226, 407, 414, 416, 494, 498
design equations, 42, 294
design variables, 42
deterministic, 39

direct search, 39
indirect search, 39

disjunctive constraints, 49
dynamic, 47
equality (inequality) constraints, 35, 42, 46, 54
equation solving, 52–53
genetic algorithm, 41, 42, 54
integer variables, 312
linear, 43–45
linear program, 43–45

degenerate, 45
shadow price, 45
simplex, 45

mixed integer linear program (MILP), 49–52, 230, 417, 418, 423,
425

relaxed solution, 50
mixed integer nonlinear program (MINLP), 50, 52, 228
multivariable, 37–42
Newton’s method, 38, 40
nonlinear, 45–46
nonlinear program (NLP), 46, 51, 52, 423, 425
objective function, 35–37
parameter, 5, 7
profile, 46–48
quadratic program (QP), 46
recovery from waste streams, 35
region elimination, 37, 38
sequential simplex, 39
simulated annealing, 40, 41, 43, 46, 52, 54
single variable, 37–38
steepest descent (ascent), 40
stochastic, 40
structural, 48–52
structural and parameter, 11
successive (sequential) quadratic program (SQP), 46, 48
unimodal, 36
univariate search, 39

Optimum
global, 12, 39
local, 12, 37, 39–44, 46, 47, 51–54
saddle point, 37

Overall strategy
final design, 651
hierarchy, 649–651
objectives, 649

Overdesign (see Contingency)

Partial pressure, 57–74
Dalton’s Law, 57

Patent, 1–3, 291, 313
Petlyuk column (see Distillation)
Phthalic anhydride, 435
Piping and instrumentation, 14
Polymerization

active center, 80
active life, 80, 93
free radical, 80, 93
initiation step, 80
polycondensation, 80

propagation step, 80
termination step, 80

Process waste
process operations, 635
reactors, 635
separation and recycle systems, 635

Process yield, 280–281
Project cash flow, 29–30
Pump, 267–276

centrifugal, 271
positive displacement, 271

Pumping
pressure drop, 267–269, 271, 273, 275

pipe fittings, 268, 269
straight pipes, 268, 270

Quench, 122, 139, 441

Reaction
autocatalytic, 86, 93
benzene production, 11, 81, 113, 265, 266, 289
benzyl acetate production, 87, 313
biochemical (fermentation), 77, 80, 93, 114

concentration, 114
enzyme, 81, 93
inhibitors, 93
oxygen level, 114
pH, 114
temperature, 114

butyl hydrogen sulfate production, 132
dichloroethane production, 109, 639–641
elementary, 83
ethanolamines production, 80, 131
ethyl acetate production, 88, 90, 109, 313
mixed parallel and series, 79, 80, 92, 113
monochlorobutanoic acid production, 137, 138, 262, 295
parallel reactions, 112
path, 77–78
polymerization (see Polymerization)
primary reaction, 79, 91, 95
rate, 82–83, 104–106, 108, 114, 115
reversible, 109, 636
secondary reaction, 79, 81, 94
series reactions, 112
single reactions, 79, 90, 94, 95, 104–106, 108
vinyl chloride production, 77, 78, 639, 640

Reaction catalyst (see Catalyst)
Reaction equilibrium

ammonia production, 118, 571
endothermic, 104
equilibrium constant, 98–100
ethyl acetate production, 109
exothermic, 105
Gibbs free energy, 97
heterogeneous reactions, 99
homogeneous reactions, 98–99

gas phase, 98
liquid phase, 99

hydrogen production, 110, 111
inert concentration, 111
Le Châtelier’s principle, 100, 104, 106, 108, 111
pressure, 107–108

decrease in the number of moles, 108
increase in the number of moles, 108
multiple reactions, 108
single reactions, 108

product removal, 111, 113
Reaction rate, 82–83, 104, 106, 115

concentration, 109–114
temperature, 100–107

activation energy, 104, 119
frequency factor, 104
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Reactor, 628
batch, 291–297

agitation, 296
contacting, 291
operating conditions, 294
optimization, 311–312
solvent selection, 297
temporal superstructure, 292–294

cold shot and hot shot, 121, 439
fixed-bed catalytic, 129
fixed-bed noncatalytic, 130
fluidized bed catalytic, 130
fluidized bed noncatalytic, 131
gas–liquid, 124–127
kilns, 131
liquid–liquid, 124–127

mixer-settler, 127
stirred tank, 128
superstructure optimization, 133–139

isothermal, 134
nonisothermal adiabatic, 136
nonisothermal, 136

trickle bed, 125
tubular, 127

Reactor choice, 77–94, 97–117, 121–139
parallel reactions, 112
polymerization reactions, 80
series reactions, 106, 112, 113
single reactions, 90, 94

Reactor concentration
biochemical, 114
mixed parallel and series reactions, 113
parallel reactions, 112
series reactions, 112
single irreversible reactions, 109
single reversible reactions, 109

feed ratio, 109
inert concentration, 111
product removal during reaction, 111

Reactor heat integration
adiabatic operation, 439
appropriate placement, 441–442
characteristics, 439–441
cold shot or hot shot, 439
evolution for improved heat integration, 443
grand composite curve, 442–443
heat carrier, 439
indirect heat transfer, 439
quench, 441

Reactor models
biochemical, 77, 80, 93

Michaeli’s Constant, 93
Monod Equation, 93

ideal batch, 83, 84
mixed-flow (continuous well-stirred, CSTR), 83, 84
plug-flow, 83, 85

Reactor performance
conversion, 82, 84, 85, 88, 90, 91, 94
selectivity, 82, 91, 92, 94–96
yield, 82, 92, 95

Reactor phase, 108–109
Reactor temperature, 100–107

catalyst profile, 121
cold shot, 121
endothermic reactions, 104
exothermic reactions, 105
heat carrier, 439
hot shot, 121, 129
indirect heat transfer, 439
multiple reactions, 106
quench, 122

Reboiler
critical heat flux, 343, 345
forced circulation, 344

horizontal thermosyphon, 342, 343, 354
kettle, 342, 345, 354
natural circulation, 342, 344
pool boiling, 343, 345, 354
recirculation ratio, 342
vertical thermosyphon, 342, 343, 346, 354

Recycle
byproduct formation, 259
byproduct recycle for improved selectivity, 260
damaging contaminants, 260
diluents and solvents, 261
feed impurities, 260
function, 259
heat carrier, 261
optimization, 281–285

reactor conversion, 281–283
recycle inert concentration, 283, 284

purges, 264
simulation, 276–280

direct substitution, 277, 278
equation oriented, 276
partitioning, 279
tearing, 279
Wegstein Method, 278

vapor recycle, 264, 265, 282, 308
vapor versus liquid, 267, 282

Refrigeration, 513–546
absorption, 544–546
appropriate placement, 535, 539
cascade, 530, 535, 547
choice of refrigerant, 532–535
coefficient of performance, 528, 529, 533, 534
compression, 532–535
costs, 27, 28, 55, 211, 214, 287, 355, 538, 559
economizer, 529, 538, 547
heat integration, 539–542
indirect, 546
mixed refrigerant, 542–544
multiple level, 536
pre-saturator, 529, 530
process expander, 530–532
simple cycle, 535
subcooling, 528, 538
targeting refrigeration power, 535–538

Retrofit (Revamp), 10–11
distillation sequence (see Distillation sequence)
heat exchanger (see Heat exchanger)
heat exchanger network (see Heat exchanger network)

Royalties, 28

Safety
attenuation of hazardous materials, 630–631
autoignition temperature, 625
distillation, 628
explosion, 626–627
factor (see Contingency)
fire, 625–626
flammability limits, 625
flash point, 625
high pressure, 630
heat transfer, 628
high temperature, 630
inherent, 625–632
intensification of hazardous materials, 628–630
limiting oxygen concentration of dust, 625
low pressure, 630
low temperature, 630
minimum ignition temperature of dust, 625
minimum oxygen concentration, 625
overall inventory, 629
quantitative measures, 631
reactors, 628, 632
relief systems, 629, 632
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Safety (continued)
runaway reactions, 628, 629
Seveso incident, 629
storage, 629
toxic release, 627

Safety factor (see Contingency)
Scrubbing

packed tower, 152
spray tower, 152
venturi, 152

Sedimentation (see settling and sedimentation)
Semicontinuous processes, 9, 291, 293, 303
Separation of heterogeneous mixtures, 154

centrifugal separation, 147–149
centrifuge, 148
cyclone, 147, 148
hydrocyclone, 148

drying (see Drying)
electrostatic precipitation, 149–150
filtration (see Filtration)
flotation, 152–153, 586
inertial separation, 147–149
scrubbing (see Scrubbing)
settling and sedimentation, 143–147

aggregates, 145
clarifier, 145
classifier, 146
decanter, 144, 145, 147, 154
drag coefficient, 144
flocculating agent, 145
flocs, 145
Stoke’s Law, 144, 146, 147
terminal settling velocity, 144, 145, 154
thickener, 145, 151

Separation of homogeneous fluid mixtures, 157–178, 181–209
absorption (see Absorption)
adsorption (see Adsorption)
crystallization (see Crystallization)
distillation (see Distillation)
evaporation (see Evaporation)
liquid–liquid extraction (see Liquid–liquid extraction)

Seveso incident, 629
Simulation, 5, 276–280
Site

cogeneration efficiency, 465, 496–498
composite curves, 487–490

heat recovery, 465, 469
driver choice, 506–507
pinch, 490–492, 495
power-to-heat ratio, 496

Steam boilers
acid dew point, 469, 470, 509
air preheater, 469
blowdown, 468–470, 484, 507
draft, 469
economizer, 469
efficiency, 470, 471
feedwater treatment (see Steam system)
fire-tube (shell), 468, 471
water-tube, 468, 469

Steam cost
fixed steam loads, 503
marginal cost, 504, 506
variable steam loads, 503, 506, 604

Steam system
boiler feedwater treatment, 466–468

chemical treatment, 468
deaeration, 468, 485, 503
deionization, 467, 468
membrane, 467
softening, 466, 467, 507

cogeneration, 465–507
cogeneration target, 490–493
configuration, 482–484

desuperheater, 483, 486
flash steam recovery, 484, 486
gas turbine (see Gas turbine)
let-down station, 483–485, 492, 497, 499
optimization, 498–502
pressure optimization, 478, 501
steam and power balance, 484–487
steam trap, 483
steam turbine (see Steam turbine)
turbogenerator, 465, 504

Steam turbine
back-pressure, 478
condensing, 500
impulse, 471
induction, 472
integration, 508
isentropic efficiency, 473, 502
mechanical efficiency, 473, 475
reaction, 471
Willans’ Line, 473–476, 479

Stoichiometric factor, 81, 263, 280
Storage

active/inactive stock, 287
batch, 312–313
feed storage, 286–288
flexible membrane roof, 555
floating roof, 555
intermediate storage, 286–288, 305
product storage, 286–288
ullage, 287
vapor treatment of vent, 559, 563, 577

Stripping, 181–184
Kremser Equation, 181, 182, 184–186, 189
stripping factor, 182, 183

Sulfuric acid production, 111, 112, 119, 552, 565, 568
Superstructure, 11, 133–139, 228–230, 416–419, 454–455, 604–606,

616–617
Synthesis, 5, 307–311, 650

Theoretical oxygen demand, 584
Thermal coupling (see Distillation)
Thermal oxidizer

catalytic, 563
fluidized bed, 561, 578
hearth, 645
rotary kiln, 645

Total organic carbon (TOC), 584
Total oxygen demand (TOD), 584
Toxic exposure

acute, 627
chronic, 627
lethal concentration, 627, 631
lethal dose, 627
threshold limit values, 627

Toxic release, 627
Triple point, 59

Utility, 5, 7, 372–373, 432, 643–644, 650
Utility waste, 635, 643

Vapor–liquid equilibrium
activity coefficient, 71
activity coefficient models, 60, 61

NRTL Equation, 62, 63, 75
UNIFAC Equation, 62
UNIQUAC Equation, 62, 63
Wilson Equation, 62, 68

azeotrope, 66
maximum boiling, 66
minimum boiling, 66

bubble point, 65, 70
bubble pressure, 65
dew point, 65
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dew pressure, 65
equation of state models, 67, 73, 74
fugacity coefficient, 60, 64, 98, 99, 107

liquid phase, 60, 65
vapor phase, 60, 64, 65

Henry’s Law, 61, 75
lever rule, 66, 70
Raoult’s Law, 61, 66, 69, 70
relative volatility, 61, 65

Vapor pressure, 59–61, 67–69, 71, 75, 535, 553, 559, 576, 577
Antoine Equation, 60, 67–69, 71, 75, 76, 535, 559, 576, 577
Clausius–Clapeyron Equation, 60

Wastewater biological treatment
aerobic, 588, 589

activated sludge treatment, 589, 590
attached growth, 590
suspended growth, 589, 590

anaerobic, 589, 590
attached growth, 590
suspended growth, 590, 591

anoxic, 589
denitrification, 589
nitrification, 589, 590
reed bed, 591

Wastewater primary treatment
adsorption, 592
chemical oxidation, 588
chemical precipitation, 588
coalescence, 585
crystallization, 587
evaporation, 587
flotation, 586
ion exchange, 587
liquid–liquid extraction, 587
membrane, 586
pH adjustment, 588
solid separation, 585
sterilization, 588
stripping, 586
wet oxidation, 587

Wastewater tertiary treatment
adsorption, 587
disinfection, 593
filtration, 592

nitrogen and phosphorous removal, 592
ultra-filtration, 592

Wastewater treatment system
composite effluent treatment line, 607
data extraction, 617–620

environmental limits, 620
treatment data, 619

design for minimum treatment flowrate, 610–613
distributed, 582, 583, 619, 620
effluent treatment line, 583, 608–610
multiple treatment processes, 610, 612, 616
pinch, 608–612
regeneration recycle, 581, 613, 615, 617, 618
regeneration reuse, 581, 613–618, 620
superstructure optimization, 616, 617
targeting minimum treatment flowrate, 607–610

minimum outlet composition, 607
removal ratio, 608–610, 612, 619

Water minimization
aqueous contamination, 583–585
data extraction, 617–620

contaminants, 618
data accuracy, 618
flowrate constraints, 618
limiting conditions, 618
water balance, 617

design for maximum reuse, 596–606
limiting concentration, 594, 595, 597, 619
limiting concentration composite curve, 595, 596, 601, 604
limiting water profile, 593, 620
multiple contaminants, 594, 604, 605, 616, 620
multiple water sources, 600
pinch, 596, 600–602, 604
process changes for reduced water consumption, 606–607
reuse, 581, 613–616
superstructure optimization, 604–606
targeting maximum reuse, 594–596, 601
water loss, 601, 602
water main, 596–599, 601–603
water supply line, 595, 596, 600, 601

Whisky distillery, 461

Yield, 206
process, 280–281
reactor, 82, 95, 106, 108, 112, 113, 117, 121
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