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Preface 

Civil Structures Topics represents one of six clusters of technical papers presented at the 29th 
IMAC, A Conference and Exposition on Structural Dynamics, 2011 organized by the Society for 
Experimental Mechanics, and held in Jacksonville, Florida, January 31 - February 3, 2011. 

Analysis, Linking Models and Experiments, Rotating Machinery, Structural Health Monitoring, 
Shock and Vibration; and Sensors, Instrumentation, and Special Topics. 
 
Each collection presents early findings from experimental and computational investigations on 
an important area within Structural Dynamics. The current volume on Civil Structures Topics 
includes studies on Human Loading, Vibration Control, Bridges, Modal Parameter Identification, 
System Identification, Modal Testing, Experimental Techniques, and Processing Modal Data. 
 
Understanding the dynamic response of large civil structures improves design and safety, 
extends life, and reduces maintenance. IMAC has become a principle technical venue for 
dissemination of the latest techniques devoted to field testing of civil structural systems and 
components, processing of response data and identification of dynamic structural properties, 
calibration and validation of numerical structural models, and assessment of structural 
condition based on dynamic properties.  
 
The organizers would like to thank the authors, presenters, session organizers and session 
chairs for their participation in this track. 
 
 
 
 
Bethel, Connecticut Dr. Thomas Proulx 

Society for Experimental Mechanics, Inc 
 

The full proceedings also include volumes on Advanced Aerospace Applications; Modal 
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Multi-Dimensional Calibration of Impact Dynamic Models 
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ABSTRACT 

NASA Langley, under the Subsonic Rotary Wing Program, recently completed two helicopter tests in support of an in-house 

effort to study crashworthiness.  As part of this effort, work is on-going to investigate model calibration approaches and 

calibration metrics for impact dynamics models.  Model calibration of impact dynamics problems has traditionally assessed 

model adequacy by comparing time histories from analytical predictions to test at only a few critical locations. Although this 

approach provides for a direct measure of the model predictive capability, overall system behavior is only qualitatively 

assessed using full vehicle animations. In order to understand the spatial and temporal relationships of impact loads as they 

migrate throughout the structure, a more quantitative approach is needed. In this work impact shapes derived from simulated 

time history data are used to recommend sensor placement and to assess model adequacy using time based metrics and 

orthogonality multi-dimensional metrics. An approach for model calibration is presented that includes metric definitions, 

uncertainty bounds, parameter sensitivity, and numerical optimization to estimate parameters to reconcile test with analysis.  

The process is illustrated using simulated experiment data. 

 

NOMENCLATURE 

gi(t) scalar function with time variation 
i,k,l integer indices 
m number of measured locations 
n number of impact shapes used in reconstruction 
p parameter vector 
t Time 
v response vector used for calibration 
y response vector  
E modulus of elasticity 
Et tangent modulus 
I identity matrix 
L total number of time samples 

M1 calibration Metric 1 
M2 calibration Metric 2 
N number of solutions 
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1 INTRODUCTION 

As computational capabilities continues to improve and the cost associated with test programs continue to increase, 

certification of future rotorcraft will rely more on computational tools along with strategic testing of critical components.  

Today, MIL-STD 1290A (AV) [1] encourages designers of rotary wing vehicles to demonstrate compliance with the 

certification requirements for impact velocity and volume loss by analysis. Reliance on computational tools, however, will 

only come after rigorous demonstration of the predictive capabilities of existing computational tools. NASA, under the 

Subsonic Rotary Wing Program, is sponsoring the development and validation of such tools.  Jackson in [2] discussed 

detailed requirements and challenges associated with certification by analysis. Fundamental to the certification effort is the 

demonstration of verification, validation, calibration, and algorithms for this class of problems.  Work in this paper deals with 

the model calibration of systems undergoing impact loads. 

 

The process of model calibration, which follows the verification and validation phases, involves reconciling differences 

between test and analysis.  Most calibration efforts combine both heuristics and quantitative methods to assess model 

deficiencies, to consider uncertainty, to evaluate parameter importance, and to compute required model changes.  Calibration 

of rotorcraft structure models presents particular challenges because the computational time, often measured in hours, limits 

the number of solutions obtainable in a timely manner.  Oftentimes, efforts are focused on predicting responses at critical 

locations as opposed to assessing the overall adequacy of the model.  For example Kamat in [3] conducted a survey, which at 

the time, studied the most popular finite element analysis codes and validation efforts by comparing impact responses from a 

UH-1H helicopter drop test.  Similarly, Wittlin and Gamon in [4] used the KRASH analysis program for data correlation of 

the UH-1H helicopter.  Another excellent example of a rotary wing calibration effort is that of Cronkhite and Mazza in [5] 

comparing results from a U.S. Army’s Composite helicopter with simulation data from the KRASH analysis program. 

Recently, Tabiei, Lawrence, and Fasanella [6] reported on a validation effort using anthropomorphic test dummy data from 

crash tests to validate an LS-DYNA finite element model.  Common to all these calibration efforts is the use of scalar 

deterministic metrics.   

 

Q scalar with 2-norm of response vector for analysis 
Qe scalar with 2-norm of response vector for experiment  

i ith impact shape contribution to response 
T sample time 
i  ith singular value 
 ith impact shape vector at measured locations 
 shape matrix at un-measured locations 
 shape matrix at measured locations 

,  normalized impact shape matrices 
Prob probability  
max maximum value 

<, ,> relational operators 
 maximum of all maxima 
 minimum of all minima 

( )T matrix transpose 
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One complication with calibration efforts of nonlinear models is the lack of universally accepted metrics to judge model 

adequacy. Work by Oberkampf et al. [7] and later Schwer et al. [8] are two noteworthy efforts that provide users with metrics 

to evaluate nonlinear time histories.  Unfortunately, seldom does one see them used to assess model adequacy.  In addition, 

the metrics as stated in [7] and [8] do not consider the multi-dimensional aspect of the problem explicitly.  A more suitable 

metric for multi-dimensional calibration exploits the concept of impact shapes as proposed by Anderson et al. in [9] and 

demonstrated by Horta et al. in [10]. Aside from the metrics themselves, the verification, validation, and calibration 

elements, as described by Roach [11], Oberkampf [12], Thaker [13], and Atamturktur [14], must be adapted to rotorcraft 

problems. Because most applications in this area use commercially available codes, it is assumed that code verification and 

validation have been addressed elsewhere. Thus, this work concentrates on calibration elements only. 

 

Fundamental to the success of the model calibration effort is a clear understanding of the ability of a particular model to 

predict the observed behavior in the presence of modeling uncertainty.  The approach proposed in this paper is focused 

primarily on model calibration using parameter uncertainty propagation and quantification, as opposed to a search for a 

reconciling solution. The process set forth follows a three-step approach. First, Analysis of Variance (ANOVA) as described 

in references [15-18] is used for parameter selection and sensitivity. To reduce the computational burden associated with 

variance based sensitivity estimates, response surface models are created and used to estimate time histories.  In our 

application, the Extended Radial Basis Functions (ERBF) response surface method, as described by Mullur [19-20], has been 

implemented and used.  Second, after ANOVA estimates are completed, uncertainty propagation is conducted to evaluate 

uncertainty bounds and to gage the ability of the model to explain the observed behavior by comparing the statistics of the 2-

norm of the response vector between analysis and test. If the model is reconcilable according to the metric, the third step 

seeks to find a parameter set to reconcile test with analysis by minimizing the prediction error using the optimization scheme 

proposed Regis and Shoemaker [21]. To concentrate on the methodology development, simulated experiment data has been 

generated by perturbing an existing model.  Data from the perturbed model is used as the target set for model calibration.  To 

keep from biasing this study, changes to the perturbed model were not revealed until the study was completed.   

 

In this paper, a general description of the helicopter model will first be presented, followed by a description of basic model 

calibration elements. These elements include time and spatial multi-dimensional metrics, parameter selection, sensitivity 

using analysis of variance, and optimization strategy for model reconciliation.  Other supporting topics discussed are sensor 

placement to assure proper evaluation of multi-dimensional orthogonality metrics, prediction of unmeasured responses from 

measured data, and the use of surrogates for computationally efficiency.  Finally, results for the helicopter calibrated model 

are presented and, at the end, the actual perturbations made to the original model are revealed for a quick assessment. 

 

2 DESCRIPTION OF HELICOPTER TEST ARTICLE 

A full-scale crash test of an MD-500 helicopter, as described by Annett and Polanco in [22], was conducted at the Landing 

and Impact Research (LandIR) Facility at NASA Langley Research Center (LaRC). Figure 1a shows a photograph of the test 

article while it was being prepared for test, including an experimental dynamic energy absorbing honeycomb structure 

underneath the fuselage designed by Kellas [23]. The airframe, provided by the US Army's Mission Enhanced Little Bird 
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(MELB) program, has been used for civilian and military applications for more than 40 years. NASA Langley is 

spearheading efforts to develop analytical models capable of predicting the impact response of such systems.   

 

3 LS-DYNA MODEL DESCRIPTION 

To predict the behavior of the MD-500 helicopter during a crash test, an LS-DYNA [24] finite element model (FEM) of the 

fuselage, as shown in Figure 1b, was developed and reported in [22]. The element count for the fuselage was targeted to not 

exceed 500,000 elements, including seats and occupants; with 320,000 used to represent the energy absorbing honeycomb 

and skid gear. Shell elements were used to model the airframe skins, ribs and stiffeners.  Similarly, the lifting and pullback 

fixtures, and the platform supporting the data acquisition system (mounted in the tail) were modeled using rigid shells.  

Concentrated masses like the rotor, tail, and fuel were modeled using ballast. For materials, the fuselage section is modeled 

using Aluminum 2024-T3 with elastic-plastic properties, whereas the nose is fiberglass and the engine fairing is Kevlar 

fabric. Instead of using the complete “as-tested” FEM model, this study uses a simplified model created by removing the 

energy absorbing honeycomb, skid gears, anthropomorphic dummies, data acquisition system, and lifting/pull-back fixtures.  

After these changes, the resulting simplified model is shown in Figure 2. Even with all these components removed, the 

simplified model had 27,000 elements comprised primarily of shell elements to represent airframe skins, ribs and stiffeners. 

The analytical test case used for calibration, simulates a helicopter crash onto a hard surface with vertical and horizontal 

speeds of 26 ft/sec and 40 ft/sec, respectively.  For illustration, Figure 3 shows four frames from an LS-DYNA simulation as 

the helicopter impacts the hard surface.Equation Chapter 1 Section 4  

Equation Chapter (Next) Section 1 

4 PROBLEM FORMULATION 

Calibration of models is a process that requires analysts to integrate different methodologies in order to achieve the desired 

end goal which is to reconcile prediction with observations.  Starting with an analytical model that incorporates the physics of 

the test article, this model is initially judged based on some pre-established calibration metrics.  Although there are no 

universally accepted metrics, the work in this paper uses two metrics; one that addresses the predictive capability of time 

responses and a second metric that addresses multi-dimensional spatial correlation of sensors for both test and analysis data.  

After calibration metrics are established, the next step in the calibration process involves parameter selection and uncertainty 

estimates using engineering judgment and available data.  With parameters selected and uncertainty models prescribed, the 

effect of parameter variations on the response of interest must be established.  If parameter variations are found to 

significantly affect the response of interest, then calibration of the model can proceed to determine a parameter set to 

reconcile the model.  These steps are described in more detail, as follows. 

 

4.1 Time Domain Calibration Metrics 

Calibration metrics provide a mathematical construct to assess fitness of a model in a quantitative manner.  Work by 

Oberkampf [7] and Schwer [8] set forth scalar statistical metrics ideally suited for use with time history data.  Metrics in 

terms of mean, variance, and confidence intervals facilitate assessment of experimental data, particularly when probability 

statements are sought.  For our problem, instead of using response predictions at a particular point, a vector 2-norm of the 

system response is used as a function of time. An important benefit of using this metric is that it provides for a direct measure 
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of multi-dimensional closeness of two models. In addition, when tracked as a function of time, closeness is quantified at each 

time step.    

 

Because parameters are uncertain, statistical measures of the metric need to be used to conduct assessments.  With limited 

information about parameter uncertainty a uniform distribution function, which is the least informative distribution function, 

is the most appropriate representation to model parameter uncertainty.  This uncertainty model is used to create a family of N 

equally probable parameter vectors, where N is arbitrarily selected.  From the perspective of a user, it is important to know 

the probability of being able to reconcile measured data with predictions, given a particular model for the structure and 

parameter uncertainty.  To this end, let 2
( , ) ( , )Q t p v t p

2
( , )p( ,( ,  be a scalar time varying function, in which the vector v is defined 

as the 2-norm of the response at time t, using parameter vector p. Furthermore, let ( ) min ( , )
p

t Q t p be the minimum value 

over all parameter variations, and let ( ) max ( , )
p

t Q t p be the maximum value.  Using these definitions and N LS-DYNA 

solutions corresponding to equally probable parameter vectors, a calibration metric can be established to bound the 

probability of test values falling outside the analysis bounds as; 
1 ( ( ) ( ) ( ) ( )) 1/e eM =Prob t Q t Q t t N     (4.1) 

where ( )eQ t  is the 2-norm of responses from the experiment. Note that N controls tightness of the bounds and also the 

number of LS-DYNA solutions required.  

 

The use of norms, although convenient, tends to hide the spatial relationships that exist between responses at different 

locations in the model.  In order to study this spatial multi-dimensional dependency explicitly, a different metric must be 

established.  

 

4.2 Spatial Multi-Dimensional Calibration Metric 

Spatial multi-dimensional dependency of models has been studied in classical linear dynamic problems in terms of mode 

shapes or eigenvectors resulting from a solution to an eigenvalue problem.  Unfortunately, the nonlinear nature of impact 

problems precludes use of any simple eigenvalue solution scheme.  Alternatively, an efficient and compact way to study the 

spatial relationship is by using a set of orthogonal impact shapes basis vectors.  Impact shapes, proposed by Anderson [9] and 

later by Horta [10], are computed by decomposing the time histories using orthogonal decomposition.  For example, time 

histories from analysis or experiments can be decomposed using singular value decomposition as 

1
( , ) ( ) ( )

n

i i i
i

y x t x g t         (4.2) 

In this form, the impact shape vector i  sized m x 1 contains the spatial distribution information for m sensors, g(t) contains 

the time modulation information,  contains scalar values with shape participation factors, and n is the number of impact 

shapes to be included in the decomposition, often truncated based on allowable reconstruction error. Although Eq. (4.2) is 

written in continuous time form, for most applications, time is sampled at fixed intervals such that t k T  where the integer 

k=0,…,L and T is the sample time.  From Eq. (4.2), the fractional contribution of the ith impact shape to the total response 

is proportional to i , defined as;  
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1

n

i i l
l

                     (4.3) 

Mimicking the approach used in classical dynamic problems, impact shapes can now be used to compare models using the 

orthogonality.  Orthogonality, computed as the dot product operation of vectors (or matrices), quantifies the projection of one 

vector onto another.  If the projection is zero, vectors are orthogonal, i.e., uncorrelated.  This same idea applies when 

comparing test and analysis impact shapes.  Numerically, the orthogonality metric is computed as; 

2
TM TT        (4.4) 

where  is sized m x l with l measured impact shapes at m locations and  sized m x l are shapes computed using 

simulation data. Note that both and are normalized matrices such that T IT IT  and T IT IT . Because individual 

impact shape vectors are stacked column-wise, metric 2M is a matrix sized l x l with diagonal values corresponding to the 

vector projection numerical value.  If vectors are identical then their projection equals 1.  Consequently, when evaluating 

models, multi-dimensional closeness with experiment is judged based on similarity of impact shapes and shape contributions.  

Two direct benefits of using impact shapes are discussed in the next two sections. 

 

4.2.1 Algorithm for Response Interpolation 

Adopting impact shapes as a means to compare models has two advantages.  First, it allows for interpolation of unmeasured 

response points, and second, it provides a metric to conduct optimal sensor placement.  During most test programs, the 

number of sensors used is often limited by the availability of transducers and the data acquisition system.  Although 

photogrammetry and videogrammetry measurements provide significantly more data, even these techniques are limited to 

only those regions in the field of view of the cameras. At times, the inability to view responses over the full structure can 

mislead analysts as to their proper behavior. For this purpose, a hybrid approach has been developed to combine measured 

data with physics-based models to provide more insight into the full system response.  Although the idea is perhaps new in 

the impact dynamics area, this approach is used routinely in modal tests where a limited number of measurements is 

augmented with predictions using the analytical stiffness matrix. This takes advantage of the inherent stiffness that relates the 

motion at different locations on the structure.  Because in impact dynamic problems, the stiffness matrix is likely to be time 

varying, implementation of a similar approach is difficult.  An alternate approach is to use impact shapes as a means to 

combine information from physics-based models with experimental data.  Specifically, responses at unmeasured locations are 

related to measured locations through impact shapes. To justify the approach, Eq. (4.2) is re-written as;

1

( )
( ) ( )

( )

n
i

i i
ie i

y t
g t SG t

y t
       (4.5) 

where the matrix partitions are defined as 

                 (4.6) 

In contrast to Eq. (4.2), Eq. (4.5) shows explicitly responses at an augmented set of locations named ( )ey t , constructed using 

impact shapes i at q unmeasured locations.   
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Using Eq. (4.5) with experimental data, the time dependency of the response can be computed as  
1

( ) ( )T TSG t y t      (4.7)  

Consequently, predictions for unmeasured locations can now be computed as 
1

( ) ( )T T
ey t y t      (4.8) 

Although Eq.(4.7) requires a matrix inversion, the rank of this matrix is controlled by sensor placement.  Hence, judicious 

pretest sensor placement must be an integral part of this process.  Fortunately, because the impact shapes are computed using 

singular value decomposition, they form an orthonormal set of basis vectors, i.e. 1( )T I . It is important to note that 

measured data is used to compute the impact shapes (at sensor locations) and the time dependent part of the response, 

whereas data from the analytical model are used to compute impact shapes at all unmeasured locations. 

 

4.2.2 Optimum Sensor Placement for Impact Problems 

Optimal sensor placement must be driven by the ultimate goals of the test.  If model calibration is the goal, sensor placement 

must focus on providing information to properly evaluate the established metrics.  In multidimensional calibration efforts 

using the orthogonality metric, sensor placement is critical because if sensors are not strategically placed, it is impossible to 

distinguish between impact shapes.  Fortunately, the use of impact shapes enables the application of well established sensor 

placement algorithms routinely used in modal tests.  Placement for our example used the approach developed by Kammer 

[25].  Using this approach sensors are placed to ensure proper numerical conditioning of the orthogonality matrix.  

 

4.3 Parameter Selection 

The parameter selection (parameters being in this case material properties, structural dimensions, etc., process relies heavily 

on the analyst’s knowledge and familiarity with the model and assumptions.  After an initial parameter selection is made, 

parameter uncertainty must be quantified empirically if data are available or oftentimes engineering judgment is ultimately 

used.  With an initial parameter set and an uncertainty model at hand, parameter importance is assessed here using 

uncertainty propagation.  That is, the LS-DYNA model is exercised with parameter values created using the Halton [26] 

deterministic sampling technique.  Time history results are processed to compute the metrics and to assess variability.  A by-

product of this step produces variance-based sensitivity results which are used to rank the parameters. In the end, adequacy of 

the parameter set is judged based on the probability of one being able to reconcile test with analysis.  If the probability is 

zero, as will be shown later in the example, the parameter selection must be revisited. 

 

4.4 Optimization strategy  

With an adequate set of parameters selected, the next step is to use an optimization procedure to determine values that 

reconcile test with the analysis.  A difficulty with using classical optimization tools in this step is in the computational time it 

takes to obtain LS-DYNA solutions.  Although in this helicopter example the execution time was optimized to be less than 

five minutes, the full model execution time is measured in days.  This is why optimization tools for this step ideally must take 

advantage of all LS-DYNA solutions at hand.  To address this issue, optimization tools that use surrogate models in addition 

to new LS-DYNA solutions are ideal. For the present application the Constrained Optimization using Response Surface 

(CORS) algorithm, developed by Regis and Shoemaker [21], has been implemented in MATLAB for reconciliation. 
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Specifically, the algorithm starts by looking for parameter values away from the initial set of LS-DYNA solutions, then 

slowly steps closer to known solutions by solving a series of local constrained optimization problems.  This optimization 

process will produce a global optimum if enough steps are taken. Of course, the user controls the number of steps and 

therefore the accuracy and computational expense in conducting the optimization.  In cases where the predictive capability of 

the surrogate model is poor, CORS adds solutions in needed areas. Convergence is therefore not dependent on the quality of 

surrogates.  Because parameter uncertainty is not used explicitly in the optimization, this approach is considered to be 

deterministic.  If a probabilistic approach was used instead, in addition to a reconciling set, the user should also be able to 

determine the probability that the parameter set found is correct.  Lack of credible parameter uncertainty data precludes the 

use of probabilistic optimization methods at this time, but future work could use the same computational framework. 

 

4.5 Analysis of Variance 

Parameter sensitivity in most engineering fields is often associated with derivative calculations at specific parameter values. 

However, for analysis of systems with uncertainties, sensitivity studies are often conducted using ANOVA.  In classical 

ANOVA studies, data is collected from multiple experiments while varying all parameters (factors) and also while varying 

one parameter at a time. These results are then used to quantify the output response variance due to variations of a particular 

parameter, as compared to the total output variance when varying all the parameters simultaneously.  The ratio of these two 

variance contributions is a direct measure of the parameter importance. Sobol et al. [15] and others [16-18] have studied the 

problem as a means to obtain global sensitivity estimates using variance based methods.  To compute sensitivity using these 

variance based methods, one must be able to compute many response predictions as parameters are varied.  In our 

implementation, after a suitable set of LS-DYNA solutions are obtained, response surface surrogates are used to estimate 

additional solutions.   

 

4.6 Response Surface Methodology 

A response surface (RS) model is simply a mathematical representation that relates input variables (parameters that the user 

controls) and output variables (response quantities of interest), often used in place of computationally expensive solutions.  

Many papers have been published on response surface techniques, see for example Myers [27]. The one adopted here is the 

Extended Radial Basis Functions (ERBF) method as described by Mullur [19-20].  In this adaptive response surface 

approach, the total number of RS parameters computed equals N(3np+1), where np is the number of parameters and N is the 

number of LS-DYNA solutions.  The user must also prescribe two additional parameters: 1) the order of a local polynomial 

(set to 4 in the present case), and 2) a smoothness parameter (set to 0.15 here). Finally, the radial basis function is chosen to 

be an exponentially decaying function 
2 2( ) /2i cp p re  with characteristic radius cr set to 0.15.  A distinction with this RS 

implementation is that ERBF is used to predict full time histories, as opposed to just extreme values. In addition, ERBF is 

able to match the responses used to create the surrogate with prediction errors better than 10-10.   

 

5 RESULTS 

Results described here are derived from the simplified LS-DYNA model, as shown in Figure 2. This simplified model 

reduced the computational time from days to less than seven minutes and allowed for timely debugging of the software and 
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demonstration of the methodology, which is the main focus of the paper.  Nonetheless, the same approach can be applied to 

the complete “as-tested” FEM model without modifications.  

  

For evaluation purposes, simulated data is used in lieu of experimental data.  Because more often than not analytical model 

predictions do not agree with the measured data, the simplified model was arbitrarily perturbed.  Knowledge of the 

perturbations and areas affected are not revealed until the entire calibration process is completed.  Data from this model, 

referred to as the perturbed model, takes the place of experimental data. In this study, no test uncertainty is considered.  

Therefore, only 1 data set is used for test.  

 

Figure 4(a) depicts a wireframe of the simplified model showing only 405 nodes.  Superimposed is a second wiring frame 

with connections to 34 nodes identified by an optimal sensor placement algorithm.  At each node there can be up to 3 

translational measurements, however, here the placement algorithm was instructed to place only 41 sensors.  Figure 4(b) 

shows the location for the 41 sensors.  Results from the optimal sensor placement located 8 sensors along the x direction, 10 

sensors along the y direction, and 23 sensors along the z direction.   

 

5.1 Initial Parameter Selection 

Calibration efforts begin by selecting model parameters thought to be uncertain. Selecting these parameters is perhaps the 

most difficult step. Not knowing what had been changed in the perturbed model, the initial study considered displacements, 

stress contours, and plastic strain results at different locations on the structure before selecting the modulus of elasticity and 

tangent modulus at various locations.  The parameters and uncertainty ranges selected are shown in Table 1. Without 

additional information about parameter uncertainty, the upper and lower bounds were selected using engineering judgment 

with the understanding that values anywhere between the bounds were equally likely.  

 

With the parameter uncertainty definition in Table 1, LS-DYNA models can be created and executed to study the calibration 

metrics as described earlier. As an example, 150 LS-DYNA runs with the simplified model have been completed while 

varying parameters over the ranges shown in Table 1. To construct the uncertainty bounds, for each of the 150 runs ( , )Q t p is 

computed from velocities at 41 sensors (see Figure 4) and metric M1, in terms of , , are plotted in Figure 5 as a function of 

time; analysis (dashed-blue) and the simulated test (solid-red). With this sample size, the probability of being able to 

reconcile test with analysis during times when test results are outside the analysis bounds is less than 1/150. Figure 5 shows 

that during the interval between 0.01 and 0.02 seconds, the analysis bounds are above the test.  Therefore, it is unlikely that 

one would be able to find parameter values within the selected set to reconcile analysis with test.  This finding prompted 

another look at parameter selection and uncertainty models to determine a more suitable set. 

 

5.2 Updated Parameter Selection 

A second search for a revised parameter set involved conversations with the model developer and additional runs while 

varying parameter bounds to see their effect on 1M . The second set of parameters selected, after considering several 

intermediate sets, consisted of thicknesses at various locations in the structure.  A concern with varying thickness is its effect 
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on structural mass. However, because 80% of the helicopter model is comprised of non-structural masses, thickness changes 

had little impact on the total mass.  Table 2 shows a revised parameter set and ranges selected for the second study.  

 

5.2.1 Evaluation of Calibration Metrics with Updated Parameter Set 

Results for metric 1M  using the revised parameter set are shown in Figure 6; solid red is ( )eQ t with the simulated test data 

and in dotted blue lines are analysis bounds using 50 LS-DYNA runs.  With 50 runs, the probability that LS-DYNA would 

produce results outside these bounds is less than 1/50. Consequently, if the test results are outside these bounds, the 

probability of reconciling the model with test is also less than 1/50. Even though Figure 6 shows that, in certain areas, test 

results are very close to the analysis bounds; this new parameter set provides enough freedom to proceed with the calibration 

process.  

 

Thus far, in this study, metric M1 has been used exclusively to evaluate parameter adequacy and uncertainty bounds.  What is 

missing from this evaluation is how well the model predicts the response at all locations.  Considering that impact shapes 

provide a spatial multi-dimensional relationship between different locations, two models with similar impact shapes, all else 

being equal, should exhibit similar responses at all sensor locations.  With this in mind, orthogonality results for the 

simplified model versus “test”, i.e., the perturbed model, are shown in Figure 7.  Essentially, the matrix M2, as defined in Eq. 

(4.4), is plotted with analysis along the ordinate and test along the abscissa.  Colors represent the numerical value of the 

vector projections, e.g. a value of 1 (black) indicates perfect matching between test and analysis.  Listed on the labels are the 

corresponding shape contribution to the response for both analysis (ordinate) and simulated test (top axis).  For example, the 

first impact shape for analysis (bottom left) contributes 0.4 of the total response as compared to 0.39 for test.  It is apparent 

that initial impact shape matching is poor at best with the exception of the first two shapes.  An example of an impact shape 

is provided in Figure 8.  Here, a sequence of 8 frames for the test impact shape number 2 (contribution 2 0.18 ) expanded 

to 405 nodes, is shown.  Motion of the tail and floor section of the helicopter dominates. 

 

5.2.2 Sensitivity with Updated Parameter Set 

Another important aspect of the calibration process is in understanding how parameter variations affect the norm metric

( , )Q t p . This information is used as the basis to remove or retain parameters during the calibration process. As mentioned 

earlier, sensitivity results in this study look at the ratio of the single parameter variance to the total variance of ( , )Q t p .  This 

ratio is plotted in Figure 9 for each of the six parameters considered (as defined in Table 2).  Along the abscissa is time in 

seconds and the ordinate shows contribution to variance. Colors are used to denote individual parameter contribution, total 

sum equals 1. In addition, ( , )Q t p is shown across the top, for reference.  Because only 50 LS-DYNA runs are executed, an 

ERBF surrogate model is used to estimate responses with 1000 parameter sets for variance estimates.  From results in Figure 

9, note that parameter contributions vary significantly over time but for simulation times greater than 0.04 sec the upper tail 

thickness clearly dominates. 
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5.3 Optimization for Calibration Results 

The optimization problem is instructed to find parameter values to minimize the natural log of the prediction error using 

CORS. Starting with only 50 LS-DYNA solutions, CORS is allowed to compute 60 additional LS-DYNA runs.  After 

completing the additional runs, the calibrated parameter set in Table 2 produced an overall prediction error reduction of 8%. 

Because the number of LS-DYNA runs is set by the user, the calibrated parameter set in Table 2 is not a converged set but 

rather an intermediate set. Nonetheless, it is referred to as the calibrated parameter set.  The optimization process is purposely 

set up this way to control the computational expense in computing new LS-DYNA solutions. To show the impact of the 

parameter changes on the vector norm ( , )Q t p , Figure 10 shows a comparison of results with data from the simulated test 

(solid blue), the baseline model using nominal values (dotted red), and the calibrated model (dashed-dot black). When 

comparing vector norms an overall assessment of the model predictive capability is quantified.  However, users may prefer to 

evaluate improvements at specific sensor locations. For example, Figure 11 shows the velocity for the simulated test, baseline 

model, and the calibrated models at location 34 (see fig 1) in the z-direction.  Improvements like those shown in Figure 11 

are common for most locations but not all.  Furthermore, after calibration, significant improvements are also apparent in the 

orthogonality results, as shown in Figure 12.  As in Figure 7, results from the calibrated model are along the ordinate and the 

abscissa contains simulated test impact shapes.  When comparing results against the baseline model (see Figure 7), it is clear 

that impact shape predictions have improved significantly, i.e., responses from the calibrated model and test are closer. 

 

5.4 Revealing the Correct Answer 

After completing the calibration process it is instructive to examine the actual changes made to the simplified model that 

resulted in the perturbed model. Because data from the perturbed model served as our target test data set, revealing the 

changes effectively gives the reader the true answer to the problem.  Figure 13a depicts all the sections altered in the 

perturbed model.  Alterations consisted of ± 20 % change in thickness at these locations.  In contrast, Figure 13b shows the 

sections updated during the calibration process. It is interesting to see that although exact changes were not identified, regions 

where changes needed to be made were identified.   

 

6 CONCLUDING REMARKS 

An approach to conduct model calibration of nonlinear models has been developed and demonstrated using data from a 

simulated crash test of a helicopter. Fundamental to the approach is the definition and application of two calibration metrics: 

1) metric M1 compares the statistical bounds of the 2-norm of the velocity response from analysis versus test, and 2) metric 

M2 evaluates the orthogonality between test and analysis impact shapes.  The ability to reconcile analysis with test, assessed 

using metric M1, is evaluated by sampling the response when parameters are varied to establish response bounds. Once the 

adequacy of the model is established, the process of reconciling model and test proceeds through a constrained optimization 

to minimize the natural log of the prediction error.  The optimization approach takes advantage of surrogate models to reduce 

the computational time associated with executing hundreds LS-DYNA runs.  Because the computational time is significant, 

users must trade the number of LS-DYNA solutions allowed against the predictive accuracy. However, for problems where 

time constraints are not prohibitive, the optimization algorithm should converge to a global optimum.  
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For the simulated helicopter example studied in the paper, a flawed parameter set was evaluated and found to be inadequate 

using metric M1.  After determining a revised set of parameters, results from calibration show an overall prediction error 

reduction of 8%.  Although this may appear to be a relatively small overall reduction, improvements at specific sensor 

locations can be significantly better.  Furthermore, improvements in orthogonality values after calibration resulted in 

matching 7 impact shapes with orthogonality values greater than 0.9 as compared to the initial model that only matched 1 

impact shape.  Improvements in orthogonality produced multi-dimensional improvements in the overall model predictive 

capability.  Finally, because the calibration process was demonstrated using simulated experiment data, it was shown that 

although exact changes were not identified, regions where changes needed to be made were identified. 
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Table 1 Initial parameter description 

No. Parameter 
Description 

Nominal Lower 
Bound 

Upper 
Bound 

1 E back panel (lbs/in2) 10,000,000 8,000,000 12,000,000 

2 E subfloor ribs (lbs/in2) 10,000,000 8,000,000 12,000,000 

3 E keel beam web (lbs/in2) 9,880,000 7,904,000 11,856,000 

4 E stinger upper tail (lbs/in2) 10,000,000 8,000,000 12,000,000 

5 E stinger lower tail (lbs/in2) 10,000,000 8,000,000 12,000,000 

6 Et subfloor ribs (lbs/in2) 134,200 107,360 161,040 

7 Et  keel beam web (lbs/in2) 134,200 107,360 161,040 

8 Et  lower tail stinger (lbs/in2) 134,200 107,360 161,040 

 

 

Table 2 Revised parameter description 

No. Parameter 
Description 

Nominal Lower 
Bound 

Upper 
Bound 

Calibrated 
Value 

1 Keel beam stiffener thickness (in) 0.020 0.015 0.025 0.0161 

2 Belly panel thickness (in) 0.090 0.08 0.135 0.1008 

3 Keel beam thickness (in) 0.040 0.035 0.045 0.0358 

4 Lower tail thickness (in) 0.040 0.035 0.045 0.0414 

5 Back panel thickness (in) 0.020 0.015 0.025 0.0166 

6 Upper tail thickness (in) 0.020 0.015 0.025 0.0168 
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Figure 1.   MD-500 helicopter model. 

1a) during test preparations 1b) “as-tested” finite element model 

Figure 2.   Simplified finite element model. 

t = 0.00 sec 

t = 0.018 sec t = 0.060 sec 

t = 0.036 sec 

Figure 3.   Four frames of the LS-DYNA simulation as the helicopter impacts the hard surface. 
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Figure 4.   Helicopter wireframe for a) simplified model b) simulated test sensor placement and 
numbering. 
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Figure 5.   Velocity vector 2-norm for analysis (with 150 LS-DYNA runs) and for simulated test. 
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Figure 6.   Velocity vector 2-norm for analysis (with 50 LS-DYNA runs) and for simulated test. 
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Figure 7.   Orthogonality results using impact shapes from the simulated test and 

baseline model. 

17



  

1 

2 

3 

4 

5 

6 

7 

8 

Figure 8.   Test impact shape number 2 ( 2 0.18) animation sequence. 
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Figure 10.   Comparison of the velocity 2-norm using simulated test, baseline, and calibrated 
model data. 
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Figure 11.   Comparison of velocity response for the simulated test, baseline, and calibrated 
model data. 
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Figure 12.   Orthogonality results using impact shapes from the simulated test and calibrated 
model. 
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Figure 13.   Sections altered to create the perturbed model and changes suggested during 
calibration.  
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ABSTRACT 
 
This study investigates the dynamic behaviour of railway bridges crossed by travelling trains. A simplified formulation was 
adopted in order to perform a direct analysis of the effects of the parameters involved in the problem. The bridge is modelled 
as a rectangular plate, while the trains are modelled as travelling inertial distributed loads. The formulation is accomplished 
by the use of the Rayleigh-Ritz method, yielding a low order model with time-dependent coefficients. Several numerical 
examples are presented and discussed, aimed at investigating the effects of each of the model-governing parameters. 
 
Keywords 
 
Railway bridges, moving loads, Rayleigh-Ritz method. 
 
Nomenclature 
 

C damping matrix u unit step distribution 
D stiffness of the plate V potential of applied loads 
E Young’s modulus v velocity of the load 
g gravity acceleration w displacement 
H velocity response function x spatial coordinate 
h thickness of the plate y spatial coordinate 
K stiffness matrix  velocity ratio 
L length   frequency parameter 
l width  relative error 
M mass matrix  modal matrix 
n modal index  length ratio 
p load per unit area  Poisson’s ratio 
r mass ratio  mass per unit area 
q modal coordinate n modal natural frequency 
t time  moving coordinate 
U potential of strain energy  damping factor 

 
1 Introduction 
 
In the analysis of dynamic effects of railway vehicles on bridges, simplified models are suggested and usually used, taking 
into account only some aspects, such as deterministic, vertical effects, and the influence of moving forces and masses [1-2]. 
Inertial effects of both bridge and vehicle can be influential, and not negligible, since the mass of the external load introduces 
a coupling effect between the load and the structure. Other important aspects, such as dynamic properties of travelling 
vehicles and track irregularities, are not considered in the present study. 
The railway bridge model most commonly used is a continuous Euler Bernoulli beam [2], or a Timoshenko beam [3], 
traversed by either concentrated [4] or distributed moving loads [5]. Possible applications of lumped vibration absorbers have 
also been investigated [6]. However, in the present study a homogeneous Kirchhoff plate is considered, allowing the analysis 
of lateral vibrations due to trains travelling on double-track bridges. Structure damping is included in the model, as it may 
play an important role. 
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The train is simply modelled by means of a continuous load in the form of a moving strip, an idealization which can be 
adopted when the span of the bridge is large in comparison with the distance between axles [2]. A constant speed of motion 
of vehicles along the bridge is assumed. 
The formulation is accomplished by the use of the Rayleigh-Ritz method [7], and the solution is expressed in terms of a linear 
combination of functions, which in the present study are selected as tensor products of eigenfunctions of prismatic 
pinned-pinned and free-free beams in flexural vibration. This approach yields a reduced order model with time-dependent 
coefficients, allowing a parametric analysis of plates loaded by travelling distributed masses. 
Different example cases are presented and discussed in detail, analyzing the effects of velocity, mass and length of the train 
on the plate’s dynamic response with respect to the mass, stiffness and damping of the plate itself.     
 
2 Theoretical model 
 
A homogeneous isotropic Kirchhoff plate is considered, simply supported on two opposite sides, free on the other two sides 
and crossed by a travelling distributed load. The load per unit area p over the plate may be expressed as: 
 

 
2

2

( , , )( , , ) ( , ) , vt x
d w x y tp x y t f y g x t

dt
,  (1) 

 
where w is the vertical displacement of a point of the plate or of the load (Fig.1), t is the equivalent mass per unit area of the 
load, g is the gravity acceleration, vx is the travelling speed in the x direction,  is a moving coordinate in the same direction 
[1] and f models the translating strip representing the instantaneous position of the load: 
 
 ( , ) ( ) ( ) ( ) ( )t tf y u L u u y u y l .  (2) 
 
Note that within the present study t is assumed to be constant; however, piecewise-constant or other distributions t(  ) may 
be considered and adopted in the following developments. 
Equation 2 contains the unit step distribution u( ), Lt and lt are the length and the width of the strip modelling the train, and  
is the distance between the side of the strip and the edge y = 0 of the plate, as shown in Fig. 1. The second term on the 
right-hand side of Eq. 1 describes the inertial action of the load. The total acceleration may be expressed in the following 
general form: 
 

 
2 2 2 2 2 2 2

2 2
2 2 2 2v 2v v v 2v 2v a ax x y y x y x y

d w w w w w w w w w
x y x t y t x ydt t x y

  (3) 

 
where vx, vy, ax, ay express the velocities and accelerations of the travelling load in the x and y directions respectively [1]. 
Considering a train travelling at constant speed v in the x direction, Eq. 3 reduces to: 
 

 
2 2 2 2

2
2 2 22v vd w w w w

x tdt t x
  (4) 

 
The first term of the right-hand side of Eq. 4 expresses the influence of vertical acceleration of the moving load, the second 
term the influence of Coriolis acceleration, and the third term the influence of track curvature [1]. 
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Fig. 1 Model scheme 

 

22



The functional of the total potential energy of the coupled system can be written as the sum of a term U due to the strain 
energy plus a term V representing the potential of all applied loads (including the inertial forces): 
 
 U V   (5) 
 
The potential of the strain energy can be written in terms of second order derivatives of the out-of-plane displacement w:  
 

 
3

2 2 2
2

0 0

1 2 2(1 ) ,
2 12(1 )

b bl L

xx yy xx yy xy
EhU D w w w w w dxdy D   (6) 

 
where the subscripts denote differentiation with respect to the spatial variables and D is the flexural stiffness of the plate, 
expressed as a function of Young’s modulus E, Poisson’s ratio  and thickness h [7]. In the adopted formulation the inertial 
forces are included in the potential of applied loads V as follows: 
 

 b
0 0

( )
b bl L

V ww wp dxdy   (7) 

 
where b is the mass per unit area of the plate and p is the load in Eq. 1. The out-of-plane displacement w is expressed by 
means of a linear combination of shape functions, selected as products of homogeneous uniform prismatic beam 
eigenfunctions : 
 

 
1

( , )
N

n n
n

w q w q   (8) 

 
where q is the generalized coordinate vector. Introducing the displacement expansion in the quadratic functional , and 
imposing its stationarity, yields the following algebraic eigenproblem: 
 
 2 2[ ] 2 [ ] [ ]r r r rgM M q C q K K q f   (9) 
 
with: 
 

 2

v 1, ,t

b b bb

Dr
L L

  (10) 

 
where  is a frequency parameter and  is a dimensionless parameter depending on the speed v. The matrices in square 
brackets in Eq. 9 can be regarded as dimensionless quantities, and they can be computed according to the following integrals: 
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K
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  (11) 

 
In Eq. 11 the integration interval [x0, x1] is time-dependent. 
Introducing the ratio between the lengths Lt and Lb: 
 

 t

b

L
L

  (12) 

then x0 and x1 vary according to Tab. 1. 
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Table 1 Time-dependent interval of integration 
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To model energy dissipation within the structure, a dimensionless damping matrix C may be defined by means of the plate 
modal matrix  (mass normalized) and eigenvalues n (computed from the M and K matrices), and considering a modal 
damping ratio  equal for all modes: 
 

 T 1 T 12 2 2n ndiag diagC   (13) 

 
Introducing Eq. 13 in Eq. 9 yields: 
 
 2 2[ ] 2 [ ] [ ]r r r rgM M q C C q K K q f   (14) 
 
Equation 14 is a reduced order discretized model with time-dependent coefficients, which can be solved numerically. 
 
3 Numerical results 
 
Some numerical examples are presented for studying the dynamic behaviour of the model described in section 2. The 
influence of parameters v, r, , ,  governing Eq. 14 is highlighted by studying time responses w(t) and dynamic response 
functions H of the dimensionless frequency  (playing the role of ‘frequency response functions’) defined according to: 
 

 
, ;

max ( )
( , ; )

w
t

s x y

w t
H x y   (15) 

 
where ws is the static deflection due to the load centered in Lb/2. 
Numerical solutions of Eq. 14 are computed using the Runge-Kutta algorithm, expanding the solution w (Eq. 8) with 4  2 
beam eigenfunctions (4 pinned – pinned eigenfunctions along x direction and 2 free – free eigenfunctions along y direction). 
Realistic values for parameter  are computed by means of the empirical expression: 
 

 2
1

2
b

a L   (16) 

 
based on large collections of experimental data [2], where a and  are parameters depending on the kind of bridge considered, 
as reported in Tab. 2. The values (in Hz) of the first natural frequency and of parameter  for different kinds of bridges are 
reported as functions of the length Lb in Fig.2. 
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Fig. 2 First natural frequency f1 [Hz] (left) and frequency parameter  [rad/s] (right) 

as functions of the length Lb for different kinds of bridges 
 

Table 2 Parameters in Eq.16, as reported in [2] 
 

Kind of bridge a  

General bridges (average case) 133 0.9 

Steel truss bridges 307 1.1 

Steel plate girder bridges with ballast 59 0.7 

Steel plate girder bridges without ballast 208 1 

Concrete bridges with ballast 190 1.1 

Concrete bridges without ballast 225 1.2 
 
Effect of the speed of the load 
As a reference case study, the following values for the parameters are assumed: 
Plate: Lb = 50 m, lb = 10 m,  = 5  rad/s,  = 0.05.  
Moving load:  = 1.4, lt = 2.5 m,  = 1.5 m, r = 0.5.    
Time responses w(t) are computed at coordinate x = Lb/2, y = lb/2 with speed v varying from 30 m/s to 50 m/s (108 Km/h to 
180 Km/h), as shown in figure 4. 
 
Maximum deflection at different points 
Parameter values are assumed as in the reference case. Response functions H( ) are computed at different points (x, y) along 
the structure, as reported in Fig. 3. The frequency parameter varies from 0.1 up to 1, i.e. v varies from 40 Km/h up to 400 
Km/h. Functions H(x, y; ) show a peculiar undulating trend, not significantly affected by the choice of coordinate x. 
 
Effect of the mass of the load 
Parameter values are assumed as in the reference case with v = 40 m/s = 144 Km/h, varying r from 0.1 to 1. Response 
functions w(t) and H( ) are computed in x = Lb/2, y = lb/2, as reported in Fig. 4. 
 
Effect of the length of the load 
Parameter values are assumed as in the reference case with v = 40 m/s = 144 Km/h, varying  from 0.1 to 2. Response 
functions w(t) and H( ) are computed in x = Lb/2, y = lb/2, as reported in Fig. 5. Parameter  (related to Lt) is able to 
significantly affect the behaviour of H( ). Note that the plots of H( ) in the case   1 are superimposed. 

25



0 1 2 3 4 5
-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5
x 10

-3

t [s]

w
 [m

]

v = 40 m/s
v = 50 m/s
v = 30 m/s

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 11
1

1.02

1.04

1.06

1.08

1.1

H

x = Lb/2; y = lb/2

x = Lb/4; y = lb/2

x = 3Lb/4; y = lb/2
x = Lb/2; y = 0

x = Lb/2; y = lb

 
 

Fig. 3 Effect of parameter v on w(t) (left); H( ) at different points (x, y) (right) 
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Fig. 4 Effect of parameter r on w(t) (left); effect of parameter r on H( ) (right) 
 

0 1 2 3 4 5
-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5
x 10

-3

t [m]

w
 [m

]

 = 0.2
 = 0.6
 = 1.0
 = 1.4
 = 1.8

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1

1.05

1.1

1.15

1.2

1.25

1.3

1.35

1.4

1.45

H

 = 2.0
 = 1.0
 = 0.5
 = 0.1

 
Fig. 5 Effect of parameter  on w(t) (left); effect of parameter  on H( ) (right) 
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Fig. 6 Effect of parameter  on H( ) (left); effect of parameter  on H( ) (right) 
 

0 0.5 1 1.5 2 2.5 3 3.5
-2.5

-2

-1.5

-1

-0.5

0

0.5
x 10

-3

t [s]

w
 [m

]

 = 1/480
 = 1/48
 = 1/6
 = 1/2

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1

1.05

1.1

1.15

1.2

1.25

1.3

1.35
H

 = 1/2
 = 1/6
 = 1/48
 = 1/480

 
Fig. 7 Effect of partially distributed load on w(t) (left); effect of partially distributed load on on H( ) (right) 

 
Effect of structural stiffness 

Parameter values are assumed as in the reference case, varying  from 3  rad/s to 8 rad/s. Response functions H( ) are 
computed in x = Lb/2, y = lb/2, as reported in Fig. 6. The plots are almost superimposed. 
 
Effect of structure damping 
Parameter values are assumed as in the reference case, varying  from 0 to 1. Response function H( ) is computed in x = Lb/2, y = 
lb/2, as reported in Fig. 6. Raising  reduces the amplitude of oscillation of H( ), until its behaviour becomes monotonic (however 
this is not the case for real bridge structures). 
 
Effect of partially distributed load 
Parameter values are assumed as in the reference case, with Lt = 24 m and v = 40 m/s = 144 Km/h. Different loading 
distributions are compared: the continuous one (as represented in Fig. 1) and ‘partial’ distributions consisting of two shorter 
sections in which the load is distributed.  
The assumed ‘partial’ distributions are given by: 

 0 andt t
t t

L L
L L   (17) 
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with   0.5 (  = 0.5 yields the ‘continuous’ distribution). Since for the continuously distributed load it is assumed r0 = 0.5, 
for the ‘partially distributed’ load described by Eq. 17 r0 increases to r = 1/(2 )  r0. Response functions w(t) and H( ) are 
computed in x = Lb/2, y = lb/2 for different values of  (1/6, 1/48, 1/480) as reported in Fig. 7. Load distribution variations 
such as that described in Eq. 17 may dramatically affect the behaviour of the response function H( ).  
 
Effect of time dependent matrices 
Parameter values are assumed as in the reference case, with v = 40 m/s = 144 Km/h. The effect of neglecting the time 
dependent matrices M, C, K on the solution w(t) is evaluated by introducing a relative error, according to: 

 M

( ) ( )
max ( )t

w t w t
w t

M 0   (18) 

where [w(t)] M = 0 refers to the solution computed assuming M = 0 in Eq. 14. 
Similarly, C and K can be defined, considering C = 0 and K = 0.  
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Fig. 8 Effect of neglecting time dependent matrices M, C, K on w(t) (left) and on H( ) (right)    

 
The error functions M, C and K are plotted versus time in Fig. 8, where Tot represents the total error, assuming M, C and 

K equal to 0 at the same time. The smallest, and negligible contribution to the error Tot appears to be C, while the main 
contribution is due to M. Fig. 8 also shows the effect on H( ) of neglecting the time dependent matrices M, C, K. 
Again, the effect of neglecting C is very small. The total error, on the contrary, can be significant. 
 
4 Discussion 
 
Function H(x, y; ) appears to be an effective tool for studying the dynamic behaviour of a structure crossed by travelling 
loads with constant speed, in some way equivalent to a ‘frequency response function’ for time-varying coefficient systems. 
This function shows peculiar undulating trends (Fig. 3), influenced by the parameters governing Eq. 14. The response can be 
evaluated at any coordinate point (x, y) of the plate, making it possible to study the variation of structural deflection also 
along the y coordinate (Fig. 3). Mass parameter r can produce important shifts in magnitude, but not in shape (Fig. 4). On the 
contrary, length parameter  controls both shape and magnitude of H( ) (Fig. 5), but only in the case 0 <   1. The damping 
parameter  has the effect of progressively smoothing the oscillation of H( ), until it becomes monotonic (Fig. 6, though the 
latter limit case is not realistic for actual bridge structures): in general, the reduction in amplitude becomes particularly 
significant at high speed. Frequency parameter , within the range of real bridges, scarcely affects the behaviour of H( ) 
(Fig. 6), so H may be considered independent from . Changes in the spatial distribution of the load can produce dramatic 
variations in H( ) (Fig. 7): this result should highlight the importance of properly modelling the ballast, directly influencing 
the load distribution on the actual structure.  
The contribution to the solution of the time dependent matrices M, C and K is globally not negligible (Fig. 8), however 
the effect of C is usually very small in comparison with the contributions of K, and especially of M. 
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5 Conclusions and future work 
 
In this study, the dynamical behaviour of railway bridges crossed by travelling trains was investigated by adopting a 
simplified model, i.e. a plate loaded by a travelling distributed mass, solved by means of the Rayleigh-Ritz method.  
The effects of each of the model governing parameters was studied introducing a dynamic function of the travelling speed, 
equivalent to a ‘frequency response function’ for time-varying coefficient systems. This function can be an effective tool for 
studying the dynamic behaviour of a structure crossed by travelling loads, since the travelling speed is the most important 
parameter influencing the dynamic stresses in railway bridges, which in general increase with increasing speed. 
In particular, it was shown how different spatial distributions of the load can deeply influence the dynamic response of the 
structure, highlighting the importance of properly modelling the ballast. Future work will thus concern this significant 
problem.   
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ABSTRACT 

 Often structural dynamic systems cannot be modeled with constant stiffness, mass and 
damping.  For example, wind turbines, helicopters, turbomachinery, and a variety of nonlinear 
structures linearized about a periodic limit cycle all may contain time-periodic terms in their 
equations of motion even if the equations are still linear.  Linear time periodic systems such as 
these may exhibit parametric resonance, where the damping in the system is negative at certain 
rotational frequencies, leading to catastrophic failure.  The authors previously presented an 
extension of operational modal analysis to linear time periodic systems.  The previous work 
introduced a new type of spectrum, dubbed the harmonic autospectrum, discussed how to 
interpret the spectra, and showed how the simple peak picking method could be used to extract 
an estimate for the linear time-periodic model of a system from measurements.  This paper builds 
on that work, revealing how more advanced operational modal analysis methods can be extended 
to linear time-periodic systems.  Curve fitting approaches for both the harmonic autospectra and 
the positive harmonic spectra are applied to simulated measurements from two time-periodic 
systems, and the OMA based Enhanced Mode Indicator Function (EMIF) method is used to 
extract the modal parameters from the enhanced positive power spectrum.  These extensions are 
found to provide more accurate estimates of the damping of the modes of the time-periodic 
systems, and to provide good estimates of the mode shapes of the systems so long as the 
measurements stand out clearly above the noise.  Application of the complex mode indicator 
function an the EMIF algorithm makes it possible to separate the forward and backward whirling 
modes of a wind turbine, which is difficult since each of these modes is manifest at several 
harmonics due to the anisotropy in the tower supporting the turbine. 
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1. INTRODUCTION 
 Many important structural systems require time-varying terms in their equations of 
motion.  For example, the stiffness matrix of a two-bladed wind turbine [1] or any wind turbine 
with non-identical blades [2] depends on the angle of the rotor, and if the rotor speed is constant 
the equations of motion become linear time periodic (LTP).  Linear time periodic equations of 
motion are commonly used to model other kinds of rotating machinery [3], for studying the 
stability of various classes of nonlinear systems linearized about a periodic limit cycle , and they 
have also been used to accelerate laser Doppler vibrometry measurements using the Continuous 
Scan (CSLDV) approach [4]. 
 In a prior work, the authors presented a operational modal analysis (OMA) methodology 
for linear time periodic systems and validated it using simulated measurements from a Mathieu 
oscillator and a rotating wind turbine [5, 6].  Measurements from the latter were simulated using 
HAWC2 [7], a high fidelity simulation code that includes the random loading that the wind 
applies to the rotating turbine.  The LTP-OMA methodology was subsequently applied to 
continuous scan laser vibrometry measurements from a few different structures [8], revealing 
that the methodology is capable of extracting detailed mode shapes from real experimental 
measurements. 
 The authors’ original work [5, 6] presented the LTP-OMA methodology and focused on 
interpreting spectral measurements from the time-periodic systems.  The simple peak-picking 
method was used to extract time-periodic models of the systems from the autospectrum of the 
output.  Several more advanced techniques exist for interrogating and curve fitting operational 
modal analysis measurements from linear time invariant systems.  This work shows how some of 
those methods can be applied to measurements from linear time periodic systems.  Methods for 
curve fitting the spectra to a modal model, both the full harmonic power spectra as well as the 
positive harmonic spectra, and the two methods are compared.  The OMA based Enhanced Mode 
Indicator Function (EMIF) method [9], an extension to the complex mode indicator function 
(CMIF) is also applied to the measurements and its performance is evaluated. 
 The following section reviews the LTP-OMA identification methodology and shows how 
the advanced OMA methods can be adapted to measurements from the time periodic system.  In 
Section 3 the methods are applied to simulated measurements from two linear time periodic 
systems, a Mathieu oscillator and a 5MW wind turbine in operation.  Section 4 presents the 
conclusions. 

2. THEORY 
 The state space equations of motion of a linear time-periodic (LTP) system can be written 
as follows, 

 
( ) ( )
( ) ( )

x A t x B t u
y C t x D t u
= +
= +

�
 (1) 

where A(t+TA) = A(t) and the other matrices are periodic as well with the same period.  The 
fundamental frequency of the time-periodic system is denoted ωA = 2π/TA.  The state transition 
matrix (STM) [10] gives the free response of such a system at time t via the relationship, 
 0 0( ) ( , ) ( )x t t t x t= Φ . (2) 

One can also write the forced response of the system in terms of the STM as follows. 

 ( )
0

0 0( ) ( ) ( , ) ( ) ( ) ( , ) )
t

t

y t C t t t x t C t t B u dτ τ τ τ= Φ + Φ (∫  (3) 
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In the absence of degenerate roots, the state transition matrix of an LTP system can be 
represented as a modal sum [11, 12], 

 0( )
0 0

1
( , ) ( ) ( ) r

N
t tT

r r
r

t t t L t eλψ −

=

Φ =∑  (4) 

where λr is the rth Floquet exponent of the state transition matrix, ψr is the rth time-periodic 
mode vector of the STM and Lr is the rth column of  [ ]1 2( ) ( ) ( ) Tt t tψ ψ −Ψ = " .  The Floquet 
exponents of an LTP system are analogous to the eigenvalues of a Linear Time Invariant (LTI) 
system, which can be written in terms of the damping ratio ζr and natural frequency ωr as 

2i 1r r r r rλ ζ ω ω ζ= − + −  for an underdamped mode. 
In a prior work [5, 6], the authors used this equation to derive an expression for the 

output auto spectrum of a linear time periodic system in terms of the modal parameters of the 
state transition matrix.  In order to achieve this, first an exponentially modulated version of the 
output signal is developed as follows, 

 
TT T T

1 0 1( ) ( ) ( ) ( )y y yω ω ω ω−⎡ ⎤= ⎣ ⎦Y " "   (5) 

where 

 ( i i )( ) ( ) An t
ny y t e dtω ωω

∞
− −

−∞

= ∫  (6) 

is simply the Fourier transform of y(t), shifted in frequency by nωA where n is an integer.  Then, 
the harmonic autospectrum ( )( ) E ( ) ( )H

yyS ω ω ω= Y Y  is given by the following equation when 
D(t) = 0. 
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C W C  (7) 

The matrix W(ω) is a function of the input spectrum and is assumed to be reasonably flat.  The 
dominant terms in the summation above are those for which i ( i )r Alω λ ω− −  and 
i ( i )s Akω λ ω− −  are both minimum at the same frequency.  If the sidebands for mode r do not 
overlap with those for mode s, then the largest terms occur when r=s and l=k and the expression 
becomes the following. 
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This is a summation of terms with ( )( )i i Hω λ ω λ− −  in the denominator, or squared modal 
contributions, so the harmonic autospectrum has the same mathematical form as the output 
autospectrum of a multi-output linear time invariant system.  However, there are a few important 
differences.  First, the expression contains a summation over both the modes, whose eigenvalues 
are λr, and also a summation over the harmonics of ωA using the integer index l.  As a result, the 
autospectrum of the LTP system will have peaks near each natural frequency, ωr, and also at the 
frequencies ωr ± lωA for any integer l.  Second, the mode vectors ,r lC  are actually the Fourier 
coefficients of the time-varying mode shapes of the LTP system as discussed in [5, 6].  These 
vectors could have infinite dimension, but in practice some finite number of terms Np is 
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sufficient to accurately describe the mode shape.  Hence, if the system as No outputs, then the 
vectors ,r lC  have length No×Np, where Np is the number of modulations used to form Y(ω) in eq. 

(5).  Many different vectors ,r lC  can be identified, but each contains the same Fourier 
coefficients of the observed mode vectors shifted by l.  Specifically, if the time varying mode 
shape at the output is 

 ,( ) ( ) Ajn t
r r n

n
C t t C e ωψ

∞

=−∞

= ∑  (9) 

then ,r lC  is given by. 

 , , 1 , ,1

TT T T
r l r l r l r lC C C− − − −⎡ ⎤= ⎣ ⎦C " "

Additional details of this theory can be found in [5, 6]. 
 In a previous work [5], the authors used the peak picking method together with the 
expressions developed above to estimate the natural frequencies and the mode vectors ,r lC  of the 
LTP system.  This work explores other more advanced methods, including curve fitting and 
advance spatial domain tools, such as CMIF, based methods for the purpose of modal parameter 
estimation of LTP systems. 
2.1. Curve fitting autospectra 

Since the harmonic autospectrum, (or equivalently harmonic power spectral density, here 
denoted HPSD) of an LTP system was shown in eq. (8) to have same mathematical form as an 
LTI system (i.e. it is a summation of modal contributions squared), it can be put into a 
convenient form for curve fitting.  Assuming underdamped modes λr+(N/2) = λr

*, where ()* 
denotes complex conjugate, and contribution due to each underdamped mode can be collected 
and written as follows after a partial fraction expansion. 
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Alternatively, this could be written as a matrix polynomial model with complex coefficients in 
even powers of (iω).  Various algorithms can fit a model of this form to a set of measurements.  
For this work the Algorithm of Mode Isolation (AMI) [13] was modified to fit a model of the 
form described above and used to extract modes from the harmonic autospectrum. 
2.2. Positive Power Spectra 

The power spectrum of a signal possesses four quadrant symmetry, and hence it includes 
information of system poles twice. This can also be seen in eq. (11), which contains each of the 
poles, once having positive damping and other having negative damping (note that same is true 
for the complex conjugate pole as well). These extra negatively damped poles can lead to 
difficulty when estimating the modal parameters of the system. 

This problem can be dealt with by considering positive power spectra instead of power 
spectra.  The inverse FFT of the power spectrum is found, and then a rectangular window is used 
in the time domain to eliminate the negatively damped modes by retaining only the decaying part 
of the impulse response function.  Thus PPS functions have the same form as a typical frequency 
response function (FRF) has, making them more suitable for modal parameter estimation. The 
process of estimating PPS functions from power spectra is described in detail in [9]. 

In this work, the same approach is used to convert a set of harmonic power spectra into 
positive harmonic power spectra.  Once this has been done, the negatively damped poles are no 
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longer present and the positive harmonic power spectrum (pHPSD or ( )yyS ω+ ) can be written in 
the following mathematical form. 
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The pHSPD has the usual magnitude and phase relationship as a frequency response function, so 
it can often be more accurately curve fit.  In the following the AMI algorithm in [13, 14] was 
used to fit a model of the form above to the power spectra in order to construct the time periodic 
modes of the system.  Since the pHSPD has the same mathematical form as a frequency response 
function, no modification to the AMI algorithm was necessary when doing this. 
2.3. EMIF based Method 

The enhanced mode indicator function (EMIF) method was proposed for operational modal 
analysis in [9].  Here that approach is adapted to parameter estimation on harmonic power 
spectral measurements (HPSD).  OMA-EMIF method works on positive power spectra, which 
are defined in section 2.2. One begins by choosing a frequency range of interest and also the 
number of modes to be identified in the chosen frequency range.  The number of modes to be 
identified is typically equal to the number of dominant peaks in the CMIF plot over the chosen 
frequency range.  The positive power spectra in the chosen frequency range are then assembled 
in an augmented matrix form as shown below, where Ntot is the number of responses and Nf is 
number of frequency lines in chosen frequency range.  For an LTP system there are Np responses 
for each measurement point, so Ntot=NoNp. 
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This matrix now has all of the spatial information contained in the autospectrum, over all of the 
frequency lines that have been included in [A0].  A singular value decomposition of this 
augmented matrix yields left and right singular vectors along with the singular values.  
Supposing that Nb modes are to be indentified from the measurements, the first Nb dominant left 
singular vectors are chosen to create an enhanced positive power spectra in the chosen frequency 
range of interest. This is shown in below, where [U] is a matrix of left singular vectors of the 
augmented matrix. 

( ) ( )( ) [ ]
b totb tot tot tot

T
N NN N N N

ePPS S U Sω ω ω+
×× ×

⎡ ⎤⎡ ⎤= =⎣ ⎦ ⎣ ⎦     (14) 

 
The ePPS functions can now be used to identify the Nb modes by applying a single degree-of-
freedom unified matrix polynomial [15] algorithm to each of the peaks in the ePPS.  The modal 
vectors obtained from ePPS functions are in a condensed set of coordinates and can be converted 
back into physical domain by pre-multiplying the obtained modal vectors with [ ]

b totN N
U

×
. 

3. Simulated Application Examples 

3.1. Mathieu Oscillator 
This section applies the proposed methodologies to two different systems.  The first is the simple 
Mathieu oscillator, a spring mass-damper system with time-periodic spring stiffness.  The 
equation of motion for the oscillator is  
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with mc /2 0 =ζω , mk /0
2
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2
1 =ω , and input u(t).  The parameters used in this work 

are the following, m=1, k0=1, k1=0.4, and ωA=0.8 rad/s, which are the same as those used in [5, 
6]. 
 
3.1.1. Curve Fitting HPSD 
 The response of the Mathieu oscillator to a broadband random input was simulated using 
time integration, and the harmonic autospectrum (HPSD) was then computed with p=2, so n = -
2…2 in eq. (6) so Np=5 and a 5x5 HPSD matrix was produced.  The primary column of this 
matrix (i.e. the (p+1)th or 3rd column in this case) contains all of the information needed to 
identify the parameters of the system, so only it will be considered in the curve fit.  The 
composite [13], or average, of this 5x1 matrix is shown in Figure 1 with a black line.  The 
composite of a curve fit is also shown as well as the difference between the two.  The curve fit 
can be seen to follow the measurements closely near each of the peaks in the spectrum, but the 
baseline level of the curve fit is too high so the highest frequency peak is almost obscured by the 
tails of the dominant modes.  
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Figure 1:  Harmonic Autospectrum of Mathieu Oscillator response with: (black line) composite of 

actual autospectrum, (green dotted) curve fit to the HPSD and (red) composite of the difference 
between the curve fit and the measurements. 

 The authors have seen this same phenomena occur when fitting conventional autospectra 
of structural systems.  For those systems the curve fitting routine seems to ascribe more 
complexity to the modes than is warranted.  Better results can sometimes be obtained if the curve 
fitting routine is forced to fit a real mode model to the measurements, but that is not possible for 
measurements from an LTP system since the HPSD must be fit to a complex mode model.  The 
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authors also noted that the damping obtained for each of the modes seemed to be somewhat 
sensitive to the number of points around each peak that was used in the curve fit. 
3.1.2. Curve Fit to Positive HPSD (Syy

+) 
 The positive power spectra of the measurements were formed as discussed in Section 2.2.  
Figure 2 shows a composite of the 5x1 positive power spectrum in the same format used in the 
previous figure, as well as a curve fit.  The positive power spectrum seems to be smoother than 
the full HSPD, and the fit agrees very well with the measurements.  The residual (red line) is 
small and seems to contain only noise, suggesting that the curve fit has extracted all of the 
meaningful information from the measurement.  The results of the curve fits shown in Figures 1 
and 2 are summarized in Table 1, which will be discussed later. 
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Figure 2:  Positive Harmonic Autospectrum (Syy

+) of Mathieu Oscillator response with: (black 
line) composite of actual autospectrum, (green dotted) curve fit to the HPSD and (red) composite 

of the difference between the curve fit and the measurements. 

3.1.3. Application of OMA-EMIF Method to HPSD 
 The OMA-EMIF method was also applied to the simulated measurements from the 
Mathieu oscillator.  In doing so, the full power spectrum matrix for p=2 was used (rather than the 
column used in the previous two subsections).  A CMIF plot was first created from the HPSD 
matrix, which is shown in Figure 3.  The CMIF plot is far more convenient to view than the 
individual elements of the harmonic power spectrum matrix, which were shown in [5, 6], yet it 
retains information regarding the mode shapes of the system that can be used to detect modes 
with close natural frequencies.  In this plot, the peak at 0.982 Hz is the Floquet exponent of the 
system and other peaks of the same amplitude that appear in the plot are modulations of the 
Floquet exponent, λ+inωA, for n = -2,…2, where ωA=0.8 rad/s.  Other weaker peaks are also 
visible in the CMIF for other values of n. 
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Figure 3:  CMIF of the HPSD of the Mathieu oscillator response.  The individual curves 
correspond to different singular values of the HPSD matrix at each frequency.  

The EMIF methodology was then applied to the measurements, by creating the enhanced 
positive power spectrum and then fitting low-order modal models to them.  The modal paramters 
of each of the peaks were identified, but for brevity only the mode identified at the 0.982 Hz 
peak will be considered. 
 
3.1.4 Comparison of Numerical Results 

  Table 1 shows the result of parameter estimation using various methods. The column 
labeled “Peak Picking” shows the result obtained by peak picking, which was previously 
published in [6].    Each of the peaks in the HPSD, pHPSD and CMIF were fit by each method, 
and they all may contain useful information regarding the mode shapes and eigenvalues of the 
LTP system.  However, for brevity only the result obtained from the primary peak near 0.98 
rad/s is compared. 
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Fourier Coefficients of the Mathieu Oscillator Mode Shape 1,C n    
n 

Analytical Peak Picking  
Fit to Harmonic 

PSD 
Fit to Positive 

HPSD 
OMA-EMIF 

-2 0.067 0.0650 - 0.0090i 0.0667 + 0.00233i 0.0652 + 0.00095i 0.063 – 0.014i 
-1 -0.220 -0.220 + 0.0061i -0.217 -  0.00151i -0.219 - 0.00113i -0.219+0.009i 
0 1 1 1 1 1 
1 0.092 0.0906 + 0.0011i 0.0910 - 0.00126i 0.0902 - 0.00212i 0.094 + 0.001i 
2 0.00320 0.0028 - 0.0001i 0.00340 +0.00050i 0.00308 +0.00029i 0.003 + 0.0004i 

λ  -0.0200 + 0.987i -0.0270 +0.986i -0.0169 +0.987i -0.0172 + 0.988i -0.0124 + 0.988i 

ωn 0.987 0.986 0.987 0.988 0.988 

ζ 0.0203 0.0274 0.0171 0.0174 0.0123 
Table 1:  Mode shape coefficients identified at the fundamental peak using various methods.  The 

analytical vector 1,0C  is shown in the first column. 

 The results obtained by each of these methods are quite similar.  The only large 
discrepancy between the methods occurs for the damping ratio, which is poorly estimated using 
the peak picking method as expected.  The results obtained using the HPSD and the positive 
HPSD seem to have similar quality, even though the curve fit on the positive power spectrum 
seemed to be far more satisfying.  The OMA-EMIF agrees well with the other two curve-fitting 
methods. 
 The result is somewhat surprising if the fit to one of the weak peaks is compared.  Table 
2 compares the Fourier coefficients obtained at the 2.6 rad/s peak in Figures 1 and 2.  This peak 
was very weakly represented in the measurements, and was seen to be almost buried in the 
residual in the HPSD curve fit in Figure 1.  The estimates of the Fourier coefficients produced by 
the peak picking method are up to four times larger than the true coefficients, but the curve 
fitting methods give results with even greater errors.  This anomaly is readily explained.  The 
measurements from which the coefficients 2, 3 and 4 were obtained were plotted (not shown 
here) and it was observed that none of those measurements showed any visual evidence of a 
mode near 2.6 rad/s.  The spurious values seen in the table seem to arise as the least squares 
procedure attempts to fit a mode to the shoulder of one of the more prominent peaks.  On the 
other hand, a weak peak was visible in the measurement from which the n=1 coefficient was 
estimated, but even there the peak picking method seems to have achieved a better estimate of 
the Fourier coefficient. 
 

Fourier Coefficients of the Mathieu Oscillator Mode Shape 1,C n  
n 

Analytical Peak Picking Fit Harmonic PSD Fit Positive HPSD 

0 1 1 1 1 
1 0.092 0.0918 + 0.00090i 0.0626 +   0.0246i -0.0701 +  0.00662i 
2 0.003197 0.0136 - 0.00054i -0.32764 +   0.055243i 0.940 +    0.184i 
3 0.000039 0.000824 - 0.000289i -0.0137 -   0.0133i -0.112 -   0.0409i 
4 -0.000015 0.000053 - 0.00021i -0.000688 + 0.00072i -0.0152 -  0.00348i 

λ  -0.0200 + 2.587i - -0.0185 + 2.592i -0.0223 +     2.593i 

ωn 2.587 2.588 2.592 2.593 
Table 2:  Mode shape coefficients identified at the 2.6 rad/s peak in the HPSD and pHPSD using 

various methods. 
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3.2. Simulated Measurements from a Wind Turbine 
 This section applies the proposed LTP system identification methods to a much more 
challenging problem, a 5MW wind turbine rotating at constant speed due to aerodynamic 
forcing.  Turbulence in the incoming wind provides a source of broadband random excitation.  
The system and conditions studied here are identical to those reported in the authors’ prior work 
[5, 6], where peak picking was used to identify the edgewise modes of the turbine.  In that work, 
some difficulty was reported in distinguishing the forward and backward whirling modes of the 
turbine since many of their harmonics overlap.  Here the advanced LTP system identification 
algorithms will be applied to that system in an effort to enhance the results.  The wind turbine is 
rotating at a constant rate of 0.201 Hz in these measurements, driven by a wind with logarithmic 
shear with 18 m/s velocity at hub height. 
 Measurement of the edgewise motion of each of the three blades was simulated, as well 
as lateral and fore-aft motion of the tip of the tower.  The harmonic autospectrum matrix was 
computed for these five measurements with n=-2…2.  The total measurement set is quite 
difficult to visualize, so two separate CMIFs were created, shown in Figures 4 and 5.  Figure 4 
shows a CMIF including the two measurement points on the tower and all of their harmonics.  
As with the results in the previous section, only the primary column of the HPSD matrix was 
used, so the CMIF is based on a 10x2 matrix.  The CMIF clearly shows the presence of the first 
two modes of the tower, both near 0.27 Hz.  The forward whirling mode of the rotor is also 
visible at 1.16 Hz, and there is a very small peak near 0.76 Hz, where the corresponding 
backward whirling mode should be.  A harmonic of the forward mode also seems to be visible 
near 1.36 Hz.  Finally, there is a large triangular shaped peak in the spectrum near the blade-pass 
frequency of 0.6 Hz.  This is due to the aerodynamic forcing function of the system and is not a 
mode of the structure, as discussed in [6, 16]. 
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Figure 4:  CMIF of the HPSD for tower motion of wind turbine.  

Figure 5 shows the CMIF using the three edgewise blade measurements as references.  In 
this spectrum, contamination is clearly visible at the rotor speed and its harmonics: 0.2 Hz, 0.4 
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Hz, 0.6 Hz and (diminished) at 0.8 Hz.  The dominant peaks in the spectrum are the edgewise 
modes of the turbine near 0.96 Hz. These are the same forward and backward whirling modes 
that were seen in Figure 4, but the blade measurements were taken in the rotating reference 
frame so those two modes appear at the same frequency in these measurements.  The second 
singular value seems to show a coherent peak at 0.96 Hz, indicating that two modes are present 
at this peak.  Each of these modes are expected to appear at modulations of this frequency: 0.96 
+ n0.201Hz as well.  Any modulations below 0.96 Hz would be obscured by the harmonics of 
the rotor frequency, but two harmonics are visible at 1.16 and 1.36 Hz.  However, only one 
singular vector is visible at each of those peaks, suggesting that one of the two modes is obscured 
by noise at those frequencies due to the non-ideal nature of the input spectrum. 

In order to quantify these modes, the OMA-EMIF algorithm was applied to the peaks at 
0.96 Hz and 1.36 Hz.   Two modes were identified at the former frequency and one at the latter 
with natural frequencies 0.9623, 0.9636, and 1.366 Hz.  The corresponding mode vectors are 
shown in Table 6.  The magnitude and phase (in degrees) of each Fourier coefficient is shown.  
The first mode (0.9323 Hz) shows significant harmonics at n=0 and n=2, the latter being about 6-
7% of the former in magnitude.  The other harmonics seem to be caused by noise in the 
measurements.  In contrast, the second mode (0.9636 Hz) only has significant Fourier 
coefficients for n=0; all of its other Fourier coefficients seem to be at the level of the noise.  The 
coefficients identified at 1.366 Hz are due to a modulation of one or both of the first two modes 
by twice the rotational frequency.  Their Fourier coefficients have been shifted (e.g. to account 
for l in eq. (10)) so that they can be compared with the other two modes.  The resulting 
harmonics agree very well with those for the first mode in both magnitude and phase.  This 
suggests that the mode identified at 1.366 Hz is merely a replicate of the 0.9323 Hz mode due to 
the modulation in eq. (7). 

These results agree very well with what would be expected for a turbine such as this.  The 
phases of the n=0 harmonics of the first mode decrease from blade 1 to 2 to 3, revealing that this 
is a forward whirling mode.  Its n=2 harmonics show phase angles that increase from blade 1 to 2 
to 3, indicating that the n=2 harmonics are a backward whirling component of this forward 
whirling mode.  This same behaviour was observed for a simulated turbine in [2] and arises due 
to the anisotropy of the tower.  The phases of the n=0 harmonic of the second mode reveal that 
this mode is a backward whirling mode.  None of the other harmonics for that mode show the 
expected phase relationship, so they are all most likely due to noise. 
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Figure 5:  CMIF of the HPSD for edgewise motion of the three blades of the wind turbine.  

 
0.9623 Hz, M1 0.9636 Hz, M2 1.366 Hz 

n Blade Mag Phs (o) Mag Phs (o) Mag Phs (o) 
-2 B1 0.023 -174 0.123 -158 - - 
-2 B2 0.024 -179 0.142 -165 - - 
-2 B3 0.024 -175 0.116 -171 - - 
-1 B1 0.017 -4 0.040 19 - - 
-1 B2 0.006 139 0.036 110 - - 
-1 B3 0.018 -78 0.028 -88 - - 
0 B1 1 0 1 0 1 0 
0 B2 0.957 -121 1.039 119 0.948 -122 
0 B3 0.964 122 1.045 -117 0.946 122 
1 B1 0.025 -117 0.015 -123 0.022 -117 
1 B2 0.022 -114 0.032 54 0.020 -108 
1 B3 0.015 -135 0.036 -29 0.016 -126 
2 B1 0.068 -102 0.006 50 0.072 -102 
2 B2 0.070 21 0.011 0 0.072 21 
2 B3 0.067 138 0.009 15 0.069 138 
3 B1 - - - - 0.002 -73 
3 B2 - - - - 0.003 125 
3 B3 - - - - 0.008 64 
Table 6:  Fourier coefficients identified from the HPSD using the OMA-EMIF method.  

4. CONCLUSIONS  
 This paper has extended several advanced methods for operational modal analysis to 
linear time periodic systems.  Curve fitting methods were demonstrated both on the harmonic 
autospectrum and the positive harmonic autospectrum.  The latter were found to be simpler to 
curve fit and to produce good agreement between the reconstructed and measured positive 
autospectra.  Even then, both methods were found to identify natural frequencies, damping ratios 

42



 

and mode shapes of similar quality.  On the other hand, when the curve fitting methods were 
applied to very weak peaks in the harmonic autospectra, both methods gave overly large 
estimates for the Fourier coefficients that were buried in the noise.  In this respect, the peak 
picking method was preferred for these very weak peaks.  In any event, it seems advisable to 
question the accuracy of any Fourier coefficient that is not well represented in the spectrum. 
 The methods were also applied to simulated measurements from a 5MW wind turbine 
which was rotating at constant speed.  Complex Mode Indicator Functions were formed from the 
measurements and shown to reveal many of the modes of the turbine, including the first 
edgewise modes of the turbine, which are of special interest since they tend to be lightly damped 
and hence can limit the life of the turbine.  The OMA-EMIF method was also applied to the 
measurements and was successful in extracting the forward and backward whirling modes, both 
of which appeared at the same frequency in the blade measurements.  This method proved to a 
significant aide; in the authors previous work [5, 6] the shapes identified by peak picking were 
shown and with that method it was very difficult to separate those two modes. 
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ABSTRACT  

Operation modal analysis has become an alternative for structures in which input data is difficult to 
measure. The sensitivity-based operational mode shape normalization technique was originally 
introduced by Parloo et al. in 2002. The technique has been widely used and is still receiving a 
considerable amount of attention by modal analysis researchers. Up to this point attention has been 
focused on real mode shapes. There are instances, however, where complex modes may have to be used 
because the modal density or the damping distribution is such that the use of a normal modes model is not 
warranted. The essential problem in normalizing complex modes using eigenvalue sensitivity is the 
variability of the real part of the poles. This paper examine two options: 1) neglecting modal complexity 
and using standard real mode fit and 2) using the complex mode. Results from an experiment using these 
two alternatives are presented. 

1. Introduction 

The sensitivity-based operational mode shape normalization technique for the scaling of operational mode 
shapes was introduced by Parloo et al. [1]. In recent years, some variations of this strategy have been 
proposed [1-4]. The motivation for these studies being to improve accuracy given the experimental 
limitation with which small changes in eigenvalues can be identified. All of the equations for estimating 
scale factor developed thus far have the assumption that the mode shapes of the system are real. It is 
understood, however, that this assumption may not be valid in many cases. The approach originally 
suggested by Paloo et. al. [1] was not explicitly formulated for the case of complex modes but its extension 
to this case was conceptually outlined in the original reference and is used here to derive the explicit form 
of the equation for the scaling in the case of the complex eigensolution [5,6]. In this paper we begin by 
with an analytical examination of the issue of selecting between real or complex modes and subsequently 
present some results from an experiment. 

2. Mass Change Method 

2.1. Some theoretical relations 

The mass change method consists of performing operational modal analysis on both the original and a 
modified structure. The modification is carried out by attaching masses to selected locations. The mass 
matrix of the modified structure can be written as 
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0 1M M M  (1) 

where, 0M  is the mass matrix prior to the perturbation; 1M  is a matrix describing the spatial distribution 
of the mass modification and  is a scaling parameter with respect to which the rates of change are 
computed. The arbitrarily normalized mode j  and the mass normalized one j  are related by a constant 

j , namely 

j j j  (2) 

The expression that normalizes the modes to unit modal mass based on eigenvalue sensitivity when the 
eigenvectors are complex is [5]  
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where, j  is the complex eigenvalue. The expression that normalizes the modes to unit modal mass when 
the eigenvectors are real is [1] 
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where, j  is the undamped natural frequency and j  is the real arbitrarily scaled mode shape. Eq.3 and 
Eq.4 are exact but cannot be evaluated without approximation because there is no way to get the exact 
value of the derivatives using finite difference (unless the mathematical function connecting the 
eigenvalue to  is known). To minimize the error coming from estimation of the derivatives by finite 
difference one strives to use as small as possible mass perturbation. Nevertheless, approximation in the 
identification needs to be considered when selecting the magnitude of the change. Note that variability in 
the identification may have a larger affect on Eq.3 than on Eq.4 because the real parts of the eigenvalues 
are known to have a much larger coefficient of variation than the imaginary parts.  

To get some idea of the possible effect of considering modal complexity we begin by comparing 
Frequency Response Functions (FRFs) computed using Eq.3 and Eq.4 in the case of a system that is 
non-classically damped and where the real modes are approximated by normalizing the maximum 
amplitude of the complex mode to unity and then discarding the imaginary parts.  

The structure considered is a 3-DOF lumped mass tower where a concentrated dashpot externally 
grounded is added on the first level. In Fig.1 shows the drive-point FRF for the third coordinate obtained 
using 0.01and 0.1. As expected, the accuracy of the complex mode solution deteriorates some due to 
the finite difference approximation of the derivative when  = 0.1 but the result is in all cases notably more 
accurate that the approximation obtained with the normal modes. 
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Figure 1: Comparisons of FRFs among three solutions: (a) is H33 with  equal to 0.01; (b) is H33 with  equal to 
0.1 

3. Experiment 

3.1. Magnetic damper 

In an attempt to introduce modal complexity we added a localized damping force to a 4 story tower 
structure. The localized damping was realized using magnets that were attached to a fixed structure and 
copper plates that were affixed to the structure. The principle used is the fact that the motion of the copper 
plate on the magnetic field induced electrical current. This current then creates its own magnetic field and 
based on the Lenz’s law the secondary magnetic field opposes the initial field (the field of a moving 
magnet) and the interaction causes a force that resists the change in magnetic flux which opposite to the 
relative velocity and is thus dissipative in nature (see Fig. 2). 

 

Figure 2: Time varying magnetic flux [7] 

The magnitude of the dissipation increases with: 1) stronger magnetic fields, 2) faster changing fields and 
3) using thicker conductive plate and lower resistivity materials, since the movement of the electrons is 
easier in this case. 

4. Experimental Campaign 

4.1. Experiment setup 

The set up used to create the concentrated dissipation is shown in Fig.3. A copper plate with a thickness of 
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1/8” is used as a conductor sheet. For creating the magnetic field Neodymium magnets were used. These 
magnets are attached to the piece of the Plexiglas. The Plexiglas is attached to a stand and placed in front 
of the copper plate which is glued to the floor of the structure. 

 

 

Figure 3: Close view between the magnets and the structure 

The structure considered is the 5-story aluminum tower depicted in Fig.4. The structure is instrumented 
with 5 accelerometers, one attached one each level. The excitation used to drive the system is a burst 
random signal supplied by a shaker located on the first level (not shown in the figure). 

     

Figure 4: A 5-story aluminum tower with magnets on the second level 

Results for a drive point FRF at coordinate #1 computed using the identified arbitrarily scaled modes 
normalized using Eqs. 3 and 4 are compared with result experimentally extracted by treating the input as 
known in Fig.5. As can be seen the results are reasonably good and the match of the complex model is 
somewhat better than that achieved by the normal modes. It’s worth noting that the added mass used in 
this case was  = 0.12, which is quite large.   
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Figure 5: Comparisons of FRFs: (a) is with magnets on the second level; (b) is with magnets on the fifth level, both 
are H11 with  equal to 0.12 

To gain some idea on the variability the test previously described was repeated a number of times. The 
statistics of the results obtained are summarized in Table 1. 

Table 1: Variability of the complex scaling factor. 

SD CoV SD CoV
1 0.0853 4.66% 0.0560 0.31%
2 0.0822 1.52% 0.0771 0.13%
3 0.2401 7.96% 0.1731 0.13%
4 0.0544 48.86% 0.1709 0.10%
5 0.0701 10.12% 0.1770 0.08%

Mode Real Part Imag. Part

 

5. Concluding Remarks 

This study presents a pilot examination of work on the normalization of complex modes obtained from 
operational modal analysis using the mass change strategy. It was found that while the complex equation 
can provide improved results when complexity is significant a key issue is the question of identification 
variability. In particular, the fact that the real part of the complex eigenvalue typically has a large 
coefficient of variation and thus the estimation of the real part of the eigenvalue derivative is generally 
very uncertain. 
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ABSTRACT 
 
A nonlinear structure will often respond periodically when it is excited with a sinusoidal force.  Several methods are available 
that can compute the periodic response for various drive frequencies, which is analogous to the frequency response function 
for a linear system.  The simplest approach would be to compute a sequence of simulations where the equations of motion are 
integrated until damping drives the system to steady state, but that approach suffers from a number of drawbacks.  Recently, 
numerical methods have been proposed that use a solution branch continuation technique to find the free response of 
unforced, undamped nonlinear systems for different values of a control parameter.  These are attractive because they are built 
around broadly applicable time-integration routines, so they are applicable to a wide range of systems.  However, the 
continuation approach is not typically used to calculate the periodic response of a structural dynamic system to a harmonic 
force.    This work adapts the numerical continuation approach to find the periodic, forced steady-state response of a 
nonlinear system.  The method uses an adaptive procedure with a prediction step and a mode switching correction step based 
on Newton-Raphson methods.  Once a branch of solutions has been computed, it explains how a full spectrum of harmonic 
forcing conditions affect the dynamic response of the nonlinear system.   The approach is developed and applied to calculate 
nonlinear frequency response curves for a Duffing oscillator and a low order nonlinear cantilever beam. 
 

1. Introduction 
 
Many engineering structures exhibit nonlinear behavior.  Some common examples include: shock absorbers in automotive 
suspension systems, bolted joints in aerospace structures and nonlinear elastic tissues in biomechanical systems.  
Nonlinearities can be due to geometric effects such as buckling, nonlinear constitutive relationships in materials, or 
dissipative effects such as the damping due to mechanical joints.  The nonlinearities greatly affect the dynamic response of a 
structure and can lead to resonance phenomena that are not predicted by linear theory.  One needs to accurately characterize 
the nonlinear dynamic response to accurately predict the structure’s response and avoid structural failure.   
 
Many nonlinear systems are operated under the presence of harmonic forcing that induces a periodic response.  Some 
common examples of harmonically forced nonlinear systems include rotor systems with bearing nonlinearities [1-3], 
turbomachinery [4, 5], wind turbines [6], and nonlinear electrical circuits [7-9].  The response of the human musculoskeletal 
system is also highly nonlinear [10-13], and researchers often study neural network control systems as a form of oscillatory 
control force [14-17].  Even if a system does not naturally operate periodically under harmonic forcing, it is typical to 
perform experimental vibration testing using harmonic forcing (i.e. sine sweep testing) to better understand its behavior.  
Whenever a nonlinear system is harmonically forced, the specific forcing configuration can greatly affect the response of the 
system.  For example, a nonlinear system that is excited with a sinusoid may respond harmonically at a number of 
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frequencies, and the dominant frequency could be different from the forcing frequency.  In another case, there may be several 
possible periodic solutions (stable or unstable) for a single forcing function.  For certain forcing configurations, the response 
of a highly nonlinear system may be approximately linear, while a weakly nonlinear system may exhibit strong nonlinearity.  
In order to fully understand the dynamics of a nonlinear structure, especially one that will be harmonically forced, it is 
important to predict and characterize the periodic responses that are produced by each forcing configuration.   
 
Many techniques have been developed to calculate the periodic solutions of nonlinear systems, and those techniques usually 
take one of two basic approaches.  The first approach is to approximate the analytical solution to the differential equations.  
The harmonic balance technique, which is similar to what is done for linear forced oscillations,  is a popular approach where 
one assumes a harmonic series for the solution and usually truncates the series after one harmonic term [18, 19].  This 
approximate method tends to exhibit large error when the response contains strong higher harmonics; so additional terms can 
be included in the series, but this makes the mathematical formulation more difficult.  The method of multiple scales and the 
method of averaging are commonly used perturbation techniques where one attempts to find an asymptotic linearization of 
the nonlinear solution, again using an approximating functional form for an analytical solution.  A number of applications of 
these methods can be found in the following works [18, 20, 21].  All of these methods can provide accurate solutions in 
certain situations, but they can be difficult to implement for higher order systems that are strongly coupled, they are not 
straightforward to automate for a large range of forcing configurations, and they involve approximations so considerable 
expertise may be needed to be sure that those approximations are warranted.  The second approach to calculating periodic 
solutions for nonlinear systems employs numerical methods.  Essentially, one deals with the exact nonlinear equations for a 
system and uses direct time integration to search for the solution.  This direct approach is powerful because closed form 
equations of motion are not required.  If a system is damped then one can always calculate the periodic orbit conditions by 
integrating the equations of motion from a given set of initial conditions for a long enough time that the system settles into a 
steady periodic orbit.  Typically, an adaptive time step control, fourth-order Runge-Kutta method [22, 23] or Newmark 
method [24] is used for time integration of structural dynamics systems.  Although this approach is straightforward, it can be 
computationally expensive, and methods have been developed over the years to streamline such calculations.  In fact, 
methods that find the periodic solutions of general differential equations are somewhat mature [25].  Two typical approaches 
are to evaluate and update a cost function with optimization [26, 27] or to solve a boundary value problem using a Newton-
Raphson correction method [25].  The latter approach is widely used because the Newton-Raphson method converges 
quadratically.  These approaches are usually started with an initial guess, which is subsequently corrected to satisfy 
convergence criteria, and this overall procedure is generally termed a shooting method. A parameter of interest can then be 
varied and the shooting method applied multiple times to compute a branch of solutions, and this is termed a continuation 
method.  A general overview of shooting and continuation techniques is provided in [28].   
 
Generally speaking, the methods for forced continuation can be categorized as corrector techniques, predictor-corrector 
techniques, or adaptive predictor-corrector techniques.  Correction techniques use the general shooting technique to calculate 
solutions.  Continuation is commonly performed with these methods by incrementing the forcing frequency (perhaps 
sequentially), using the previous solution as the initial conditions for the shooting method calculation of the solution.  This 
procedure is improved by using a predictor-corrector algorithm, where each solution is used to calculate a prediction for the 
next solution on the curve.  A prediction can be made for both the new forcing frequency and the new periodic response 
values.  Then, the prediction is used as the initial guess for some form of shooting method that calculates the actual solution, 
and the convergence is usually much faster than without a prediction.  Predictions can be made with a number of different 
geometric calculations, for example by calculating the tangent to the branch of solutions.  More advanced methods will use 
an adaptive predictor-corrector algorithm, where the number of convergence calculations are recorded and used to adapt the 
prediction increment size between successive solutions, which further improves the efficiency of the calculations.  A few well 
developed packages exist that use various forms of adaptive predictor-corrector methods for nonlinear system calculations.  
AUTO [29] is a code that is available for download.  It has many sophisticated computational methods for nonlinear systems, 
but it does not contain a straightforward algorithm for calculating the periodic solutions of harmonically forced nonlinear 
systems.  MATCONT [30] is another well developed package.  It can be run in MATLAB and has a graphical user interface, 
but it is more suited towards calculating periodic solutions of autonomous systems.  These codes are freely available for use 
but are not suited for all problems, so many researchers are still developing their own algorithms.  A few of these use a 
simple corrector approach.  In [31], a shooting method was applied to find periodic solutions of autonomous nonlinear 
systems.  A single initial guess was used to calculate an entire branch of solutions for one parameter of interest, as opposed to 
performing some form of continuation from one solution to the next.  In [23], a continuation method was used to calculate the 
forced-response periodic displacements of the center of a low-order model of a beam with clamped ends.  A secant predictor 
step was used to vary the forcing frequency, but no predictions were calculated for the response solutions.  The method 
showed promising results, but the algorithm could not follow sharp turns of the periodic solution branch.  In [32], the 
harmonic balance method was used to calculate the periodic solutions of a reduced order torsional subsystem.  Then, an 

52



adaptive predictor continuation algorithm was used to find additional solutions as the operating frequency was varied.  This 
method produced very detailed periodic solution curves but still requires one to use the approximations required by the 
harmonic balance method.  If too few terms are used in the expansion then the algorithm may not predict important nonlinear 
features, as noted in [32].  A form of predictor-corrector continuation was also used in [22, 33-35].  They incremented the 
forcing frequency sequentially and then calculated a prediction for only the state vector with a first order Euler expansion 
from the previous solution.  The algorithm provides quite robust performance. For example, in regions where a periodic 
solution branch has a turning point (i.e. a multiple solutions region), the algorithm included a re-parameterization of the 
solution curve in order to follow the turning point.  The algorithm was applied to a few low order systems and showed 
promising results.  More recently, a similar form of predictor-corrector continuation was presented in [24].  This method 
employs a pseudo-arc length continuation procedure that has a tangent predictor step and orthogonal corrector steps.  
Furthermore, the algorithm automatically controls the step size and exploits symmetry in the response to increase 
computational efficiency.  So far, the authors of this method have computed the periodic solutions of a number of unforced, 
undamped nonlinear systems of high complexity and high order [24, 36-42] with exceptional detail.  However, they have not 
extended their methods to the calculations of periodic solution branches of harmonically forced nonlinear systems.   
 
The goal of this work is to create a continuation method for efficiently calculating the periodic solutions of harmonically 
forced nonlinear systems.  This work will utilize techniques primarily from [24] in order to do this.  A Newton-Raphson 
correction technique will be used to calculate the first solution from an initial guess that the user must supply.  In order to 
calculate the subsequent solutions, an adaptive predictor step is used with a mode-switching correction step that employs two 
additional Newton-Raphson correction methods.  The forcing frequency is the parameter that is varied.  The most important 
difference of this work from the previous methods is that the prediction calculation and the Newton-Raphson correction 
methods includes extra terms that quantify how the periodic orbit varies as the forcing frequency is varied.  Additionally, the 
forced periodic orbit is uniquely determined by the phase of the forcing, so the periodic orbits are calculated with respect to 
zero phase on the force, and since the frequency of the forcing is varied, the equations of motion change with each periodic 
orbit calculation; this is accounted for by the proposed method.  The procedure of the proposed continuation method will first 
be outlined.  Then, the shooting method and the Newton-Raphson correction method will be reviewed, and the necessary 
changes of those procedures due to the harmonic forcing will be derived.  The continuation procedure will then be explained 
in detail.  In Sections 3 and 4, the algorithm will be applied to calculate the periodic solutions of one and two degree of 
freedom systems, respectively.  The results will be used to better understand the nonlinear systems, and discussion will be 
provided regarding the performance of the algorithm.  Conclusions will be provided in Section 5. 

2. Theory  
 
A nonlinear system with input u(t) can be described by the following state space differential equation  
 
 ( ), ( )z f z t u t  (1) 
 
where nz  is the time dependent state vector, pu  is a time dependent input vector, and t is the time variable.  For 
structural dynamic systems the state variable z is the vector valued function of time TT Tz x x  composed of the N 

displacement degrees of freedom (DOF) Nx  and the N time derivatives of the displacement DOF, x , where n=2*N.  The 
superscript ‘T’ denotes the matrix transpose operator.  It is assumed that f is a C1 (at least one-time continuously 
differentiable) nonlinear function defined on an open subset of n  that contains all the possible positions and velocities of 
the system of interest.  For a specific input, the vector field f generates the flow n

tZ  that contains families of solution 
curves of the differential equation [43].  A single solution curve is defined by its initial state vector z0 and input vector u0 and 
by tracing the flow Zt(z0) for a finite time. 
 
This work considers systems with harmonic forcing so ( ) ( )u t T u t  and hence ,z f z T , where the dependence of the 
system on the fundamental period T is explicitly shown.  Under these conditions and when the system reaches steady state, it 
is assumed that the flow contains at least one periodic orbit  with period T, and ( ) ( )z t T z t  for any state z .  (From 
here forward, the overbar will be dropped from the state vectors when talking about states from a periodic orbit in order to 
simplify the notation.)  Depending on the configuration of the system and its parameters, including the forcing frequency and 
amplitude, the flow may contain multiple periodic orbits [43, 44].  Tracking the periodic orbits in a nonlinear system can be 
difficult because a small change in the parameters of the system, such as the forcing frequency, may drastically change the 
dynamics of the flow.  For example, a stiffening system has a frequency response peak that bends to higher frequencies, and 
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the response can jump from a high amplitude response to a very low amplitude response as the frequency is increased beyond 
the critical value.  In order to characterize all of the periodic orbits that exist in the flow of the differential equation, one must 
calculate each pairing of initial state vector and period (z0, T) of the orbits.   
 
This work presents a continuation method that is used to calculate many of the periodic orbits of the differential equation, 
thereby producing a frequency response function.  The general procedure is outlined below and shows the different steps of 
the algorithm. 
1. Provide a starting guess: (z0,(0),T(0)) 

o The method begins after the user supplies (z0,(0), T(0)) where the subscript zero in parentheses designates that these 
conditions are the starting initial conditions. 

2. Calculate a starting solution: (z0,(1),T(1)) 
o The proposed continuation method must be started from an actual periodic orbit of the system.  To calculate this first 

solution,  a Newton-Raphson correction method (NRCM 1), which accounts for changes in both the state vector z0 
and the period T, can be employed to calculated the first periodic orbit solution (z0,(1),T(1)).  

3. Initiate the predictor-corrector procedure to calculate a branch of solutions: (z0,(j),T(j)),  j=1,2,3,4,… 
a. Prediction Step: (z0,pr,(j+1),Tpr(j+1)) 

o The current solution is used to calculate a prediction (z0,pr,(j+1), Tpr(j+1)) for the initial conditions of the next 
periodic solution.  The prediction is then corrected to find a true solution near the predicted one. 

b. Correction Step: ( ) ( )
0,( 1) ( 1)( , )k k

j jz T , k =1,2,3,… 

o The prediction step is used as the initial guess, (0) (0)
0,( 1) ( 1)( , )j jz T , for the second Newton-Raphson procedure.  

The second Newton-Raphson correction method (NRCM 2) includes all the equations from NRCM 1, but it 
has an additional equation that constrains the corrections to be orthogonal to the prediction.  NRCM 2 is 
used to calculate corrections to the initial conditions, ( ) ( )

0,( 1) ( 1)( , )k k
j jz T , until the (j+1)th periodic solution is 

obtained. 
o If a solution is obtained:  After each (j+1)th solution is calculated, Step 3 is repeated. 
o If a solution is not obtained:  If the convergence criteria are not met within some pre-set number of 

iterations: 
1. The procedure calculates a new prediction, (z0,pr,(j+1),Tpr(j+1)), using a smaller step and the correction 

portion of Step 3 is restarted.  
2. The procedure switches to a third form of the Newton-Raphson correction method (NRCM 3).  

This form accounts for changes in the state vector z0 only, so that the period is held fixed (i.e. 
T=0), and there are no geometric constraints placed on the corrections.  The prediction initial 

condition is used for an initial guess, and the NRCM 3 is used to calculate the periodic solution.  
When the solution is calculated, Step 3 above is repeated.  
 

The details of this procedure will be provided below, but first the general Newton-Raphson correction method is derived.  
Some parts follow the derivation from [24], but there are several differences that arise due to the forcing, which causes the 
function f  in Eq. (1) to depend explicitly on time, t, and on the period, T, of the forcing frequency.   
 

2.1 Shooting Function 

 
The proposed method is an iterative process that seeks to find the periodic solutions of a system for different forcing 
frequencies.  The shooting function is created to quantify whether a certain set of initial conditions, (z0, T) produce a periodic 
response.  First, the forcing frequency is set to =2 /T and Eq. (1) is integrated over the interval (0, T) from an initial state 
vector z0.  Then, the shooting function nH is defined as  
 
 0 0 0, , ( , , )TH z t T z z t T z  (2) 
 
where zT=z(z0, t=T,T) is the state vector found by integrating with initial condition z0 until t=T.  This equation represents a 
two-point boundary value problem for the periodic orbit of the system where the forcing has zero phase at t=0 and t=T.  Eq. 
(2) will be satisfied when 0 , 0H z T .  In practical numerical computation, the shooting function will be satisfied when 

0( , ) 0H z T for some chosen convergence criterion.  In this work, the convergence criterion defined in [24] is used 
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 0 0

0 0

, TH z T z z
z z

 (3) 

 
where  =1e-6 is the convergence value.  Each time the equations of motion are integrated over the assumed period, the 
shooting function is subsequently calculated and the convergence is evaluated. 
 

2.2 Newton-Raphson Correction Methods 
 
When the given calculation of the shooting function does not satisfy the convergence criterion, a Newton-Raphson [25] 
method is used to calculate updates z0 and T to the initial conditions.  Following the approach used in [24], the shooting 
function can be expanded in a Taylor series about 0 0 ,z z T T , 
 

 0 0
0 00 ,,

, , 0
z Tz T

H HH z t T T z T
Tz , (4) 

 
where only the linear terms have been retained.  The partial derivatives in the Taylor expansion must be carefully calculated.  
The first partial derivative, 0

nxnH z  , has the same form as in [24], and can be expanded as  
 

 
0

0

0 0,

( , , )

z T t T

z z t TH I
z z

 (5) 

 
where [I] is the nxn identity matrix.  The time varying Jacobian matrix 0

nxnz z , which is the variation of the state 
vector at time t due to a small change in the initial conditions, can be calculated using one of two methods described in detail 
in [24].  The first method, which uses a finite differences approach, can be used even when the equations of motion are not 
available in closed form, but it is more computationally expensive so it is not used in this work.  The second approach is to 
form the following system of time varying differential equations by differentiating Eq. (1) with respect to z0, switching the 
order of differentiation on the left hand side, and applying the chain rule on the right hand side. 
 

 0 0

0 0( )

( , , ) ( , , )( , , )

z z t

z z t T z z t Td f z t T
dt z z z

 (6) 

 
In this equation, the Jacobian matrix nxnf z  is simply the linearization of f about the state z(t) for each time instant t 
in the interval (0, T).  Since, the state response was calculated on the interval (0, T) in order to evaluate the shooting function, 
it can be easily stored in order to integrate the system of Eq. (6) from initial conditions 0 0( , 0, )z z t T z I .  The 

solution matrix 0z z  can then be evaluated at t = T and used to calculate 0H z .   
 
The vector nH T  in Eq. (4) differs from the result presented in [24], since the function f depends explicitly on t and 
T.  This partial derivative can be expanded using the chain rule as  
 

 
t T t T

H H H
T t T

 (7) 

 
where the first term represents the change in the shooting function due to a change in the instant that is taken to be the end of 
the period and can be calculated from Eq. (1) as in [24]. 
 

 ( , , )T
t T

H f z t T T
t

 (8) 
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The second term in Eq. (7) was not present in [24], but arises here due to the forcing since ( , , )f z t T  has explicit dependence 
on the period of the forcing, T.  The term represents the change in the shooting function due to a change in the period of the 
input. 
 

 0( , , )

t T t T

z z t TH
T T

 (9) 

 
Note that the second term of the shooting function does not appear in either of these expressions because 0 {0}z T .  
Using the same approach that was used to derive Eq. (6), one can derive the following system of time varying differential 
equations that can be solved to calculate z T . 
 

 0 0

( )

( , , ) ( , , )( , , )

z z t

z z t T z z t Td f z t T f
dt T z T T

 (10) 

 
The term nf T  has arisen because ( , , )f z t T and 0( , , )z z t T  both have explicit dependence on the period of the 
forcing, T.  Hence, this second set of differential equations must be integrated from initial conditions 

0( , , ) ( , , )Tz z t T T T f z t T T  over the interval (0,T) in order to compute 0( , , )z z t T T .   
 
After calculating partial derivatives in Eq. (4), an algebraic system of equations can be formed to solve for an update ( z0, 

T) to the initial conditions.  These partial derivatives are used in slightly different ways at different steps in the continuation 
algorithm, as explained below. 

2.3 Continuation Procedure 

2.3.1 Provide a starting guess: (z0,(0),T(0)) 
In order to start the continuation procedure, the user must supply a starting guess.  A good starting point guess (z0,(0),T(0)) 
consists of a low frequency (i.e. a long period) solution for the underlying linear system (i.e. for T(0) the underlying linear 
system can be solved for the periodic conditions z0,(0)).  This is often called a Homotopy approach [18, 25]. 

2.3.2 Calculate a starting solution: (z0,(1),T(1)) 
 
The starting guess is used to calculate a set of initial conditions (z0, T) that lead to a shooting function, 0 ,H z T , that 
satisfies convergence.  To calculate the starting solution, the system is integrated from the starting guess, the shooting 
function is calculated, and the convergence is evaluated.  If the initial guess does not satisfy convergence, then the partial 
derivatives are calculated and the following system is formed to calculate corrections to both the state vector z0 and the 
period T.  This system is the NRCM 1 mentioned above. 
 

 0 0

0 00
,,

( , , )
0z Tz T

z H z t T TH H
TTz  (11) 

 
The right hand side vector contains the vector value of the shooting equation.  The new initial conditions are (z0,(1)= z0,(1)+ z0, 
T(1)= T(0)+ T).  Since the period has been updated the harmonic forcing frequency must also be updated in the equations of 
motion (i.e. update=2 /( T(1)) such that u=u( updatet).  Then, these new conditions are used to integrate the equations of 
motion and check the shooting function for convergence.  One then repeats this two stage process until the desired 
convergence is achieved at which point the first periodic orbit solution (z0,(1),T(1)) has been calculated.  The Newton-Raphson 
corrector method is a local technique, so the starting guess, (z0,(0),T(0)), must be close to the actual solution or the correction 
scheme will diverge.  The first periodic orbit solution and the Jacobian matrices that were used to produce it can be used to 
initiate the next step.   
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2.3.3 Initiate the predictor-corrector procedure to calculate a branch of solutions: (z0,(j),T(j)),  j=1,2,3,4,… 
 
In order to calculate an entire branch of solutions, an adaptive pseudo arc-length continuation [28] method is employed that 
uses a prediction step which is followed by a correction step.  Predictor-corrector methods can follow complex solution 
braches because the prediction step follows the direction in which the branch of solutions actually evolves.  The prediction 
step, which is calculated using information from the current periodic solution, is used to calculate new initial conditions for 
the next periodic orbit.   The prediction step can be further adapted to evaluate the convergence of the previous correction 
steps and adjust the step size accordingly.  After the prediction step, the shooting method is employed, but now with a new 
Newton-Raphson correction method that varies the state vector and the forcing frequency in a constrained direction.   

2.3.3.1 Prediction Step: (z0,pr,(j+1),Tpr,(j+1)) 
 
The basic process is to use the previous periodic orbit solution, which is denoted as the jth solution, to calculate a tangent 
predictor step for the (j+1)th periodic orbit conditions, including a prediction for the initial state vector and the forcing period.  
The prediction 1nP , which has components n

zP  and TP  corresponding to the states and period respectively, 
is the tangent vector to the solution branch and can be calculated with the following system of equations. 
 

 
( )

0 ( )( )

TT
( ) ,( ) ,( )

0,( )0,( )
,,

0
0j

jj

j z j T j

jj
z Tz T

H H P
T

P P P

z  (12) 

 
The components of the left hand side matrix come from the Taylor series expansion of the shooting function, and were 
previously defined.  They characterize the vector space that is normal to the periodic solution curve, and once they are found, 
the desired tangent vector P  in Eq. (12) is simply the vector that is in the null space of the matrix on the left in Eq. (12).  
Once the tangent vector {P} has been calculated it can be normalized to unit length, and the predictions for the next periodic 
solution can be calculated with 
 
 , ,( 1) ( ) ( ) ,( )0 0pr j j j jzz z s P  (13) 
 ,( 1) ( ) ( ) ,( )pr j j j T jT T s P  (14) 
 ,( 1) ,( 1)2pr j pr jT  (15) 
 
where z0,pr,(j+1) and Tpr,(j+1) are the prediction initial conditions for the (j+1)th solution and s(j) is the jth step size.  One must be 
sure to again update the differential equations so that the external forcing reflects the change in frequency (i.e. u=u( pr,(j+1)t)).   
 
The step size is critical to the success and efficiency of the computation.  One can fix the step size to a very small value and 
ensure that very small increments are made between successive solutions, but this can be impractical because computation 
times may be long.  A better approach is to provide an automated step size control algorithm.  In this work, the step size 
control algorithm from [24] is employed.  The first step size is provided by the user, while all subsequent step sizes are 
determined by the following equation 
 

 
*

T

( 1) ( ) ( 1) ( 1)
( 1)

( ) j j j j
j

Ks j sign s P P s
K

 (16) 

 
where K(j-1) is the integer number of iterates that were required to update the previous shooting function solution and K* is an 
optimal number of shooting iterates which is supplied by the user.  The signum function ( )sign , ensures that the step used to 
calculate the predictions follows the solution curve in the same direction.  Furthermore, it is helpful to place maximum and 
minimum bounds on the step size.  When the step size is increased beyond these bounds, it can be automatically reduced 
below the maximum or increased above the minimum.   
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2.3.3.2 Correction Step: ( ) ( )
0,( 1) ( 1)( , )k k

j jz T , k =1,2,3,… 

As discussed in [24], the Newton-Raphson updates to the shooting functions can be made more efficient by forcing the 
corrections to be orthogonal to the tangent predictor vector.  Therefore, at this point in the algorithm the correction steps are 
calculated with the following algebraic system, which is the NRCM 2 mentioned previously, 
 

 

( ) ( )
0,( 1) ( 1)( )

( ) 0,( 1)( )0 0,( 1) ( 1)0,( 1) ( 1)
( )

( 1)T
,( ) ,( )

( )( ) ,,

,

0
0

k k
j jk

k jk
j jj j k

j
z j T j

kk z Tz T

H H H z T
zT

T
P P

z
 (17) 

 
where all the components have been previously defined.  The solution to this equation provides the kth corrections 

( )
0,( 1)

k
jz and ( )

( 1)
k
jT  to the guess for the (j+1)th solution.  The algorithm then alternates between a shooting function 

calculation ( ) ( )
0,( 1) ( 1)( , ) 0k k

j jH z T  and a correction step calculation ( 1) ( ) ( )
0,( 1) 0,( 1) 0,( 1)

k k k
j j jz z z  and ( 1) ( ) ( )

( 1) ( 1) ( 1)
k k k
j j jT T T , 

where k = 0,..,K(j+1).  The integer K(j+1) is the number of correction iterations required to converge on the solution and k=0 
corresponds to the predictions (0) (0)

0,( 1) 0, ,( 1) ( 1) ,( 1),j pr j j pr jz z T T .  When one of the correction steps leads to a shooting 
function that converges, then the periodic orbit solution is stored and a new prediction is calculated as the algorithm advances 
to the (j+2)th step.   
 
In some cases the correction steps may diverge (i.e. the norm of consecutive shooting function values may increase instead of 
decreasing to zero), or they may converge very slowly.  In order to account for these issues, the shooting function values can 
be tracked to ensure that the norm of consecutive shooting functions are decreasing and the number of correction steps can be 
bounded with Kmax.  In this work, when either of these constraints is not met, the following two procedures are initiated in 
order to try to find a solution.  The default procedure is to calculate a new prediction using a smaller step size.  In particular, 
the step size is divide by two, s(j)=s(j)/2, Eqs. (13-15) are recalculated, and the correction step procedure is followed again.  
Usually, for small enough step sizes, the predicted initial guess is close to the previous periodic solution, and the algorithm is 
likely to converge on the new solution. However, the authors have found cases where this does not always lead to 
convergence.  Therefore, a minimum step size is defined that is on the order of the convergence value.  When the minimum 
step size is surpassed, the algorithm tries a second alternate procedure that uses the current prediction step initial conditions, 
(z0,pr,(j+1),Tpr,(j+1)), which were just recalculated with the minimum step size.  First, the predictions are used as the initial 
conditions for the next solution (i.e. (0)

0,( 1) 0, ,( 1) ( 1) ,( 1),j pr j j pr jz z T T ), but the period is fixed such that there will be no 

correction calculated (i.e. ( )
( 1)

k
jT =0).  Then, a solution is calculated with the following NRCM 3 system 

 

 ( ) ( )
( 1)0,( 1) 0,( 1)

0 ( 1)0,( 1)
( ) ,

,k k
jj j

jj
kz T

H z H z T
z

. (18) 

 
where corrections are calculated only for the state vector ( )

0,( 1)
k

jz .  Once convergence is obtained the solution is stored and 
the predictor-corrector method returns to the prediction step above.   

2.3.4 Discussion 

The proposed algorithm is used to calculate an entire branch of solutions.  The starting and stopping frequencies must be 
input by the user.  Additionally, the step size must be very carefully monitored and controlled (by maximum and minimum 
step size bounds and by setting the appropriate values of K*).  The algorithm typically converges and produces good results, 
but sometimes the algorithm parameters do still need to be manually adjusted during the calculations to provide convergence 
or at least efficient computation.   

2.4 Computational Efficiency 
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Nonlinear systems are inherently sensitive to changes in the harmonic forcing, so other manual control techniques may also 
be required to efficiently calculate frequency response functions.  Harmonically forced nonlinear systems exhibit responses 
similar to linear systems with resonance peaks near linear natural frequencies and low response bands between away from 
resonance peaks.  Therefore, the turning points are likely to be located near the linear natural frequencies.  Away from those 
frequencies, where the response is low and in general very flat, it may be more efficient to apply sequential continuation, 
where the frequency band of interest is divided into a number of evenly spaced frequency values and a solution for each is 
sought sequentially. When this is done, NRCM 3 can be used as a method to calculate the periodic solutions at each 
frequency value in the interval.  Because there are fewer calculations involved and hence less computation time required, the 
sequential method may be more efficient for the regions away from resonance, but it fails near resonance where the response 
amplitude can change dramatically with a small change in frequency.  A very efficient algorithm is one that seamlessly 
switches between different types of continuation depending on which type is currently the most efficient.  One can quantify 
the efficiency of the method being used by assessing the number of iterations it takes before a periodic solution is achieved 
(i.e. if K(j) is consistently larger than K*, one might switch methods).  These types of constraints were not included for this 
work because the solution branches for the systems considered were calculated efficiently with the proposed method, but 
such constraints can easily be added to the procedure. 

2.5 Stability of Periodic Orbits 
 
Using the proposed method, the stability of a periodic orbit can be calculated whenever convergence of a periodic solution is 
achieved (this was also discussed in [24]).  The matrix 0 0( , , )z z t T T z  in Eq. (5) from the final Newton-Raphson 
calculation (k=K(j+1)) is the Monodromy matrix [45] of the periodic orbit.  (Recall that it was formed from a linearization of 
the system about its periodic orbit and was calculated at t = T.)  The stability of this periodic orbit can be determined from the 
eigenvalues of this matrix.  If the eigenvalues of the Monodromy matrix are inside (outside) the unit circle, then the orbit is 
stable (unstable).  So the stability of periodic solution is conveniently found without additional calculations when using this 
method. 

3. Application to a Duffing Oscillator 
 
Figure 1 illustrates a single degree of freedom Duffing oscillator, which will be used to illustrate the proposed algorithms.  
The system has a discrete mass m with displacement degree of freedom x.  The system mass is connected to a dashpot with 
damping coefficient c and to a linear spring with spring stiffness k and a nonlinear spring with spring constant k3.  External 
forcing is applied with Fd.   

 

k3 

m 
x 

Fd 

c k 

 
Fig. 1 Single degree of freedom oscillator with a nonlinear spring. 

 
The nonlinear spring provides a quadratic nonlinear spring stiffness 2

3k x , so the equation of motion for the Duffing 
oscillator is given by the following, 
 
 3

3 dmx cx kx k x F  (19) 
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which can be written as follows in the state space after first dividing through the entire equation by m and defining the 
nondimensional parameters 2 c m , 2 k m , 2

3 3k m , and dF F m   where  is the coefficient of critical 
damping.    
 

 2 2 3
32

xx
x x x Fx

 (20) 

 
The parameters used in this study are: =0.01, =1, and 3=0.5.  The system is driven with the following harmonic forcing 
function 
 
 sin( )F t A t  (21) 
 
where A is the forcing amplitude and  is the circular driving frequency.  The proposed continuation algorithm will be used 
to calculate an entire branch of state solutions for a range of forcing frequencies between =0.1 and 10 rad/s and for three 
different forcing amplitudes: A=0.01, 0.1, and 1.  The starting guess for the algorithm was calculated from the underlying 
linear system that was forced at =0.1 rad/s.  The algorithm was then allowed to run in an automated fashion until the 
solutions were found for a forcing frequency of at least of 10 rad/s.  Since the linear natural frequency of this system is =1 
rad/s, the largest responses are expected to occur within this frequency band.    
 
Figure 2 shows the periodic solution curves, which are plotted versus forcing frequency, for forcing amplitude A=0.01.  The 
forcing frequencies in the all of the following plots are normalized by dividing by the linear natural frequency =1 rad/s so 
that the abscissa values are reported as dimensionless values of / .  The state displacement initial condition is plotted in (a), 
and the state velocity initial condition is plotted in (b).  When a displacement and velocity pair is chosen for a specific 
frequency, these initial conditions and forcing frequency can be integrated for time T=2 /  to provide the full trajectory of 
the corresponding periodic orbit.  In the figure, the solutions to stable periodic orbits are shown with solid lines (FCont 
Stable) and the unstable periodic orbit solutions are shown with dashed lines (FCont Unstable).  The stable periodic orbit 
solutions were verified by using extended time integration (Ext Int), shown with open circles.  The first extended integration 
solution was also used as the initial guess for the continuation algorithm.  For all of the subsequent solutions with extended 
integration, the solution at the previous forcing frequency was used as an initial condition and the system was integrated until 
it reached a steady state periodic orbit.  The solution branch calculated with the continuation algorithm agrees very well with 
the solutions calculated with extended integration.  The distinct resonance peak in the displacement curve is similar to that of 
a linear, single degree of freedom frequency response function, but it appears to bend slightly to the right.  Moreover, the 
solutions on the lower frequency arm of the peak are stable while some of the solutions on the higher frequency arm of the 
peak are unstable.  When the displacement peaks near / =1, the velocity magnitude becomes large and negative, but as the 
frequency increases the velocity goes through a zero and then sharply becomes large and positive.  The inset axes in (b) 
shows a detail view of the sharp peak in the velocity curve.  It reveals the unstable solutions in the velocity curve, which form 
a loop turning point.  For higher frequencies, the displacement and velocity decrease to very small positive values.   
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Fig. 2 Initial conditions that result in periodic responses for A=0.01 plotted versus dimensionless forcing frequency 

 
When the forcing amplitude is A=0.01, the response of the system is nearly linear.  The displacement values in the figure are 
very characteristic of a linear frequency response function, and the peak in the displacement bends only slightly towards 
higher frequencies due to hardening [18].  However, as evinced in the figure, there is a small portion of the displacement 
solution branch that is unstable and where multiple responses are possible for a single value of forcing frequency.   
 
The same procedure was followed after increasing the forcing amplitude to A=0.1.  The periodic solutions for displacement 
and velocity initial conditions, 3(a) and 3(b), respectively, are plotted in Figure 3.  Several periodic solutions that were 
calculated with extended integration are also shown, marked by open circles, and similar to the first case the agreement is 
very good.  There is a sharp peak in the displacement versus frequency curve, which starts to increase in amplitude near 

/ =1.  The maximum amplitude of this peak occurs near / =1.65.  Unlike a linear response curve, this peak bends 
strongly to higher frequencies.  The lower frequency arm of the peak contains stable solutions, while the higher frequency 
arm of the peak has unstable periodic solutions until the displacement amplitude reaches a low value again.   The velocity 
curve 3(b) has a large loop in it.  The lower half of the loop contains the stable solutions that correspond to the lower 
frequency arm of the displacement peak.  When the displacement curve reaches its maximum value, the velocity goes 
through zero and then enters the upper half of the loop, which contains the unstable solutions.  There is a significant band 
between / = 1.1 and 1.65 where multiple periodic solutions exist for single forcing frequencies, so the actual response 
observed depends on the initial conditions and the system’s response might jump between those solutions if perturbed. 
 
The inset in 3(a) provides a detailed view of the tip of the displacement versus frequency curve.  In this expanded view the 
stable orbits that were found with continuation are marked with dots and the unstable ones with open squares.  Near the tip 
the solutions that were found are very closely spaced, revealing that the continuation algorithm required small predictor steps 
in this region.  The turning point in the displacement peak is very sharp, yet the continuation algorithm calculates the turn 
accurately by automatically reducing the step size between successive periodic solutions. 
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Fig. 3 Initial conditions that result in periodic responses for A=0.1 plotted versus dimensionless forcing frequency 

 
In the final case, a forcing with amplitude of A=1 is applied to the system and the results are shown in Figure 4, in the same 
format as the previous cases.  Solutions were calculated with extended integration and are shown again with the open circles, 
although for frequencies above / = 1.35 only every tenth extended integration solution is plotted for clarity.  The 
displacement solution branch in 4(a) has a large sharp peak that bends significantly to higher frequencies over the range of 

/ =1.5 to 4.7.  Here, the displacement solutions are plotted with a logarithmic scale for the ordinate because there lower 
frequency and higher frequency arms of the large peak are very close to each other.  The shape of the bent peak on a linear 
scale has a very similar form to that in Figure 3(a).  The higher frequency arm of the bent peak is plotted with a dashed line.  
The velocity solution branch has a very similar shape to the velocity periodic solution curve of the previous forcing case.  
The main difference is that the large loop reaches larger negative and positive values for the lower solid line and upper 
dashed line, respectively.  At low frequencies, the displacement shows several sharp peaks that have smaller magnitude than 
the dominant peak in the curve.  Figure 5 shows a detailed view of the displacement and velocity curves for a frequency band 
of / =0.1 to 0.5.  The displacement curve peaks near /  = 0.1, 0.13, 0.16, 0.23, and 0.39, and the peak near 0.39 appears 
to bend towards higher frequencies.  As the displacement peaks near / =0.39, the velocity condition curve changes from 
negative to positive and contains a small loop, which is very similar in shape the velocity initial condition curve of Figure 
2(b).  All of the periodic orbit solutions calculated with extended integration in Figures 4 and 5 agree very well with the 
results produced with the continuation algorithm. 
 

1 2 3 4 5 6

10
0

Frequency, /

(a
) S

ta
te

 D
is

pl
ac

em
en

t Nonlinear Frequency Response Function, A = 1

 

 

FCont Stable
FCont Unstable
Ext Int

1 2 3 4 5 6
-40

-20

0

20

40

(b
) S

ta
te

 V
el

oc
ity

Frequency, /

 

 FCont Stable
FCont Unstable
Ext Int

 
Fig. 4 Initial conditions that result in periodic responses for A=1 plotted versus dimensionless forcing frequency 
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Fig. 5 Expanded view of the region indicated with a box in Figure 4 

 
When the forcing amplitude is A=1, the system exhibits strong nonlinearity.  The displacement curve shows a very strong 
spring hardening effect, so that multiple solutions exist for the frequencies from / =1.5 to 4.7.  There are three periodic 
orbits for most of this region.  Two of these orbits are stable and correspond to low and high amplitude responses to the same 
forcing function.  The third orbit is unstable and similar to the higher amplitude branch.  Because the unstable orbit is close to 
the stable orbit, it is difficult to calculate either of the periodic orbits along these curves, especially with extended integration.  
A very small frequency increment had to be used when the extended integration procedure, otherwise the system would tend 
to settle to the very small amplitude branch.  The continuation algorithm does not have this problem, and is able to calculate 
both the stable and unstable branches in this region with great detail.  The numerous superharmonic resonance peaks [18, 19] 
are another consequence of the strong forcing amplitude.  These tend to occur when the drive frequency is a fraction of the 
linear natural frequency.  One can see from Figure 5 that it is very easy to miss the detail of these phenomena when using 
extended integration unless a very small frequency increment is used.  Furthermore, when using other techniques such as 
harmonic balance, a separate analytical derivation would have to be performed for each of the peaks.  Using the forced 
continuation approach presented here, these peaks are automatically detected and are well resolved. 

3.1 Discussion 
 
The periodic solutions that were calculated with continuation were verified using extended integration, but these calculations 
took approximately an order of magnitude longer to compute.  In frequency bands where multiple periodic orbits exist for 
single forcing frequencies, the extended integration method will seem to settle at random on different parts of the periodic 
solution curve.  Extended integration has to be carefully used with the appropriate initial conditions to remain on a given 
curve.  For example, in Figure 3 extended integration solutions are calculated for many points at frequencies below the 
resonance, but no solutions were found on the low amplitude branch between /  = 1.2 and 1.65 because the initial 
conditions used for each extended integration calculation were from the previous periodic orbit solution, and the procedure 
was started at low frequency.  This could have been remedied by starting at high frequency, but in any event the extended 
integration method could not be used to calculate the unstable periodic orbits, because the system will not naturally settle on 
an unstable orbit.   
 
The accuracy of the forced continuation solutions can also be verified by calculating the maximum magnitude of each 
periodic orbit for the different forcing frequencies and amplitudes.  When these values are plotted versus the forcing 
frequency, the result is the traditional frequency response curve in terms of the magnitude of the response.  Furthermore, the 
method in [24] can be used to calculate the unforced periodic solutions of the system, which should provide the backbone 
curve of the nonlinear frequency response functions.  Figure 6 shows the results of these calculations.  The nonlinear 
frequency response curves are plotted for A= 0.01, 0.1, and 1 with a blue, green, and red line, respectively.  The unstable 
solutions are plotted with a dashed line.  The periodic solutions of the conservative system (i.e. unforced and undamped) are 
plotted with the black line.   
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Fig. 6 Conservative System Backbone Curve and Nonlinear Frequency Response Functions for all the Forcing Amplitudes 

 
The forced solutions in the figure track the backbone curve very accurately and the peak of each forced curve crosses the 
backbone curve.  The figure also shows that the frequency response functions do not scale with the magnitude of the forcing, 
which increases by powers of ten; this is a distinct property of nonlinear systems.   
 
Stability tracking is very convenient with the forced continuation algorithm.  Since the Monodromy matrix is calculated as 
part of the shooting procedure, it can always be used to calculate and store the eigenvalues.  These eigenvalues define the 
stability for each periodic orbit, so one can track the paths of the eigenvalues and quantify the amount of stability or 
instability each periodic orbit as it is forced at a given frequency.  Figure 7 shows the turning point that occurs in the 
displacement curve near / =1.65 for forcing at A=0.1.  The top plot, 7(a), shows a magnified view of the displacement 
curve in the region of interest from Figure 3.  For 7(b), the continuous time eigenvalues were calculated by taking the natural 
logarithm of the eigenvalues from the Monodromy matrix and dividing by the corresponding period.  Then, the real part of 
the continuous time eigenvalue is plotted for the region of interest.  In continuous time, stable eigenvalues have negative real 
parts, and the curve in 7(b) clearly shows that the eigenvalues on the stable curve have essentially constant damping until 
they quickly jump from stable to unstable as the turning point is crossed.   
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Fig. 7 Turning point near / =1.65 for A=0.1 and eigenvalue stability 
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4. Application to a Nonlinear Beam 
 
The proposed continuation technique is formulated so that it can be easily extended to higher order systems.  The second 
system considered for this work is a cantilever beam with a cubic spring attached to the tip and is shown schematically in 
Figure 8.  The coordinate, x, describes the location along the axis of the beam, y describes the transverse deflection at a given 
position x, and Fd describes the harmonic external forcing function applied to the beam.  The beam is assumed to have 
uniform parameters: density , elastic modulus E, cross sectional area Ab, transverse moment of inertia I, and length L. 
   

 
Fig. 8 Cantilever beam with a nonlinear spring attached to the tip. 

 
This system can be achieved in experiment [46, 47], so a model of the beam can be useful to study the periodic responses of 
the experimental system under different harmonic forcing parameters.  A Ritz-Galerkin approach was used to create a two 
degree of freedom model for the beam where the degrees of freedom are located at the beam’s center and tip. In order to 
reproduce response properties on the order of the responses from the experimental system in Sracic, 2011 #192}, the 
following parameters were used in for the model: =2700 kg/m3, E=68e9 N/m2, Ab=3.23e-4 m2, I = 4.34e-9 m4, L = 1.016 m.  
The equations of motion for this model were derived for a uniform, prismatic beam with these parameters and assuming 
linear-elastic behavior of the beam so that all of the nonlinearity in the system is due to the nonlinear spring.  Only the final 
result is shown here in state space format, but the full details are provided in [46]. 
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The matrix has the numerical values of the mode vectors for specific position coordinates on the beam (i.e. mode one is 
column one and degree of freedom one is in row one).  Using these properties with the Ritz-Galerkin method, the two linear 
natural frequencies of the system were equal to f1= 9.97 Hz and f2=62.51 Hz.  In the experiment, a thin strip of spring steel is 
mounted between the free end of the cantilever and a fixed support and is used to create the geometric nonlinearity [46].  The 
transverse stiffness contribution of this element is approximated in the model as k3=1.4764e9 N/m3. 
 
The continuation algorithm was used to calculate the periodic solutions of the beam in the forcing frequency range from 5-
100 Hz and for a forcing amplitude of A=1.0 N and using a convergence criterion of =1e-6.  The first periodic solution was 
calculated by using extended integration on the system, which was initially at rest.  Figure 9 shows the periodic solution 
curves that were calculated with the continuation algorithm.  Two dominant resonances are present in this bandwidth, and 
those are separated into the left ((a) and (b)) and right ((c) and (d)) columns of plots.  The displacements in 9 (a) are plotted 
with a logarithmic scale on the ordinate.  The format from the plots in the previous section is used, but here there is an 
additional degree of freedom, so the displacement for the second degree of freedom is plotted in red and the velocity in black 
in order to distinguish them.  The stable and unstable solutions are designated as before with solid and dashed lines, 
respectively.  Extended integration was used to calculate periodic solutions in the frequency range and those are plotted with 

k3 y(L)2

x 
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the open circles.  The displacement solutions of both degrees of freedom form sharp peaks in (a) that bend strongly towards 
higher frequencies.  The solutions for the second degree of freedom are larger in magnitude since it is located at the tip of the 
cantilever which is very active when the first mode is excited.  As the frequency increases, the peaks of both degrees of 
freedom converge on near the same point.  There is a small positive and negative peak in the low amplitude displacement 
curves near 21 Hz, and the negative peak in the red curve shows as a gap due to the logarithmic scale.  The solutions for the 
velocity of degree of freedom one looks similar in shape to some of those for the Duffing oscillator, but the curve for the 
second degree of freedom is more complicated, changing sign three times before the turning point is reached. 
 
The displacement solution curves for the second mode have opposite signs, as expected since the points are at the midpoint 
and tip and this is a second bending mode of a cantilever beam.  Both curves in (c) have a peak that bends to higher 
frequencies.  There is only a very small region in the curves of the second mode where the solutions are unstable.  The 
frequencies between 23 and 59 Hz were not shown, because all of the solutions were very flat and at low magnitude in that 
region.  
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Fig. 9 Initial conditions that result in periodic responses for A=1 plotted versus forcing frequency 

 
The addition of the second degree of freedom brings a lot of new dynamics to the frequency response curves, but many of the 
same features remain.  The peak in the first mode bends across about 12 Hz, so the system response is highly nonlinear for 
this mode.  The region that contains three periodic solutions span about 7 Hz, and in that region, the stable and unstable arms 
of the peaks are nearly identical in magnitude.  The turning point in the peaks occurs near 22.5 Hz, and the curves of the two 
degrees of freedom seem to deflect towards each other the forcing frequency approaches the turning point.  The small peak 
near 21 Hz in (a) is a superharmonic resonance for the second mode, as evidenced by the fact that this frequency is about a 
third of the frequency where Mode 2 peaks and the fact that the displacements have opposite signs as in Mode 2.  The Mode 
1 velocity solution curve for the tip degree of freedom has a second loop in it, and near 22 Hz the three solutions all have 
very similar values for the velocity of the tip (the location on the curve where the black line crosses three times).  Since this 
curve changes sign three times in the band near 22 Hz, it would be very difficult to obtain an initial guess for extended 
integration in this region.  The second mode is less nonlinear than the first.  Except for the sign differences, the curves for 
modes 1 and 2 resemble the high and low amplitude curves for the Duffing oscillator.  The first mode is expected to be more 
nonlinear than the second because since the effect of discrete springs generally decreases with increasing frequency.  The 
solutions that were calculated with extended integration agree very well with those that were calculated with the continuation 
technique.  As before, the extended integration performed in an upward frequency sweep so some of the solutions were 
missed with that method. 

4.1 Discussion  
 
The continuation algorithm worked well to calculate the periodic solution curves of this two degree of freedom system.  The 
algorithm was generally written for nth-order systems, so the code was the same as that used for the previous cases.  The 
curves included richer dynamics than the single degree of freedom case, and the continuation captured a detailed description 
of these dynamics.  For the higher order system, the calculations naturally took longer than the single degree of freedom case, 
but the continuation remained at least an order of magnitude faster than extended integration.  The calculations can be made 
faster in regions of very low response (i.e. in the flat response regions between the modes) by allowing the algorithm to 
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switch into a sequential arc-length continuation, where only the initial conditions for the state vector need to be corrected 
after the prediction is made.  This method switching was applied in this work.   
 
The low frequency superharmonic resonances for the first mode of this beam were not calculated in this work.  These 
phenomena become very complicated for multi-degree-of-freedom systems such as this, especially because the dominant 
frequency in the periodic orbit may be much higher than the frequency of the forcing.  The gradient matrix calculations in the 
continuation algorithm will be biased towards the dominant terms in the period orbit, and the algorithm has a harder time 
converging on the periodic orbit solution since it will want to change the frequency to the dominant frequency.  These 
difficulties will be addressed in future work.   

5. Conclusions 
 
A pseudo arc-length continuation technique was developed to calculate the periodic solutions for harmonically forced 
nonlinear systems.  The algorithm relies on an initial guess, and then uses a Newton-Raphson updating technique to make 
corrections to the initial guess in order to converge on an actual periodic orbit solution.  This can be done for a single forcing 
frequency, or over an entire band of forcing frequencies.  In order to calculate a curve of solutions as the forcing frequency is 
varied, a tangent prediction step is calculated from the previous solution and then corrections are made to converge to the 
next solution.  A number of successive solutions can be joined to construct a frequency response curve for the nonlinear 
system in terms of the steady state amplitudes.  The algorithm is applicable to nth order systems, and by construction can 
follow the path of the solutions around turning points to fully characterize the system’s dynamics.  Superharmonic, 
hardening, and softening resonances can all be calculated as long as those phenomena occur in the band over which the 
frequency is varied.  Unstable periodic solutions can also be calculated, and the eigenvalues that determine stability are 
readily available for all solutions.  In this work, the nonlinear frequency response functions were calculated for a single 
degree of freedom Duffing oscillator at three forcing amplitudes and a two degree of freedom Galerkin representation of a 
nonlinear beam at one forcing amplitude.  The algorithm was able to calculate the detailed frequency response curves of both 
systems, and the results were verified by integrating the equations of motion for an extended time until they reached steady 
state.  These numerical solutions agreed well with the results calculated with continuation, but the continuation algorithm was 
at least an order of magnitude faster per periodic orbit solution.  Additionally, detailed results were calculated for the 
superharmonic resonances of the Duffing oscillator, and an eigenvalue migration plot was provided to show the convenience 
of stability calculations with the proposed method.  The nonlinear beam had highly nonlinear frequency response functions 
since the geometric nonlinearity of the system was so strong, yet its frequency response curves were efficiently calculated 
over a range of frequencies.   
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ABSTRACT 

This paper addresses the problem of the bending curvature due to self-weight of tie-rods when using dynamical approach to 
identify the tensile force in tie-rods of historical constructions. Although several dynamic testing methods have been 
proposed in the literature, the effect of bending curvature due to self-weight of the rods on their frequency values has not 
been studied. In this work, the bending curvature due to self-weight of tie-rods with small cross-section-to-length ratios is 
proven to have significant effect on their frequency values of the first vibration mode at low tensile stresses. As a result, the 
accuracy of the identified tensile force in tie-rods will be affected if the effect is not accurately considered. Four tie-rod 
specimens of different characteristics were tested in laboratory by dynamic tests. A numerical model was developed for 
axially loaded tie-rod using a FE program, assuming Euler beam with uniform cross-section and rotational springs at both 
supports. By calibrating the experimental and numerical results, the most suitable dynamical analysis for tie-rod models to 
take into account the effect of bending curvature due to their self-weights is concluded. In particular, the analysis should be 
performed in two steps: (i) first, the static geometric non-linear analysis to obtain the deflected shape of the tie-rod due to its 
self-weight and an applied tensile force; (ii) then, the modal analysis is run on the deflected tie-rod to achieve the frequencies 
and mode shapes via free vibration at that applied tensile force. When the effect of bending curvature due to self-weight of 
tie-rods is neglected, the frequency of the first mode should be excluded. Based on these conclusions, two techniques to 
identify in-situ the tensile stress in tie-rods are discussed. They are frequency-based identification techniques that minimize 
the measurement errors. In addition, a methodology to estimate a range of tensile stress using a formula or two self-
constructed standard charts is proposed. 

1. INTRODUCTION 

Metallic tie-rods were often used in ancient masonry buildings to eliminate the lateral load exercised by the vaults and arches 
and contribute fundamentally to the structural equilibrium [1]. In the field of preservation of these historical structures, it is 
critical to identify the tensile forces acting in tie-rods. To date, several static and dynamical methods have been proposed to 
estimate the tensile forces in metallic tie-rods of masonry arches and vaults. Bati and Tonietti [2] introduced a method and 
experimental procedure based on a single static test. Another technique proposed by [3] combined static and dynamic 
identification. The tie-rod was modeled as a simply supported Euler beam with two identical rotational springs at the edges. 
To identify the tensile force and the stiffness of the rotational springs, two equations were used: (i) a static equation giving 
the central deflection of the rod under a given load, and (ii) a dynamic equation giving the fundamental natural frequency of 
the rod. Both methods were tested in laboratory providing good results. 

However, fully dynamical methods have been received more attention because they are non-destructive (ND) and generally 
require less experimental effort. Lagomarsino and Calderini [4] presented an algorithm as an approximate numerical solution 
to identify the axial tensile force in ancient tie-rods using the first three natural frequencies. The method was tested on a 
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number of ideal tie-rods, modeled as an Euler beam of uniform cross-section, simply supported at the ends with additional 
rotational springs, and on real tie-rods. The dynamical identification of cable tension force has been proposed by [5] using a 
sensitivity-based methodology. It determines the tension force, flexural rigidity and axial rigidity of the cable from measured 
natural frequencies. Recently, Amabili et al. [1] developed a ND technique to identify the in-situ tensile force in tie-rods. 
They measured the first four to six natural frequencies of tie-rods by dynamic test. Then, a numerical model, based on the 
Rayleigh–Ritz method, was developed for the axially loaded tie-rod using the Timoshenko beam theory. The unknowns, i.e. 
(i) the tensile force, (ii) the stiffness of the foundation and in some cases, (iii) the length of the rod inside the wall, were 
identified by minimizing a weighted difference between the calculated and identified natural frequencies. The technique was 
tested on five real tie-rods giving reasonable results.  

Although several methods have been presented in the literature for the estimation of the tensile force in tie-rods, for what 
concerns to strictly dynamical approach, none of the methods took into account the deflected shape of the tie-rod due to its 
self-weight. The work by the Authors gives proof of the significant effect of bending curvature due to self-weight of tie-rods 
with small cross-section-to-length ratios on the values of their natural frequencies. As a result, it affects the accuracy of the 
identified tensile force in tie-rods. Therefore, this paper addresses the problem of identifying experimentally the tensile force 
in metallic tie-rods of historical constructions by dynamic tests considering the effect of bending curvature due to self-weight 
of tie-rods. The dynamic tests were performed for four tie-rod specimens in laboratory. The experimental results were 
compared with that of numerical models using a FE program, taking into account the effect of bending curvature due to the 
self-weights of the rods. After that, the effect of bending curvature due to self-weight will be concluded.  The most suitable 
dynamical analysis method for tie-rods will be recommended. Based on that, two techniques to identify in-situ the tensile 
stress in tie-rods will be discussed. The techniques are similar to the recently proposed technique [1]. A development is made 
for the technique to accurately consider the effect of bending curvature due to self-weight of tie-rods. Finally, a methodology 
to estimate a range of tensile stress in tie-rods using a theoretical formula or two proposed standard charts will be presented. 

2. LABORATORY TESTS 

2.1 Test Set-up and Performance 

Four tie-rods of different characteristics were tested in laboratory. Their characteristics are presented in Table 1. The material 
properties of all specimens are the mass density of 7850 kg/m3, the elastic modulus of 210 GPa and the Poison’s ratio of 0.30. 
Using modal analysis tests, the frequencies and the first five to eight modes of vibration were determined at different applied 
tensile forces. For each tie-rod, the tests were performed with two types of boundary conditions to stimulate the boundary 
conditions of real tie-rods. The first type of boundary conditions is pinned-pinned (PP) and the second type is fixed-fixed 
(FF). Figure 1 shows the set-up of the two boundary conditions and Figure 2 gives an example of the test overview. 

Table 1: Tie-rod specimens for laboratory tests 

Specimen Length, L (m) Cross-section 

Shape Size: height (h) width (b) or diameter (d) (m) 
Tie-rod “S1” 2.7 Square 0.04 0.04 
Tie-rod “S2” 5.4 Square 0.04 0.04 
Tie-rod “C3” 2.7 Circular 0.02 
Tie-rod “C4” 5.4 Circular 0.02 

 
Figure 1 – Experimental boundary conditions: (a) type PP, (b) type FF 
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Figure 2 – Tests of tie-rod C4 with boundary conditions type FF (“AC”: accelerometer) 

The tests were repeated for each specimen with four or five values of measured tensile stresses in tie-rods. The tensile forces 
were applied manually using a wrench to tighten the specimens at one end. To control the values of the applied tensile force, 
the tests were carried out by displacement-control using two Linear Variable Differential Transformers (LVDTs). From the 
measured displacements of the LVDTs, the strains and the actual tensile stresses in the tie-rods were calculated. The LVDTs 
were placed on both sides of a tie-rod at the same location to take the average value of the two measurements. They were 
glued parallel to and at the same level as the centre line of the tie-rod’s cross-section.  

To illustrate the effect of tensile force on the frequency, Figure 3 presents the overlaying of the two Frequency Response 
Spectrums (FRSs) at two measured tensile stresses in tie-rod S2. The FRS at higher tensile stress is shifted to the right. 

 
Figure 3 – FRSs of tie-rod S2 at two values of tensile stresses - Effect of tensile stress on the frequency f 

2.2 Measured Deflected Shapes of Tie-rod Specimens  

The deflections of the tie-rod at initial tensile stress and for each increment of the tensile stress were measured using a laser 
meter. Figure 4 shows the measured deflected shapes of tie-rod C4 at different tensile stresses in the tests with the boundary 
conditions type FF. The maximum deflection at initial zero tensile stress is 35 mm. The deflection of the tie-rod was highly 
sensitive to the changes in the tensile stress. 

  Test no. C4-FF 

BC  
Type FF 

Tie-rod C4 1 of 2 LVDTs 

Wired 
AC 1 

Wired 
AC 4 

Wired 
AC 5 

Wired 
AC 6 

Wired 
AC 3 

Wired 
AC 2 

BC  
Type FF 

 

  = 0 MPa  = 39.9 MPa

A
m

pl
itu

de
 (d

B
) 

-30 
 

 
 
 
 

 
-60 

 
 
 
 
 

 
-90 

 
 
 
 

-120 

f1  

f2  

f3 f4  
f5  

f7  f8  

f6 

 0 50                                   100 150                                  200     

Frequency (Hz) 
exp = 0 (MPa) exp = 39.9 (MPa)

73



 
Figure 4 – The measured deflected shapes of tie-rod C4 in tests with boundary conditions type FF 

Table 2 gives a summary of the maximum and minimum deflections in all the tests together with the tensile stress values. For 
short tie-rods with the length equal or less than 2.7 m, the bending curvature due to self-weight of the rods is insignificant; for 
long tie-rods with the length of 5.4 m or more, the effect should be assessed. 

Table 2: The measured maximum and minimum deflections and tensile stresses in the tie-rod specimens 

Test no. Specimen Max. deflection,    
wexp.max           
(mm) 

Initial tensile 
stress, exp.0 

(MPa) 

Min. deflection, 
wexp.min                  
(mm) 

Max. tensile 
stress, exp.max 

(MPa) 

S1-PP S1 2.0 0.0 0.0 60.2 

S1-FF - 2.0 0.0 0.0 59.5 

S2-PP S2 27.0 0.0 11.5 59.5 

S2-FF - 29.0 0.0 7.0 60.9 

C3-PP C3 7.0 0.0 2.5 79.1 

C3-FF - 3.0 0.0 1.0 80.5 

C4-PP C4 22.5 0.0 7.5 80.5 

C4-FF - 36.0 0.0 4.0 80.5 

The results of the experiments will be first compared with the numerical results without, and then with, the effect of bending 
curvature due to self-weight of tie-rods. After that, a conclusion regarding the effect of bending curvature due to self-weight 
on the frequency values of tie-rods will be made. 

3. NUMERICAL MODEL 

To make a comparison between the experimental and numerical results, the four tie-rods in the laboratory tests were modeled 
using DIANA [6]. The geometrical characteristics, material properties and tensile stresses are the same as the tie-rods in the 
laboratory tests. The reference structural system consisted of a beam with uniform cross-section and supported by rotational 
springs at both ends while subjected to a constant tensile force. Two-node Euler - Bernoulli beam elements were used. The 
model has 20 elements and 21 nodes. The numerical models include the mass of the accelerometers plus the cable applied at 
their corresponding locations, which is approximately 0.3 kg each. The modal frequency and the first eight modes of 
vibration were determined via free vibration. The model is illustrated in Figure 5. 
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Figure 5 – The numerical model with rotational spring at the supports 

4. COMPARISON BETWEEN THE EXPERIMENTAL AND NUMERICAL RESULTS 

Figure 6 compares the frequency values obtained from the experiments of tie-rod C4 with boundary conditions type FF with 
that of the numerical models with both pinned-pinned and fixed-fixed end conditions. The results are consistent except for 
that of the first mode at initial tensile stresses. The reason is highly related to the effect of bending curvature due to self-
weight of the tie-rod. It can be seen that this effect is significant on the first mode only at low tensile stresses. 

 
Figure 6 – The experimental and numerical results for the first four modes of tie-rod C4 (“Exp. (FF)” - experimental result 
with boundary conditions type FF; “Num. (PP or FF)” - numerical result with pinned-pinned or fixed-fixed end conditions) 

Among the four tie-rods, tie-rod C4 is the most affected by the effect of bending curvature due to its self-weight, followed by 
tie-rods S2, C3 and S1. The effect is more significant for circular tie-rods due to higher slenderness. 

4.1 Effect of Bending Curvature due to Self-weights of Tie-rods 

To assess the effect of the bending curvature due to self-weight, the geometry of the models were updated with the measured 
deflected shapes. After that, the model was re-run by the modal analysis to obtain the frequencies and modes of vibration. 
Only the frequencies of the first mode are affected. The numerical results of the first mode of tie-rod C4 before and after 
updating the geometry of the model are compared with the experiment results of the tie-rod in the tests with boundary 
conditions type FF in Figure 7. 
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         (a)                                                                                        (b) 

Figure 7 – Comparison of the experimental and numerical results for the first mode of tie-rod C4: The numerical results: (a) 
neglect the bending curvature due to self-weight of the rod; (b) consider the bending curvature due to self-weight of the rod 

To conclude, the effect of bending curvature due to self-weight should be taken into account when performing the dynamic 
tests and numerical analyses of metallic tie-rods.  Depending on the length and cross-section of the tie-rod, the effect is small 
and might be neglected for tie-rods S1 and C3 with the length of 2.7 m. However, for tie-rods S2 and C4 with the length of 
5.4 m, the effect is highly significant on the frequency of the first mode at low tensile stresses. Based on the experiments, low 
values of tensile stress could be in a range from 0 to 20 MPa. The effect will become negligible when the tie-rod is 
sufficiently stressed. 

4.2 Discussion about the Experimental Uncertainty 

Several types of uncertainty are discussed hereafter to validate the accuracy of the experimental results. The first type of 
uncertainty was associated with the magnitude of applied tensile forces creating tensile stresses in the tie-rod specimens. The 
tensile forces were applied manually and controlled based on the average measured displacements of two LVDTs. The values 
of the changes in the displacements were small, for example 0.0143 mm corresponding to an increase of 20 MPa in tensile 
stress. In addition, they might be affected by other sources of vibrations and noise. The second type was associated with the 
non-uniform distribution of the applied tensile force on the tie-rod’s cross-section. As a result, the strains measured on both 
sides of the tie-rod at the same location were not equal like in ideal cases. The third type was related to the possible deviation 
of the LVDTs from the desired positions parallel to and at the same level as the centre line of the tie-rod’s cross-section. This 
could result in the effect of a bending moment due to self-weight of tie-rods on the accuracy of the measured strains. In 
conclusion, the experimental uncertainties involved the measurement of small strains and thus affected the values of the 
corresponding tensile stresses. The adopted approach was to combine the experimental and numerical results to assess the 
estimation of tensile stress in tie-rods. 

5. CALIBRATION OF THE NUMERICAL MODELS 

5.1 Introduction 

To evaluate the experimental uncertainties, the system identification analysis using the Finite Element Model Updating 
method (FEMU) [7] was carried out. The difference between the experimentally measured and numerically identified 
frequencies of tie-rods was minimized to find the best-suited values of several parameters including the tensile stress in tie-
rods. Following the recommendations of [8], the selected parameters to be updated were the tensile stress, rotational stiffness 
of the supports and elastic modulus of the tie-rods. In addition, the most suitable numerical analysis method to describe 
accurately the dynamic behavior of tie-rods taking into account the bending curvature due to their self-weights was studied.  

The optimization process was done in Matlab [9] and DIANA [6]. The experimental and numerical results were calibrated in 
two cases which first neglected, and then considered, the effect of bending curvature due to self-weight. In the later case, two 
types of analyses were performed. They were static linear and geometric non-linear analyses. In particular, in the linear 
analysis case, the loadings included the self-weight of the tie-rod, the weight of the accelerometers and an applied tensile 
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force. The deformed shape of the tie-rod was obtained by static linear analysis which corresponded to that tensile force. The 
geometry of the model was updated with the deformed shape. After that, the calibration process began with a value set of the 
updating parameters. The model was run by the modal analysis to obtain the frequencies and modes of vibration. Each time 
when the tensile stress was updated, the model was re-run by static linear analysis to obtain a new deflected shape. The 
geometry of the model was updated with this new deflected shape and the calibration process continued. In the geometric 
non-linear analysis, the calibration process was similar to that using the linear analysis, except that the deflected shapes were 
obtained by the geometric non-linear analysis; and every time when one of the two parameters, i.e. tensile stress or the elastic 
modulus, was updated, the geometric non-linear analysis was re-run. 

5.2 Comparison of the Calibration Results using Different Analysis Methods  

Table 3 gives a summary of the updated results of all different numerical analysis methods for tie-rod C4 model, together 
with the experimental results. The six different analyses are: 

- Analysis I: neglecting the bending curvature due to self-weight, including the frequency of the first mode; 
- Analysis II: neglecting the bending curvature due to self-weight, excluding the frequency of the first mode; 
- Analysis III: considering the bending curvature due to self-weight, linear analysis for deflection, including the frequency of 

the first mode; 
- Analysis IV: considering the bending curvature due to self-weight, linear analysis for deflection, excluding the frequency 

of the first mode; 
- Analysis V: considering the bending curvature due to self-weight, geometric non-linear analysis for deflection, including the 

frequency of the first mode; 
- Analysis VI: considering the bending curvature due to self-weight, geometric non-linear analysis for deflection, excluding 

the frequency of the first mode. 

Table 3: The experimental and updated numerical results using different analysis methods for tie-rod C4 

Analysis 
method 

Tensile stress,      
 (MPa) 

Rotational  
stiffness, k (N/m) 

Elastic  modulus,    
E (GPa) 

Average 
freq. error, 
errorave (%) 

Max.      
freq. error,  

errormax  (%) 

Freq. error of 
the 1st mode, 
errormode.1 (%)  Exp. Num. Exp. Num. Exp. Num. 

Analysis I 0.0 17.1 FF 85 210 200 7.6 -35.6 -35.6 

Analysis II 0.0 13.8 FF 83 210 206 1.6 -2.80 – 

Analysis III 0.0 0.01 FF 71 210 200 4.5 -9.80 5.20 

Analysis IV 0.0 21.9 FF 113 210 200 2.4 -4.60 – 

Analysis V 0.0 9.50 FF 63 210 200 6.2 -16.7 -16.7 

Analysis VI 0.0 12.4 FF 51 210 200 1.3 3.00 – 

 
Figure 8 – Comparison between measured experimental and updated numerical deflections using different analysis methods 
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In terms of the deflection, the analysis method V provides the closest result to the measured value. The obtained deflection 
using the geometric non-linear analysis is smaller than the measured one. This could be due to the several factors related to 
the numerical model such as the type of elements used, the number of elements, etc. In terms of the tensile stress, the analysis 
method III gives the closest result followed by the analysis method V. In terms of the maximum frequency error, it is certain 
that the analysis methods II, IV and VI give smaller values than the other methods because they exclude the frequency of the 
first mode but on the other hand, the analysis method IV provides unreasonable result of the tensile stress. Overall, only three 
analyses II, III and V should be used. Further study was made for these analyses at higher tensile stress as shown in Figure 9. 

                                    
Figure 9 – Comparison between the experimental and three numerical deflected shapes of tie-rod C4 at exp = 20.3 MPa 

The linear analysis for deflection, i.e. analysis III, is not suitable to obtain the deflections of tie-rods at higher tensile stresses, 
because the effect resulting from an increase in the tensile stress is not sufficiently reflected. The tie-rods subject to relatively 
large deformations due to the effect of tensile stress and therefore, the geometric non-linear analysis which accounts for large 
deformations, i.e. analysis V, should be used. In conclusion, in all cases, the analysis methods II and V can be used. The 
difference between the two methods is method II will provide more conservative results in terms of tensile stress in tie-rods. 
Moreover, the method II does not give the deflections of tie-rods. 

6. DISCUSSION ABOUT THE TECHNIQUE TO IDENTIFY IN-SITU THE TENSILE STRESS IN TIE-RODS 

Figure 10 presents the two techniques using dynamical approach to identify the tensile stress in tie-rods noting the effect of 
bending curvature due to self-weight of tie-rods. 

 
Figure 10 – Summary of the dynamical techniques to identify the tensile stress, , in tie-rods 
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(More accurate technique) 

Considering the effect of bending curvature 
due to self-weight of tie-rods 

 Including the frequency of the first mode 
- Develop a numerical model; 

- Run static geometric non-linear analysis to obtain 
the deflected shape at a given value of ; 

- Run modal analysis; 
- A weighted difference between experimental and 

numerical results is calculated and minimized. 
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7. PROPOSED STANDARD CHARTS 

The development of some practical and reliable charts that can be used to rapidly assess a range of the tensile force in tie-rods 
is of great interest. Based on the conclusions in Figure 10 to utilize the method which neglects the bending curvature due to 
self-weight of tie-rods for simplification, a numerical parametric study was carried out using DIANA [6]. The numerical 
model was the same as that described in Section 3. In total, there were 432 models of different lengths and cross-sections, 
considering different tensile stresses and boundary conditions.  

7.1 Comparison of the FE Results with Theoretical Equation 

The complete theoretical equation for the frequency of a tie-rod with pinned-pinned end condition derived by [4] is as below: 

2 2

4 2
. . ..

2 . .n
n n E I Tf

m L m L
 (1) 

where fn is the frequency of mode nth (Hz); n is the mode number; L is the length of the tie-rod (m); EI is the bending stiffness 
(Nm2), T is the tensile force (N) and m is mass per unit length of the tie-rod (kg/m).   

The numerical results with pinned-pinned condition match perfectly with the theoretical Eq. (1). The experimental results lie 
between the numerical results of tie-rods with pinned-pinned and fixed-fixed supports. Therefore, a range of tensile stress can 
be estimated when knowing the relationship between the frequency of fixed-fixed and pinned-pinned system. The frequencies 
of the fixed-fixed system are divided by those of pinned-pinned end condition for 432 case studies. The ratios are highly 
consistent. Maximum ratio is 2.267 for the first mode and 1.563 for the second mode.  

Table 4 summarizes the effect of all the factors that affect the frequency of tie-rods. There are six factors in total, in which x  
denotes the ratio between the new and original tensile stresses. Similarly, xh, xmode and xL are the ratios between the new and 
original heights of the cross-section, mode numbers and lengths respectively. And shape of cross-section refers to the effect 
when the cross-section is changed from rectangular to circular assuming the height h is equal to the diameter d. 

Table 4: Factors affecting the frequency of tie-rods based on 432 numerical case studies 

No. Factor Effect* Estimated max. effect       
on freq. 

Level of 
influence* 

Level of 
dependence* 

1 Tensile stress (+) x  Medium High 

2 Boundary condition (+) 2.267 Medium Low 

3 Size of cross-section (+) xh Medium High 

4 Mode number (+) 
2
modex  High Medium 

5 Length (–) 1/xL
2 High Medium 

6 Shape of cross-section (when h = d) (–) 0.867 Medium High 

*Remarks in Table 4: “Effect (+)” means positive effect such that when the factor is increased, the frequency is also 
increased and vice versa. This is opposite to “(–)” or negative effect; “Level of influence”: the effect on the frequency in 
comparison with other factors’ effects; “Level of dependence”: the change of the effect of a factor on the frequency in 
combination with other factors’ effects. 

7.2 Estimation of a Range of Tensile Force in Tie-rods using a Formula 

Based on the theoretical Eq. (1) of a tie-rod with pinned-pinned condition combined with the results of the numerical 
parametric study and calibration process, a range of tensile force in any tie-rods can be estimated by the following Eq., noting 
that the frequency of the first mode must be excluded: 
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7.3 Estimation of a Range of Tensile Stress in Tie-rods using Two Proposed Standard Charts 

The construction of the standard charts is based on the combined effect of different factors. It is necessary to find the 
correction factors (CFs) to relate the tie-rods of different characteristics, i.e. different cross-sections, lengths or mode 
numbers, to the ones already known in the charts. The CFs and proposed standard charts are presented in details in [10]. 

Tie-rod C4 in the test with boundary conditions type PP was chosen to verify the proposed standard charts. Figure 11 shows 
the values of the tensile stress determined in the Chart I (maximum tensile stress corresponding to pinned-pinned end 
condition) and Chart II (minimum tensile stress corresponding to fixed-fixed end condition). The range of tensile stress is 
from 15 MPa to 50 MPa. The obtained maximum value of 50 MPa by the proposed standard charts is close to the value in the 
experiment, i.e. 47.6 MPa and value after the calibration process using the analysis method II, i.e. 49.4 MPa.  

 
Figure 11 – Verification of the proposed standard charts I and II 

8. CONCLUSIONS 

The effect of bending curvature due to self-weight of tie-rods should be taken into account in the numerical simulation and 
dynamical analysis of tie-rods. For long tie-rods like those with the length of 5.4 m, this effect cannot be neglected. The 
effect is highly significant on the first mode of vibration at low values of tensile stress. 

At low tensile stresses, the tie-rod experiences certain behavior that is similar to a catenary cable. However, it cannot be 
analyzed as a cable because it is necessary to account for bending stiffness. When it is subjected to increasing tensile stresses, 
large displacements occur. Therefore, the analysis to obtain the deflected shapes of tie-rods should be geometric non-linear. 
After that, the geometry of the numerical model should be updated with the deflected shape and modal analysis can be 
performed to obtain the frequencies and modes of vibration.  

When the deflections are not interested, the analysis which neglects the effect of bending curvature due to self-weight of tie-
rods can be used, however, the frequency of the first mode should be excluded. This analysis provides more conservative 
results because of higher tensile stress.  

In addition, the preliminary estimation of a range of tensile force or tensile stress in tie-rods can be done using a formula or 
two proposed standard charts which provide convenience to the target users. 
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Data Fusion for System Identification of the

Humber Bridge

Michael Döhler, Bijaya Jaishi, Laurent Mevel, and James M.W. Brownjohn

Abstract In Operational Modal Analysis (OMA) of large structures, ambient vibra-
tion data from multiple non-simultaneously recorded measurement setups is often
needed to be processed. These setups share some sensors in common, while the
others are moved from one setup to the next. Like this detailed mode shapes of the
structure can be obtained, mimicking lots of sensors, while in fact only a few sensors
are used for the measurements. Recently, the “Pre Global Estimation Re-Scaling”
(PreGER) for the Stochastic Subspace Identification (SSI) was proposed to obtain
global modal parameters of the structure. It is a fully automated method that takes
differences in the unmeasured background excitation levels between the setups into
account, merges the data and does the global system identification. Like this, the
different measurement setups can be processed in one step and do not have to be an-
alyzed separately. In this paper, system identification results of the Humber bridge
are presented, which is a challenging example as a big number of setups is available
and special measures need to be taken to avoid numerical explosion of the compu-
tation. The results are compared to the PoSER approach (Post Separate Estimation
Re-Scaling) with data-driven SSI.

1 Introduction

Subspace-based linear system identification methods have been proven efficient for
the identification of the eigenstructure of a linear multivariable system in many ap-
plications. In this paper, the main motivation is output-only structural identification
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in vibration mechanics, of a structure subject to ambient unmeasured vibrations, by
using accelerometer measurements or strain gauges, when several successive data
sets are recorded, with sensors at different locations in the structure. For doing this,
some of the sensors, called the reference sensors, are kept fixed, while the others are
moved. Like this, we mimic a situation in which lots of sensors are available, while
in fact only a few are at hand.

However, there is one unpleasant feature of structural identification of structures
subject to ambient excitation, namely that excitation is typically turbulent in nature
and nonstationary. Like this, the excitation level can change from setup to setup,
which has to be taken into account when merging the sensor data for structural
identification.

Two merging strategies are considered that differ in the order of the normaliza-
tion, identification and merging step: the classical PoSER approach and the previ-
ously presented PreGER approach in [6, 8]. Special care is taken of the PreGER
approach, which is improved to be able to handle a large number of measurement
setups without running into memory problems. The PoSER and the now modular
PreGER approach are tested and compared on data measured on the Humber bridge
in England using 26 different measurement setups with the data-driven SSI algo-
rithm UPC [12, 11].

2 Stochastic Subspace Identification (SSI)

2.1 Single Setup

2.1.1 State Space Model

We consider a linear multi-variable output-only system described by a discrete-time
state space model ⎧⎪⎨

⎪⎩
Xk+1 = F Xk +Vk+1

Y (ref)
k = H(ref) Xk

Y (mov)
k = H(mov) Xk

(1)

with

• Xk the state vector at time instant k,
• Y (ref)

k the observed output vector of the reference sensors (which are a subset of
all sensors),

• Y (mov)
k the observed output vector of all the sensors minus the reference sensors

(the remaining sensors),
• H(ref) the observation matrix with respect to the reference sensors,
• H(mov) the observation matrix with respect to the remaining sensors,
• F the state transition matrix,
• Vk the unmeasured stationary Gaussian white noise.
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Let furthermore

• Yk =

(
Y (ref)

k

Y (mov)
k

)
all the observed output at time instant k,

• H =

(
H(ref)

H(mov)

)
the full observation matrix,

• N the number of measurements (k = 1, . . . ,N),
• r the total number of sensors and r(ref) the number of reference sensors.

2.1.2 SSI with Unweighted Principal Component (UPC) Algorithm

The classical reference-based data-driven subspace identification of the eigenstruc-
ture (λ ,φλ ) of the system (1) consists of the following steps for the Unweighted
Principal Component algorithm [11, 12]: The parameters p and q are chosen, nor-
mally as p+1 = q as recommended in [1]. Then, the data matrices

Y +
p+1

def
=

⎛
⎜⎜⎜⎜⎜⎜⎝

Yq+1 Yq+2
... YN−p

Yq+2 Yq+3
... YN−p+1

...
...

...
...

Yq+p+1 Yq+p+2
... YN

⎞
⎟⎟⎟⎟⎟⎟⎠ , and Y −

q
def
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

Y (ref)
q Y (ref)

q+1
... Y (ref)

N−p−1

Y (ref)
q−1 Y (ref)

q
... Y (ref)

N−p−2
...

...
...

...

Y (ref)
1 Y (ref)

2
... Y (ref)

N−p−q

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(2)
are built and the “subspace matrix”1

Hp+1,q = Y +
p+1Y

−
q

T
(
Y −

q Y −
q

T
)−1

Y −
q (3)

is computed. With the factorization Hp+1,q = Op+1Xq into matrix of observability
and Kalman filter state sequence with

Op+1
def
=

⎛
⎜⎜⎜⎜⎜⎝

H
HF
HF2

...
HF p

⎞
⎟⎟⎟⎟⎟⎠ (4)

the matrices H as the first block row of Op+1 and F from the least squares solution
of

1 As Hp+1,q is usually a very big matrix and difficult to handle, we continue the calculation in
practice with the R part from an RQ-decomposition of the data matrices, see [11] for details. This
will lead to the same results as only the left part of the decomposition of Hp+1,q is needed.
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⎛
⎜⎜⎜⎝

H
HF

...
HF p−1

⎞
⎟⎟⎟⎠F =

⎛
⎜⎜⎜⎝

HF
HF2

...
HF p

⎞
⎟⎟⎟⎠

are retrieved. Finally, the eigenstructure (λ ,φλ ) of the system (1) is obtained from

det(F −λ I) = 0, F ϕλ = λ ϕλ , φλ = Hϕλ .

In the following, the subscripts of the matrices Hp+1,q, Y +
p+1, Y −

q and Op+1 are
skipped for simplicity.

2.2 Multiple Setups

Instead of a single record for the output (Yk) of the system (1), Ns records(
Y (1,ref)

k

Y (1,mov)
k

)
︸ ︷︷ ︸

Record 1

(
Y (2,ref)

k

Y (2,mov)
k

)
︸ ︷︷ ︸

Record 2

. . .

(
Y (Ns,ref)

k

Y (Ns,mov)
k

)
︸ ︷︷ ︸

Record Ns

(5)

are now available collected successively. Each record j contains data Y ( j,ref)
k from a

fixed reference sensor pool, and data Y ( j,mov)
k from a moving sensor pool. To each

record j = 1, . . . ,Ns corresponds a state-space realization in the form⎧⎪⎨
⎪⎩

X ( j)
k+1 = F X ( j)

k +V ( j)
k+1

Y ( j,ref)
k = H(ref) X ( j)

k (reference pool)
Y ( j,mov)

k = H( j,mov) X ( j)
k (sensor pool no j)

(6)

with a single state transition matrix F .
Note that the unmeasured excitation V ( j) can be different for each setup j as the

environmental conditions can slightly change between the measurements. However,
during each setup j the noise V ( j) is assumed to be stationary. Note also that the
observation matrix H(ref) is independent of the specific measurement setup if the
reference sensors are the same throughout all measurements j = 1, . . . ,Ns.

For each setup j we obtain a “local” subspace matrix

H ( j) = Y +
( j)Y

−
( j)

T
(
Y −
( j)Y

−
( j)

T
)−1

Y −
( j) (7)

according to equations (2)-(3), where Y +
( j) is filled with data from all the sensors

and Y −
( j) with data from the reference sensors of this setup (see Equation (2)). The

question is now how to adapt the subspace identification from Section 2.1 to
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• merge the data from the multiple setups j = 1, . . . ,Ns to obtain global modal
parameters (natural frequencies, damping ratios, mode shapes), and to

• normalize or re-scale the data from the multiple setups as the background exci-
tation may differ from setup to setup.

In the following section we present two approaches for this problem: the common
practice approach PoSER that processes all the setups separately and merges them
at the end, and the recently generalized approach PreGER, that processes all the
setups together.

3 Merging Strategies

3.1 Post Separate Estimation Re-Scaling (PoSER)

In this work, reference based SSI-DATA algorithm [12] is used for system iden-
tification as PoSER approach. It involves two main steps; processing and modal
parameter identification of each setup separately and then merging the modal data.
The first step consists of (i) assembly of and QR factorization of data block Hankel
matrix (ii) SVD of projection matrix (iii) calculation of system matrices (iv) com-
putation of modal parameters. In the second step, the modal data from each setup
are merged to get the global values of system. The values of all setups are averaged
to get the natural frequencies and damping ratios of whole structure.

Every setup of simultaneously measured channels yields after identification a
part of the global mode shape. These parts are glued together with the aid of the
reference sensors, common to all setups. Least squares approximation is used to
determine the scaling factor of a certain mode between two setups. The scaling
factor is different from one if the (unknown) excitation changes from one setup to
another, which is generally the case. The whole procedure is summarized in Figure
1. For large structures having a huge number of test setups, this approach is time
consuming as many stabilization diagrams have to be analyzed. In most of the cases,

H(1)

H(2)

H(Ns)

φ(1)

φ(2)

φ(Ns)

...
...

re-scaling

re-scaling

re-scaling

identification

identification

identification

φ(all)

Fig. 1 Merging partial mode shape estimates φ ( j), j = 1, ...,Ns into a global mode shape estimate
φ (all) in the PoSER approach.
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all modes are not well excited in all setups and mode pairing between different
setups is difficult.

3.2 Pre Global Estimation Re-Scaling (PreGER)

3.2.1 General PreGER Merging Strategy

The PreGER merging approach was introduced in [9, 10] and recently generalized
[6, 8]. It makes use of a factorization of the subspace matrix of each setup into
observability and some other matrix on the right side, and normalizes them with a
common right factor to introduce the same excitation factor to all the setups. In this
work, it is simplified and adapted to a large number of setups.

For each setup j = 1, . . . ,Ns the subspace matrix (7) is built that has the factor-
ization property H ( j) = O( j)X ( j). In order to merge the data, first the different
excitation factors of each setup are taken into account, which are present in the
Kalman filter state sequence X ( j) since the matrix of observability is only depen-
dent of the observation matrix H( j) and state matrix F that are not affected. In the
first step, all the subspace matrices H ( j) are re-scaled with a common Kalman filter
state sequence X ( j∗) of one fixed setup j∗, then the resulting matrices are merged
and a global modal parameter estimation is finally done on the merged matrix.

H(1)

H(2)

H(Ns)

H̄(1)

H̄(2)

H̄(Ns)

...
...

re-scaling

re-scaling

re-scaling
interleaving identification

H̄(all) φ(all)

Fig. 2 Merging subspace matrices of each setup to obtain a global subspace matrix and global
mode shape estimate φ (all) in the PreGER approach from [6, 8].

In detail (see also [6]), the subspace matrices H ( j) are separated into matrices
H ( j,ref) and H ( j,mov) by taking the appropriate rows of H ( j) that correspond to the
reference resp. moving sensor data from Y +

( j,ref) resp. Y +
( j,mov). Then, the matrices

H ( j,ref), j = 1, . . . ,Ns are juxtaposed to

H (all,ref) =
(
H (1,ref) H (2,ref) . . . H (Ns,ref)

)
and with the help of an SVD this matrix is decomposed to

H (all,ref) = O(ref) (X (1) X (2) . . . X (Ns)
)
, (8)
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from where the matrices X ( j) and the observability matrix with respect to the ref-
erence sensors O(ref) are obtained. One of the setups j∗ ∈ {1, . . . ,Ns} is chosen and
the matrices H ( j,mov) are rescaled to

H̄ ( j,mov) = H ( j,mov) X ( j)†
X ( j∗),

where † denotes the pseudoinverse. In the last step the block rows of the matri-
ces H̄ ( j,mov), j = 1, . . . ,Ns, and the matrix H ( j∗,ref) are interleaved, to obtain the
merged matrix H̄ (all) with the factorization property

H̄ (all) = O(all) X ( j∗) with O(all) =

⎛
⎜⎜⎜⎜⎜⎝

H(all)

H(all)F
H(all)F2

...
H(all)F p

⎞
⎟⎟⎟⎟⎟⎠ and H(all) =

⎛
⎜⎜⎜⎜⎜⎝

H(ref)

H(1,mov)

H(2,mov)

...
H(Ns,mov)

⎞
⎟⎟⎟⎟⎟⎠ .

(9)
On this global subspace matrix the subspace system identification can be performed
to obtain the global modal parameters.

3.2.2 Modular PreGER Merging Strategy

The PreGER approach is now modified to handle a large number of setups, as in such
a case the global subspace matrix H̄ (all) can get very big, which can pose memory
problems. Also, an SVD of H̄ (all) has to be done to obtain the observability matrix
O(all), and from this matrix the state transition matrix F is obtained from a least
squares solution. These are operations involving large matrices in the case of many
setups and memory problems can arise again.

In order to circumvent these problems, the matrix O(all) is built directly instead of
H̄ (all), similar to the modular merging approach in [7], so that no further SVD has
to be done. With O( j,mov) def

= H ( j,mov) X ( j)†
and Equation (9), O(all) can also be

built directly by interleaving the block rows of the matrices O( j,mov), j = 1, . . . ,Ns,
and the matrix O(ref). From H ( j,ref) = O(ref) X ( j) the relation

O( j,mov) = H ( j,mov) X ( j)†
= H ( j,mov) H ( j,ref)†

O(ref)

follows and hence in Equation (8) only the matrix O(ref) is needed. Then, the SSI
using the modular PreGER merging – only involving small matrices coming from
single setups if necessary – consists of the following steps:

• Get the matrix O(ref) from the SVD of
(
H (1,ref) H (2,ref) . . . H (Ns,ref)

)
. If the

latter matrix is too big, an iterative thin RQ decomposition can be done prior
to the SVD, that involves only one matrix H ( j,ref) in one step. See also [7] for
details.

• Build the matrices O( j,mov) = H ( j,mov) H ( j,ref)†
O(ref), j = 1, . . . ,Ns
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• Solve the least squares problem for the state transition matrix F either from O(all)

(which results from interleaving O( j,mov), j = 1, . . . ,Ns, and O(ref)) or iteratively
by directly using the matrices O( j,mov), j = 1, . . . ,Ns, and O(ref) one after each
other, see also [7] for details. Get the global observation matrix H(all) from the
first block row of O( j,mov), j = 1, . . . ,Ns, and O(ref).

• Get the natural frequencies, damping ratios and mode shapes from F and H(all).

This modular PreGER approach is summarized in Figure 3.

H(1)

H(2)

H(Ns)

O(ref),O(1,mov)

O(2,mov)

O(Ns,mov)

...
...

SVD + re-scaling

SVD + re-scaling

SVD + re-scaling
identificationiterative LQ

F , H (all) φ(all)

Fig. 3 Merging subspace matrices of each setup to obtain a global subspace matrix and global
mode shape estimate φ (all) in the modular PreGER approach.

4 Analysis of Humber Bridge

4.1 Bridge Description and Ambient Vibration Test

The Humber Bridge (Figure 4), which was opened in July 1981, has a main span
of 1410 m with side spans of 280 m and 530 m. The spans comprise 124 units of
18.1 m long 4.5 m deep 140 prefabricated sections 28.5 m wide including two 3 m
walkways. The top of the box section constitutes an orthotropic plate on which

Fig. 4 Views of Humber Bridge from North and South.
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mastic asphalt surfacing is laid, and the sections have four internal bulkheads. At
the end of each span there is a pair of A-frame rocker bearings that provide restraint
in three degrees of freedom. The slip-formed reinforced concrete towers rise 155.5
above the caisson foundations and carry the two main cables which have a sag of
115.5 m. These cables each have sectional area of 0.29 m2 and consist of almost
15,000 5 mm 1.54 kN/mm2 UTS wires grouped in strands.

The bridge was previously tested in July 1985 [2]. The testing was motivated
by a requirement to validate FE procedures for suspensions bridges. The 1985 test-
ing used only three accelerometers, several km of cables, an analog tape recorder
and a two-channel spectrum analyzer and it was possible to identify over 100 vi-
bration modes of the main span, side spans and towers up to a frequency of 2 Hz.
After 23 years, the original signals and resulting digital mode shapes were no longer
available, just the values in published papers and reports. Because of the quality un-
certainties and lack of digital data for the EPSRC project, a retest of the bridge was
necessary.

The current test was conducted during the week 14th-18th in July 2008 as part of
EPSRC funded research project. To avoid lengthy post-processing of data a differ-
ent strategy was required for the system identification, making use of autonomous
recorders with precise timing of GPS-synchronized clocks. The system for using
autonomous recorders pioneered by researchers at FEUP in Portugal [4, 5] was
adopted and a team from FEUP brought their recorders and assisted in the test-
ing and post-processing. Between FEUP and University of Sheffield ten GEOSIG
recorders were available. These recorders used either internal force balance ac-
celerometers, external Guralp CMG5 accelerometers of a triaxial arrangement of
QA750 accelerometers.

With up to five days of measurement available with a maximum of 10 hours per
day due to recorder batteries, an optimal plan was formulated that involved separate
setups to cover 76 positions. Sensor locations for one of the setup is shown in Fig-
ure 5, in each of these two pairs of triaxial recorders would be maintained at two
permanent reference locations, leaving the remaining three pairs to rove either deck
or in East/West tower pylons. Each measurement generated one hour of 30-channel
(10 in each direction) acceleration records, in four 15-minute segments. The entire
day of measurements was pre-programmed into each recorder, leaving 10-minute
periods between measurements to move the six rovers. Several cross-calibration
measurements were made to test the synchronization and relative calibrations of the
recorders by positioning them together. For side-span measurements an extra pair
of recorders was kept as a side-span reference and on the final day, a single pair of
recorders was kept in the main span with a pair of recorder left on the top of each

Fig. 5 Sensor locations for setup 24: sidespan measurement.
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tower (one on each pylon) and the remaining pairs roved in the tower. The details of
test procedure can be found in [3].

4.2 Preprocessing of the Data

In this work, only vertical direction data from 26 different setups are processed. The
analysis of the experimental data involved initial preprocessing operations of trend
removal, low-pass filtering and resampling, considering that the range of frequencies
of interest is rather low, of the order of 1 Hz, compared to the original sampling rate
of 100 Hz.

4.3 PoSER Approach

Several values for SSI parameters are tried and the following parameters are se-
lected:

• Expected system order: 45
• Model order range: 2, 4, 6, 8, . . . , 100
• References: 4 reference channels

The set of 18 modes that had been extracted from the data in the frequency range of
interest [0-1 Hz] is shown in Figure 6. These modes can be characterized as:

• Vertical bending modes 1, 3 and 4 possesses symmetry in all three spans.
• Vertical modes 5, 8 and 11 and torsional mode 10 possesses anti-symmetry in

main span and symmetry in long side span.
• Vertical modes 6, 9, 12, 15, 18 and torsional mode 13 have symmetry in main

span.
• Vertical mode 2 possesses symmetry with respect to sides spans and anti-

symmetry in main span.
• Vertical mode 7 possesses symmetry with respect to main span and long side

span.
• Vertical modes 14 and 17 and torsional mode 16 possesses anti-symmetry in

main span.

The shapes of the 6th vertical mode is not found perfect due to difficulty in an-
alyzing the very closely spaced mode in the stabilization diagram. The extracted
modal parameters are in good agreement with other methods that are reported in [3]
except the values of the damping ratios.
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mode 1 - 0.116Hz - 3.1% mode 2 - 0.152Hz - 6.4% mode 3 - 0.172Hz - 3.9%

mode 4 - 0.215Hz - 2.6% mode 5 - 0.239Hz - 1.4% mode 6 - 0.305Hz - 2.1%

mode 7 - 0.312Hz - 1.2% mode 8 - 0.381Hz - 1.2% mode 9 - 0.462Hz - 0.9%

mode 10 - 0.480Hz - 0.7% mode 11 - 0.537Hz - 0.9% mode 12 - 0.625Hz - 0.7%

mode 13 - 0.647Hz - 0.6% mode 14 - 0.716Hz - 0.7% mode 15 - 0.808Hz - 1.0%

mode 16 - 0.850Hz - 0.7% mode 17 - 0.909Hz - 0.6% mode 18 - 0.987Hz - 0.8%

Fig. 6 Modes identified with data-driven SSI from the PoSER approach.

4.4 PreGER Approach

For the PreGER merging approach, all 26 setups were processed together and spe-
cial care was taken of the presence of the data from the different setups and the
resulting partial subspace matrices in memory only when they were needed for the
merging procedure described in Section 3.2.2. For the analysis p+1 = q = 50 was
selected to build the subspace matrices, and having 4 reference sensors available the
maximal model order was 200. The stabilization diagram obtained from the global
merged subspace matrix is presented in Figure 8, from where the modes where cho-
sen.
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All the identified mode shapes can be seen in Figure 7. They correspond very
well to the results of the PoSER approach, as well as the frequencies and damping
ratios. However, the very closely spaced modes 6 and 7 are well separated now.

mode 1 - 0.116Hz - 2.8% mode 2 - 0.152Hz - 7.8% mode 3 - 0.174Hz - 5.6%

mode 4 - 0.215Hz - 2.5% mode 5 - 0.239Hz - 1.4% mode 6 - 0.309Hz - 1.6%

mode 7 - 0.312Hz - 1.6% mode 8 - 0.381Hz - 1.4% mode 9 - 0.462Hz - 1.0%

mode 10 - 0.481Hz - 1.0% mode 11 - 0.537Hz - 1.0% mode 12 - 0.625Hz - 0.9%

mode 13 - 0.645Hz - 1.4% mode 14 - 0.712Hz - 1.0% mode 15 - 0.808Hz - 0.9%

mode 16 - 0.845Hz - 1.1% mode 17 - 0.908Hz - 0.8% mode 18 - 0.985Hz - 2.3%

Fig. 7 Modes identified with data-driven SSI from the modular PreGER approach.
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Fig. 8 Stabilization diagram containing the natural frequencies of Humber bridge from the
PreGER approach.

5 Summary of Results and Comparison

Table 1 provides a comparative overview of the natural frequencies and damping ra-
tios estimated with the PoSER and PreGER merging approach using the data-driven
SSI-cov/ref method. For a comparison of the mode shapes the Modal Assurance
Criterion (MAC) of the real parts of the mode shapes between PoSER and PreGER
approach is shown in Figure 9. The following observations can be made:

PoSER PreGER
# f (in Hz) d (in %) f (in Hz) d (in %)
1 0.116 3.1 0.116 2.8
2 0.152 6.4 0.152 7.8
3 0.172 3.9 0.174 5.6
4 0.215 2.6 0.215 2.5
5 0.239 1.4 0.239 1.4
6 0.305 2.1 0.309 1.6
7 0.312 1.2 0.312 1.6
8 0.381 1.2 0.381 1.4
9 0.462 0.9 0.462 1.0

10 0.480 0.7 0.481 1.0
11 0.537 0.9 0.537 1.0
12 0.625 0.7 0.625 0.9
13 0.647 0.6 0.645 1.4
14 0.716 0.7 0.712 1.0
15 0.808 1.0 0.808 0.9
16 0.850 0.7 0.845 1.1
17 0.909 0.6 0.908 0.8
18 0.987 0.8 0.985 2.3

Table 1 An overview of the estimated natural frequencies f and damping ratios d obtained from
the different merging strategies using data-driven SSI.
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• The differences in natural frequencies for the PoSER and the PreGER approach
are less than 1 %.

• For the damping ratios, the differences between PoSER and PreGER estimates
are larger but still not significant considering the large standard deviations on the
estimates. In general, the PreGER estimates are slightly larger than the PoSER
estimate, which might be due to the fact, that the natural frequencies in each setup
are slightly different. Then, the resulting frequency for each mode obtained by
the PreGER approach is associated to a higher damping ratio, consequence from
the merging of overlapping frequencies.

• The MAC values between most of the mode shapes of the different merging
approaches are very close to one, meaning that the identified mode shapes are
very similar. Only mode shape 6, that could not be identified clearly in the PoSER
approach, shows a big difference. Also mode shape 11 shows some difference,
due to some noise in the mode shape estimate of the PoSER approach in the side
span of the bridge, that is not present in the PreGER approach.

Fig. 9 MAC values between the real parts of the mode shapes obtained by PoSER and PreGER
approach.

6 Conclusion

In this work, the PreGER merging approach for Stochastic Subspace Identification
was further modified to handle a large number of measurement setups containing
moving sensors and a set of fixed reference sensors. It is adapted to be completely
modular and hence it has the same memory requirements as the PoSER merging
approach.
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Both PoSER and PreGER approaches offer comparable qualitative modal iden-
tification results on the Humber bridge, whereas the PreGER approach has the ad-
vantage of also separating closely spaced modes properly. The modal identification
results compare well with previously published results from different identification
algorithms in [3], showing also the feasibility of the new PreGER merging approach.
In addition, the PreGER merging approach may have the following preferences:

• theoretically sound, taking the difference in the excitation already in the model-
ing into account;

• just one stabilization diagram has to be analyzed without the need of matching
of modes between measurement setups.
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ABSTRACT 
 
Floor vibration serviceability has recently become one of the main building design criteria especially for structures with long 
spans of light-weight construction. This paper presents the analytical modeling, in situ vibration tests, modal parameter 
estimation and response prediction of an office floor where excessive vibrations have been reported on a particular bay. 
Preliminary analytical studies of the floor system, a steel-light-weight-concrete composite floor system occupied by office 
cubicles, showed that the problem area was susceptible to foot-fall induced vibrations. Moreover, one of the calculated mode 
shapes indicated that the source of the annoying vibrations could have been located not only on the bay where they are 
mostly felt but also on other parts of the floor. In order to investigate the vibration propagation issue and to verify calculated 
modal parameters and response predictions, a series of vibration tests have been conducted. Walking tests conducted on the 
problematic bay produced acceleration levels that were above the vibration criterion proposed for office environments. The 
walking tests conducted on other bays produced non-negligible acceleration levels on the problematic bay, indicating the 
existence of vibration propagation. However, the magnitude of the propagating vibrations measured on the problem area was 
found to be at allowable levels. Finally, the floor vibration serviceability has been assessed and compared against 
measurements following the guidelines given in AISC – Design guide 11 and Arup’s method. 
 
1. Introduction: 
 
Increased strength of new building materials gave rise to the construction of light-weight, long-span, slender structures, 
which although satisfy ultimate limit state and allowable deflection criteria, are found to be very susceptible to excessive 
vibrations. As a result, vibration serviceability has become a governing design criterion for many structures with a variety of 
uses including shopping malls, offices, healthcare facilities, high-tech labs etc.  
 
Assessment of vibration serviceability of a given structure requires clear understanding of three essential components: (1) 
Receiver (Most of the time, humans or sometimes sensitive equipment): What are the tolerable vibration limits? (2) Source: 
(Mostly human activities such as walking, dancing, jumping and in some cases operating mechanical equipments, nearby 
traffic etc.):  What is an accurate representation of the dynamic forces exerted on the structure? (3) Path (Physical medium 
relating the source to the receiver): How does the structure respond to the excitation? [1] 
 
Human perception of vibrations has been researched extensively on a wide variety of applications. The interested reader is 
referred to the literature for a detailed review [2, 3]. The description and modeling of vibration sources, especially the ones 
related with human activities drew significant attention from many researchers. The reader is referred to Racic et al., [4] for a 
recent comprehensive review of the available forcing function models regarding human walking forces, to Racic and Pavic, 
Ellis and Ji [5, 6] regarding human jumping forces, to Ji and Ellis [7] for dancing type loads. Once a vibration criterion 
specific to the receiver and a forcing function associated with the vibration source are defined, the last step is to model the 
path, the structure, and calculate the response at the receiver location.  
 
Historically, most of the vibration problems are reported to be on open-plan composite steel-concrete floor systems with long 
spans [2, 8, 9]. In fact, this explains why most of the available design guidelines [10, 11] dealing with vibration serviceability 
are exclusively for this type of floor construction. In most instances, the source of the vibration problem is human walking. 
Humans tend to walk at a step frequency in the range of 1.6 Hz – 2.2 Hz [10] (1.5 Hz – 2.5 Hz [12]) and they apply a nearly 
harmonic load at the step frequency and at its multiples (harmonics). The magnitude of the load reduces with the harmonic 
number and it is usually considered that after the fourth harmonic there is not sufficient energy to excite the floor at a 
significant level. 
 
The type of floor response to human walking depends on the relationship between the walking frequency and the floor 
frequencies. For instance, if the step frequency or any of its significant harmonics coincides with one of the floor frequencies, 
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a resonance type response will be obtained and the associated floor will be classified as a low-frequency floor. On the other 
hand, if the smallest frequency of the floor system is larger than the fourth harmonic of the step frequency, a transient type 
response will likely be realized and the corresponding floor is classified as a high-frequency floor [11, 13]. Therefore, there 
are two different types of analysis that could be performed depending on the relationship between the step frequency and the 
floor frequencies. For instance, a floor system with a lowest frequency of 5 Hz will be considered a low-frequency floor for 
step frequencies of 1.25 Hz and larger and a resonance-type analysis is required, while the same floor system will be a high-
frequency floor for step frequencies less than 1.25 Hz, hence a transient type analysis will be more appropriate. Even though 
a step frequency of 1.25 Hz (75 steps per minute) may seem too slow for regular walk along a corridor, it can be considered a 
reasonable pace for walking within a small room or between branches in a laboratory. In fact, AISC design guide calls 
walking with 75 steps per minute “moderate walking” for vibration analysis of floors involving sensitive equipment [10]. 
 
The primary focus of this paper is a four-story office building where annoying floor vibrations are reported on a particular 
bay at the third floor (Figure 1). Each floor is framed with composite steel beams, metal deck and light-weight concrete. 
Preliminary inspection of the building suggested that the source of the vibrations was the human walking at or near the 
problematic bay. 
 
First, a finite element model (FEM) of the third floor has been constructed using the structural analysis and design software 
ETABS [14]. The lowest natural frequencies of the problematic bay were calculated as 4.39 Hz and 4.44 Hz which indicated 
that the floor was a low-frequency floor and a resonance type analysis was required. The mode shapes associated with these 
frequencies had significant components not only at the problematic bay but also at distant bays of the floor. This suggested 
that there could be vibration propagation between different parts of the floor. 
 
The floor accelerations at the problematic bay due to walking at the same bay and at adjacent bays were predicted based on 
two approaches: (1) Design guide - 11 published by American Institute of Steel Construction (AISC) [10], (2) The technique 
developed by Arup [12], referred to Arup’s method in the paper. Analytical predictions confirmed the excessive vibrations at 
the problematic bay.  
 
Next, a series of dynamic tests (heel-drop and walking tests) were conducted at and nearby the problematic bay. The modal 
parameters of the floor were extracted from acceleration measurements taken during heel-drop tests. Since the forcing 
function was not measured, subspace-identification method for output-only systems was employed for modal parameter 
estimation [15].  
  
Measurements taken during walking tests indicated that acceleration levels on the problematic bay were above the allowable 
limits suggested for office environments. The issue of vibration propagation has been investigated by conducting walking 
tests at locations which were found to be coupled with the problematic bay based on the mode shapes calculated. 
Measurements taken on the problematic area during these tests verified the existence of vibration propagation. The magnitude 
of these propagating vibrations was, however, found to be less than allowable limits, which was also in good agreement with 
the predictions obtained from Arup’s method. 
 
The rest of the paper is as follows:  Section 2 gives the description of the floor, explains how the initial finite element model 
is constructed and presents the response predictions calculated based on the AISC design guide and Arup’s method. Section 3 
presents the acceleration data measured and compare to the FEM results. Section 5 concludes the paper with a critical review. 
 
2. Building the Finite Element Model of the Floor 
 
Excessive vibrations were reported within the bay located between the structural grid lines E2-E5 and EA-EC (see Figure 1) 
on the third level of a four-story office building. Floor framing consists of a composite slab with 6.67 cm (2-5/8”) thick light 
weight concrete on 7.62 cm (3”) metal deck with beams (W21x44) spanning approximately 13.6 m (44.73 ft), while girders 
along grid line EA (W21x50) are spanning 6 m (20 ft) and those along grid line EC (W24x76) are spanning 8.1 m (26.7 ft). 
 
The finite element model (FEM) of the floor was constructed using the structural analysis and design software ETABS [14]. 
The composite floor system was modeled by shell elements with an equivalent thickness and an orthotropic material model 
incorporating the contribution of the steel deck and light-weight concrete following the procedure proposed by El-Dardiry 
and Ji [16]. Steel beams and girders were modeled by frame elements which are eccentrically placed with respect to the shell 
elements [17]. The columns of the floors above and below were also modeled by frame elements and pinned at their far ends 
[13]. The beam-beam and beam-column connections were assumed to transfer moments regardless of their design intent as 
suggested by previous researchers [13]. This is due to the fact that even the connections that are designed to transfer only 
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shear forces provide sufficient capacity to transfer small amount of moments that are generated during floor vibrations. A 
second consequence of the small magnitude of vibrations is that the dynamic Young’s modulus of concrete is higher than that 
used for static analysis. In this paper, it is increased by 35% following the recommendations given by AISC design guide 
[10]. The floor was restrained from moving in the horizontal direction so as to limit the calculated modes to the vertical floor 
modes only. All the shell and frame members were consistently meshed into smaller size elements in order to capture a more 
realistic distribution of mass and stiffness of the floor. Since the floor is currently occupied by cubicles and file cabinets, 
additional masses of 191 N/m2 (4 psf) for miscellaneous mechanical and electrical items and 527 N/m2 (11 psf) for the 
furniture were considered following the recommendations of AISC guide [10]. A critical damping ratio of 2 % has been 
assumed for all of the modes.  
 

 
 

Fig. 1 Plan view of the problematic bay 
 
2.1 Modal Analysis and Results 
 
First eighty modes of the floor, corresponding to a frequency range of 4.14 Hz to 13.14 Hz, were calculated. The natural 
frequencies of the first four modes and associated mode shapes are presented in Figure 2. The second mode with a frequency 
of 4.39 Hz is the lowest frequency of the problematic bay and can easily be excited by humans walking at a frequency of 2.2 
Hz, which could potentially produce a resonance response since the second harmonic coincides with the floor frequency. In 
other words, the problematic bay is a “low-frequency” floor and a resonance-type analysis will be required to predict the 
response of the bay.  
 
It is interesting to note that the second and third modes (4.39 Hz and 4.44 Hz) are closely spaced modes and both will 
actually be excited by a walking excitation at 2.2 Hz. Even though the mode shapes associated with these modes have their 
largest modal amplitudes over the problematic bay, there are non-negligible modal amplitudes at other locations of the floor 
such as between grid lines WE-WA and W13-W16 and less profoundly between grid lines 16 - 19 and O and T (Figures 1 
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and 2). This suggests that the problematic bay could potentially be excited by humans walking within these two distant bays 
indicating a probable vibration propagation issue. 
 

 
 

Fig. 2 The first four natural frequencies and corresponding mode shapes 
 
2.2 Prediction of Floor Response to Human Walking Excitation 
 
Assuming an individual generates identical and exactly repeatable footfalls at a constant step frequency, human walking 
excitation can be modeled as a vertical forcing function, F(t), in the form of a sum of Fourier components [5]; 
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where, G is the static weight of the walking person, m is the Fourier coefficient for the mth harmonic, l is the number of 
harmonics contributing to the forcing function, fs is the step frequency, and m is the phase shift of the mth harmonic in 
radians. The response of the problematic floor was calculated following two methods: (1) AISC Design guide – 11 [10], (2) 
Arup’s method [12]. The Fourier coefficients proposed by these methods are given in Table 1.  
 

Table 1 Fourier coefficients for human walking vertical force models 
 

Reference 
Walking 

Frequency Range 
(Hz) 

Fourier Coefficients 

1 2 3 4 

AISC Guide 1.6 - 2.2 0.5 0.2 0.1 0.05 

Arup's Method 1.0 - 2.8 0.41(fs-0.95) 0.56 0.069+0.0112fs 0.033+0.0192fs 0.013+0.026fs 

 
2.2.1 AISC Design guide – 11: 
 
AISC design guide is currently the most widely used vibration analysis reference in United States. The method assumes that 
the largest accelerations are obtained when the walking frequency or any of its first four harmonics matches one of the floor 
frequencies, usually the lowest one. The floor is idealized as a single degree of freedom system and the peak acceleration at 
steady-state is calculated from 
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where, apeak is the peak floor acceleration as a fraction of gravitational acceleration, R is a reduction factor taken as 0.5 for 
floors and 0.7 for footbridges, G is taken as 0.7 kN (157 lb),  is the modal damping ratio and M is the modal mass. The 
reduction factor in Equation 2 is devised to take into account the fact that the theoretical full resonance response is not 
achieved. This is because the number of cycles needed to reach to full resonance response is usually more than the number of 
footfalls that an individual generates when crossing a structure. Moreover, walking excitation is a moving load; hence each 
footfall will not be applied to the most critical location on the mode shape.   
 
According to AISC guide, the acceptable floor vibration for an office environment is limited to a peak value of 0.5% of g. 
Moreover, AISC guide provides procedures involving hand calculations to determine the floor frequency and the modal 
mass. These parameters are directly taken from the FEM of the floor in this study. Table 2 presents all the input parameters 
and the resulting floor acceleration predicted. A peak acceleration of 2.2 % of g was predicted, which clearly indicates that 
the structural bay considered does not satisfy the vibration criterion. 
 

Table 2 Calculation of peak response per AISC design guide 
 

G M m m R apeak apeak  

(N) (kg) 
(%)       

 (m/s2) 
(% of g) 

(lbs) (slugs) (ft/s2) 

700 16208.0 
2 2 0.2 0.5 

0.2159 
2.20 

157 1110.6 0.7068 
 
2.2.2 Arup’s Method: 
 
The method employs a forcing function similar to the one defined in Equation 1. Recommended Fourier coefficients for 
design, which are associated with a 25% of exceedance, are presented in Table 1. While AISC method is based on a single 
mode analysis, Arup’s method requires the computation of all the modes having frequencies up to 1.5 times the fourth 
harmonic of the step frequency. 
 
The method first calculates the steady-state acceleration response (amn) of each mode (n) to each harmonic (m) of the walking 
forcing function taking into account the location of the excitation and response coordinates; 
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where, in and on are the modal amplitudes at the excitation and response coordinates of the nth mode, fn is the natural 
frequency of the nth mode, Pm (= mG) is the mth harmonic force component, Mn is the modal mass of the nth mode, j is equal 
to 1  and r is a reduction factor incorporated for the same reasons stated previously for the reduction factor of the AISC 
guide and given by; 
 

Ner 21        (4) 
  
where, N is equal to 0.55mL/l and L is the span length of a structural bay an individual crossing and l is the step length of the 
individual. 
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The total floor response caused by each harmonic is obtained by summing the contribution of each mode in the complex 
plane and then taking the absolute value (square root of the sum of squares – SRSS – of the real and imaginary parts) of the 
resulting complex number. The total floor response caused by all harmonics is calculated by taking SRSS of the responses 
calculated for each harmonic [12]. 
 
Arup’s method was used to calculate the response at the center of the problematic bay assuming an individual (G=0.7 kN) is 
walking at a frequency of 2.2 Hz following the path W1 shown in Figure 3. Both response and excitation points are assumed 
to be located in the center of the bay. A total of 80 modes, each having a damping ratio of 2% of the critical, have been 
considered in the computations. Taking the span length as 13.72 m (45 ft) and stride length 0.91 m (3 ft), the method yielded 
an acceleration level of 0.74 % of g which is almost one third of what AISC guide estimated, yet larger than allowable 
maximum acceleration of 0.5% of g recommended for office environments.  
 

 
 

Fig. 3 Locations of walking paths and accelerometers 
 
Then, the issue of vibration propagation between different parts of the floor was investigated using the Arup’s method. The 
same computations carried out previously were repeated except the location of the excitation was moved first to the center of 
the walking path W2 and then to the center of the path W3 (Figure 3). Taking L=13.72 m (45 ft) and l=0.91 m (3 ft), peak 
accelerations of 0.27 % of g and 0.18 % of g were calculated respectively at the center of the problematic bay. Even though 
the calculated accelerations are less than the allowable limits, they are not at a trivial level, which indicate the presence of a 
vibration propagation phenomenon. 
 
It is interesting to note that the modal amplitudes of the two closely spaced modes along the walking path W3 reverse their 
sign with respect to the modal amplitudes at the problematic bay (see Figure 2); hence the contribution of each mode to the 
response at the problematic bay cancel each other to a certain extent. Along the path W2, however, both mode shapes carry 
the same sign. This is why the response at the problematic bay is larger when a walking excitation is applied along W2 than it 
is applied along W3, even though the modal amplitudes are larger in magnitude over the path W3. 
 
3. Vibration Measurements 
 
Dynamic tests in the form of heel-drop tests and walking tests were conducted in order to verify the modal parameters and 
the floor responses calculated in the previously. The vertical floor response was measured with three PCB Piezotronics 
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Model 393B05 accelerometers with 10 V/g sensitivity. Digital data acquisition was performed using a National Instrument 
USB-9234 DAQ card, which has four 24-bit input channels.  
 
The three accelerometers were set up at three different configurations, two of which being located in the problematic bay (A 
and B in Figure 3) while the last configuration (C in Figure 3) in an adjacent bay which is found to be coupled with the 
problematic bay through the second and third mode shapes calculated from FEM.  
 
3.1 Impact Tests 
 
A series of heel-drop tests were performed by a 185-lb male at the center of the problematic bay for configurations A and B 
and near the accelerometer labeled C2 (Figure 3) for configuration C. The response of the floor at each measurement location 
was simultaneously recorded at a sampling frequency of 1652 Hz. Since the floor frequencies of interest, those that can be 
excited by human walking, are relatively at low frequencies, the measured data was first low-pass filtered with a cut off 
frequency of 103.25 Hz and then down-sampled to a sampling frequency of 206.5 Hz.  
 
Given that the forcing function associated with heel-drops was not measured, the modal parameters were estimated using 
output-only subspace identification technique [15]. Identified natural frequencies, damping ratios and the mode shapes 
normalized with respect to largest amplitude are shown in Table 3. It should be noted that these values represent average 
values of multiple modal identification results performed on each heel-drop test measurements. 
 
Note that the first natural frequency of the problematic bay was identified as 4.33 Hz which is in good agreement with the 
calculated frequency of 4.39 Hz. Besides, the calculated and measured mode shapes look very similar (Figure 2 and Table 3). 
The second mode identified in the problematic area is at 5.15 Hz from configuration A and at 6 Hz from configuration B. The 
reason why the modes at 5.15 Hz and 6 Hz could not be identified from configurations B and A respectively could be 
attributed to an observability problem. For instance, the mode shape associated with the 5.15 Hz mode has its smallest 
amplitude at the accelerometer labeled A2, which is on the same line of accelerometers employed in configuration B. 
Similarly, the mode shape corresponding to 6.0 Hz mode has its smallest amplitude at the accelerometer labeled B2 which is 
located on the same line of accelerometers employed in configuration A.  
 
As opposed to the FEM, no other modes were identified in the vicinity of 4.33 Hz. The question of whether the two closely 
spaced modes exist in the problematic area or not is still unanswered. Further experimental work involving forced vibration 
tests is needed to clarify the issue.   
 
It appears that the damping ratios identified are higher than what is usually recommended for open floor plans (2 – 3 % [10]) 
or measured values published in the literature [2]. Therefore, the heel-drop test measurements taken at accelerometers labeled 
A2 and B2 were band-pass filtered between 4.0 Hz to 4.5 Hz and the logarithmic decrement method [18] was used to 
estimate the damping. It was found that the damping ratio of the first mode identified in the problem area was only about 2% 
– 2.5%, as opposed to 6% identified from subspace-identification method [15].  
 

Table 3 Measured modal parameters at configurations A, B and C 
 

CO
N
FI
G.

A Mode
Number fn (Hz) (%)

Mode Shape
A1 A2 A3

1 4.33 6.0 0.55 1.00 0.80
2 5.15 3.5 1.00 0.64 0.64

CO
N
FI
G.

B Mode
Number fn (Hz) (%)

Mode Shape
B1 B2 B3

1 4.33 6.0 0.80 1.00 0.68
2 6.00 6.0 1.00 0.57 0.57

CO
N
FI
G.

C

Mode
Number fn (Hz) (%)

Mode Shape
C1 C2 C3

1 3.90 6.5 0.35 1.00 0.70
2 4.50 4.0 0.90 1.00 0.45
3 5.85 5.0 1.00 0.70 0.60

 
3.2 Walking Tests 
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A 185-lb male was asked to walk along the paths W1 and W2 for configuration A, along the path W1 for configuration B and 
along the path W2 for configuration C (see Figure 3) at a predetermined frequency which is controlled by a hand-held 
metronome. Walking frequencies were selected such that their second harmonic coincided with the floor frequencies 
measured during impact tests. Specifically, along the path W1walking frequencies of 2.1 Hz, 2.2 Hz and 2.3 Hz and along the 
path W2 walking frequencies of 1.87 Hz, 1.93 Hz, 2.0 Hz and 2.3 Hz were chosen. 
 
Measurements taken during each walking test were band-pass filtered from 1 Hz to 20 Hz. Peak accelerations recorded at 
each measurement location are presented in Tables 4 and 5 together with the associated walking paths and frequencies. It can 
be concluded that the acceleration limit (0.5 % of g) was exceeded in the center of the problem area at all the walking 
frequencies considered. The largest acceleration (0.76 % of g) was measured at the center of the bay at a walking frequency 
of 2.3 Hz. 
 
When the acceleration measurements are compared against the analytical predictions, it becomes clear that AISC design 
guide overestimated the response by almost three times. On the other hand, the estimates obtained from Arup’s method 
(0.74% of g) are in perfect agreement with the measurements. Moreover, Arup’s method successfully predicts the 
acceleration levels that are propagated to the problematic area from the walking path W2: a calculated value of 0.27 % of g 
versus the measured value of 0.26 % of g.  
 
Table 5 present the peak acceleration measured along the path W2 when a series of walking tests are conducted along the 
path W2. The acceleration levels are found to be barely above the limits, explaining why there were no reported complaints 
about the floor vibrations at that part of the floor. 
 

Table 4 Peak accelerations in % of g measured on the problem area during walking tests 
 

Walking
Path

Measurement
Loc.

Walking Frequencies

2.1 Hz 2.2 Hz 2.3 Hz

W1
A1 0.42 0.50 0.71
A2 0.56 0.63 0.76
A3 0.44 0.44 0.51

W1
B1 0.35 0.60 0.43
B2 0.46 0.58 0.46
B3 0.34 0.64 0.48

W2
A1 0.17 0.26 0.19
A2 0.18 0.20 0.16
A3 0.19 0.15 0.16

 
Table 5 Peak accelerations in % of g measured during walking tests 

 
Walking
Path

Measurement
Loc.

Walking Frequencies

1.93 Hz 2.0 Hz 2.3 Hz

W2
C1 0.40 0.37 0.51
C2 0.45 0.35 0.51
C3 0.35 0.33 0.46

 
The response of the problematic bay measured by accelerometer A2 due to walking at 2.2 Hz along the path W1 is presented 
in Figure 4a while the magnitude spectrum of the same data is shown in Figure 4b. It is clear that the second harmonic of the 
walking frequency is very close to the floor frequency which is the main reason why the response increases at every other 
peak in the time history. Similarly, the frequency domain data shows significant components around the second harmonic 
(4.4 Hz) of the walking frequency. 
 
4. Conclusions 
 
Analytical and experimental studies were carried out to assess the vibration serviceability of an open plan office floor located 
on the third level of a four-story building. First, a finite element model of the floor was constructed and the modal parameters 
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were calculated. Then, the floor response to human walking excitation was predicted following the procedures given by 
AISC design guide and Arup’s method. Analytical predictions showed that the acceleration levels at the problematic bay 
were above the vibration criterion suggested for office environments. Moreover, calculated mode shapes associated with floor 
frequencies in the range of the second harmonic of walking frequency indicated that the problem area was coupled with other 
parts of the floor. In other words, human walking at these distant locations could excite the floor and generate waves that 
could potentially excite the problem area. Analytical predictions indicated the presence of vibration propagation but 
estimated acceleration levels were found to be less than the office vibration criteria.  
 
In order to verify calculated modal parameters and predictions mentioned above, a series of in-situ dynamic tests were 
conducted. Measurements verified that the acceleration level at the problem area was above the criterion suggested for office 
environments. In this regard, the procedure given by AISC design guide overestimated the response by almost three times, 
while the predictions based on Arup’s method were found to be very close to measurements. In-situ walking tests verified the 
existence of vibration propagation issue; however, the measured response levels were within the criterion. Even though two 
closely spaced modes were calculated from finite element model, this could not be verified by the measurements taken. 
Further tests involving forced vibrations need to be conducted to conclude whether closely spaced modes exist or not. The 
damping estimates obtained from subspace identification technique using the measured data taken during hell-drop tests were 
found to be overestimated. Instead, a more basic approach such as peak picking yielded more realistic damping estimates. 
 

 
Fig. 4 Measured response by the accelerometer A2 due to walking along W1 at 2.2 Hz 

 
ACKNOWLEDGMENTS 
 
Mr. Mark Aho, principal at McNamara/Salvia Inc, and Mr. Jermiah O’Neill, project engineer at McNamara/Salvia Inc, are 
gratefully acknowledged for their assistance during the dynamic tests conducted. Special thanks go to Mrs. Gulhan Tigli for 
her continuous support throughout the preparation of the paper. 
 
REFERENCES 
 
[1] ISO, Bases for Design of Structures–Serviceability of Buildings Against Vibrations, ISO 10137, International 
Standardization Organization, Geneva, Switzerland, 1992. 
[2] Hicks, S., Vibration characteristics of steel-concrete composite floor systems, Progress in Structural Engineering and 
Materials, Composite Construction, Vol.6, Issue 1, pp. 21-38, 2004 
[3] Parsons K.C., Griffin M.J., Whole-body vibration perception thresholds, Journal of Sound and Vibration, 121(2), pp. 237-
258, 1988 

107



[4] Racic V., Pavic A., Brownjohn J.M.W., Experimental identification and analytical modeling of human walking forces: 
Literature review, Journal of Sound and Vibration, Vol. 326, Issues 1-2, pp. 1-49, 2009 
[5] Racic V., Pavic A., Mathematical model to generate asymmetric pulses due to human jumping, Journal of Engineering 
Mechanics, Vol. 135, No. 10, pp.1206-1211, 2009 
[6] Ellis B.R., Ji T., Loads generated by jumping crowds: numerical modeling, The Structural Engineer, pp. 35-40, 
September 7th, 2004 
[7] Ji T., Ellis B. R., Floor vibration induced by dance type loads: theory, The Structural Engineer, Vol. 72, No. 3, pp.37–44, 
1994 
[8] Pavic A., Miskovic Z., Reynolds P., Modal testing and finite element model updating of a lively open-plan composite 
building floor, ASCE Journal of Structural Engineering, Vol. 133, No.4, pp.550-558, 2007 
[9] Hanagan L.M., Walking-induced floor vibration case studies, Journal of Architectural Engineering, Vol. 11, Issue 1, 
pp.14-18, 2005 
[10] Murray M.M, Allen D.E., Ungar E.E., Floor Vibrations due to Human Activity AISC-Steel Design Guide Series – 11, 
AISC, Second Printing, October 2003 (First Printing, 1997) 
[11] Wyatt T.A., Design guide on the vibration of floors, SCI Publication 076 : Ascot: Steel Construction Institute,  1989. 
[12] Willford M., Young P. and Field C., Improved methodologies for the prediction of footfall induced vibration. Omaha, 
Nebraska, 2006, 
[13] Middleton C.J., Brownjohn J.M.W, Response of high frequency floors: A literature review, Engineering Structures, 32, 
pp. 337-352, 2010 
[14] ETABS, Extended three dimensional analysis of building systems, Nonlinear version 9.7.1, Computers and Structures, 
Inc. Berkeley, CA 
[15] Van Overschee P, De Moor B. Subspace algorithm for the stochastic identification problem, Automatica, 29(3), pp. 
649–60, 1993. 
[16] El-Dardiry E., Ji T., Modeling of the dynamic behavior of profiled composite floors, Engineering Structures, 28, pp. 
567-579, 2006 
[17] El-Dardiry E., Ji T., The effect of eccentricity on the free vibration of composite floors, Computers and Structures, 85, 
Issue 21-22, pp. 1647-1660, 2007 
[18] Chopra A.K., Dynamics of Structures: theory and applications to earthquake engineering, Prentice Hall, 2nd Edition, 
2001 
 
 
 
 
  
 
 

108



 
Mitigation of Low-velocity, Wind-induced Vibration of an Architectural Spire 

 
 

 
Omer F. Tigli, Research Engineer, McNamara/Salvia Inc. Consulting Engineers, 

160 Federal Street, 5th Floor, Boston, MA, 02110, USA 
 

Luca Caracoglia, Assistant Professor, Department of Civil and Environmental Engineering, 
Northeastern University, 360 Huntington Avenue, Boston, MA 02115, USA 

 
 
ABSTRACT 
 
This paper presents the results of analytical and experimental studies conducted on an architectural spire, which experienced 
wind-induced vibrations shortly after its construction. The circular spire is attached to the corner of a 30-story building along 
the upper ten stories then cantilevers up for 21.44 m (70.33 ft) with a pipe cross-section of 0.508 m (20 in)-diameter for the 
first 3.86 m (12.67 ft) and 0.406 m (16 in)-diameter for the last 17.58 m (57.67 ft). Experimental studies showed that the 
spire’s first natural frequency was 0.88Hz with a damping ratio of 0.1 – 0.2 % of the critical value. Average wind speed 
during vibrations, recorded on ground within 8 km (5 miles) of the site was 1.79 m/s (4.0 mph). Vortex-shedding was 
indicated as the preliminary cause, since the projected wind velocity at the spire elevation was low and compatible with the 
Strouhal relationship based on the 0.406 m (16 in)-diameter region of the spire, which yielded a vortex-shedding frequency of 
0.88Hz (=0.2*1.79/0.406). Due to time limitations, only two mitigation techniques were considered. First, a chain damper 
was installed inside the pipe, which increased the damping ratio to at least 2.0%. Finally, the mass of the spire was increased 
by sand-infilling, which reduced the first-mode frequency to 0.69Hz and the wind speed to 1.39 m/s (3.1 mph) for possible 
“lock-in”; most importantly, an increment in the Scruton number was calculated. Hence, the susceptibility to vortex-shedding 
decreased. 
 
1. Introduction 
 
Estimation of wind-induced dynamic response of structures has become an essential step in structural analysis and design 
over the last few decades. Given the complexity of the problem, the analyses usually involve a joint application of theoretical 
formulations, mathematical modeling, wind tunnel tests and code provisions. 
 
From a structural engineering perspective, the complexity of the problem is also directly related to the type of structures. For 
instance, while the wind-resistant design of a conventional building structure can be easily achieved by following the 
guidelines provided by codes, the design of very tall buildings, bridges or very slender structures usually require a wind-
tunnel test combined with advanced numerical modeling and dynamic simulations. 
 
Vortex shedding is one of the complex wind-induced phenomena, which often controls the design of very slender structures 
such as light poles, chimneys, stacks, telecommunication antennas, spires and very tall buildings [1-4]. Vortex shedding can 
be experienced by slender structures characterized by a cylindrical cross section, similar to the spire under investigation. 
Alternating low pressure zones are generated on the downwind side of the cross section. As a result of the alternating 
pressure distribution on the external surface, a periodic excitation is induced in the direction orthogonal to the flow. The 
frequency of the generation of vortices, responsible for the across-wind loading, is the vortex-shedding frequency (fv) and it 
can be calculated by fv=(SV)/D where S is the Strouhal number (a constant parameter usually independent of wind velocity 
but a function of the shape of the body), V is the wind velocity and D is the structure diameter in consistent units [5]. 
 
When the frequency of the vortex shedding gets closer to one of the frequencies of the structure, the structure will “lock-in”, 
and the frequency of the shedding will tune to the natural frequency of the structure. Lock-in is an aeroelastic phenomenon, 
in which the vortex shedding forces “tune” to the motion of the structure and is accompanied by a drastic increment in the 
span-wise correlation of the loading (measured along the longitudinal axis of the structure), usually extremely limited when fv 
does not coincide with the natural frequency of the structure. This correlated loading may lead to non-negligible vibration 
amplitudes, which can be exacerbated by low structural damping of the structure. If the structural damping level is too low, 
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the aeroelastic response controls and the associated stress levels could potentially lead to fatigue-related failure after a large 
number of stress cycles. 
 
Although vortex shedding can lock-in and continue as the velocity increases or decreases slightly, it is generally accepted that 
if the wind velocity is non-stationary with relative variations more than 20 percent with respect to the value causing lock-in, 
the vibration will likely stop. Vortex-shedding-induce vibration tends to occur with low-turbulence steady winds conditions. 
If the wind velocity is greater than 15 to 20 m/s (above 35 mph), turbulence usually interferes with the flow by promoting a 
more irregular detachment of vortices with a reduction in the span-wise correlation of the loading, even during at lock-in; this 
usually reduces the susceptibility to large-amplitude vibration [5]. 
 
This paper presents the analytical and experimental analyses conducted to mitigate an existing architectural spire experienced 
large-amplitude wind-induced vibrations. The circular spire is attached to the corner of a 30-story building along the upper 
ten stories then cantilevers up for 21.44 m (70.33 ft) with a pipe cross-section of 0.508 m (20 in)-diameter for the first 3.86 m 
(12.67 ft)  and 0.406 m (16 in)-diameter for the last 17.58 m (57.67 ft). (see Figure 1) Shortly after its construction, it was 
reported on a wind-wise quiet day that the spire started to oscillate apparently in its first sway mode with a top horizontal 
deflection of around 30.5 cm (12 in) in the plane parallel to the axis of the connection of the spire to the building. By 
counting the number of cycles, it was determined that the spire was oscillating with a frequency of approximately 0.9 Hz. 
Due to concerns about a possible fatigue failure, the spire was tied back from its mid height down to the roof of the main 
structure through a rope, which effectively stopped the oscillations.  
 
The vibrations occurred at a time when the construction of the base building was near completion, which put a challenging 
time constraint for the mitigation of the spire, because the only access to the spire was through the tower crane which was 
scheduled to be taken down within few weeks. 
 
Considering the fact that vortex-induced vibrations are actually the resonance response of the spire, the most effective 
mitigation could be achieved by increasing the available damping which is estimated to be around 0.1 – 0.2%. Therefore, first 
a chain damper was designed and installed [6,7]. Based on free decay acceleration measurements taken at the top of the spire, 
it was determined that the damping of the spire had been increased to at least 2%. However, the chain damper option was 
rejected due to the noise generated when the chain hit inside the steel pipe.  
 
As an alternative to the chain damper, increasing the mass of the spire was preferred for three reasons: (1) Increasing the 
mass is known to increase the Scruton number [5]. (2) When the mass is increased, the natural frequency goes down, which 
reduces the critical wind velocity at which lock-in may occur. The smaller the wind velocity, the smaller the magnitude of the 
aeroelastic force at lock-in. For vertical masts, critical velocities less than 1 to 2 m/s are usually too low to induce large-
amplitude vibrations [4]. (3) Statistically, the possibility of having a wind velocity lower than 1.79 m/s (4 mph) at the given 
site was very rare based on available historical wind data. Therefore, three quarters of the 16” diameter portion of the spire 
was filled with sand. Experimental observations as well as analytical predictions showed that the natural frequency of the 
spire decreased to 0.69 Hz. The critical wind velocity associated with lock-in for that frequency is about 1.39 m/s (3.1 mph).  
 
The rest of the paper is organized as follows: Section 2 describes the experimental and analytical studies conducted to 
determine the dynamical characteristics of the spire. Section 3 presents mitigation techniques considered and associated 
experimental and analytical test results. Section 4 provides the conclusions.  
 
2. Dynamical Properties of the Spire: 
 
2.1 Analytical Work 
 
A three-dimensional finite element model (FEM) of the spire including its connection to the main building was constructed in 
SAP2000 [8]. Calculated natural frequencies and mode shapes of the first four modes are given in Figure 2. A cursory 
comparison of the calculated mode shapes and the deflected shape of the oscillating spire during the low-velocity wind-
induced vibration revealed that it was the second natural frequency (0.93 Hz) of the finite element model that coincided with 
the vortex-shedding frequency (0.88 Hz), which resulted in large-amplitude vibrations. 
 
The discrepancy between the calculated and measured frequencies can be attributed to the assumptions made during the 
process of building the finite element model. Some of these include but not limited to the fact that only a small portion of the 
base building has been modeled, each floor of the base building is restrained laterally in the horizontal plane, members with 
welded connections are modeled as rigid, while bolted beam-to-beam connections are modeled as pinned, material properties 
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of steel and concrete used in the model are approximate. Although the finite element model could have been updated by 
adjusting sensitive modeling parameters with the objective of bringing calculated frequency closer to the measured 
frequency, the current model was considered sufficiently accurate for the purposes of this study. 
 
2.2 Experimental Studies 
 
The natural frequency of the spire was estimated to be around 0.90 Hz during the vibrations; however the damping ratio was 
not determined. In order to verify the natural frequency and to estimate the inherent damping, free-decay tests were 
conducted. A target with marks ranging from -30.5 cm (-12 in) to +30.5 cm (+12 in) was installed at the top of the spire such 
that zero reading coincided with the centroid of the spire. The top deflection of the spire was monitored by surveyors using a 
total station located on the ground. A video camera was also set up next to the total station to record the motion of the spire.  
 

 
Fig. 1 (a) Elevation view of the top 21.44 m (70.33 ft) of the spire with the transition section detail from 0.508 m (20 in)-

diameter to the 0.406 m (16 in)-diameter pipe, (b) Elevation view of the spire at full length 
 
The top of the spire was pulled and released at a frequency of 0.9 Hz manually by pulling the spire at an elevation 
corresponding to the penthouse level of the base building in the direction parallel to the connection of the spire to the 
building. The spire was released as soon as the top deflection reached to 30.5 cm (12 in) and then left to oscillate freely until 
the movements practically stopped. This procedure was repeated two times. Analysis of the recorded motion of the spire 
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revealed that the natural frequency of the spire was 0.88 Hz. Following the logarithmic decrement method, the inherent 
damping of the spire is calculated from [9]; 
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i
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u

j
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2
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      (1) 

 
where  is the critical damping ratio, ui is the displacement at the ith peak of the free decay data and j is the number of cycles 
between the ith and (i+j)th peaks. The top displacement and the corresponding time elapsed during the free decay of the spire, 
are presented in Table 1 together with the damping estimates based on Equation 1. Given the approximate nature of the data 
collection, it can be concluded that the inherent damping of the spire is in the range of 0.1 % to 0.2 %. Moreover, it appears 
that the damping of the spire is directly related to the amplitude of vibrations.   
 

 
 

Fig. 2 Calculated first four modes of the spire 
 

Table 1 Free decay data of the spire and estimated damping ratios 
 

Test # 1 Test # 2 

Time 
Elapsed   

sec 

Top 
Deflection 

cm (in) 

Estimated 
Damping 
Ratio (%) 

Time 
Elapsed 

sec 

Top 
Deflection 

cm (in) 

Estimated 
Damping 
Ratio (%) 

0.0 30.48 (12) - 0.0 30.48 (12) - 
56.0 15.24 (6) 0.22 65.7 15.24 (6) 0.19 
119.0 10.16 (4) 0.12 123.4 10.16 (4) 0.13 
181.3 7.62 (3) 0.08 181.1 7.62 (3) 0.09 

 
3. Mitigation of Wind-Induced Vibrations 
 
Several measures can be taken to suppress excessive vortex shedding induced vibrations. These include 
 

 Strengthening and/or increasing the stiffness 
 Increasing the mass 
 Increasing the structural damping 
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 Changing the aerodynamic characteristics of the cross section (helical strakes, aerodynamic appendages, etc.. ) 
 
Among these alternatives, the most effective solution is to increase the damping given the fact that resonance response is 
governed by the available damping in the system. One way to achieve this is to add supplemental damping elements such as 
tuned mass dampers, impact dampers etc [1,6,7]. 
 
Given the time constraints a hanging-chain impact damper was initially selected as a supplemental damping element. Design 
of the damper, installation and the measured response of the spire with the damper are discussed in detail in Section 3.1. Even 
though the chain damper worked satisfactorily, the noise it generates rendered this option prohibitive. 
 
As an alternative to the chain damper, increasing the mass of the spire was considered. The configuration of the spire allowed 
in-filling the 16-inch-diameter portion of the spire with sand from the top. This is due to the fact that the transition section 
from 20” diameter pipe to 16” diameter pipe involves a 0.5 in thick cap plate at the end of the 20” diameter pipe (see Figure 
1a). The details of this strategy are given in section 3.2. 
 
3.1 Hanging-Chain Damper 
 
A hanging-chain damper as a supplemental damping element is most suitable for tall flexible structures. Reed provided the 
theory as well as the experimental verification of the use of chain dampers to suppress the vibration of very slender tower-
like structures [10]. Koss and Melbourne elaborated the operational design of chain dampers and provided the four case 
histories [7]. As the name implies, a hanging-chain damper is a chain hung from top of a tower like structure. When the 
structure to which the chain damper is attached starts to move, the chain begins its motion in the opposite direction. If the tip 
deflection of the chain gets sufficiently large, the first impact occurs. While the number of impacts per cycle is an important 
parameter to determine the level of damping added, the optimum performance is attained when two impacts per cycle is 
realized. Most of the energy dissipation occurs during the impacts while a negligible contribution is usually offered by 
friction between the chain links. It is worth noting that chain dampers work only if the structural vibration is dominated by 
motion in one (vertical) plane (e.g., across wind). In contrast, a “whirling” motion of the chain is experienced for three-
dimensional vibration and no impact is realized [7]. Finally, chain dampers are not effective at very low amplitude of 
vibrations [11].  
 
3.1.1 Design of the Chain Damper 
 
Essential parameters used in the design of a hanging-chain damper are (see Figure 3): the effective damping coefficient (ce), 
the length of the chain (l), the mass per unit length of the chain (m), the frequency of forced vibration ( ), clearance between 
the chain and the structure/enclosing container (d), the steady state amplitude of forced vibration (x0), the natural frequency 
of the chain ( 1=1.2(g/l)0.5) where g is the gravitational acceleration in consistent units. 

 
Fig. 3 Hanging-chain damper configuration [10, 7] 

 
These variables are converted into three non-dimensional parameters: the damping ratio (ce/lm ), the frequency ratio ( / 1) 
and the gap ratio (d/x0). The frequency ratio determines the impact mechanism and regime: no impact, partial impact or full 
impact. While low values of the frequency ratio results in no impact, with increasing frequency ratio, one enters into the 
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partial impact region first, then the full impact region. Beyond a critical frequency ratio, another no impact region starts. The 
gap ratio determines the boundaries of these three distinct behaviors. Optimum damping for a given gap ratio is given by 
 

0

24
x
d

lm
c

opt

e       (2) 

 
which occurs near the critical frequency ratio. Figure 4 presents experimentally obtained critical gap ratio versus the critical 
frequency ratio as well as the distinct regions of impact and no impact cases. Impact regions are further divided into 
subgroups as two and more than two impacts per cycle. The design objective is to have two impacts per cycle and optimum 
damping ratio [7]. Design parameters for the spire are given in Table 2. The natural frequency of the spire is obtained from 
observations as explained previously, while the effective mass is taken from the finite element model. 
 
The chain design partly depends on the available chain sizes on the market as well as the size of the container. Since the inner 
diameter of the spire was only 38.1 cm (15 in), the spire, itself, has been considered to be the container for the chain damper. 
Following Figure 4, a chain with 9.17 cm (3.61 in) width was selected; this gave a gap ratio of 6 as shown in Table 2. Then, 
the length of the chain was designed to be 3.35 m (11 ft) which has a natural frequency of 0.33 Hz and a mass per unit length 
of 13.4 kg/m (0.00028 k-s2/ft/ft). Next, a target damping ratio of 3% was selected. The maximum displacement at the 
optimum damping was calculated by Equation 2 as 4.83 cm (1.9 in). In the theoretical development, the maximum 
displacement is defined as the displacement of the mount structure which is considered to be rigid throughout the length of 
the chain, which is not exactly true for the spire. In fact, based on the calculated mode shape of the spire, the ratio of the 
modal amplitudes at the location 3.05 m (10 ft) below the top of the spire to that at the top of the spire is 0.8, pointing out the 
fact that the top deflection of the spire at optimum damping could be around 6 cm (2-3/8 in). 
 
  Table 2 Chain damper design parameters for the spire and the chain 
 

S
pi

re
 Heigth 

m (ft) 
Diameter 

m (in) 

Natural 
Frequency 

(Hz) 

Modal 
mass        

kg (k-s2/ft) 

Max. Displ.  
cm (in) 

Target 
Damping 
Ratio (%) 

ce / 1 ce/(l*m* ) 

21.44 
(70.33) 

0.406    
(16) 0.88 1852.23 

(0.12484) 
4.83         
(1.9) 0.03 0.0424 2.75 2.43 

C
ha

in
 Length 

m (ft) 

Container 
Inside 

Diameter 
m (in) 

Chain 
Frequency 

(Hz) 

Mass        
kg/m (k-s2/ft 

/ft) 

Chain width 
cm (in) 

Chain 
Clearance 

cm (in) 
l*m*  d/x0 (4/ 2)*d/x0 

3.35  
(11) 

0.38     
(15) 0.33 13.4 

(0.00028) 
9.17       

(3.61) 
28.83     

(11.39) 0.0174 5.99 2.43 

 

 
Fig. 4 Critical gap ratio vs critical frequency ratio (N=number of chain-container impact per cycle) [10, 7] 

 
3.1.2 Experimental Verification 
 
The chain damper designed in Section 3.1.1 was installed at the top of the spire and preliminary acoustical tests were 
conducted. It was concluded that the noise generated at each impact was incompatible with the standards for office buildings. 
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In order to reduce the noise, a fire hose sleeve was installed. Then, a series of experimental measurements were taken while 
the spire was excited as described in Section 2.2. The measurement system was composed of a triaxial accelerometer 
(CXL10GP3 by crossbow technology), a 30.5 m (100 ft) long shielded cable and the data acquisition card (USB6009 by 
National Instruments).   
 
Free decay acceleration data in three axes were recorded at a sampling frequency of 200 Hz. Out of the three axes, only the 
measurements along the axis parallel to the connection of the spire to the base building were at significant levels, indicating 
that the excitation was successful to produce response in the desired direction, which corresponds to the plane of vibration for 
the mode shape requiring mitigation. 
 
Figure 5a shows the raw data contaminated by the measurement noise. This data was taken when the top of the spire was 
forced to move 0.3 m (12 in) in each direction and then left to oscillate freely till the movements stopped. Given the response 
was dominant in the first sway mode, the data was band-pass filtered with cut off frequencies of 0.4 Hz and 4 Hz, which 
reduced the noise significantly as shown in Figure 5b. The natural frequency of the spire is estimated to be 0.85 Hz from the 
measured data. 

 
Fig. 5 (a) Measured row acceleration data (test #1), (b) Band-pass filtered acceleration data (test #1) 

 
The acceleration data presented in Figure 5b was numerically integrated twice to estimate the displacement recorded at the 
top of the spire, as shown in Figure 6a. The maximum instantaneous deflection was around 0.36 m (14 in), which is 
compatible with a 0.3 m (12 in) top deflection simultaneously inferred by the surveyors through long-distance optical 
measurement.  
 
Figure 7 shows the variation of the damping ratio with respect to the top deflection of the spire. Damping estimates are 
calculated based on Equation 1 from the free decay time-history data given in Figure 6. Damping ratios are calculated at 
every cycle from both the decay of the positive (test #1, test #2) and negative (test #1 neg, test #2 neg) peaks.  
 
It can be concluded that the addition of the chain damper increased the inherent damping of the spire from 0.1 – 0.2 % to at 
least an average of 2 % and to around 8 % at maximum. It is worth noting that the level of damping associated with the 
impacts depends on the vibration amplitude and it appears that the maximum damping ratio is attained when the top 
deflection of the spire is between 3.8 cm to 6.4 cm (1.5” to 2.5”), which confirms well with the design parameters of the 
chain damper (see Section 3.1.1). It must be noted that the day of the tests was windy and some influence on the damping 
estimation cannot be excluded. 
 
3.2 Increment of Mass  
 
Mitigation of the spire with a hanging-chain damper was rejected even after the fire hose installation due to excessive noise 
generated due to each impact. As an alternative, increasing the mass of the spire which improves the performance in the 
following three ways was considered. 
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(1) The vibration of the spire during lock-in is controlled by a dimensionless mass/damping ratio, which is a measure of 
the ratio between the dissipation forces of the structure (i.e., associated with inherent mechanical damping) and the 
aeroelastic loading (i.e., the aerodynamic forces responsible for the vibration). This ratio is known as the Scruton 
number [5, 12] 

2D
mKs       (3) 

 
where m is the modal mass of the spire per unit length associated with a specific mode of vibration,  is the inherent 
structural damping ratio,  is the air density and D is the diameter of the spire. This relationship shows that increasing the 
mass or the damping ratio increases the Scruton number, hence reduces the response of the spire during vortex shedding. For 
circular cross-section slender structures, it is recommended a Ks value larger than 1.5 to eliminate the risk of “lock-in” large-
amplitude vibrations [12]. 

 
Fig. 6 (a) Spire top displacement data (test #1), (b) Spire top displacement data (test #2) 
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Fig. 7 Damping estimates as a function of the top deflection of the spire 

 
(2) By adding mass, the natural frequency of the problematic mode, hence the vortex-shedding frequency goes down. 

Because the diameter of the spire does not change, the wind speed that may trigger vortex-shedding goes down 
following the Strouhal relationship. If the wind velocity is very low (1 - 2 m/s), the flow will be highly irregular and 
poorly stratified (i.e., atmospheric flow is unstable), therefore reducing the aeroelastic effects, which usually require 
a stationary and regular wind to engage the structure in an ustable motion. 

  
(3) Based on the last five year wind history data of the site, there is a smaller chance to have a wind with a lower speed 

than the wind speed that caused vortex-shedding. 
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Given the expected improvements, it was decided to infill the three quarters of the 0.406 m (16 in)-diameter pipe section of 
the spire with sand. In total, 78 bags of 31.8 kg (70-lb) dry sand were used to infill the pipe through a length of 14.2 m (46.67 
ft).  
 
3.2.1 Analytical Work 
 
The finite element model of the spire developed previously was updated to reflect the changes in the mass after the sand 
infill. The natural frequencies of the first four modes went down as expected: f1=0.66 Hz, f2=0.75 Hz, f3=3.11 Hz and f4=3.84 
Hz. Although the corresponding mode shapes are not presented due to space limitations, they looked very similar to those 
shown in Figure 2 with little changes. The Scruton numbers before and after the mass increase are presented in Table 3. An 
increment Ks from 0.6 to 1.3 can be observed, with the latter value being very close to the Ks=1.5 threshold recommended in 
[12] as the criterion for likely elimination of large-amplitude across-wind vibration.  
 

Table 3 Estimation of Scruton number before and after the sand infill 
 

  

Modal Mass 
(kg) 

Modal Mass 
per unit length  

(kg/m) 

Damping 
Ratio (%) 

Air 
Density 
(kg/m3) 

Spire 
Diameter 

(m) 

Scruton 
Number, 

Ks 

Before 1852.23 86.39 0.15 1.25 0.4064 0.628 

After 3864.24 180.24 0.15 1.25 0.4064 1.310 
 
3.2.2 Experimental Studies 
 
The performance of the spire after sand infilling has been tested through free-decay experiments. The same test set-up and 
procedure, as described in Section 2.2, were followed. Analysis of the recorded motion of the spire revealed that the natural 
frequency of the spire was 0.69 Hz. This was considered to confirm well with the analytical prediction of 0.75 Hz. 
 
The free decay data of the spire including the top displacement and the corresponding time elapsed is presented in Table 4 
together with the damping estimates based on Equation 1. Given the approximate nature of the data collection, it can be 
concluded that the inherent damping of the spire after the sand infill is in the range of 0.1 % to 0.2 %, similar to the damping 
estimates obtained before the sand infill. It is interesting to note that at smaller amplitude of vibrations, the damping ratio 
estimates after the sand in-fill tends to be larger than the damping ratio before the sand in-fill (compare damping estimates 
from Table 1 and 4 at a top deflection of 6.3 cm to 7.6 cm (2.5 in to 3 in). Assuming that the estimated damping is the sum of 
the structural damping of the spire and the damping of the sand in-filled, it appears that additional damping associated with 
the sand is more noticeable at low amplitude of vibrations than large amplitude of vibrations.  
 

Table 4 Free decay data of the spire after sand infilling 
 

Test # 1 Test # 2 Test # 3 
Time 

Elapsed 
(s) 

Top 
Deflection 

cm (in) 

Estimated 
Damping 
Ratio (%) 

Time 
Elapsed 

(s) 

Top 
Deflection 

cm (in) 

Estimated 
Damping 
Ratio (%) 

Time 
Elapsed 

(s) 

Top 
Deflection 

cm (in) 

Estimated 
Damping 
Ratio (%) 

0.0 30.48  
(12) - - - - - - - 

92.9 16.51 
(6.5) 0.15 0.0 15.24    

 (6) - 0.0 20.32     
(8) - 

182.9 9.53 
(3.75) 0.14 120.0 7.62     

 (3) 0.13 120.0 10.16    
(4) 0.13 

239.8 6.35   
 (2.5) 0.16 150.0 6.35    

(2.5) 0.14 180.0 6.35   
(2.5) 0.18 

 
4. Discussion and Conclusions 
 
Analytical and experimental studies conducted on an architectural spire, which experienced cross-wind high-amplitude 
vibrations during a low wind-speed event have been presented. Vortex-shedding was indicated to be the primary cause of the 

117



extreme event. The shape of the spire oscillations during the event pointed out that it was the first sway mode of the spire in 
the direction parallel to the connection of the spire to the base building at a frequency of 0.88Hz, which corresponded to the 
second mode calculated from the finite element model. 
 
First, a chain damper was designed and installed. Both analytical and experimental studies showed that the damping of the 
spire was increased at least 10 times and at its optimum value up to 40 times the damping of the spire without the chain 
damper. It is determined that the level of damping after the installation of the chain damper is related to the top deflection of 
the spire. The maximum damping ratio was attained when the top deflection of the spire was between 3.8 cm to 6.4 cm (1.5 
in to 2.5 in), which was found to be in good agreement with the design parameters of the chain damper. Even though the 
chain damper performed very well, it has been rejected due to the annoying noise generated at each impact.  
 
Instead, the mass of the spire was increased by filling the lower three quarters of the 0.406 m (16 in)-diameter portion of the 
spire. The structural damping of the spire did not change noticeably after the sand infill, except at relatively low-amplitude of 
vibrations. The natural frequency of the problematic mode decreased, leading to a smaller critical wind speed which is 
associated with a much less probability of occurrence for the specific site. In any case, the significant increment in the mass-
damping parameter (Scruton number) is expected to eliminate the likelihood of large-amplitude vibration at lock-in for this 
mode.  
 
An interesting question one might ask is “What is the chance of vortex shedding occurring at other natural frequencies of the 
spire and how does the current mitigation influence the performance?” Note that the spire at its original configuration had 
two sway modes in two orthogonal directions and the paper focused on the second sway mode (0.88 Hz) since it was the 
mode excited by vortex-shedding. In theory, the first mode (~0.8 Hz) could also be excited by vortex-shedding provided that 
a steady continuous wind blows in the correct direction with a critical wind speed of 1.6 m/s (3.6 mph). The mass increment 
helps mitigate the possible vortex-induced vibrations in the first mode in the same way as it does for the second mode. In 
fact, in the current configuration, the critical wind speed for the first mode is even lower (<3 mph) than it is for the second 
mode (~3.1 mph). 
 
The calculated frequencies for the third and fourth modes of the spire in its original configuration were 4.18Hz and 5.26Hz 
respectively. After the addition of the mass, they went down to 3.11Hz and 3.84Hz, which are associated with critical wind 
speeds of 6.3 m/s (14.1 mph) and 7.8 m/s (17.4 mph). The potential for vortex-shedding induced vibrations of these higher 
modes and possible mitigation measures are currently under investigation.  
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ABSTRACT 
Control algorithms for wind turbines are traditionally designed on the basis of (linearized) dynamic models. On the 
accuracy of such models depends hence the performance of the control, and validating the dynamic models is an es-
sential requirement for achieving the optimum design. The aim of this work is to identify, at different wind speeds, 
the dynamic model of a wind turbine in operation. Experimental modal analysis (EMA) is the selected technique for 
system identification, and band-limited pseudo-random binary excitation signals (PRBS) are summed to the con-
trolled inputs of the wind turbine system. The method is applied to the Alstom Eco100 3MW wind turbine. 
Fairly good match is found in frequency and damping ratio for a frequency range up to 1 Hz. The time domain valida-
tion indicates in all cases reasonable model quality. The frequency domain comparison carried out for selected wind 
speeds shows close overlap around the first tower fore-aft and side-to-side frequencies, even though some discrepan-
cies are found at first drive train frequencies. 
Keywords: Closed-Loop System Identification, Experimental Modal Analysis, PRBS, Wind Turbine Control. 
 
 
INTRODUCTION 
Control algorithms for wind turbines are traditionally designed on the basis of (linearized) dynamic models. On the 
accuracy of such models depends hence the performance of the control, and validating the dynamic models is an es-
sential requirement for achieving the optimum design. Experimental modal analysis (EMA) is a promising approach 
to perform closed loop system identification on modern wind turbines.  
However, only limited attention in the literature of EMA has been directed so far at wind energy applications. The ap-
plication of “exciter methods”, where rather unrealistic direct and measurable excitation on several points on the 
blades is assumed, was first investigated by Bialasiewicz [1]. Recently, research on modal analysis was performed 
within the framework of the European research project “STABCON” - Stability and control of large wind turbines'', 
where both simulation studies and experimental results were included [2][3]. The simulation studies are based on 
blade excitations that are difficult to perform in practice. More realistic excitation signals were investigated at Risø 
National Laboratory, by using the blade pitch and generator to excite with harmonic signals the first two tower bend-
ing modes, even though the measurement of the decaying response was proved to be unsuitable for an accurate esti-
mation of the damping [3]. The identification of open-loop drive train dynamics from closed-loop experimental meas-
urements on a fixed-pitch variable-speed wind turbine is presented in [4], for control algorithm design purposes.  
Because the experimental modeling is based on data collected from a wind turbine during operation, i.e. with the con-
troller operating, closed-loop system identification must be applied. Prior to the current work, a detailed review has 
been hence carried out of the available closed-loop identification (CLID) approaches to wind turbine model identifica-
tion, listed below: 

 Direct method [5], 
 Indirect method [5], 
 Joint Input/output method [5], 
 Closed-loop instrumental variable method [6], 
 Tailor made instrumental variable method [7], 
 Closed-loop N4SID subspace identification [8], 
 Parsimonious subspace identification method (PARSIM) [9], 
 Subspace identification based on output predictions (SSARX) [10]. 
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Initial studies using simulation data from both linear and nonlinear aeroelastic simulations have indicated the methods 
Direct, SSARX and PARSIM as most promising for wind turbine applications, with the Direct method often outper-
forming the other methods. 
The EMA system identification has been applied on the Alstom Eco100 wind turbine in order to extract modal infor-
mation at different operational conditions. Proper band-limited pseudo-random binary excitation signals (PRBS) have 
been carefully arranged to avoid the induction of undesired significant loads on the tower and rotor, taking also into 
account the constraints of the actuators. How this can be achieved without introducing unacceptable additional loads 
will be hereafter discussed. Moreover, special attention has also been paid on data-driven model validation, for which 
purpose several techniques have been developed. 
 
METHODS 
In order to identify accurate (i.e. unbiased) input-output models using the above-mentioned system identification 
methods, it is necessary that the inputs are additionally excited by signals that are uncorrelated with the wind.  
 
Excitation signal design 
A schematic system identification setup is depicted in Fig. 1. Typical inputs are the (collective) blade pitch angle   
and generator setpoint Tg, and outputs are generator speed  and tower fore-aft vnod and sidewards vnay velocities (or 
accelerations). The blocks Kg and K in the feedback loops represent the generator and the pitch controllers, respec-
tively, which are not required in the Direct identification methods. Time series of these typical inputs and outputs al-
low the identification of the transfer functions from   to vnod, from Tg to , and from Tg to vnay, from which the tower 
fore-aft, tower side-to-side and drive train dynamics can be analyzed.  
The frequency range where the models can be accurately identified depends on the bandwidth of the excitation sig-
nals: r (on the blade pitch) and/or rg (on the generator). When the frequency and damping of the first tower mode 
need to be identified, the bandwidth should at least include the expected first tower frequency. When the first drive-
train mode is needed, the excitation bandwidth must at least include the first drive-train frequency. Hence, the proper 
choice of excitation signals is key-important for achieving informative experiment under reasonable amount of excita-
tion.  
 

 
Fig. 1 System identification setup 

 
Two opposite objectives exist indeed, and a trade-off should be made. On the one hand, a good excitation for system 
identification can be achieved by choosing a high energy excitation signal with wide flat spectrum. On the other hand, 
the system limitations (such as hardware limits, loads, etc.) impose the use of low-energy, narrow bandwidth excita-
tion. The design of excitation signals should therefore prescribe that (a) the signals remain within the hardware limits, 
(b) the additional loads are as small as possible, and (c) the dynamic models are still accurately identified. 
For the considered wind turbine specifically, the excitation signals r and rg have been designed in such a way, that no 
unacceptable loads are induced, the excited pitch demand has acceptable speed and acceleration, and the electric pow-
er remains within acceptable limits. To this end, 
 the pitch excitation signal r is designed as a pseudo-random binary signal (PRBS) with amplitude of 0.5 de-

grees, filtered with a low-pass FIR filter with cutoff frequency of 1 Hz, and an elliptic bandstop filter with 20 
dB reduction, 1 dB ripple, and stop-band of 30% around the expected first tower frequency (0.32 Hz). In this 
way, the pitch excitation does not excite the region around the expected first tower frequency, as well as fre-
quencies above 1 Hz.  
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 the generator excitation signal rg is also designed as PRBS signal, but uncorrelated with the one used for pitch 
excitation, and with an amplitude of 3% of the rated signal, filtered with a lowpass FIR filter with cutoff fre-
quency of 2 Hz, so that the excitation is concentrated in the frequency region up to 2 Hz. 

Simulations made with an aeroelastic code have demonstrated that these excitations do not introduce significant in-
crement in loads. 
 
Modal parameters estimation 
Once a model of the wind turbine is identified, there are different ways to extract modal parameters, such as the first 
tower and drive-train frequencies and damping. One way to do that is by performing model reduction on the identified 
mode, to reduce the model order, such as there is only one mode in a specified interval of interest where the frequency 
is expected to lie. For the considered wind turbine, the selected interval is [0.25, 0.40] Hz for the tower, and [0.7, 1] 
Hz for the drive train. The retained mode is the mode with the largest participation factor. The frequency and damping 
of this mode are then selected from the reduced system. 
 
Model validation methods 
Model validation is the process of deciding whether an identified model is reliable and suitable for the purposes for 
which it has been created.  
The following model validation methods have been used to check the accuracy of the identified model: 
 Variance-accounted-for (VAF): this is a model validation index often used with subspace identification meth-

ods. It is expressed in percentage. A VAF above the 95% is usually considered to represent a very accurate 
model. 

 Prediction error cost (PEC): this is the value of the prediction error cost function, defined above. The smaller 
the value, the better the model accuracy. 

 Auto-correlation index (R
ix): when a consistent model estimate is made, the prediction error  should be a white 

process, so that its auto-correlation function R should be small for non-zero , where denotes the discrete 
time step. For a given confidence level  (e.g.  = 99%), a bound Rbound

 can be derived such that for an ac-
curate model the inequality | R |  Rbound

 should hold for all  1. The index R
ix is then computed as the 

square sum of the distance between each value of the correlation function R and the bound Rbound
, where 

only the values outside the bound are used. 
 Cross-correlation index (Ru

ix): in the closed-loop situation the prediction error will be correlated with future 
values of the input, but should be uncorrelated with past inputs when the model is consistent. The cross-
correlation function Ru should then be limited in absolute value for  1. 

It is important to point out that the data set used for validating the models should be different from the data used for 
obtaining the model, as otherwise wrong conclusions could be drawn. 
 
RESULTS 
 
Preliminary simulations 
Time domain closed-loop system identification methods (CLID) are applied to both simulations, used to verify loads 
and to check identification methodologies, as well as to measurement data from an Alstom ECO100 wind turbine us-
ing PRBS signals as defined in the previous section.  
Fig. 2 and Fig. 3 show the PRBS excitation signals added to the collective pitch and generator demand following the 
scheme presented in Fig. 1. 
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Closed-loop identification techniques are used to identify open loop models. Given the identified models, the corre-
sponding frequency and damping of the first tower fore-aft and side-to-side mode and the first drive train mode of the 
open-loop wind turbine can be computed at different wind speeds. Time and frequency validation methods are used to 
evaluate each method. 
As first step, closed-loop identification techniques are applied to (excited) input/output data from aeroelastic simula-
tions. Simulations show that no significant loads were induced on the turbine, the excited pitch demand had accepta-
ble speed and acceleration, and the electric power remained within acceptable limits.  
As second step, studies on the closed-loop identification methods are carried out using simulation data. Since no in-
formation about the controller and the exact excitation signals used (rө and rg) is provided, the Direct, SSARX and 
PARSIM appear to be the most promising methods for wind turbine applications.  
 

Table 1  Signals stored from the real wind turbine 
 Generator speed rpm 

vfa Tower top fore-aft acceleration  m/s2 

vsd Tower top fore-aft acceleration m/s2 

ө Excited blade pitch angle demand deg 

Tg Excited generator torque  Nm 

Vnac Wind speed at nacelle  m/s 
 
The measurement campaign 
The same closed-loop identification techniques are applied using real (excited) input/output data collected from 
measurements on Alstom ECO100 3MW wind turbine. The measurement campaign was performed at below rated 
wind speeds, varying between 4 and 8 m/s. The control inputs, collective pitch demand and generator demand, have 
been simultaneously excited with the PRBS signals in order to obtain the transfer functions from these inputs to the 
outputs generator speed and tower top fore-aft and sideward velocities. The input/output measurement data collected 
are summarized in Table 1. 
Experience shows that working with tower top velocities improves the quality of the identified models around the first 
tower modes. Hence, for the estimation of the tower modes, the outputs vfa and vsd are integrated to velocities vnod and 
vnay. Four measurement time series are selected, each taken during partial load operation. Due to the fact that each of 
these four measurements cases contains some irrelevant information from the identification point of view, they have 
been concatenated. As indicated in the Table 2, Test 1 and 2 have the same mean wind speed. Hence, Test 1 data can 
be used for model identification, while Test 2 can be used as validation data at 4.5 m/s. The same holds for Test 3 and 
4, where the mean wind speed is 6.3 m/s. 
 

Table 2 Measurement time series from the real wind turbine 
Test case Data length Mean (Vnac) Purpose 

Test 1 1459 s 4.5 m/s Ident.4.5 m/s 

Test 2 1130 s 4.8 m/s Valid.4.5 m/s 

Test 3 1651 s 6.2 m/s Ident.6.3 m/s 

Test 4   983 s 6.5 m/s Valid.6.3 m/s 
 
Tower first fore-aft mode identification 
In order to estimate the tower first fore aft modal frequency and damping, the transfer function from pitch angle de-
mand to the tower top fore-aft velocity vnod is identified. For identification the test set Test 1 and test 3 are used.  
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In Fig. 4 the Bode plots are compared of the identified models at 4.5 m/s with the linearized model obtained from the 
aeroelastic code (indicated as “Lin. mod.”) at 5 m/s. From Fig. 4, it can be also observed that the identified models are 
reasonably close to the models around the first tower frequency. Given the identified models, the corresponding fre-
quency and damping are computed as explained in the Methods section. The modal frequencies and logarithmic dec-
rements, computed from the identified modes are compared to those obtained from the linearized models at 5 and 7 
m/s (Table 3).  
The validation results, based on sets Test 2 and Test 4, are summarized in the Table 4, indicating that all models have 
comparable high accuracy. 
 

 
 
Fig. 4 Bode plot of the identified tower fore-aft models at mean wind speed of 4.5 m/s and linearized model at 5 m/s. 

(Transfer: Collective pitch angle demand  Nacelle x-velocity) 
 

Table 3 Frequency and logarithmic decrement of the tower first fore-aft mode 
Wind [m/s] Method Freq [Hz] Log.decr [%] 
5.0 
4.5 
4.5 
4.5 

Lin. Mod. 
Direct 
SSARX 
PARSIM 

0.3133 
0.3195 
0.3202 
0.3204 

27.45 
36.80 
27.41 
21.38 

7.0 
6.3 
6.3 
6.3 

Lin. mod. 
Direct 
SSARX 
PARSIM 

0.3161 
0.3228 
0.3222 
0.3278 

33.49 
35.05 
36.85 
29.55 

 
Table 4 Validation results for identified models of the tower first fore-aft 

Wind (m/s) Method VAF PEC (x10-5) 

ixR u

ixR

(x10-2) 
4.5 
4.5 
4.5 

Direct 
SSARX 
PARSIM 

97.43 
97.26 
95.99 

3.592 
3.706 
4.487 

0.7129 
2.744 
2.517 

1.200 
1.344 
6.346 

6.3 
6.3 
6.3 

Direct 
SSARX 
PARSIM 

97.36 
97.36 
97.18 

4.684 
4.680 
4.841 

0.7638 
0.6674 
0.8528 

3.590 
3.843 
4.164 

 
Tower first side to side mode identification 
Similarly, to estimate the tower first side to side modal frequency and damping, the transfer function from generator 
demand Tg to the tower top side to side velocity vnay  is identified. In Fig. 5 the bode plots of the identified models at 
6.3 m/s with linearized model at 7 m/s are shown.  
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A close overlap is observed between the identified models and the linearized model. Those similarities are quantified 
in terms of frequency and logarithmic decrement in the Table 5. The time domain validation results are shown in Ta-
ble 6.  
 

 
Fig. 5 Bode plot of the identified tower side to side models at mean wind speed of 6.3 m/s and linearized model at 7 

m/s. (Transfer: Generator torque  Nacelle y-velocity) 
 

Table 5 Frequency and logarithmic decrement of the tower first sideward mode 
Wind [m/s] Method Freq [Hz] Log.decr [%] 
5.0 
4.5 
4.5 
4.5 

Lin. mod. 
Direct 
SSARX 
PARSIM 

0.3115 
0.3151 
0.3156 
0.3147 

5.426 
3.037 
2.549 
4.763 

7.0 
6.3 
6.3 
6.3 

Lin. mod. 
Direct 
SSARX 
PARSIM 

0.3115 
0.3148 
0.3143 
0.3153 

5.556 
5.883 
2.170 
3.861 

 
Table 6 Validation results for identified models of the tower first sideward mode 

Wind [m/s] Method VAF PEC (x10-5) 

ixR u

ixR

 
4.5 
4.5 
4.5 

Direct 
SSARX 
PARSIM 

99.99 
99.99 
99.99 

4.487 
4.506 
4.030 

1.118 
1.174 
1.467 

0.009 
0.000 
0.136 

6.3 
6.3 
6.3 

Direct 
SSARX 
PARSIM 

99.99 
99.99 
99.99 

5.514
5.399 

6.557 

0.899 
0.808 
0.967 

0.000 
0.000 
0.116 

  
First drive train mode 
Finally, the first drive train frequency and damping are estimated from the identified transfer function from the gener-
ator demand Tg to the generator speed Ω.  
In Fig. 6 the Bode plots of the transfer functions identified with the Direct, SSARX and PARSIM method are shown, 
compared to the linear model obtained from the aeroelastic code. 
As reported in Table 7, the identified drive-train frequency is about 10% higher than the linearized model. Comparing 
the linearized model obtained with the aeroelastic code to the identified model using PARSIM method, a better esti-
mation is obtained. In any case, the drive train frequency is not clearly evident in the input-output data.  
In contrast with the frequency domain results showed in Table 7, the Time domain validation methods shows excel-
lent results (Table 8). 
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Fig. 6 Bode plot of identified first drive train models at mean wind speed of 6.3 m/s and linearized model at 7 m/s. 

(Transfer: Generator torque  Generator speed) 
 

Table 7 Frequency and logarithmic decrement of the first drive train mode 
Wind [m/s] Method Freq [Hz] Log.decr [%] 
5.0 
4.5 
4.5 
4.5 

Lin. mod. 
Direct 
SSARX 
PARSIM 

0.7777 
0.8773 
0.8780 
0.8261 

1.304 
14.120 
16.610 
6.877 

7.0 
6.3 
6.3 
6.3 

Lin. mod. 
Direct 
SSARX 
PARSIM 

0.7780 
0.8496 
0.8534 
0.8305 

1.642 
1.499 
1.822 
3.857 

 
Table 8 Validation results for identified models of the first drive train mode 

Wind [m/s] Method VAF PEC (x10-3) 

ixR u

ixR

4.5 
4.5 
4.5 

Direct 
SSARX 
PARSIM 

99.98 
99.98 
99.96 

6.797 
6.731 
   10.040  

0.070 
0.051 
0.847 

0.732 
0.670 
0.856 

6.3 
6.3 
6.3 

Direct 
SSARX 
PARSIM 

100 
100 
100 

5.970 
5.962 
6.908 

0.240 
0.181 
0.130 

0.100 
0.256 
0.421 

 
An explanation for those differences could be either that the drive-train frequency is not well represented in the data 
due to the presence of a drive-train damping filter existing in the control or that in reality, the drive train is less flexi-
ble than in the linearized model obtained from the aeroelastic code. Further experiments needs to be performed to 
clarify the reasons of such discrepancies. 
 
CONCLUSIONS 
Theory and results of an innovative experimental system identification method for estimating modal parameters of a 
wind turbine in operation is presented. 
In the mentioned method, additional excitation signals on the controllable inputs of the turbine (pitch and/or genera-
tor) are needed. These signals are designed in such a way that accurate models are identified, but preventing the oc-
currence of extra loads on the wind turbine. In order to validate the identified open-loop models, both time-domain 
validation methods and frequency-domain comparisons to linearized aeroelastic models are made. After preliminary 
simulations with aeroelastic models, an experimental campaign has been carried out on the ECO100 3 MW wind tur-
bine for different below-rated operational conditions. 
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Fairly good match is found in frequency and damping ratio for a frequency range up to 1 Hz. The time domain valida-
tion indicates in all cases reasonable model quality. The frequency domain comparison carried out for selected wind 
speeds shows close overlap around the first tower fore-aft and side-to-side frequencies, even though some discrepan-
cies are found at first drive train frequencies. Further experiments need to be performed to clarify the exact reason of 
this divergence by either increasing the generator excitation amplitude or by de-activating the drive-train filter in the 
controller. 
The estimated modal parameters can be used for either improving the existing control loops, for achieving additional 
functionality by designing new control strategies for fatigue reduction or for updating the existing FEM and multi-
body models. 
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Abstract Semi-active actuators are capable of providing control forces to reject unwanted vibrations due to wind or seismic 
effects in civil structural systems by affecting strategic modifications to structural properties (e.g. stiffness or damping).  
Such devices enjoy the advantage of being low-cost and low-power (compared to active devices), and are inherently stable, 
however limitations on the magnitudes of their achievable output forces necessitate the use of numerous (distributed) semi-
active devices in order to be effective.  Coordination of large, decentralized networks is a natural task for wireless networks 
given their adaptability and low-cost to install.  Low-power wireless sensor nodes are capable of sensing, communication, 
computation of control forces (using for example, state feedback and state estimation), and issuing commands due to their 
inherent collocated computing power.  However, their relatively low computational speed adds undesirable latency to the 
control system as models grow large.  In this study, a low-order model based on modal condensation is used within a wireless 
control network to reduce seismically induced vibrations within a six-story steel structure.  Tradeoffs between model size and 
control latency are explored.  Both simulation and experimental results are presented. 

Introduction 

For tall civil structures, it is often prohibitively expensive to resist large seismically induced lateral loads through strength 
alone.  Modern seismic design practices address this limitation by exploiting the ductility of a well designed structure to 
dissipate unwanted seismically induced kinetic and strain energies in the structure through hysteresis.  When occupant life 
safety is the only goal, this approach has proven to be highly successful.  However, the inelastic behavior exhibited by the 
structure during extreme seismic events is a direct result of damage to the structure that may make the structure uninhabitable 
until repairs may be affected; or the damage may be so severe that the structure must be demolished.  In addition, large 
relative displacements of components within the structural system are strongly correlated with damage to both structural and 
non-structural systems.  In critical emergency response structures (e.g., hospitals, emergency shelters, or fire stations) or 
structures housing economically critical activities, damage that results any interruption in occupancy is oftentimes considered 
to be unacceptable.  In such cases, the protection afforded to the structure can be enhanced by the addition of a structural 
control system that can remove unwanted seismically induced energy from the structure through non-hysteretic means [1-3].   

Most structural control technologies can be classified as either passive, active, or semi-active in their approach [4].  Passive 
control strategies (e.g., tuned mass dampers, tuned liquid dampers, viscoelastic dampers) rely on devices that are carefully 
tuned to the structure’s dynamic properties, as well as the anticipated seismic excitations, to remove energy from the system 
during earthquakes or large wind storms.  These devices are quite reliable and usually require no energy input.  Active 
control technologies (e.g., active mass dampers) represent a much more aggressive approach, strategically adding energy to 
the system in order to achieve a desired control result (e.g., minimization of acceleration or interstory drift).  In contrast to 
passive control strategies, the design of active structural control systems can be more aggressive and may be targeted to 
minimize specific responses, however such systems are expensive to install and maintain.  In addition, active controllers 
introduce reliability concerns given the large amount of energy required for their operation and the likelihood of power 
outages during the extreme seismic events that these systems are intended to protect against.  More recently, semi-active 
controllers have gained popularity as a balance between these two approaches.  Semi-active control devices (e.g., variable 
stiffness dampers, magneto- or electro-rheological dampers, or variable-orifice dampers) do not impart energy directly into 
the system, but instead affect real-time changes in dynamic properties of the structure.  As such, these devices are relatively 
inexpensive, require little energy (making them appropriate for short-term battery powered operation), and these devices are 
often inherently stable [4].  Because the forces generated by semi-active devices are often considerably smaller in magnitude 
than those produced by active damper systems, considerably larger numbers are required to produce equivalent results.   
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Due to the large size and distributed nature of civil structures, connecting actuation signal cables between these devices and a 
centralized control computer can be prohibitively expensive [5].  Similar to sensor systems, signal cables can incur 
installation costs of up to a few thousand dollars per channel in large structures [6].  These additional costs can erode the 
apparent attractiveness of this technology and present a barrier to their widespread adoption.  One approach to alleviate these 
costs is to install these devices without centralized coordination.  The Kajima Corporation’s HiDax system (for example) 
makes use of semi-active dampers that use locally measured sensor data to compute their control actions and that operate 
independently of the other actuators in the structure [7].  However, despite their lack of coordination, the control efforts of 
these actuators are inescapably coupled.  Therefore, a low-cost method to coordinate their actions and achieve improved 
performance is desirable.  

In structural sensing and monitoring applications significant cost savings have been realized by replacing traditional cable-
based sensor networks with wireless smart sensors that can collect data without the need for expensive signal cables [5, 8].  
However, wireless sensors are subject to significantly more restrictive digital data transmission limits than are cable-based 
sensors.  In addition, in battery powered applications, data transmission represents the largest consumer of the battery energy 
available to the node.  For these reasons, embedded data processing has been advanced as an important tool to preserve 
communication bandwidth and battery power [9].  Wireless sensors have inherent memory and computational resources that 
can be leveraged to execute engineering algorithms, interrogate raw data, and reduce the communication burden within the 
network [9].  Building on the idea of embedded and autonomous data processing, wireless smart sensors can provide the 
platform to achieve the low-cost coordination of actions between semi-active control devices.   

Wireless smart sensors with embedded actuation interfaces can be enabled to collect response data and command collocated 
actuators [10].  Wireless sensors can be used solely as data collection and actuation devices in wireless control applications 
[11], however this practice does not take advantage of the computational resources available within the wireless sensor node 
and is especially susceptible to delays in the system due to dropped data packets.  Emulating the centralized control computer 
within the wireless network helps to alleviate the effects of dropped packets if the sensors are equipped with estimation 
algorithms that can provide usable estimates of the response of the structure when measured data is lost [12, 13].  Yang, et al. 
deployed and validated a wireless control network capable of commanding semi-active controllers for seismic disturbance 
rejection in a 3 degree of freedom (DOF) system in which wireless control units were made responsible for sensing feedback 
from the structure, computing estimates of the structural state, computing control forces, communicating data to other control 
units, and commanding collocated actuators [12].  However, Yang, et al. demonstrated that further reduction of the 
dependency of the wireless control network on the communication channel yielded additional gains in control performance 
[14].   Reducing the level of data sharing between the network nodes allowed for reduced latency in the control algorithm, in 
many cases improving performance for both the 3 DOF structure and a 6 DOF structure [14].  Using faster wireless radio, 
Swartz and Lynch [15] traded bandwidth for control performance in a 6 DOF structure, communicating only the most 
necessary response data between units and improving the quality of service of the wireless channel.  In these studies, a 
common theme emerges of a tradeoff between the reduction of latency and improved coordination (through sharing of data) 
to improve control performance.  The common thread in the approaches cited is to limit latency due to wireless 
communication through the use of state estimators and additional sensor level computing.  However, this practice is also not 
without its drawbacks. 

To achieve low power operation, wireless controller design relies on low power components that have considerably less 
computational power and memory than their wired counterparts.  Lower computational power results in increased latency in 
computationally intensive operations.  As additional computational demands are placed on the wireless sensor (through more 
complicated control algorithms or increasing structure size) the latency introduced by large numbers of embedded floating 
point arithmetic operations begins to negatively affect control performance to a significant extent.  This study seeks to 
explore the use of modal condensation to produce reduced order models for the control law that can reduce the computational 
latency in the system.  In this study, the model of the plant (the structure to be controlled) is transformed into modal 
coordinates, the higher order modes removed from the model, and feedback control gains and estimators derived for the 
reduced order system.  By sacrificing model fidelity, computation time can be reduced, decreasing the overall latency in the 
control system.  The tradeoff between control time step and model size is explored in both simulation and experimentally for 
a 6 DOF structure controlled by magneto-rheological dampers over a wireless control network.   

The following section of the paper presents the theory informing the algorithm used in this study.  The section that follows 
describes the wireless control platform that serves as the basis for the time step limitations (versus model size) defined for the 
simulation study and that is used in the experimental portion of the study.  The simulation and experimental studies are 
described in the next section with results, discussion, and conclusions follow. 
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Theory 

A state-space representation of the model is chosen to handle the multiple-input multiple-output (MIMO) nature of the 
control problem (a six-story structure with a sensor and actuator located at each floor).  The state-space formulation is 
derived from the matrix form of the equation of motion for a six-story lumped-mass shear structure: 

ttxttt g TuMKxxCxM d )(  (1) 

 where x is the vector of lateral story displacements, M, Cd, and K are mass, damping, and stiffness matrices respectively,  is 
the vector of control forces, T is a matrix that describes the connections between the actuators and the floors, and  is a 
column vector consisting of all ones.  In state-space, Equation (1) becomes: 
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The output matrices C, D, and F, are dependent on the mechanism of the sensor output.  If displacement measurements are 
available for feedback (i.e., displacement relative to ground measured indirectly, using linear variable differential transducers 
to find the interstory drift and subtracting the displacement measure from the floor below): 

 
0D  0F  (4) 

If acceleration feedback is available: 

   (5) 

The LQR control law produces an optimal control feedback gain that minimizes the cost function, J: 

1
21)(

k

TT kkkkJ uQuzQzu  (6) 

where  and  are positive semi-definite and positive definite matrices, respectively, selected by the designer that weight 
control effort expended against control performance [16].  By choosing the magnitude of  to be relatively large compared 
to   a control solution that produce large control forces to minimize response is favored.  As the magnitude of  increases 
relative to , larger control forces are penalized.  The optimal control force is described by: 

 (7) 

where P is the solution to the algebraic Riccati equation [17].  It is necessary to convert the model to a digital (discrete-time) 
representation to implement the controller on a digital computer.  A zero-order hold approximation produces the state-space 
representation: 

kxkkk guzz 1  (8) 
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where Ts is the time required by the controller to sense, compute, communicate, and send command signals to the actuator 
[17].  For many applications, direct measurement of the entire state vector is impossible (or at least highly impractical), 
therefore a state estimator is often employed.  The Kalman based estimator utilized in this study seeks to minimize the 
covariance: 

 (10) 

where  is the state estimate [17].  Here the estimation error is treated as a disturbance to be rejected and an optimal control 
gain, L, is derived.  The estimate of the full state vector is then: 

 (11) 

where: 

 (12) 

In this wireless application where computational efficiency is of prime importance, the matrices multiplying the old state 
estimate can be combined a priori to save computations during the estimator step: 

 (13) 

  (14) 

Because the LQR controller is dependent on knowledge of the state of the system in order to be optimal, the effectiveness of 
the system is dependent upon the error produced by the estimator.   

Because the size of the control gain matrix and the estimator gain matrices grow with model size at a rate of , computation 
of estimates and control gains does not scale well in the wireless microcontroller for high DOF systems.  In order to reduce 
the latency of the controller a simple reduced-order model is utilized based on modal condensation.  To derive the reduced-
order model, the system must first be converted into modal coordinates.  The ith column of the conversion matrix, , used for 
this conversion is the ith mode shape,  (norm 1), derived from the eigenvectors of: 

 (15) 

 (16) 

where n the number of floors in the structure.  A change of basis matrix, T0, is: 

 (17) 

and the system representation in the modal-domain is: 

   
(18) 

   

A reduced representation of the system is derived by simply eliminating the rows and columns of the state-space matrices 
associated with the higher order modes that may contribute to the overall response of the system under seismic load.  
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Naturally, reduced order control law that directly accounts for the neglected higher-order modes (e.g., H-infinity), but are not 
utilized in this study to help to better underline the benefits derived from increased controller speed in the wireless network. 

The reduced system model is derived in continuous-time, an optimal LQR control law is derived, the closed-loop system is 
then transformed into the discrete-time domain, and a Kalman estimator for the reduced discrete time system derived.  The 
size of the control and estimation matrices (Gr, Aest_r, and Best_r) will then be dependent on the number of sensors, p, the 
number of controllers, q, and the number of states retained, m:  

   (19) 

The time step achievable for a given model size, m, is directly dependent on the wireless computing platform available.  The 
platform used in this study is described in the next section. 

Narada Wireless Sensing and Control Platform 

The tradeoff examined in this study is predicated upon the capabilities of the hardware platform that is used in as the wireless 
controller in the installed system.  This study relies upon the Narada wireless sensing and control platform (Figure 1).  
Developed at the University of Michigan for use in civil engineering applications, the Narada wireless system is intended for 
low cost sensing and actuation applications where dense sensor/actuator deployments are desired [10].  The system is 
designed to be low powered.  The computational core of the unit consists of an Atmel Atmega128 microcontroller that is 
responsible for managing physical operations of the platform (e.g., sensing, actuation, communication, data management) as 
well as execution of the embedded engineering algorithms.  The Atmega128 has 128 kB of programmable Flash memory, to 
store programming instructions, and 4 kB of static random access memory (SRAM), to store data and variables, and has been 
augmented with an additional external 128 kB of SRAM for data storage.  The unit’s link to both the user (via a network 
enabled laptop computer), and to other units, is its communication interface composed of a CC2420 IEEE802.15.4 compliant, 
2.4 GHz spread-spectrum radio transceiver (manufactured by Texas Instruments).  The CC2420 is designed for low-power, 
ad hoc network applications and supports outdoor communication distances up to 100 m using standard output power levels 
and a 1.0 dBm gain omni-directional antenna, and communication distances of up to 500 m with a power boosted output and 
a 6 dBm gain directional antenna.  The sensing interface consists of a Texas Instruments ADS8341 16-bit, 4-channel analog 
to digital converter (ADC) intended to make the unit suitable for civil engineering sensing applications under ambient 
loading conditions (where signal levels are small and high resolution is key).  Finally, to command actuators, the Narada 
wireless sensors incorporate an actuation interface consisting of a Texas Instruments DAC7612 12-bit, 2-channel digital to 
analog converter (DAC). 

The AVR core microcontroller is capable of executing one instruction for every clock cycle (the Narada unit clock operates 
at 8 MHz).  Unfortunately, floating point arithmetic operations require multiple assembly-level instructions to complete.  The 
computational time required for control force calculations and state estimation becomes increasingly significant as a portion 
of the total time step as the model size grows larger.  In addition, fixed computational overhead exists for data sampling, data 
communication, computation of command voltage from desired control force, and actuation.  The time required for these 
operations for models of various sizes are derived experimentally (rounded up to the nearest ms) and used to as parameters in 
the computational portion of this study described in the next section. 

 
Fig. 1  Narada wireless sensing and actuation node 
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Computational Simulation Study 

Validation of the proposed approach is accomplished in both the simulation environment and experimentally.  For 
consistency, the structural model used in the simulation portion of the study is based on the properties of the experimental 
structure (Figure 2).  The structure is a scale, six-story steel building that measures 1.0 m from floor to floor.  The floors 
measure 1.5 m wide by 1.0 m deep and consist of an angle iron perimeter that supports a steel plate.  Rectangular bar stock 
columns support the floors (the lateral excitation applied to the structure is oriented in their weak-axis direction).  The mass 
of each floor is taken to be 640 kg, story stiffness between floors is approximately 2.4x106 N/m (experimentally derived), and 
the structure is lightly damped, exhibiting approximately 1.25% Rayleigh damping.  Simulated magneto-rheological dampers 
are located between floors and their behavior is modeled using a bi-linear, bi-viscous Bouc-Wen model [18].  The simulated 
dampers have a saturation force level of 2.0 kN.  Actuation voltage levels are selected from a dynamic lookup table of 
achievable control forces given a finite range of voltage levels, the desired control force (from the LQR control law), and a 
sensor’s estimate of the interstory velocity that the damper experiences.  The simulation considers lateral base excitation of 
the structure based on the El Centro 1940 NS (USGS Station 117) earthquake acceleration record.  The record is normalized 
to a peak acceleration level of 1.0 m/s2 (100 gals).   

To be used in the reduced order, modal-domain controller, the model of the system is converted into modal coordinates.  
These coordinates are dependent upon the mass and stiffness properties of the structure; both the standard and modal 
coordinate basis vectors for the scale six-story structure are depicted in Figure 3.  The LQR control law is formulated to 
penalize interstory drift in the structure; interstory drift is linked to damage in both structural support systems as well as non-
structural building systems.  The LQR formulation is the same for both the simulation and experimental portions of the study 

 
Fig. 2 Six-story scale steel structure with sensors and magneto-rheological dampers 
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and is derived in the modal coordinate system.  The weighting matrices,  and  , of Equation (6) selected for this study 
are: 

  (20) 

  (21) 

Higher penalties are given to drifts near the base of the structure as those drifts tend to be the largest and most critical to 
control.  The conversion to modal coordinates is taken care of using the mode shape matrix, , in the  term in Equation 
(21). 

Simulated wireless sensors collect response data from each floor.  Both acceleration and displacement feedback scenarios are 
simulated and artificially created Gaussian white noise is added to the acceleration and displacement response signals.  The 
response of the structure to the combined effect of the seismically induced base acceleration and the actions of the control 
network is simulated using Newmark integration (average acceleration method) [19].  The time necessary to complete a 
control step is derived experimentally from the Narada wireless actuation units and is programmed into the simulation.  The 
model size is varied from high (all six lateral modes considered) to low (only one mode considered) and the time required to 
complete the control step established.  Those step sizes are given is Table 1. 

Table 1. Sampling time derivation. 
Modes Retained Fixed Time (ms) LQR Time (ms) Estimator Time (ms) Total Time (Ts)  (ms) 

6 16 1 24 41 
5 16 0.7 18.3 35 
4 16 0.5 13.5 30 
3 16 0.3 9.7 26 
2 16 0.2 6.8 23 
1 16 0.1 3.9 20 

 
Fig. 3 Standard basis vectors versus modal-domain basis vectors for six-story structure 
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From Table 1, it is evident that the step size increases in an approximately affine manner in this range of model sizes 
considered and the slope is approximately 4 ms/DOF.  In order to fully take advantage of the simulation environment, not 
only are the achievable ranges of time steps considered in this portion of the study, but the unachievable model-size/time step 
combinations are also considered to better visualize the effect of both latency and model size. 

Experimental Study 

The simulation study is designed to closely match the design and physical realities of the experimental study.  The laboratory 
structure (Figure 2) is installed upon a 5 m x 5 m, 6 DOF shaking table.  Ground excitations based on the scaled El Centro 
data record are applied to the structure in its lateral weak direction.  Lateral braces are connected below each floor that 
support Lord Corp. RD-1005-3 magneto-rheological dampers.  The braces are designed to be significantly stiffer than the 
columns to minimize any changes to interstory stiffness not associated directly with the dampers (and thus, not accounted for 
by the Bouc-Wen model).  Narada wireless control units are placed on each floor with an extra unit at the floor to measure 
base response.  For the experimental portion of the study, only acceleration tests are performed due to the impracticality of 
making direct measurements of displacement with respect to ground.  For the acceleration tests, Narada units are supplied 
with accelerometers and compute acceleration relative to ground using data communicated from the base unit.  The wireless 
sensors compute their state estimates and control forces based on the six available model sizes.  Once control forces are 
computed, command voltages are computed from the lookup table and a voltage output on the actuation interface.  A voltage 
to current converter translates the command voltage to a linearly scaled current level and applies it to the damper.  After each 
test completes, the wireless sensors communicate their collected data, state estimates, and control forces to a laptop for later 
analysis. 

Results  

The wireless control network is designed to reject unwanted seismically induced energy in the structure and minimize 
damaging interstory drifts in the structure during earthquakes.  An example time history plots showing the reduction in drift 
over the length of a time record (from the experimental portion of the study: acceleration feedback, model size of 2) is 
provided in Figure 4.  The figure depicts the baseline (uncontrolled) drift record and the controlled drift record with reduction 
in drift over the entire span of the earthquake.  Three cost functions are adopted from Ohtori, et al. to better quantify the 
control performance [20].  The first cost function, J1, concerns the peak drift experienced during the earthquake at any floor 

 
Fig. 4 Sample time-history results: interstory drift from experimental data run, 2 modal DOF model  
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normalized by the same response found during the uncontrolled case: 
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The second cost function, J2, is based on the norm of the drift time-series record and gives a picture of the performance of the 
controller in a more average sense: 
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The final cost function, J3, relates to the energy in the system (a combination of kinetic and strain energy) and is also 
computed and averaged over the length of the record: 
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These performance metrics are computed for each feedback type and for each model size.  In the computational portion of the 
study, it is also possible to compute the cost functions for combinations of model size and time step length that are not 
achievable in reality.  In the experimental portion of the study, only peak achievable time step lengths are tested for each 
model size.  Three dimensional plots of the cost functions versus model size calculated during the computer simulation study 
are presented in Figure 5.  In Figure 5(a), results from the acceleration study are presented; in Figure 5(b), the displacement 
results are presented.  The acceleration feedback results show a strong tradeoff between model size and time step length as 
faster control action and larger model sizes both lead to improved performance.  The displacement results are dominated by 

 
(a) 

 
(b) 

Fig. 5 3D simulation cost function profiles: (a) Acceleration feedback results; (b) Displacement feedback results  
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the time step size, with little gain coming from increasing the model size.  The simulation results for the best-case achievable 
combinations of model size and time step size for acceleration feedback are presented in Figure 6 and show the same trend.  
Similar results are evident from the experimental study, shown in Figure 7.  Figure 7 shows a strong tradeoff between model 
size and time step length under acceleration feedback.  Cost functions derived during the experimental portion of the study 
correlate generally well to those derived in the simulation study.  For acceleration feedback, increasing the model size results 
in improved performance until either 4 or 5 modes are considered.  As the model size grows past that, the time step begins to 
grow too large, and the controllers higher order models do not perform as well.   

Discussion and Conclusions 

This study was intended to explore the tradeoffs inherent in resource constrained wireless control networks with regard to 
model size and control time step length.  As model size increases, the performance of the controller improves for a while.  As 
the time step length grows larger, the control performance begins to suffer.  This result is not particularly surprising given the 
magnitude of the control time step for the higher model sizes.  The 6 DOF model requires a time step of 41 ms (equivalent to 
a sampling time of 24.4 Hz).  Since the highest frequency mode of the structure has a natural frequency of 19.1 Hz, the 
ability of the slow 6 DOF controller to properly control this mode is rather limited at best.  More interesting, is the simulation 
showing that, under displacement feedback (impractical to implement experimentally) the time step length dominates the 
effectiveness of the controller with little improvement gained by larger model sizes.  This result suggests that, in this 
application, the major effect that ignored higher-order modes have on the control system is on the estimation side.  In both 
cases, the effect that the ignored high-order modes have on the LQR controller is essentially the same (they are independent 
of feedback type).  However, the acceleration feedback controller is much more dependent on the estimator than is the 
displacement feedback controller that has a direct measurement of a full half of the state vector. 

Additional work should be performed beyond this tradeoff investigation to characterize the optimum model size for arbitrary 
structures and control laws.  In addition, to show as directly as possible the effect of the modal truncation, more sophisticated 
model order reduction methods (e.g., H-infinity control) were not used for this study in lieu of simple modal condensation.  
While good control performance was achieved using the simple modal condensation method, more advanced methods are 
available and their implementation should be investigated as a next step in this line of inquiry.  In addition, it is expected the 
new wireless control devices capable of significantly faster floating point matrix multiplication operations will be available 
soon.  These devices will change the balance between model size versus time step length and will allow for effective real-
time control using significantly larger models.  At the same time, model reduction will help to leverage those potential new 
devices for physical systems that are larger still.  It is expected that a similar tradeoff will exist at higher model size, but that 
tradeoff will have to be investigated and characterized as well. 

 
Fig. 6 Simulation cost function profiles of best-case achievable time step lengths: acceleration feedback 

 
Fig. 7 Experimental peak drift cost function: acceleration feedback 
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ABSTRACT 
Being wind a random excitation, wind turbines experience complex dynamic load conditions. This is becoming a 
growing challenge for designing larger, tall wind turbine towers and substructures in both onshore and offshore wind 
farms. In order to keep the structural integrity of multi-megawatt wind turbine, different structural damping strategies 
have been implemented in the past years like tuned mass dampers. Other techniques rely on the available control ac-
tions, as the generator torque control to reduce the side-to-side excitation and the blade pitch control to limit for-aft 
movements. All those strategies aim at limiting fatigue and buckling loads, as well as the dynamic interaction with the 
rotor harmonics without a parallel increase of material (i.e. of costs).  It was proven that the achievable load reduction 
in significant design cases can be as high as 20% and the tower mass can consequently be reduced by up to 10%. 
 
Keywords: Extreme & Fatigue Loads, Wind Turbine Structural Control, Passive and semi-active dampers. 
 
INTRODUCTION 
Being wind a random excitation, wind turbines experience complex dynamic load conditions. This is becoming a 
growing challenge for designing larger, tall wind turbine towers and substructures in both onshore and offshore wind 
farms. In order to keep the structural integrity of multi-megawatt wind turbine, different structural damping strategies 
have been implemented in the past years like tuned mass dampers. Other techniques rely on the available control ac-
tions, as the generator torque control to reduce the side-to-side excitation and the blade pitch control to limit for-aft 
movements. All those strategies aim at limiting fatigue and buckling loads, as well as the dynamic interaction with the 
rotor harmonics without a parallel increase of material (i.e. of costs).  It was proven that the achievable load reduction 
in significant design cases can be as high as 20% and the tower mass can consequently be reduced by up to 10%. 

 
As wind turbines grow taller, the lager the rated power of the generators is; therefore, the larger is the impact of the 
turbulent wind and the thrust on the tower. Moreover, as wind turbines get taller, the Eigen frequencies go down, 
making the wind turbine modes proximate to resonant induced vibrations, due to rotor harmonic closeness. It is essen-
tial to avoid this closeness, in order to avoid severe damages, which may grow to a total destruction of the turbine. For 
a wind turbine tower, the movements in the direction orthogonal to the rotor blade plane, called Fore-Aft-Movement 
and parallel to the rotor blade plane, called Side-to-Side-Movement have to be distinguished as seen in the next table. 
The most critical Eigen modes for the tower are the first and the second Eigen mode as they have energetically the 
highest potential. The degrees-of-freedom and loads, which the wind turbine is subjected is shown in Figure 1. 
 

1st mode 2nd mode MODE 
NAME Mode Mode 

Fore aft 
(FA) & Side 

to Side 
(S2S) 

  
 
Structural excitation of an onshore wind turbine is generally based only on wind loads. Several investigations have 
been done in the past to dissipate dynamic energy consisting in vibrations. Materials and construction details influ-
ence this behavior in a way that a high level of damping guarantees a more efficient dissipation of energy. The seis-
mic reaction of the turbine, which increases with a taller and heavier tower, can be investigated with a module in GL 
Bladed®, multi body software for the calculation of wind turbines [1]. It is one of the most widely used software for 

 141
DOI 10.1007/978-1-4419-9316-8_12, © The Society for Experimental Mechanics, Inc. 2011
T. Proulx (ed.), Civil Engineering Topics, Volume 4, Conference Proceedings of the Society for Experimental Mechanics Series 7,

* e-mail: arturo.rodriguez-tsouroukdissian@power.alstom.com 



the certification process and will be employed for all the investigations about the integration of damping systems in 
wind turbines. The most important factor during a wind turbines lifetime is the wind impact on the structure. The in-
fluence of the wind on the turbine is defined by different parameters. First of all, every turbine has a specified wind 
class, which characterizes a specific maximum certification wind speed for the wind turbine and therefore an applica-
tion area. Every wind class has in addition a specific turbulence which is classified by a difference of the wind from 
the actual mean wind speed and is 3-dimensional. Rotor diameter, hub height, cut-in and cut-out wind speed influence 
how strong the impact of the wind on the turbine is. 

 
(A)       (B)  

      
Figure 1 - (A) represents the degrees-of-freedom of the wind turbine and (B) represents the loads acting on the 

wind turbine. 
 
Up to now, passive, semi-active, active, and hybrid damping devices have been mainly 
used in buildings and bridges to solve wind excitation or seismic protection problems 
[1]. So far only passive devices like tuned mass dampers have been integrated in wind 
turbines (Figure 2). Compared to stiff buildings, wind turbine structures are slender and 
tall. However different analysis's already proved that the potential for load reduction in 
the tower is big. As the normal damping ratio is relatively small, a small increase al-
ready strongly affects the tower loads and highly decreases them [13]. The technologi-
cal transfer is a big challenge due to the small space availabilities, the strong demand in 
reliability and the amount of excitation energy to be dissipated. On the other hand, big 
benefits are expected and it could lead to completely new configurations for towers 
concerning height, diameter and wall thickness, which had not been considered so far.  
 

Figure 2 - Passive Tuned Mass Damper (Wind Turbine) by ESM GmBh     
 
Control and regulation can be distinguished into: (i) Rotor speed control using pitch actuators, (ii) Rotor speed control 
using generator torque control. Up to now mostly single-input-single-output (SISO) loops have been used, and the in-
put signals are: (i) generator speed and (ii) generator power. These two signals are used in the SISO, or more ad-
vanced in a combination of multiple SISO’s, to regulate as well pitch as torque demand. Upcoming multiple-input-
multiple-output (MIMO) control loops use several inputs as there are accelerations of nacelle, blades or tower, com-
bining all the measured signals to command. These advanced controls are not only designed to optimize the power 
production but also to mitigate loads on the blades and tower [8].  
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TOOGLE-BRACE SYSTEM DESCRIPTION 
The integration of a damping system into a wind turbine tower is a challenging task. The correct position for the 
damper has to be found in both height and horizontal distribution. Also, a supporting structure, which increases the 
dampers effectiveness, is advised (i.e. bracing). Compared to already known and used configurations in stiff build-
ings, the integration in a slender structure like a wind turbine seems to be easier, because of the higher deflections. As 
damping systems in general need deflection for the dissipation of energy, a higher movement of the tower is in the 
first approach helpful for an effective application.  
 
Depending on the configuration, a magnification of the damper force in plane and therefore of the dissipated energy 
can be achieved. It has to be kept in mind, that the magnification factor is only valid for a stiff system. Bending levels 
cause in reality a decreased magnification factor [13].  First, mathematical basics are shown roughly, which shall help 
to get the idea of the sense from certain damper configurations [12]. In summary, there are two main ideas for toggle 
brace systems: 
 

• The amount of magnification of the damping force depends on the geometry 
• The device displacements can be greater than the structural drift  

 
Device displacement: 

ufuD ⋅=  Eq. 1 

Du  Device displacement 

u Structural drift 

f Magnification factor 

 
Transfused damping force: 

DFfF ⋅=  Eq. 2 

F  Force on the structure 

DF  Force along damper axis 

f  Magnification factor 

 
Damping force: 

( ) ( )( )tutuCF oD sgn
α

⋅=  Eq. 3 

DF  Force along damper axis 

oC  Damping coefficient 

( )tu  Relative velocity between the ends of the damper along its axis 

( )( )tusgn  Signum function of the velocity 

α  
limit, damping force is constant  

 
Damping ratio: 
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Damper Exponent, values between 0.3 and 1.0  Providing a velocity limit. For velocities above the 
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T  Period of vibration of kth mode of the structure 

jC  Damping coefficient of the damper j 

rjφ  Reactive modal displacement of the damper j of the kth

jf  Magnification factor of damper j 

im  Reactive weight on top of the damping system or at level i 

iφ  Modal displacement on top of the damping system or at level i 

 
The magnification factor has an important influence on the damper force (consequently damping ratio). The magnifi-
cation factor is realized by a certain alignment of so-called damper braces. Several configurations for bracing systems 
have been studied. All of them use different geometrical alignments to reach high magnification factors. Typical val-
ues for magnification factors are between 2.5 and 3.5 for the configurations presented in this assignment. Theoreti-
cally, magnification factors can reach values up to infinity [3]. These are not taken into account, as they do not fit to 
geometrical restrictions like tower diameter, maximal installation height, minimum installation angles, etc. All magni-
fication factors mentioned in the following consider a fixed installation height (the installation height constitutes the 
distance between the upper and the lower connection of the damper assembly). The damping device configurations 
studied are shown as follows: 

1. Scissor-jack bracing 

The scissor-jack, originally developed by [3] for buildings and adjusted for wind turbines in [10], can reach values of 
magnification factor up to 2.2 to 2.8. The variation of the angles  and  will increase the magnification factor as 
seen in Figure 3. A big advantage of the scissor-jack [3] system is the ability to be installed even in tight space. Even 
then, the amplification factor can reach relatively high values, making it an interesting solution. Another important 
point is the connection between Beam and Column. In case of a “Rigid-Simple” connection, a higher damping ratio 
than in case of a “Simple-Rigid” connection can be achieved. The geometry of a Scissor–jack brace system is com-
paratively to other bracing systems relatively complicated. In order to achieve a high magnification factor and a reli-
able product, this device is not playing a role for further investigations. The magnification factor of The Scissor-jack 
geometry is defined as: 
 

ψ

θ

cos

tan
=f  Eq. 5 

 

Figure 3 - Scissor-jack bracing geometric alignment (left) and deformed (right)  

 vibration mode

 

 



 

2. Lower-toggle bracing 

The lower toggle bracing configuration, originally developed by [3] for buildings and adjusted for wind turbines in 
[10], depends on many different values and the limits, which are not only given by the stroke of the damper, some 
general constraints have to be listed. First of all, the angle 1 has to be smaller than the diagonal connection between 
the lower left boundary and the upper right boundary to ensure maneuverability. For every specific possible angle 1, 
it has to be ensured, that the brace is simply not longer than D. The last constraint is given by the maximal possible 
deflection in the horizontal plane. It has to be prohibited, that the braces snap through. The magnification factor of the 
lower-toggle bracing system is defined as: 
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Figure 4 - Lower-toggle bracing geometry alignment (left) and deformed (right) [2] 
 
Further details may be found in “Wind turbine structural damping ratio augmentation hybrid device” by A. Rodri-
guez-Tsouroukdissian [2]. The lower-toggle configuration can achieve magnification factors up to 2.2 with the restric-
tions fixed for this example [3]. Compared to other systems, the Lower-toggle assembly has big space requirements. 
Additionally, the magnification factor does not reach the highest values. Therefore, this geometrical alignment is not 
taken into account for further project steps.  

3. Upper-toggle bracing 

The upper toggle bracing, , originally developed by [3] for buildings and adjusted for wind turbines in [10], follows 
the same constraints as for the lower toggle bracing. Up to now, the upper-toggle bracing provides the highest possi-
ble magnification factor. Values are getting up to 3.191 [3]. As it can be seen in Figure 5, the magnification factor de-
pends on the brace-length, the installation height “H” and the three angles. 
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Further information can be found in [10]. The upper-toggle-bracing needs less space compared to the lower-toggle. 
Additionally, the magnification factor is very high. For this project, the upper-toggle assembly seems to be the most 
suitable one. 
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Figure 5 - Upper-toggle bracing geometry alignment (left) and deformed (right) [2] 

4. Reverse-toggle and other bracing systems 

The difference between the reverse-toggle and the upper-toggle is the rigid 90º connection between damper brace and 
beam. A disadvantage of this alignment would be the need to strengthen the connection between damper and brace 
regarding cyclic loadings. Because of that, the reverse-upper-toggle is not taken into account for further research, as 
the upper-toggle system seems to be the optimal configuration for this project.  
 

 
 

Figure 6 - Reverse-toggle bracing geometry alignment (left) and deformed (right) [2] 
 
Other bracing systems like a simple diagonal bracing ( 
 
Figure 7, top), which has a magnification factor below one 
(f=cos( )), or a chevron bracing ( 
 
Figure 7, bottom) with a magnification factor of one (f=1), 
all toggle brace configurations can provide a higher damper 
force with a damper of the same size and technical charac-
teristics. This magnification allows achieving a demanded 
damping with a comparatively small damper. As the brac-
ing geometry can be manufactured in a simple way (most 
components are standard parts), and the damper itself is the 
most important cost driver, this geometrical assembly will 
have a positive effect of the all in all damping device costs 
definitely.  
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Figure 7 - Diagonal bracing (top);  
chevron bracing (bottom) [2] 

 
Optimal toggle configuration 
A specific toggle configuration has to be chosen due to the present geometry. It has to be kept in mind that the magni-
fication factor found for the upper toggle is in most of the cases larger than for the other ones. Thus the upper toggle 
is more efficient in the energy dissipation than the other configurations. On the other hand, integration and simulation 
of the upper bar toggle is more difficult than of the other configurations. The scissor jack can be assembled outside 
the tower and added afterwards, the lower toggle's damper does not need to be lifted. But for dissipation reasons, the 
decision is made to use the upper configuration as it is the most cost effective if it is assumed that the damper itself, is 
the most expensive part of the assembly. With the same amount of demanded damper force, a higher reduction can be 
observed with the toggle bracing configurations compared to the diagonal braces. It has additionally to be mentioned 
that the damping ratio itself as well is affected by the choice of the configuration. The same damper, which offers for 
example an increase of the damping ratio up to 5% of critical in a chevron brace, increases the damping ratio installed 
in a toggle brace up to 30-50% of critical [10].  Even though, an optimal solution is to insert these toggle-damping 
systems at each flange, is not economical feasible and more costly than just using more steel for the tower. Therefore, 
after multiple coupled structural and aerolastic analysis (control included), the most optimal solution is at the base of 
the tower from the structural and mechatronic point of view, as well as economical and O&M point of view. 

 
Figure 8 - Upper toggle brace sketch and tower implementation [2] 

 
WIND TURBINE SPECIFICATION 
The ECO100 platform is a modern 3MW wind turbine, certified for IEC IIA sites. As the design of the turbine is pro-
vided as an input for this project, the machine properties are only listed.  The turbine characteristics are set as fixed in 
this project to perform a sensibility analysis between the baseline wind turbine and the ones with damper. The per-
formance of the dampers to reduce the aerodynamics loads was tested in a full steel ECO100 90m tower and a hybrid 
(1st 10m of reinforced concrete and the remaining 80m of full steel). The ECO100 transfers the aerodynamic loads 
through a the ALSTOM PURE TORQUE™, which is a cast iron main frame that transfers all the aerodynamic in-
duced loads and moments from the rotor to the tower. The low speed shaft of the drive train only perceives torque, 
making more robust and reliable the gearbox component. Thinking in a robust and reliable product is crucial and part 
of the ALSTOM design methodology; therefore, the same methodology was applied for the inclusion of damping de-
vices in the tower. Not only the structural point of view was studied, by in parallel, the overall control of the wind tur-
bine, the operation and maintenance, among many more. The geometrical integration is manly driven by the optimiza-
tion of the geometry like restrictions in the tower diameter, geometry of the elevator and the cable system.  
 
An optimization tool where all geometrical constraints, like the diameter and the installation height (total height of the 
damper assembly in the tower) was used as a design basis, planned to install the dampers at 3 station heights in the 
tower. These stations should be close to the flanges, because there are already platforms installed, where the mainte-
nance would be possible. Additionally, these tower sections are very stiff and can therefore provide an efficient 
transmission of the damping forces into the tower. Figure 9 shows a possible assembly of the toggle brace damping 
system in the ECO100 T90 hybrid tower. It is planned to install the dampers above and beneath a flange or in only 
one plate close to a flange. The dampers themselves are planned to be installed in a 120º shift relative to each other as 

Damper 
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seen in Figure 8. This assembly should provide a wide range of frequencies which can be damped. Furthermore, it is 
assumed, that the 120º shift provides a symmetrical behavior regarding stiffness added to the structure and directional 
changes of the excitation. Table 1 shows the specification of the chosen wind turbine. 

Table 1: ECO100 T90 data overview 
 

 

 
 
 

 
Figure 9 - Geometrical integration of 3 damping stations in the tower – global (left) and detailed view (right) 

Wind turbine Class IEC/EN-61400-1 IIA 
Ideal mean annual wind speed 8.5m/s 
Reference wind speed 42.5m/s  
Extreme gust speed 59.5 m/s 
Cut-in wind speed 3m/s 
Cut-out wind speed 25m/s 
Instant cut out wind speed 34m/s – 40m/s 
Vertical wind inclination 8º 
Rated power 3MW 
Power density 2.66m2/kW 
Rotor diameter 100.8m 
Swept area 7980m2 
Rotor yaw Up wind 
Number of blades 3 
Speed range 7.94-14.3 r.p.m. 
Gearbox cooling system Active, forced ventilation 
Gearbox lubrication Forced oil lubrication 
Control Variable speed, individual pitch control 
Ambient operational tempera-

ture 
-10 to +40 degrees 

Standstill temperature t<-20 or t>+50 degrees 
Lightning protection IEC-61024 Level 1 

 

Optimal 
damper loca-
tion (tower 
base) 

148



 

 
 
 
STRUCTURAL INFLUENCE OF THE DAMPING SYSTEMSS 
The dampers as seen in Figure 8, have been studied in detailed in order to perceive hot spots in the tower and or the 
connecting points. The change in the eigenfrequency of wind turbines is tuned very sensitively due to the excitation 
frequency as a rotational system and the eigenfrequency of the tower system in combination with integrated damper 
systems is very hard to estimate, problems based on resonance events can occur [13].  Hysteretic dampers for exam-
ple, especially with high stiffness and strength tend to form an alternate structural system and change the structures 
behavior more than just simply adding damping. However, an investigation [9] proved that the change in period is 
negligible for typical levels of structural damping up to 20% damping of critical. An increase of maximal 2% can be 
expected. It has also to be taken into account that the devices tend to have a larger effect on displacements, but only 
little effect on accelerations at very long periods. As energy dissipation is related to the stiffness of the system, an in-
crease is desired. Also the damping ratio increases with an increase of the relation between the stiffness of the damper 
and the one of the structure. With a ratio of 1 concerning the stiffness, damping values in an order of 10-15% are a re-
alistic target. A possibility would be to use a viscous damper and a friction damper in series to limit the maximum 
load for the viscous damper as friction dampers offer a rapid initial reduction in displacements with the vibrations 
continuing without further damping. In further cycles, there is no noticeable reduction of the loads due to the friction 
damper. The added damping by a viscous damper increases with the increase of the damping coefficient of the 
damper, but more slowly. This effect is observed, as an increased value of the damper coefficient reduces displace-
ments, but the dissipated energy is proportional to the velocity, which is again proportional to the displacement. Thus, 
an increased damper coefficient leads to an increased reduction of the displacements and therefore to a smaller 
amount of dissipated energy.  Thus, in theory, it can be proven, that for a fatigue driven tower, viscous damping is ad-
vantageous in contrast to extreme case driven towers, where friction dampers are more advantageous. 
 
The magnification depends mainly on the flexibility of the assembly. It has also to be taken into account that gaps in 
the joints, due to manufacturing reasons, exist and lower the factor even more. As results of the elastic deformation of 
the configuration, the system not only behaves viscous. This may lead to an increased stiffness of the system and 
therefore a slippage in the eigenfrequencies. Nevertheless, high reductions in both the maximum relative displacement 
responses and the maximum absolute acceleration responses can be expected. 
 
Due to the tolerance in manufacturing and slippage and distortion in the assembly, it has to be taken into account that 
changes from 0.3º to 0.5º may occur [3]. Considering the connections to the tower, stiff flanges are proposed to profit 
from the elastic behavior of the beams as an additional energy dissipating feature. The connection to the damper has 
to be realized by a spherical bearing to eliminate angular discrepancy and to provide all degrees of freedom to move. 
A spherical bearing also pretends moments to be transferred to the damper, which is, especially in terms of a long life-
time, very important. In reality, the approximation of small movements for the geometrical relations do not fit, which 
leads to a slightly higher magnification factor if the displacement is positive and a slightly lower factor if the dis-
placement is negative [3]. Another important structural component is the connection to the tower. Investigation 
shows, that a rigid connection to the tower increases the real magnification factor [13]. Overall, it has to be said, that 
the decrement in displacement is due to a combination of an increased stiffness and an increased damping, while the 
decrease of acceleration is mainly due to the increased damping. The increase of the damping force due to an in-
creased damping coefficient is not linear. The most important aspect concerning the efficiency of the damper system 
is in the stiffness of the supporting bracing system. As an effect on the structure, a reduction response takes always 
place hand in hand with a reduction of the shear response of the building.  The energy dissipation of the damping de-
vice is released by form of heat, so steel fins surrounding the damper chamber have been considered. Moreover, tem-
perature variation inside the tower has been considered to be small, due to the contained temperature gradient inside 
the tower and mechanical properties of the damping material used.  
 
STRUCTURAL CONTROL METHOD 
The tower of the wind turbine with its slender structure and structural components in the nacelle are very vulnerable 
to accelerations. Another important value is the deflection which causes high forces and moments in the tower base 
and therefore high stresses. Thus many different contributions affect the loads on a wind turbine and many different 
strategies in semi-active control and regulation can be applied as follows: 
 

• relative displacements of the structures 
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• minimize displacements between the flanges 
• minimize absolute accelerations 
• minimize the structural response in the fundamental mode by weighting the measured absolute accelerations 

It has to be kept in mind, that all the regulation approaches are based on acceleration. Therefore, a stable mathemati-
cal model is necessary for a good modeling of the system behavior. Also, an integrated signal out of the acceleration 
without initial velocity can cause an offset and even leads to a velocity run-away signal. The dampers are connected 
from the top part of a lower tower section to the bottom part of the subsequent tower section. This geometrical con-
figuration magnifies the damping force by a factor of 2.5 to 3.5. The dampers can be passive viscous fluid dampers, 
semi-active magnetorheological (MR) dampers, or active hydraulic viscous fluid dampers. The dampers not only 
damp 1st fore-aft and 1st side-to-side tower modes, but as being semi-active, and/or active devices, the damping ratio 
can be tuned for a broader range of frequencies conforming multiple tower modes like the 2nd tower bending and/or 
3rd rotational tower modes. The tower dampers were simulated using GH Bladed, with a specific add-on for this 
scope. The local tower acceleration signals are used to feed the new control loop, as depicted in Figure 10, providing a 
damper force demand as an output. 
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Figure 10 - Wind turbine control System with tower damping loop. 

Neglecting active dampers due to their complexity and cost, passive and semi-active damper types were selected to be 
integrated into the wind turbine aero servo-elastic model of the ALSTOM ECO100 3MW (D = 100 m, H = 90 m) 
wind turbine provided with two tower configurations (steel and hybrid steel-concrete). A specific release of the code 
GL-Bladed [5] was used for the simulations, tailored for the scope. The tower acceleration signals were used to feed a 
new control loop (fictitious for the passive case, being not necessary in the real wind turbine), as depicted in Figure 1, 
giving the damper force demand as an output. 
 
Figure 11 shows the principal of the control system. It consists 
of an acceleration sensor, which is marked as “Sensor 1”, 
damper force sensors called “Sensor 2 & 3” and, a data acqui-
sition card “D.A.C” where all signals are passing through, a 
Computer “PC” where the control algorithm is integrated and 
in the end a “Command signal”, what would be a current e.g. 
in case of a magnetorheological damper [2]. The input signal 
for the control proposes stated within this project is the tower 
acceleration. This acceleration is integrated over time to get 
the tower velocity. The velocity is used to generate the damper 
forces. As mentioned in the beginning, the damper forces are 
proportional to the velocity in case of a viscoelastic damper. 

 

To identify which damper has to be used, the excitation is split 
up in 3 components, which constitute the dampers in the 120º 
shift. Detailed information about the control used for the inte-
gration of the damper in the Bladed® model can be found in 
[8]. 
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Figure 11 – Control scheme of damping device [2] 

 
RESULTS 
Several issues have been clarified first regarding the dimensioning and integration of dampers into a wind turbine. 
Generally, it has been found that the higher the dampers resultant force is the higher reductions are to be expected. 
The upper limit was hence set based on the local maximum of the ratio between required force and corresponding 
load reduction. The advantage of using 3-dampers 120-degrees out-of-phase system was proven with respect to 2 or-
thogonal dampers, being also less sensible to wind direction changes. The required resultant force resultant is more 
uniformly distributed among the dampers, (which can be smaller) and to the tower.  The second design feature ad-
dressed was the installation height. The maximum effect will be obtained, where the highest deflections occurs. The 
design indication was to install the damping system as high as possible, but tower integration constraints arise. The 
optimum installation height obtained from simulations accounted for those limitation and results in positioning the 
dampers at nearly 87% of the whole tower height (large relative displacement between top and bottom tower cans). 
The use of several damping systems placed at different heights along the tower was preliminary investigated, which is 
common in civil application. Since the effect resulted minor, the choice of only 1 system in the upper part was finally 
preferred. Being the semi-active dampers attractive for the highest controllability and their potential for extreme 
events, such as wind gusts, a dedicated study was carried out on them. In Figure 12, the fore-aft tower base moment 
computed for a DLC-1.6 [6] is shown as one application example for both semi-active and passive damping. A clear 
reduction in the maximum is achieved when the semi-active is triggered; the generator speed derivative is enabled. It 
should be also noted how the oscillations after an extreme event are suppressed by both systems, and the total damp-
ing ratio increased. Nevertheless, the effectiveness of the semi-active system is highly dependent on the used trigger 
and on turbulent conditions, so that the passive system was thought to be preferable. Further load details see [12]. 

 

 
Figure 12 - Tower base fore-aft moment: semi-active vs. passive damping system 

 
The loads reduction obtained for both the hybrid and the steel tower are finally presented. It is clearly appreciable the 
higher potential when adopting the steel configuration, as shown in Table 2 for the extreme and fatigue loads. 
 

Table 2  Extreme and Fatigue Load reductions 
EXTREME Mx My Mxy Mz 

Hybrid tower -15% -7% -13% 0% 

Steel tower -20% -12% -21% -1% 

FATIGUE (SN = 5) Mx My - - 

151



Hybrid tower -6.4% -10.5% - - 

Steel tower -7.6% -13.0% - - 
 
CONCLUSIONS 
Promising indications have been obtained regarding the effectiveness of viscous damper systems integrated into the 
tower of a wind turbine for structural load mitigation. The main tower base bending moments can be reduced up to 
20% in the extreme cases and around 10% in fatigue. Several aspects were considered and clarified regarding the de-
sign and implementation of such devices, including practical implementation issues such as: 
 

• Maximum damper force 
• Number of dampers in-plane (i.e. per damping system) 
• Installation height and number of damping systems 
• Passive vs. Semi-active system 
• Economics 

 
In particular, a comprehensive economical analysis has been finally performed. The cost for the damping system has 
been estimated including manufacturing and transportation costs. Even tough, special dampers are required for the 
application (able to bear the high number of cycles imposed by the wind turbine operation) a valuable decrease in the 
tower material still prevailed over the benefits. Furthermore, no overloading of other system quantities is found, as it 
is the case when active systems are used, such as generator-torque or tower-feedback controller. As future work, the 
effects of applying these devices on offshore wind turbines will be investigated. Here due to the presence of waves 
and especially for cases of non-availability, the implementation of semi-active damper systems will be very effective 
and will enable large optimization potentials and/or installations of economical monopile support structures in deeper 
waters. Preliminary results show promising load reduction along the tower. Moreover, big emphasis has been placed 
on the importance of applying these devices on offshore wind turbines. As waves are always acting, when the wind 
turbine is non-available, these devices will damp these extreme and normal seat state hydrodynamic loads without 
comprising the structural integrity of the whole wind turbine. The system is expected to be an excellent solution for 
tall wind turbine towers and substructures in both onshore and offshore (near-shore & floating) wind farms. 
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ABSTRACT 
When planning the introduction of high-speed trains on existing viaducts, it is important to grasp the 

resonance phenomenon by measuring the vibration of actual bridges and understand this phenomenon from 
the engineering perspective. In this study, the author focused on the open-deck viaducts in snowy cold 
regions, where high-speed trains will be introduced, carried out vibration monitoring of actual bridges 
utilizing the passing train loads and identified their dynamic properties with ERA (Eigensystem Realization 
Algorithm). When identifying dynamic properties, the first bending mode and the first torsional mode were 
studied, and it was found that the first torsional mode is dominant after a train has passed, while the first 
bending mode is dominant during the passing of a train. The damping ratio of the first bending mode was 
1.5-1.9%, which is slightly lower than the commonly used value 2%. In addition, with the simplified model 
using the identified dynamic properties, the resonance phenomenon induced by high-speed trains was 
investigated empirically. 

 
1. INTRODUCTION 

As Japanese society is getting matured, the railroad infrastructure is indispensable for supporting economic activities and 
daily lives. High-speed trains take important roles for improving convenience while securing the safety and reliability of 
railroads, as the effect of shortening transportation and distribution time energizes economic activities further [1]. From this 
viewpoint, the increase in train speed has been discussed continuously. On the other hand, civil infrastructures on which 
trains run are difficult to newly establish according to the improvement in train performance in many cases, and so it is 
necessary to discuss the applicability of existing structures to high-speed trains.  

When a train with many railroad cars runs on a bridge, a viaduct, or the like, resonance phenomena, such as excessive 
response, noise, and ground vibration, are anticipated[2]. The primary parameters of resonance are the oscillation cycle of the 
train, which is the oscillation source, the natural frequency and damping coefficient of a structure to be vibrated. As for the 
input into a structure by a train, “the speed effect of train load” has been researched continuously since the 1970s, though 
theoretical studies, model experiments, and bridge measurements [3], and it has been summarized from the viewpoints of axle 
interval, railroad car length, and running speed, etc. [4]. As trains become faster and low-rigidity girders are installed, it is 
necessary to cope with the resonance phenomena. Actually, natural frequency and damping coefficient were identified, and 
the numerical simulation of vibration was conducted many times, and then a dynamic design method using a nomogram has 
been proposed [2].  

As for open-deck viaducts discussed in this study, natural frequency has been identified through vibration measurement and 
numerical analysis and simulation have been carried out since 2008, the application into the increase in train speed is being 
discussed [5]. However, natural vibration could not be excited by impact vibration at large amplitude, and so modal damping 
ratio, which determines dynamic response, has not been discussed enough. 

In this study, the authors identify vibration characteristics, including natural frequency, vibration mode shape, and mode 
damping ratio by using the load of a running train as the vibration source and the Engensystem Realization Algorithm (ERA) 

[6]. Through the simplified analysis based on the identified vibration characteristics, the authors discuss resonance speed and   
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Table 1   Outline of target bridges 

Bridge code Span length 
[m] Structure type Crossbeam 

Specified
Young’s modulus Second moment of area[m4] 

[kN/mm2] With roadbeds Without roadbeds 
B1 25 RC T-type girder 2 8 2.839 3.423
B2 25 RC T-type girder 2 8 2.839 3.423

 
Table 2  Specification of measurement devices 

Device Model Specification 
Piezoelectric 
accelerometer 

PV85 
Charge output insulated  

sensitivity 6.42pC/(m/s2) response frequency 1Hz~7kHz 
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Figure 1   Open-deck viaduct and measurement point layout       Figure 2   Acceleration response during the passing of a train  
                                                                                                                                         (B1, measurement point 7) 
 

the effects of railroad cars for the increase in train speed.
 
2.  METHOD OF IDENTIFYING VIBRATION CHARACTERISTICS 

In this study, the load of a running train is considered as the vibration source for identifying the vibration characteristics of 
a bridge. The vibrations excited by the load of a running train include (1) the transient vibration just after the entry of a train, 
(2) the actual vibration during the passing of a train, and (3) the free vibration after the passing of a train. ERA adopted for 
this study is an identification method based on free vibration response. Accordingly, it is difficult to discuss the transient 
vibration, in which amplitude increases, as free vibration. This study is targeted at the actual and free vibrations, and their 
vibration characteristics are identified with ERA. In ERA, it is assumed that a structure is a linear time-invariant system, and 
the vibration characteristics of a structure as a non-proportional damping system are identified based on the free vibration 
response5). As the methods for producing the free vibration response, the RD method and the correlation function method are 
proposed, targeting especially stationary response. Both methods have been applied to actual structures, and the same results 
have been obtained under certain conditions. The RD method requires an enormous amount of time-series samples, and so it 
is difficult to adopt in this study. On the other hand, the correlation function method allows the use of fast Fourier 
transformation, and so even if only one vibration measurement is available, it is possible to produce free vibration response. 
Accordingly, the latter method is adopted in this study.  

As for ERA, the literature [6], etc. discuss it theoretically, and so this paper just briefly explains it. ERA is the method for 
estimating characteristic matrix based on the minimum realization in the linear time-invariant system. Through the principal 
component analysis based on singular value decomposition and the eigenvalue analysis of state matrix, vibration 
characteristics are extracted from the time-series waveform measured at several points. Some indicators have been proposed 
for evaluating the accuracy of extracted vibration characteristics. In this study, model amplitude coherence (MAC)[7] is 
adopted. In this study, the load of a running train is used, and so the inclusion of regular input components is expected. By 
considering the correlation with the theoretical mode shape for a target structure, the vibration components unique to a 
structure are extracted as vibration characteristics. 
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Table 3   Results of the identification in the free vibration state 
First-order displacement First-order torsion 

RMS 
Train type 

Train speed 
Natural frequency 

Damping 
Natural frequency 

Damping [Hz] [Hz] [m/sec2] [km/h] 
B1 

t1 5.53 0.018 8.93 0.016 0.017 Freight 71 
t2 - - 8.84 0.022 0.011 Freight 84 
t3 - - 8.95 0.027 0.010 Freight 85 
t4 - - 8.97 0.021 0.012 Freight 84 
t5 - - 8.90 0.028 0.015 Freight 80 
t6 5.51 0.014 - - 0.025 Express 135 
t7 5.55 0.019 9.01 0.016 0.057 Express 138 
t8 5.55 0.017 9.01 0.020 0.026 Express 135 

Average 5.53 0.017 8.94 0.021 
Variation coefficient 0.003 0.110 0.007 0.213 

B2 
t9 - - 9.21 0.017 0.022 Freight 77 

t10 - - 9.28 0.022 0.033 Freight 81 
t11 - - 9.16 0.017 0.043 Freight 89 
t12 - - 9.05 0.007 0.016 Freight 69 
t13 - - 9.01 0.007 0.018 Freight 90 
t14 5.44 0.018 9.16 0.015 0.026 Express 138 
t15 5.47 0.017 9.18 0.015 0.033 Express 133 
t16 5.47 0.010 9.19 0.015 0.038 Express 139 
t17 - - 9.16 0.012 0.036 Express 112 
t18 5.47 0.010 - - 0.029 Express 123 
t19 5.42 0.019 9.08 0.015 0.028 Express 137 

Average 5.45 0.015 9.08 0.015 
Variation coefficient 0.005 0.253 0.009 0.311 

 
3.  CASE OF APPLICATION INTO ACTURAL BRIDGES 
(1)  Outline of Target Bridges 

  This study is targeted at open-deck viaducts as mentioned in Section 1. A open-deck viaduct has a structure that does not 
have overhanging slab, central slab, or bridge railing, which prevents the accumulation of snow to secure safety and reduce 
snow load. This structure also reduces construction costs. This structure has been adopted in snowy cold regions since the 
1980s, as part of countermeasures against snow disaster. It has been pointed out that open-deck viaducts have different 
vibration characteristics from ordinary structures that have slabs5). 

In this background, displacement and natural frequency have been already measured, targeting over 10 bridges whose span 
ranges from 5 m to 35 m. As a result, it was found that an open-deck viaduct with a span length of 25 m has relatively small 
bending rigidity ratio (measurement/specified value). In the above measurements, damping coefficient was not identified. 
This study is targeted at 2 open-deck viaducts with a span length of 25 m (Bridges B1 and B2). Table 1 shows the outline of 
the target bridges. 
  (2)  Running Train Test 

Fig. 1 shows the measurement points for B1. Its layout is aimed at grasping especially the dynamic behavior of main 
girders. For all of the 19 sensors, piezoelectric accelerometers were adopted, because large amplitude was expected during 
the passing of a train. Table 2 shows the specifications of the adopted piezoelectric accelerometer. The acceleration response 
measured by these accelerometers is recorded via an AD convertor in a laptop PC at a sampling frequency of 2 kHz. The 
frequency components of over 1 kHz are removed with an anti-aliasing filter. For the 2 target bridges, the same measurement 
system and accelerator are used. The bridges are on the same line, and freight and express trains run on them. Running speed 
was about 80 km/h for freight trains, and 130 km/h for express trains. As an example of the acceleration response during the 
passing of a train, Fig. 2 shows the variation in acceleration at measurement point 7 when t7 (express train) passed on B1. 
The status at the time of the coming, passing, and leaving of the train can be seen. In this study, the state between the entry 
and the exit of a train is defined as actual vibration, and the state after the exit is defined as free vibration, as shown in Fig. 2.  
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Figure 3   Examples of vibration mode shapes (the free vibration state after the passing of t-7) 
 
Using the variation in acceleration, the authors discuss the vibration characteristics during the passing of a train, no matter 
whether resonance occurs.  
(3)  Identification of Vibration Characteristics in The Free Vibration State 

  Using the method described in Section 2 with the measurement results, vibration characteristics, including natural 
frequency, modal damping ratio, and vibration mode shape, are identified. Vibration characteristics are identified with the 
acceleration response in the free vibration state, before using the actual vibration. Here, a correlation function was not used 
for confirming the free vibration. The authors focused on the first-order bending mode and the first-order torsional mode, 
which are closely related to resonance. The measured acceleration response was filtered with a 40Hz low-pass filter, a 
950×50 Hankel matrix was derived from the acceleration response at 19 measurement points, and vibration characteristics 
were identified with ERA. Table 3 shows the vibration characteristics of the free vibration state after the passing of a train, 
and Fig. 3 shows the vibration mode shape after the passing of t7 on B1. The vibration mode shape was normalized so that 
the maximum mode amplitude becomes 1.  

The results shown in Fig. 3 represent the first-order bending mode, in which main girders and duct girders oscillate in the 
same phase, and the first-order torsional mode, in which they oscillate in the opposite phases.  

The natural frequency of each bridge shown in Table 3 is summarized as follows. The average natural frequency is almost 
the same in the two modes for the two bridges. The variation coefficient of natural frequency of the two bridges is 1% or less, 
and so measurements are nearly constant in the free vibration state, regardless of the types of trains.  

The first-order bending mode could not be identified in many cases, especially after the passing of a freight train. 
Meanwhile, the first-order torsional mode could be identified in most of the free vibration states. This is considered due to the 
fact that the contribution ratio of the torsional mode to all vibration components in the free vibration state is larger than that 
in the actual vibration state. Such a phenomenon is unique to open-deck viaducts.  

As for modal damping ratio, variation coefficient is 10% to 30% for each mode. It can be understood that modal damping 
ratio varies more broadly than natural frequency. The average of the first-order bending mode was slightly lower than 2%, 
which is generally used for viaducts that have slabs.  
(4)  Identification of Vibration Characteristics in The Actual Vibration State 

  By utilizing the acceleration response in the actual vibration state, the authors attempt to identify the vibration 
characteristics in the actual vibration state, including train weight and one-sided running. Fig. 4 shows the free vibration 
response produced by using a correlation function based on the acceleration response in the actual vibration state of B1 for a 
freight train (t5) and an express train (t6). Measurement point 5 was selected as the reference point of a cross-correlation 
function, because this measurement point does not become a node of the vibration mode. Measurement point 7 is shown in 
the figure. It is difficult to say that the free vibration response was sufficiently produced from the acceleration response 
during the passing of a freight train shown in (a), because of the effect of the regular input by the running train. In the case of 
an express train shown in (b), periodic vibration components can be seen regardless of the actual vibration state. In the same 
way, ERA was adopted for the free vibration response produced from the acceleration response in the actual vibration state 
for all trains, and vibration characteristics, including natural frequency, modal damping ratio, and vibration mode shape, were 
identified. The analysis conditions are the same as the free vibration state after the passing of a train.  

Table 4 shows the vibration characteristics in the actual vibration state. “*” in the table represents the strong effect of 
periodic components. This will be described later. Table 4 indicates that the first-order bending mode could be identified in 
most cases of the actual vibration state compared with the free vibration state. Meanwhile, the first-order torsional mode 
could not be identified in over half of cases. The first-order torsional mode is more remarkable in the free vibration state. 
During the passing of an express train, this mode was identified in only two cases. On the other hand, the first-order bending 
mode was identified in the actual vibration state during the passing of an express train like the free vibration state. As for B1,  
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Table 3   Results of the identification in the actual vibration state 
First-order displacement First-order torsion 

RMS 
Train type 

Train speed 
Natural frequency 

Damping 
Natural frequency 

Damping [Hz] [Hz] [m/sec2] [km/h] 
B1 

t1 5.42* 0.006 - - 0.210 Freight 71
t2 5.86* 0.009 - - 0.220 Freight 84
t3 5.31 0.025 8.67 0.012 0.219 Freight 85
t4 - - 8.33 0.012 0.227 Freight 84
t5 5.66 0.094 8.92 0.015 0.208 Freight 80
t6 5.44* 0.004 - - 0.232 Express 135
t7 5.55 0.015 8.98* 0.004 0.233 Express 138
t8 5.47 0.015 - - 0.229 Express 135

Average 5.53 0.024 8.64 0.011 
Variation coefficient 0.033 1.311 0.035 0.442 

B2 
t9 - - - - 0.251 Freight 77

t10 - - - - 0.392 Freight 81
t11 - - 9.21 0.014 0.234 Freight 89
t12 - - 8.98 0.013 0.230 Freight 69
t13 - - 9.23 0.061 0.237 Freight 90
t14 5.30* 0.002 - - 0.241 Express 138
t15 5.52 0.011 - - 0.245 Express 133
t16 5.35* 0.001 - - 0.236 Express 139
t17 5.31 0.030 9.14* 0.004 0.287 Express 112
t18 5.34 0.012 - - 0.251 Express 123
t19 5.36* 0.003 - - 0.259 Express 137

Average 5.36 0.010 9.08 0.022 
Variation coefficient 0.015 1.156 0.011 1.046 

 
 
 
 
 
 
 
 

(a) Freight train                                                                          (b) Express train 
Figure 4   Free vibration response produced using the acceleration response in actual vibration state (measurement point 7) 

 
this mode was identified during the passing of a freight train. The average natural frequency of B2 in the first-order bending 
mode is slightly lower than that for the free vibration state. On the other hand, the average natural frequency of B1 in the 
first-order torsional mode is slightly lower than that for the free vibration state. For the two bridges, variation coefficient 
increased in each mode. However, its value is 1% to 3% in the actual vibration, which does not degrade the reliability of data. 
Modal damping ratio shows a variation of over 40%, and the maximum variation is about 130%. Accordingly, it is difficult to 
say that reliability is high. Especially, it indicates extremely small values (1% or less) in the case of “*.” In these cases, it is 
considered that the periodic input by a running train induces steady vibration. In addition, there was no significant relation 
between the characteristics of modal damping ratio and RMS. In the case of “*,” the effect of the periodic input by a running 
train can be seen in the vibration mode shape. For example, Fig. 5 shows the vibration mode shape of the first-order bending 
mode in the case where the train t14 runs on the bridge B2. The downbound train t14 runs on the downbound main girder 
represented by the red symbol in the figure. At the upbound main girder and the downbound main girders other than the 
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measurement points 6 and 10, the shape of the first-order bending mode 
can be seen, while the measurement points 6 and 10 have excessively 
large mode amplitude for the first-order bending mode. The interval of 
these measurement points is 12.5 m. Since the axle length of the express 
train is 12.3 m, it can be considered that the load input due to the axle 
length of the express train is mixed in the vibration mode shape of the 
first-order bending mode. In the case of “*” in Table 5, the above-
mentioned effect of the load of a running train can be seen only for the 
girders where a train runs. In the first-order bending mode, the third-order 
resonance speed of an express train is about 127 km/h, and so the effect 
of the periodic input by a running train can be expected

Figure 5   Effects of a running train in the 
vibration mode shape

Ld=2.1 Lc=12.3 2.1 4.8 2.1 12.3 2.1

Lb=19.2
. 

 
4.  DAMPING RATIO AND RESONANCE IN VIADUCTS THAT 

HAVE NO SLABS 
(1)  Simplified Analysis Method 

This section discusses the relation between the remarkable components 
in the first-order bending mode and the running speed of a train, with the spectral analysis using the simplified model.  

Figure 6   Vehicle model 

The same method was adopted by Miyashita et al. for studying high-order local vibrations7). They formulated the equation 
of motion, by using the load sequence inputted in a structure with the train load sequence model and a structure taking into 
account arbitrary mode order; and indicated that the forced solution of a simple beam can be expressed by the quasi-static 
displacement of the entire body and the impulse response excited by each load sequence. As for the quasi-static displacement, 
impact load increases as train speed becomes higher, and so the output of a bridge shows the same tendency. As for the 
impulse response excited by the load sequence of a train, the output of a bridge increases at a certain speed, because of the 
relation between the periodic input, which varies with train speed, and the vibration characteristics of a structure. This study 
is focused on the relation between periodically inputted load components and viaducts that have slabs while considering the 
variation in quasi-static displacement, because the variation in speed of the express train is small and resonance speed is 
discussed. When the equation of motion that takes into account only the impulse response excited by the load sequence of a 
running train undergoes the Fourier transform, the observation response of a structure G( ) can be expressed by the 
following equation as the product of the spectrum based on the natural frequency of a structure Hs and the load sequence 
spectrum Hp. This equation is a function of angular frequency. 

ps HHG       (1)

where the load sequence spectrum Hp can express the variation in input response due to resonance order by considering not 
only car length Lb but also wheel length Lc and axle interval Ld. 

dcbp HHHH       (2)

where, Hb, Hc, and Hd can be expressed by the following equations, respectively, by using car length Lb [m], axle interval Lc 
[m], wheel length Ld [m], and train speed V [m/s]: 

VLH dd 2/cos2                 (3a) 

VLH cc 2/cos2                 (3b) 

VLVNLH bbb 2/sin/2/sin                (3c) 

where N is the number of train cars. By substituting the calculated load sequence spectrum and the amplitude spectrum Hs( ) 
for the n-th mode (n is arbitrary) unique to a structure, it is possible to easily obtain the output response of a structure. 
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Figure 7   Analysis results (train speed: 123 km/h) Figure 8   Train speed and the power spectrum amplitude of the first 
                                                                           -                        order bending mode 
 
where mn represents the mass including the effect of input load, and an and bn can be expressed by the following equations 
(5a) and (5b) with natural angular frequency n and modal damping ratio n: 

nnna         (5a) 

21 nnnb                 (5b) 

For the natural frequency and modal damping ratio of a structure, the results of the identification of the first-order bending 
mode of the bridge B2 shown in Table 3 were used for reference. For the input load sequence, the specifications of the 
express train shown in Fig. 6 were used. As for mn, including the effect of input load, the authors focused on the 6 first-order 
modes of the express train mentioned in Section 3.3, and specified it so as to minimize the deviation from the peak of the 
Fourier amplitude spectrum around the natural frequency of the span center of the girder where a train passed (measurement 
points 5 or 13).  
     By changing train speed with the above analytical model, the resonance between the periodic input load and the first-order 
bending mode is reproduced.  
 
(2)  Case of The Analysis of a Open Deck Viaduct 

  Fig. 7 shows the results of the analysis based on the simplified model described in Section 4.1 and the measurement 
results for the train t18. Around 5.45 Hz, around the natural frequency of the first-order bending mode, the outstanding 
components due to the resonance between the first-order bending mode and periodic excitation components could be 
reproduced. Fig. 8 shows the relation between the train speed calculated with this model and the power spectral amplitude for 
the first-order bending mode (5.45 Hz). Train speed is changed by 1 km/h’s. In the figure, the analysis results are represented 
by the red lines, and the measurement results are denoted by the blue symbols. The number of samples is small, but the 
measurement results are well consistent with the analysis results. Fig. 8 shows the two outstanding speeds. Their local 
maximum values are 126.9 km/h and 188.3 km/h, which represent third-order and second-order resonance speeds, 
respectively. As a characteristic, the second-order resonance centered around 188.3 km/h has a broader range than the third-
order one, and its effect is anticipated in the range from 180 km/h to 200 km/h. In the analytical model used in this study, the 
quasi-static flexural components due to the increase in train speed are not considered. When train speed is high, excitation 
force enlarges, and so the power spectrum amplitude in the first-order bending mode during the second-order resonance 
increases further. In the figure, the blue dotted line represents the case in which modal damping ratio  is 1%. The mass 
including the effect of input load mn was defined in the same way. The results are consistent with the measurement results, 
like the case in which modal damping ratio is 1.9%. As modal damping ratio decreases, the power spectrum amplitude during 
resonance increases by about 7%. Considering that the minimum modal damping ratio is 1%, it can be said that the effect of 
modal damping ratio on the resonance phenomena is not significant. 

4.  CONCLUSION 
In this study, the vibration characteristics of the two kinds of vibration states (free vibration and actual vibration states) 

were identified, with the purpose of identifying the vibration characteristics of a open-deck viaduct during the passing of a 
train and discussing the resonance phenomena as high-speed trains are introduced. Focusing on the variations in vibration 
characteristics, the authors clarified the averages, variances, and variation ranges of natural frequency and modal damping 
ratio; and found that there are no relations with amplitude in the case of the free vibration state. In addition, the relation 
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between the vibration characteristics of a open-deck viaduct and the periodic input components by a running train was 
clarified with the simplified analysis, and it was concluded that it is necessary to be careful about the second-order resonance 
when a high-speed train is introduced.  

For resonance prediction, it is considered necessary to formulate impact coefficient, which is a more practical indicator, 
while considering the load that depends on speed, with FEM, etc. As a bullet train will supersede the current express train, it 
is considered necessary to discuss the variation in resonance speed and amplitude under different conditions. 
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Abstract: The collision of ship embraces some uncertainties, such as a direction, 
velocity, and location of the aberrant vessel. These uncertainties may affect on the 
risk from the collision and the final design of bridge and protective structures 
against the collision of ship. The importance of accurate consideration for uncer-
tainties is more obvious on the protected bridges by the dolphin, since it alters the 
motions during the collision. This paper considers the effect of collision point 
along the height of the pier that usually is ignored as using a simple two-
dimensional outline. In addition, it also analyzes the influence of the angle from 
the collision between vessel and pier. With the numerical example, it is possible to 
conclude that it is necessary to consider various vertical impact locations for safe 
design. Besides, it is sure to reduce the risk from the collision of ship, considering 
impact angle. 

1 Introduction 

As the number of ship-bridge collision accidents has been increased, many at-
tempts have been made to protect the bridge against ship collision. Bridge safety is 
assured with risk assessment throughout the statistical approach, since the colli-
sion of ship is classified as an extreme event including uncertainties intrinsically. 
It is required to modify bridge design or emplace protective structure in various 
ways as introduced in [8], when estimated risk exceeds the standard criteria. It is 
important to accurately reflect consideration of uncertainties for reasonable and re-
liable design against the collision of ship, for example, direction, velocity, and lo-
cation of aberrant vessel, although it is difficult to estimate them. 
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It is more increasing to reflect more accurate consideration of uncertainties in 
the case of the protected bridge by dolphin, since it alters the direction of vessels. 
The collided ship with dolphin is stopped, slowed down, or redirected; and it re-
sults in altering of impact and velocity. It is required to validate the effect on the 
ship collision risk with these changes in angle and velocity.  

Hence, it is also necessary to analyze the collision of ship point between risk 
assessment procedure and bridge pier. This paper considers two parameters about 
collision point. First one is vertical impact location on pier, and second one is col-
lision angle between ship and pier surface. It is presented to analyze the effect of 
these variables on the risk from the collision of ship throughout the procedure of 
AASHTO LRFD. 

2 Effects on the risk from vertical collision location of ship at 
pier 

2.1 Pier capacity considering water level variation 

Pier capacities against ship collision are important factor in ship collision risk as-
sessment. This capacity is affected by various uncertainties, such as types of ves-
sels, drafts, water levels, ship’s burdens, and so on. It requires much time and 
complicated process to consider exactly all of them, so it introduces and uses sim-
plification and assumption. AASHTO LRFD suggests to assess resistance of 
bridge, when ship collided at MHWL. However, it may not guarantee conservative 
design against ship collision. For example, impact load on pile supported pier 
structure at lower water level may cause more severe damage compared to the im-
pact at higher water level due to the local failure caused by direct collision on pile. 
Hence consideration of the water level variation may suggest more reliable results.  

2.2 Analysis target 

It is hard to consider every possible variance of water level in designing process, 
although it gives more reliable and accurate result, because it requires excessive 
time or lacks of enough information. Therefore, selecting representative water le-
vels can be alternative method. In the case of Incheon Bridge [2], pier impact ca-
pacities against the collision of ship were determined considering two water le-
vels; Mean high water level (MHWL) and Mean low water level (MLWL). Then, 
the numerical mean value which is determined by using all capacities at mean 
high level and at mean low water level were selected as final pier impact capaci-
ties. This approach somewhat may reflect the effect of the water level variation. 
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However, it has limitation since actual pier impact capacity does not vary linearly 
depends on water level. 

Therefore, 4 ship collision risks of different situation will be analyzed and 
compared. Firstly, ship collision risk using pier capacity at mean high water level 
and at mean low water level will be compared. Secondly, ship collision risk using 
mean capacities and average value of two risks at MHWL and MLWL will also be 
compared. 

3 Effect of collision angle between ship and pier on risk 

Ship enables to collide with bridge pier at various angles. Most of initial kinetic 
energy is transformed to another energy form by the ship and the pier, when the 
impacted angle is large. On the other hand, it dissipates relatively small amount of 
energy with small impacted angle. However, most of the equivalent ship impact 
force equations assume right-angle impact against pier that every kinetic energy is 
transformed to collision energy. These approaches may overestimate the ship col-
lision risk as the portion of oblique collision increases in total collisions. There-
fore, it analyzes the influence on the ship collision risk with two approaches: Saul 
& Svensson’s method and Pedersen & Zhang’s method. 

3.1 Estimation of collision energy 

3.1.1 Using Saul and Svensson’s approach 

Saul and Svensson [7] proposed a method to calculate the impact forces occurring 
during the collision of a ship with bridge pier that was a basis for the impact force 
of AASHTO LRFD standard as commented in [1]. They also proposed collision 
energy equation in impact on a pier as a function of impact angle and friction 
coefficient. That equation is derived based on the law of momentum conservation 
and energy conservation. It is assumed that the colliding ship has only longitudinal 
velocity. The effects of transverse and the rotational velocity were reflected simp-
ly by introducing a reduced impact mass. Then, the collision energy is calculated 
with the coefficient  as follows that: 

 col kE E  (1) 

where Ecol is collision energy, Ek is initial kinetic energy of ship. And  is ratio 
of collision energy to initial kinetic energy as a function of impact angle  and 
friction coefficient  (Fig. 1).  
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Fig. 1 Collision energy ratio  in relation to  and  using Saul & Svensson’s method.  

3.1.2 Using Pedersen and Zhang’s approach 

Pedersen and Zhang [3] present analytical, closed-form expressions for the energy 
released for crushing and the impact impulse during ship-ship collisions. This me-
thod is also applied to the estimate ship-pier collision energy. The expressions for 
the collision energy are derived by solving the equation of motion for impact me-
chanics of ship collision and integrating accelerations for the direction of normal 
and perpendicular to the impact surface. Similar to Saul & Svensson’s method, 
impact angle and friction coefficient are main factors for the collision energy. 
With this method, it is possible to reflect the influence of transverse and rotational 
motion from ship and various ship characteristics such as mass and length.  

Fig. 2 shows the energy ratio defined as the ratio of the collision energy by the 
total kinetic energy from the ship before the collision in relation to impact angle  
and friction coefficient .  

 
Fig. 2 Ratio of collision energy to initial kinetic energy in relation to  and  using Pedersen 
& Zhang’s method.  
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Energy ratio curves of two approaches shows similar tendency according to 
impact angle and friction coefficient. For same friction coefficient, as impact an-
gle increases (close to head-on collision), energy ratio converges to 1 that means 
most part of the initial energy is dissipated by crushing and/or impulse. On the 
other hand, as impact angle decreases (more glancing collision), the energy ratio 
approaches to zero that implies the impact dissipate less energy and ship brings 
more residuals. And impact with higher friction coefficient show larger collision 
energy for the impacts with same angle. Due to these effects, the collision of ship 
risk would be reduced as considering the impact angle between ship and bridge 
pier.  

Fig. 3 shows the ratio of the energy using Saul & Svensson’s method to the 
energy using Pedersen & Zhang’s method without transverse velocity. Most range 
of impact angle expresses larger collision energy with former method.  For these 
characteristics, ship collision risk using Pedersen & Zhang’s method is expected to 
express smaller value. 

 

 
Fig. 3 Ratio of collision energy from Saul & Svensson’s method to collision energy from 
Pedersen & Zhang’s method.  

3.2 Ship impact force of AASHTO LRFD standard 

AASHTO LRFD [1] presents empirical equation of equivalent impact force for 
the risk assessment. Dead weight tonnage (DWT) and impact speed determine the 
impact force as equation (2) 

 
51.2 10sP V DWT  (2) 

That force can be modified with the estimated collision energy. Square root of 
energy ratio acquired using two different methods is multiplied to the impact force 
to represent the effect of reduced collision energy. It is assumed that impact force 
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is proportioned to the square root of the energy because of the numerical relation 
as equation (3). 

 

2
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1
2
1
2

k

k

E MV V M V DWT

E MV V M V DWT
 (3)

 

4 Ship-dolphin collision simulation program 

To identify these effects of various water level and impact angle, ship collision 
risk assessment is performed. Annual Frequency of bridge collapse (AF) concept 
of AASHTO LRFD Standard is a representative method of the risk assessment of 
the ship collision event. However it is only applicable to the collision event for the 
bridge tower without any protection system because the speed and location of the 
ships are preliminarily determined once and their variations due to collision are 
not considered. If there are dolphin type protections, initially defined velocity and 
direction of ship may be changed by the collision with dolphins. It means that 
those post-collision variations in the velocity and direction of the ship must be 
analyzed to estimate AF of dolphin protected bridges.  

In order to deal with the variations, therefore, 2D ship collision simulation pro-
gram to estimate the post-behavior of the ship was developed and used. This pro-
gram can account for local indentation force between ship and dolphin due to non-
linear deformation of dolphin as well as ground force on dolphin. Indentation and 
ground forces on dolphin are calculated using simplified collision model with 
equivalent nonlinear springs of which properties are calibrated based on the ener-
gy dissipation result acquired by 3D FEM analysis. Finally, post-behavior of the 
ship was acquired by solving the equations of motions in [4] and [5] with the cal-
culated external forces. 

 

 
Fig. 4 Simplified collision model using nonlinear calibrated springs.  

168



5 Numerical examples 

Proposed methods and procedures are verified with the numerical example of In-
cheon Bridge using parameters of [2]. This bridge is located near ‘the port of In-
cheon’ where ship traffic is very congested. The difference between the rise and 
fall of the tide of this area is very large that the effect of vertical impact location 
can be more obvious. 

A table 5.1 shows the capacity at MHWL and MLWL and the mean value of 
two levels. And figure 5 presents ship collision risks with each pier capacities and 
average values of risks at MHWL and MLWL. 

In the case without protected structures, the collision of ship at MLWL is re-
vealed as the most risky situation compared the event at MHWL. This tendency 
also discovered the same situation with dolphin, while it enables to reduce the 
risk. With these observations, it is perceived that risk assessment with considera-
tion of the collision only at MHWL is not able to guarantee conservative design 
but may underestimate the risk. 

The risk with the mean capacities and the mean value of risks from two loca-
tions are obtained to consider two risks at two vertical locations simultaneously. 
These two values are almost similar for each case while average risk is slightly 
higher. However, it is more appropriate to obtain a representative risk throughout 
the mean value of each risk at various vertical collision locations. 

Table 5.1 Pier capacities at different water levels (MN).  

 at Mean High  
Water Level (MHWL)

at Mean Low  
Water Level (MLWL) 

average capacity of the 
two capacities 

Pylon 35.00 26.00 30.50 
Supplementary Pier 13.50 13.00 13.25 
End Pier 14.50 14.50 14.50 
Approach Pier 13.00 13.50 13.25 

 

 
Fig. 5 Ship collision risks in relation to vertical impact location for unprotected & dolphin 
protected case.  
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consideration of impact angles for every situation (vertical location, with/without 
dolphins) because of the fact that collision energy is decreased. On the other hand, 
it is not significant when dolphin is set, because the effect of slowdown or redirec-
tion by dolphin itself overwhelms the total risk. 

The risk of Saul & Svensson’s method is slightly higher than the risk of Peder-
sen & Zhang’s method, and a decreasing rate is slightly smaller as shown in fig 7. 
These results are agreed with the prediction in chapter 3.1.2. So it can be con-
cluded that Saul & Svensson’s method has an advantage over the other method in 
convenience to use with almost same conservative result. On the other hand, Pe-
dersen & Zhang’s method would be appropriate for the risk assessment with more 
accuracy since various factors such as transverse and rotational motions of the 
ship can be included reasonably. 

 

 
Fig. 6 Risks with considering impact angles by two different methods.  

 

 
Fig. 7 Decreasing rates of risk with considering impact angles by two different methods. 
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is performed with the developed 2D ship collision simulation program to estimate 
the post-behavior of the ship.  

Vertical collision location of ship at pier determines pier capacities against ship 
collision. Therefore it is necessary to consider various vertical impact locations 
according to sea levels for safe design. However it is hard to consider every possi-
ble variance of water level in designing process. Therefore, selecting representa-
tive water levels can be alternative method. Numerical example shows that risk 
assessment with consideration of the collision on pier only at mean high water 
level is not able to guarantee conservative design but may underestimate the risk. 
The risk with the mean capacities and the mean value of risks from two locations 
are can be used to consider the effect of vertical collision location. However, it is 
assumed that the risk obtained throughout the mean value of each risk at various 
vertical collision locations is more appropriate as a representative risk since pier 
impact capacities do not vary linearly depends on water levels. To verify the as-
sumption, risk assessment at more diverse sea levels need to be performed. 

Effect of collision angle between ship and pier on risk is analyzed with two ap-
proaches: Saul & Svensson’s method and Pedersen & Zhang’s method. These two 
methods suggest the expressions to assess ship collision energy according to colli-
sion angle and friction coefficient. Then, modified ship impact forces based on 
that of AASHTO LRFD are calculated using the estimated collision energies. It is 
shown in the example that the risks are decreased with the consideration of impact 
angles for every situation while it is not significant when bridge is protected by 
dolphins. In addition to this, it is shown that Saul & Svensson’s method has an ad-
vantage over the other method in convenience with almost same conservative re-
sult. On the other hand, Pedersen & Zhang’s method would be appropriate for the 
risk assessment with more accuracy since various factors such as transverse and 
rotational motions of the ship can be included reasonably. Effects of those para-
meters of Pedersen & Zhang’s method on ship collision risk will be analyzed 
compared with the value of Saul & Svensson’s method in detailed for further re-
search. 
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Abstract A recent development in operational modal analysis (OMA) is the possibility of using measured, artificial loads in
addition to the unmeasured, ambient excitation, while the ratio between forced and ambient excitation can be low compared to
classical experimental modal analysis (EMA). Most of these so-called OMAX algorithms lack the intuitiveness of their EMA
and OMA counterparts, since they fit a system model that takes both the measured and the operational excitation into account
directly to the measured signals. A more physically intuitive subspace algorithm for OMAX, that starts with an accurate decom-
position of the measured joint response in a forced and an ambient part, was recently introduced. In this paper, the performance
of this algorithm, which is called CSI-ic/ref, is assessed by means of a case study, where a two-span steel arch footbridge is
tested in operational conditions, with and without using additional actuators. From a comparison of the modal parameters with
results from a finite element model, an OMA algorithm, and an alternative OMAX algorithm, it can be concluded that CSI-ic/ref
yields accurate modal parameter estimates.

1 Introduction

Due to important improvements in structural design and manufacturing methods, and a related increasingly efficient use of
structural materials, the slenderness and span length of bridges in general and footbridges in particular have increased signif-
icantly during the last decades. Lightweight, slender structures are, however, more sensitive to dynamic loads, and therefore
the susceptibility of footbridges to vibrations has become an important design issue [1, 4]. The experimental verification of
the design values, in particular the modal parameters, is essential for design validation, so for guaranteeing the safety and ser-
viceability of the structure. Operational modal analysis (OMA) allows modal parameters to be determined in normal operating
conditions, which is an important advantage over experimental modal analysis (EMA) since damping and boundary conditions
may depend on vibration amplitude.

However, in OMA, the mode shapes can not be scaled in an absolute sense, e.g., to unit modal mass, unless a second
measurement is performed after adding or removing a significant amount of mass to or from the structure [9], which is rather
cumbersome for heavy structures such as (foot)bridges. Another disadvantage is that the frequency content of the ambient
excitation is usually narrow banded, and as a result only a limited number of modes can be extracted from the ambient data
with high quality. Therefore, there is an increasing interest towards operational modal analysis with exogenous inputs (OMAX)
[6, 14], where an artificial force is used in operational conditions and a system model is identified that takes both the artificial
and the operational forces into account. The main difference between OMAX and EMA is that the operational forces are not
considered as unwanted noise but as useful excitation, and they are included in the identified system model. As a consequence,
the amplitude of the artificial forces can be equal to, or even lower, than the amplitude of the operational forces. The feasibility
of using small and practical actuators for modal testing of footbridges in an OMAX framework has been demonstrated recently
in two case studies [16].

To date, two OMAX algorithms have been proposed and validated on real-life measurement data. The first one is a Combined
non-linear Least Squares Frequency method on Input Output spectra (CLSF-IO) [3], for which recently the alternative name
OMAX Maximum Likelihood Estimation (MLE-OMAX) was proposed [6]. This approach results in a non-linear minimization
problem, which is solved iteratively. Local minima may occur, so good starting values are required for the system description.
The second is a Combined deterministic-stochastic Subspace Identification (CSI) approach, both in a data-driven frequency-
domain variant [2] and in a reference-based data-driven time-domain (CSI-data/ref) variant [14]. This approach is non-iterative
and numerically robust, hence it requires a much smaller computational effort, while the obtained modal parameters are also
highly accurate. It can be applied on its own, or for generating accurate starting values for the CLSF-IO method.

However, both algorithms lack the physical intuitiveness that is present in most algorithms for EMA and OMA: they fit
a combined deterministic-stochastic system model directly to the measured input-output data. This can be attributed to the
difficulty of decomposing the measured time response in a forced part and an ambient part in a statistically consistent way, i.e.,
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in such a way that the separation becomes exact when the number of data samples goes to infinity. Recently, this decomposition
problem was solved with a subspace approach, i.e., using data matrix projections, and a physically intuitive subspace algorithm
for OMAX, called Reference-based Impulse-Covariance driven Combined deterministic-stochastic Subspace Identification or
CSI-ic/ref, was developed [15]. CSI-ic/ref identifies a combined deterministic-stochastic state-space model directly from the
impulse response sequence of the deterministic subsystem, and the output correlation sequence of the stochastic subsystem. It
is a physically intuitive alternative for the CSI-data/ref algorithm for OMAX testing [14], just as the SSI-cov/ref algorithm is a
physically intuitive alternative for the SSI-data/ref algorithm [10].

In this paper, the performance of the CSI-ic/ref algorithm is investigated in a real-life case study, where a steel bowstring
footbridge is tested in operational conditions. The footbridge, which is located at Wetteren, Belgium, has two spans: a large
span of about 75 m and a small span of about 30 m. The bridge was subjected to different OMA and OMAX tests, and the
resulting data have been treated previously using the SSI-data/ref algorithm and the CSI-data/ref algorithm, respectively [16].
In order to assess the performance of the CSI-ic/ref algorithm, the modal parameters obtained with CSI-ic/ref are compared
with these results.

The text is organized as follows. First, the Wetteren footbridge is presented and the ambient and combined modal tests
are discussed. Then, the different steps of the CSI-ic/ref algorithm are presented and illustrated. Next, its application on the
Wetteren OMAX data is discussed and the results are compared with the values obtained from alternative algorithms and tests
and from a finite element model. The paper ends with the conclusions drawn from this comparison.

2 Operational modal testing of the Wetteren footbridge

2.1 The structure

The construction of a new roundabout at the N42 national road on top of the E40 highway at Wetteren, Belgium, created a
potentially dangerous situation for cyclists and pedestrians due to the numerous approaches to and exits from the highway. In
order to separate the bicycle track and the footpath completely from the road traffic, a new footbridge was built to the west of
the roundabout in 2003 (Fig. 1a). This steel bridge has two spans, a short one of 30.33 m and a large one of 75.23 m. At the
largest span, the bridge is of the bowstring type, with an inclination of 13.78◦ of the arches.

(a) (b) (c)

Fig. 1 Footbridge in Wetteren, Belgium: (a) view from the south side, (b) pneumatic artificial muscle, used as actuator, and (c) drop weight actuator.

Before the modal tests were performed, a detailed finite element model of the bridge was made [16]. The beams and arches
were modeled with Timoshenko beam elements, the plain stainless steel bars connecting the arches and the bridge deck with
truss elements, and the bridge deck with shell elements. The model shows that for most mode shapes, there is a strong interaction
between the arches and the bridge deck; however, the first two modes consist mainly of lateral deformation of the arches while
the bridge deck remains relatively undeformed.
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2.2 Test description

An OMA test was performed on October 10, 2007, followed by an OMAX test one day later. For the OMAX test, a commercially
available pneumatic artificial muscle (DMSP-20 from Festo) was used as actuator (Fig. 1b). The PAM produced a vertical
force at node 192 (Fig. 2). A swept logarithmic sine between 0.1 and 10 Hz was chosen as force signal. The idea of using
pneumatic artificial muscles (PAMs), which have originally been designed for application in robotics, for bridge testing, as well
as the development, originated recently from the Acoustics and Vibration Research Group of Vrije Universiteit Brussel [5]. An
additional OMAX test was performed on January 18, 2008, using a drop weight system as actuator (Fig. 1c).

192
161

132

42

Fig. 2 Footbridge in Wetteren, Belgium: measurement grid. The numbered points appear in the text.

In both tests, 72 output degrees of freedom (DOFs) were measured in 5 setups: the vertical and horizontal acceleration of the
bridge deck at 44 and 23 locations, respectively, and the out of plane acceleration of the arches at 5 locations (Fig. 2). Because
of the large amount of traffic on the highway under the bridge, it was not possible to instrument the inclined arches in a safe
way. Therefore, only the out of plane accelerations at the four lower ends of the arch and at one higher point on an arch were
measured. More information on the structure and the different vibration tests can be found in [16].

3 Impulse-covariance-driven combined subspace identification (CSI-ic)

This section highlights the physically intuitive CSI-ic and CSI-ic/ref algorithms for OMAX testing [15], where CSI-ic/ref
denotes the more general, reference-based version of CSI-ic. The algorithms identify a discrete-time state-space model for the
structure in the considered frequency bandwidth, that accounts for both the forced excitation and the ambient, unmeasured
excitation:

xxxk+1 = AAAxxxkkk +BBBuuukkk +wwwkkk (1)
yyykkk =CCCxxxkkk +DDDuuukkk + vvvkkk, (2)

where yyykkk ∈R
ny is the measured response vector at time k, uuukkk ∈R

nu the vector with the measured forces, xxxkkk ∈R
n the state vector,

and AAA, BBB, CCC and DDD state-space matrices that are to be identified. wwwkkk ∈ R
n accounts for the influence of the unmeasured, oper-

ational excitation on the state vector, and vvvkkk models both the direct transmission of the operational excitation to the measured
response, as well as response measurement errors. (wwwkkk) and (vvvkkk) are assumed to be discrete-time white noise sequences:

E

([
wwwk+l
vvvk+l

][
wwwkkk
vvvkkk

]T
)

=

[
QQQ SSS
SSST RRR

]
δ1(l), (3)

where E denotes the expectation operator and δ1 (�) is the unit impulse function, i.e., δ1(0) = 1 and δ1 (�) = 0 if � �= 0. The
state-space model (1-3) may be derived from a linear time-invariant structural model such as a continuous-time finite element
model, by applying zero-order hold time discretization to the measured and ambient forces, and assuming that both the ambient
forces and the response measurement errors make up discrete white noise sequences, see, e.g., [14, 15]. Although the white
noise model for the ambient forces is often a rough approximation, it turns out to be accurate enough in many operational modal
analysis applications, and therefore it is very often used in OMA(X), see, e.g., the surveys [11, 13].

The CSI-ic(/ref) algorithm identifies the state-space model (1-3) from the measured sequences (uuukkk) and (yyykkk). First, the
response sequence (yyykkk) is decomposed in a deterministic, forced part (yyyddd

kkk ), and and a stochastic, ambient part (yyysss
kkk). Then,

the deterministic impulse response and the stochastic output correlation sequences are computed, and the system matrices are
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determined from these sequences. The different stages are discussed in more detail in the following sections. Once the system
matrices are identified, the eigenfrequencies, damping ratios, mode shapes and modal scaling factors can be computed as in
[14].

3.1 Decomposition of the measured response in a forced and ambient part

Let the measured inputs and outputs be gathered in block Hankel matrices denoted as UUUk1|k2 and YYY k1|k2 , respectively, where

YYY k1|k2 �

⎡
⎢⎢⎢⎣

yyyk1 yyyk1+1 yyyk1+2 . . . yyyk1+ j−1
yyyk1+1 yyyk1+2 yyyk1+3 . . . yyyk1+ j

...
...

... . . .
...

yyyk2 yyyk2+1 yyyk2+2 . . . yyyk2+ j−1

⎤
⎥⎥⎥⎦ and UUUk1|k2 �

⎡
⎢⎢⎢⎣

uuuk1 uuuk1+1 uuuk1+2 . . . uuuk1+ j−1
uuuk1+1 uuuk1+2 uuuk1+3 . . . uuuk1+ j

...
...

... . . .
...

uuuk2 uuuk2+1 uuuk2+2 . . . uuuk2+ j−1

⎤
⎥⎥⎥⎦ , (4)

with k1 and k2 suitable integers that will be fixed later, and j an integer that is large enough so that these matrices have more
columns than rows. Let YYY ddd

k1|k2
and YYY sss

k1|k2
denote the forced (deterministic) and ambient (stochastic) parts of YYY k1|k2 , respectively.

When the ambient response is not correlated with the forced loading, the following estimates for YYY ddd
k+1|k+l and YYY sss

k+1|k+l are
strongly consistent1, assuming the structure under test is stable, for k, j → ∞ [15]:

ŶYY ddd
k+1|k+l �YYY k+1|k+l/U1|k+l (5)

ŶYY sss
k+1|k+l �YYY k+1|k+l/U

⊥
1|k+l , (6)

where U1|k+l denotes the row space spanned by the rows of UUU1|k+l , and U
⊥

1|k+l denotes the orthogonal complement of U1|k+l .
Equations (5-6) imply that, contrary to most subspace algorithms, not only the number of block columns of the input and output
Hankel matrices need to grow in order to converge to the exact values, but also the number of block rows of the input Hankel
matrix. However, since in modal testing, the number of inputs is usually much smaller than the number of outputs, i.e., nu � ny,
the corresponding increase in computational cost is fairly limited. ŶYY ddd

k+1|k+l and ŶYY sss
k+1|k+l can be efficiently computed using LQ

factorization, as explained in [15].
As an example, Fig. 3 shows a PAM force applied at point 192 of the Wetteren footbridge (Fig. 2), and the decomposed

acceleration signals at points 42 and 192, all in the vertical direction. The decomposition was directly computed from (5-6),
by setting k = 120 and l = 1. It can be noted that the forced and the ambient response signals are of similar amplitude, which
illustrates the combined experimental-operational character of the performed OMAX test.

3.2 Estimation of the deterministic impulse response sequence

Suppose the first 2ı samples of the impulse response sequence of the deterministic subsystem are of interest. Let � denote any
integer that is larger than the system order n. Let H 0|2ı−1 denote the matrix consisting of the impulse response matrices that
we want to estimate, i.e.,

H 0|2ı−1 �
[
HHHT

000 HHHT
111 HHHT

222 . . . HHHT
2ı−1

]T
. (7)

As discussed in [15], when YYY ddd
k+1|k+2ı+� is known, the impulse response can be exactly computed as

H 0|2ı−1 = YYY ddd
k+�+1|k+2ı+�

[
UUUk+1|k+2ı+�

YYY ddd
k+1|k+�

]†
⎡
⎣ 000nu�×nu

IIInu
000(2ı−1)nu+�ny×nu

⎤
⎦ , (8)

1 A stochastic sequence (θ̂θθ NNN) is said to converge to θ̃θθ almost surely (a.s.) or, equivalently, with probability 1 (w.p. 1) for almost all realizations of
(θ̂θθ NNN), except for those with probability zero, when [12, p. 446]

a.s.lim
N→∞

θ̂θθNNN = θ̃θθ ⇔∀ε > 0 : lim
N→∞

P(||θ̂θθNNN − θ̃θθ || ≤ ε) = 1,

where P(�) denotes the probability of �. When an estimate converges almost surely to its exact value, the estimate is called strongly consistent.
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Fig. 3 Wetteren footbridge, PAM loading, first setup: (a) Applied logarithmic swept sine force at point 192, (b) forced response at point 42, (c)
ambient response at point 42, (d) forced response at point 192, (e) ambient response at point 192. All of these signals are in the vertical direction.

where �
† denotes the Moore-Penrose pseudo-inverse. When the exact deterministic output matrix YYY ddd

k+1|k+2ı+� is replaced by the

estimate ŶYY ddd
k+1|k+2ı+�, computed as in (5), the resulting impulse response estimate Ĥ 0|2ı−1 is strongly consistent for j → ∞.

3.3 Estimation of the stochastic output correlation sequence

In modal testing, typically many outputs are measured in order to achieve a good spatial resolution of the mode shapes. Instead
of computing correlation matrices between all measured outputs for different time lags, it is more efficient to compute the
correlation matrices between all outputs and a subset of outputs, called reference outputs [10, 14]. These correlation matrices
are denoted as

ΛΛΛ re f
kkk � E

(
yyyl+kyyyre f

lll
T )

where yyyre f
lll � SSSrrryyylll , (9)

with SSSrrr ∈ R
ny×nr a selection matrix and nr the number of reference outputs. In order not to loose information, it is important

that any mode of interest is clearly present in at least one reference output. Good reference output candidates are usually driving
point outputs, or, in case of measurements performed in different setups, the output channels common to all setups.

Let L
re f
0|2ı−1 denote the matrix consisting of the stochastic output correlation matrices that we want to estimate, i.e.,
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L
re f
0|2ı−1 �

[
ΛΛΛ re f

000
T

ΛΛΛ re f
111

T
. . . ΛΛΛ re f

2ı−1
T
]T

. (10)

Since (6) delivers a strongly consistent estimate ŶYY sss
k+1|k+2ı+� for YYY sss

k+1|k+2ı+�, it follows immediately that

L̂
re f
0|2ı−1 �

1
j
ŶYY sss

k+1|k+2ıŶYY
s,re f
k+1|k+1

T
(11)

is a strongly consistent estimate of L
re f
0|2ı−1.

3.4 Determination of the system matrices

From the state-space model (1-2), it is clear that the deterministic impulse response can be parameterized as

HHH000 = DDD (12)
HHHkkk = CCCAAAk−1BBB, k ≥ 1. (13)

When the impulse response matrices for k ≥ 1 are gathered in the following block Hankel matrix, it can be decomposed as

HHH1|ı �

⎡
⎢⎢⎢⎣

HHH111 HHH222 . . . HHH ııı
HHH222 HHH333 . . . HHHı+1

...
... . . .

...
HHHııı HHH ı+1 . . . HHH2ı−1

⎤
⎥⎥⎥⎦=

⎡
⎢⎢⎢⎣

CCC
CCCAAA

...
CCCAAAı−1

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
:=O ııı

[
BBB AAABBB . . . AAAı−1BBB

]︸ ︷︷ ︸
:=C

ddd
ııı

. (14)

The rank of HHH1|ı equals the system order n when nyı ≥ n and nuı ≥ n. From the state-space model (1-2), it also follows that the
stochastic output correlations can be parameterized as

ΛΛΛ kkk =CCCAAAk−1GGGre f , k ≥ 1,

where GGGre f � E (xxxsss
k+1yyyre f ,s

kkk
T
). Consequently, when the stochastic output correlations are gathered in a block Hankel matrix

ΛΛΛ re f
1|ı , which is defined as HHH1|ı but with the impulse response matrices replaced by output correlation matrices, one has

ΛΛΛ re f
1|ı = O ııı

[
GGGre f AAAGGGre f . . . AAAı−1GGGre f ]︸ ︷︷ ︸

:=C
sss
ııı

. (15)

From the above decomposition, it follows that the rank of ΛΛΛ re f
1|ı equals the system order n when nrı≥ n. From the combination

of (14) and (15), one has [
HHH1|ı ΛΛΛ re f

1|ı

]
= O ııı

[
C

ddd
ııı C

sss
ııı
]
.

Depending on the input and output units chosen, HHH1|ı and ΛΛΛ re f
1|ı may be of completely different orders of magnitude. Therefore,

and in order to agree with the common practice in data-driven subspace identification [14], weighting matrices are introduced:

GGG1|ı :=WWW 111

[
HHH1|ıWWW ddd

222 ΛΛΛ re f
1|ı WWW sss

222

]
=WWW 111O ııı

[
C

ddd
ıııWWW ddd

222 C
sss
ıııWWW sss

222
]
.

The matrices O ııı, C ddd
ııı and C

sss
ııı can be obtained from GGG1|ı, up to a similarity transformation of the AAA matrix, using reduced singular

value decomposition:

GGG1|ı = UUUSSSVVV T =UUUSSS
[
VVV dddT VVV sssT

]
(16)

O ııı = WWW−1
111 UUUSSS1/2

C
ddd
ııı = SSS1/2VVV T

DDD(WWW
ddd
222)

−1
C

sss
ııı = SSS1/2VVV T

SSS (WWW
sss
222)

−1, (17)
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where SSS ∈R
n×n contains the nonzero singular values and UUU ∈R

ıny×n and VVV ∈ R
ı(nu+nr

ye f )×n contain the corresponding singular
vectors. Replacing HHH1|ı and LLLre f

1|ı by their estimates ĤHH1|ı and L̂LLre f
1|ı , respectively, has the effect that SSS contains more than n nonzero

singular values. The system order n can then be estimated as the number of significant singular values of ĜGG1|ı, ĤHH1|ı or L̂LLre f
1|ı .

The system matrices are easily obtained from O ııı, C
ddd
ııı and C

sss
ııı . The CCC matrix can be determined as the first ny rows of O ııı, the

BBB matrix as the first nu columns of C
ddd
ııı , and the GGGre f matrix as the first nr columns of C

sss
ııı . The matrix DDD follows immediately

from (12). For the determination of AAA, we follow Kung’s approach, which makes use of the shift structure of the matrix O ııı [8]:

AAA = Oı
†
Oı, (18)

where Oı is equal to O ııı without the last ny rows and Oı is equal to O ııı without the first ny rows.

3.5 Reference-based implementation

When reference outputs are introduced in (8), the computational effort needed for estimating the system matrices can be drasti-
cally reduced, especially when ny � nr. The resulting algorithm is termed the reference-based CSI-ic algorithm or CSI-ic/ref.
It can also be noted that the data projections can be efficiently implemented by making use of the LQ-factorization technique,
where the explicit computation of the Q-factor can be avoided, as in other subspace algorithms.

4 OMAX analysis of Wetteren footbridge using the CSI-ic/ref algorithm

Here, the CSI-ic/ref algorithm that was presented in the previous section is applied to the OMAX-PAM test at Wetteren foot-
bridge as described in section 2.2.

The measured signals were digitally low-pass filtered with an eight-order Chebychev Type I filter with a cutoff frequency of
20 Hz, in both the forward and reverse directions to remove all phase distortion, and then re-sampled at 50 Hz. Subsequently,
the data were high-pass filtered with a fourth-order Butterworth filter with a cutoff frequency of 0.2 Hz, again in both the
forward and reverse directions. From these data, the modal parameters were estimated using the CSI-ic/ref algorithm, where
the channels that are common to all setups were used as reference channels. The algorithm parameters were chosen as: k = 280,
� = 100 and ı = 50. A model order range from 2 to 200 in steps of 2 was chosen for the construction of the stabilization
diagrams.

Fig. 4 shows some identified eigenfrequencies and mode shapes. The corresponding damping ratios can be found in table 1.
Since there are no double modes and no localized dampers, real normal modes are expected, i.e., the phase difference between
the coefficients of the mode shapes is expected to be 0◦ or 180◦. The modal phase collinearity (MPC) is therefore a good
quantity for assessing the quality of the mode shapes: an MPC value of 1 indicates a perfect normal mode, an MPC value
near 0 denotes a highly complex mode [7]. For all identified modes, the corresponding MPC values are listed in table 1. The
table also shows the eigenfrequencies, computed with the finite element model, when the modal assurance criterion (MAC)
value between the identified and the corresponding computed mode shape is larger than 0.6. In that case, also the modal scale
factor (MSF) between the identified and the computed mass-normalized mode shapes are plotted as well. The MSF gives a
least-squares estimate of the ratio between both mass-normalized mode shapes [7]. When the MSF is real and close to 1, both
mass-normalized mode shapes have nearly the same amplitude and phase. Since it only makes sense to calculate a MSF value
when both modes are well correlated, the table only shows MSF values when the corresponding MAC exceeds 0.6.

5 Comparison with other results

In a previous study, the modal parameters have been extracted from the ambient data using the SSI-data/ref algorithm, and from
the OMAX data using the CSI-data/ref algorithm [16]. The block Hankel matrices were constructed with ı= 30 and ı= 40 for
both algorithms, respectively. All other parameters were the same as in the CSI-ic/ref analysis presented above. The results are
also summarized in table 1. Modes 7 and 10 are not detected in the ambient test. The MPC values of modes 1, 4, 20, 25, 27 and
31 are significantly lower for the ambient data than for the OMAX data, which indicates less accurate mode shape estimates.
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mode 1 - 0.701 Hz mode 2 - 1.668 Hz mode 3 - 1.758 Hz mode 4 - 2.195 Hz

mode 5 - 3.737 Hz mode 8 - 4.429 Hz mode 9 - 5.161 Hz mode 11 - 6.116 Hz

mode 13 - 6.606 Hz mode 14 - 7.231 Hz mode 17 - 8.308 Hz mode 18 - 8.563 Hz

mode 20 - 9.967 Hz mode 21 - 10.512 Hz mode 22 - 11.546 Hz mode 28 - 14.803 Hz

mode 29 - 15.190 Hz mode 30 - 16.499 Hz mode 31 - 17.507 Hz mode 32 - 17.843 Hz

Fig. 4 OMAX testing of Wetteren footbridge: Some mode shapes, obtained with CSI-ic/ref (top: top view, middle: side view from the southeast side,
bottom: three-dimensional view from the south side).

The estimates obtained with CSI-ic/ref and CSI-data/ref are very similar, except for some of the MSF values. This is probably
due to the fact that many modes involve only small deformations at the excitation DOF, and the sometimes rather small ratio
between forced and ambient response, as observed in Fig. 3. However, since it concerns an OMAX test, apart from the modal
scaling factors, the other modal parameters of these modes are accurately determined, thanks to the fact that the operational
excitation is fully taken into account.
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nr. FEM Ambient - SSI-data/ref OMAX - CSI-ic/ref OMAX - CSI-data/ref
fudi fudi ξi MPC fudi ξi MPC MAC MSF fudi ξi MPC MAC MSF
[Hz] [Hz] [%] [−] [Hz] [%] [−] [−] [−] [Hz] [%] [−] [−] [−]

1 0.739 0.711 2.12 0.80 0.701 1.74 0.90 0.87 −0.16+0.01i 0.693 1.05 0.98 0.91 −0.47+0.21i
2 1.739 1.671 0.21 1.00 1.668 0.15 0.98 0.88 −0.83+0.04i 1.669 0.23 0.99 0.86 1.79−0.37i
3 1.769 0.59 0.97 1.758 0.57 0.98 1.758 0.76 0.98
4 2.363 2.138 1.90 0.80 2.195 0.54 0.99 0.97 −0.91−0.01i 2.195 0.50 0.99 0.97 −1.01−0.02i
5 3.250 3.743 0.76 0.98 3.737 0.68 0.98 0.70 −0.68−0.06i 3.731 0.55 0.98 0.70 1.01+0.14i
6 3.833 3.836 0.67 0.95 3.840 0.54 0.98 0.78 1.31+0.00i 3.838 0.49 0.98 0.80 1.19−0.19i
7 3.963 0.76 0.95 3.950 0.69 0.97
8 3.891 4.442 0.56 0.99 4.429 1.78 0.89 0.82 0.01−1.22i 4.480 0.76 0.96 0.83 0.28−1.36i
9 3.939 5.143 1.15 0.80 5.161 0.36 0.84 0.76 −0.94+0.03i 5.154 0.44 0.97 0.84 1.20−0.14i
10 5.813 0.66 0.96 5.802 0.45 0.99
11 6.377 6.111 0.52 0.89 6.116 0.25 0.93 0.85 −0.71−0.05i 6.117 0.27 0.99 0.87 0.87−0.01i
12 6.662 6.321 0.73 0.98 6.320 0.50 0.95 0.91 −0.65−0.04i 6.321 0.50 0.99 0.92 1.76−0.14i
13 6.991 6.621 0.62 0.98 6.606 0.53 0.98 0.88 1.26+0.05i 6.605 0.58 0.98 0.88 −0.69+0.04i
14 7.209 2.15 0.84 7.231 2.65 0.85 7.238 2.34 0.79
15 8.028 7.509 0.70 0.84 7.500 0.75 0.88 0.70 −0.73−0.01i 7.488 0.70 0.88 0.77 1.21+0.04i
16 7.582 1.36 0.88 7.561 1.22 0.92 7.577 1.29 0.93
17 8.599 8.322 1.18 0.97 8.308 1.45 0.94 0.76 1.26−0.03i 8.307 1.18 0.97 0.78 −0.35−0.02i
18 8.556 0.58 0.93 8.563 0.68 0.96 8.565 0.68 0.95
19 9.570 0.88 0.91 9.565 0.79 0.95 9.565 0.74 0.96
20 10.395 9.962 1.28 0.87 9.967 1.04 0.95 0.62 −0.34−1.43i 9.967 1.10 0.94 0.63 −1.14+0.10i
21 11.397 10.503 0.50 0.96 10.512 0.77 0.96 0.74 0.89+0.04i 10.475 0.64 0.97 0.75 1.12+0.04i
22 11.864 11.245 0.66 0.97 11.246 0.72 0.96 0.84 1.58+0.15i 11.214 0.78 0.92 0.82 0.32+1.23i
23 11.624 11.804 1.71 0.95 11.828 1.77 0.96 0.77 0.97+0.13i 11.821 1.68 0.97 0.78 0.99+0.08i
24 13.146 12.739 0.28 0.87 12.727 0.30 0.87 0.65 0.32+0.08i 12.728 0.35 0.85 0.65 0.40−1.28i
25 13.254 12.896 0.65 0.47 12.868 0.88 0.76 0.72 −0.04−0.86i 12.863 0.72 0.65 0.72 0.08+0.45i
26 14.479 13.522 0.51 0.86 13.519 0.83 0.80 13.530 0.72 0.76
27 13.648 0.60 0.77 13.602 0.38 0.88 13.606 0.39 0.92
28 15.620 14.809 0.50 0.92 14.803 0.41 0.97 0.81 0.03−0.36i 14.810 0.41 0.95 0.78 0.48+0.77i
29 15.225 0.69 0.86 15.190 0.36 0.86 15.213 0.46 0.87
30 16.648 16.514 0.68 0.97 16.499 0.45 0.90 0.76 1.19+0.03i 16.502 0.53 0.96 0.80 −0.13−0.27i
31 17.531 0.92 0.72 17.507 0.22 0.85 17.508 0.31 0.90
32 18.537 17.839 0.26 0.87 17.843 0.31 0.87 0.83 −0.57−0.01i 17.833 0.28 0.88 0.83 0.03−0.42i

Table 1 OMAX testing of Wetteren footbridge: comparison of undamped eigenfrequencies fudi and damping ratios ξi, obtained from the ambient
data, using SSI-data/ref, and from the OMAX data, using CSI-ic/ref and CSI-data/ref. The MAC and MPC values as well as the MSF between the
measured mass-normalized mode shapes and the ones obtained from the finite element model, are shown as well.

6 Conclusions

In this paper, the performance of the CSI-ic/ref algorithm for OMAX testing was assessed in a real-life case study: modal
testing of a two-span steel bowstring footbridge. From this study, as well as from simulations and case studies reported earlier,
it can be concluded that:

• The modal parameters obtained from OMAX are more accurate than the modal parameters obtained from the classical EMA
and OMA approaches, which can both be considered as limiting cases within the OMAX framework.

• In an OMAX framework, accurate eigenfrequency, damping ratio, and (unscaled) mode shape estimates can be obtained for
modes that are well excited by either measured or unmeasured forces.

• In order to obtain good estimates for the modal scaling factors, the modes need to be well excited by the measured forces,
also in an OMAX framework.

• Although their computational and statistical performance is similar, the CSI-ic/ref algorithm is slightly suboptimal w.r.t. the
CSI-data/ref algorithm. However, CSI-ic/ref is physically more intuitive and therefore a valuable alternative to CSI-data/ref.
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1. E. Caetano, Á. Cunha, and C. Moutinho. Implementation of passive devices for vibration control at Coimbra footbridge. In Proceedings of the
converence on experimental vibration analysis for civil engineering structures - EVACES07, pages 43–54, Porto, Portugal, October 2007.

2. B. Cauberghe. Applied frequency-domain system identification in the field of experimental and operational modal analysis. PhD thesis, Vrije
Universiteit Brussel, 2004.

3. B. Cauberghe, P. Guillaume, P. Verboven, and E. Parloo. Identification of modal parameters including unmeasured forces and transient effects.
Journal of Sound and Vibration, 265(3):609–625, 2003.

4. P. Dallard, A.J. Fitzpatrick, A. Flint, S. Le Bourva, A. Low, R.M. Ridsdill Smith, and M. Willford. The London Millennium Footbridge. The
Structural Engineer, 79(22):17–33, 2001.

5. K. Deckers, P. Guillaume, D. Lefeber, G. De Roeck, and E. Reynders. Modal testing of bridges using low-weight pneumatic artificial muscle
actuators. In Proceedings of IMAC 26, the International Modal Analysis Conference, Orlando, FL, February 2008. CD-ROM.

6. P. Guillaume, T. De Troyer, C. Devriendt, and G. De Sitter. OMAX - a combined experimental-operational modal analysis approach. In P. Sas
and M. De Munck, editors, Proceedings of ISMA2006 International Conference on Noise and Vibration Engineering, pages 2985–2996, Leuven,
Belgium, September 2006.

7. W. Heylen, S. Lammens, and P. Sas. Modal analysis theory and testing. Department of Mechanical Engineering, Katholieke Universiteit Leuven,
Leuven, Belgium, 1997.

8. S.Y. Kung. A new identification and model reduction algorithm via singular value decomposition. In Proceedings of the 12th Asilomar conference
on circuits, systems and computers, pages 705–714, Pacific Grove, CA, 1978.

9. E. Parloo, P. Verboven, P. Guillaume, and M. Van Overmeire. Sensitivity-based operational mode shape normalization. Mechanical Systems and
Signal Processing, 16(5):757–767, 2002.

10. B. Peeters and G. De Roeck. Reference-based stochastic subspace identification for output-only modal analysis. Mechanical Systems and Signal
Processing, 13(6):855–878, 1999.

11. B. Peeters and G. De Roeck. Stochastic system identification for operational modal analysis: A review. ASME Journal of Dynamic Systems,
Measurement, and Control, 123(4):659–667, 2001.

12. R. Pintelon and J. Schoukens. System Identification. IEEE Press, New York, NY, 2001.
13. E. Reynders. System identification and modal analysis in structural mechanics. PhD thesis, Department of Civil Engineering, K.U.Leuven, 2009.
14. E. Reynders and G. De Roeck. Reference-based combined deterministic-stochastic subspace identification for experimental and operational

modal analysis. Mechanical Systems and Signal Processing, 22(3):617–637, 2008.
15. E. Reynders and G. De Roeck. On the separation of a measured structural response in a forced and an ambient part for OMAX testing. In

Proceedings of ISMA2010 International Conference on Noise and Vibration Engineering, pages 3287–3302, Leuven, Belgium, September 2010.
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ABSTRACT 
This paper deals with a new method to measure scour level at bridge piers. The proposed technique is based on an array of 
Bragg grating temperature sensors, heated by an electrical circuit. The Bragg gratings in water sense a lower temperature than 
those buried in the river bed, because of the different heat scattering principles in the two situations. Furthermore the 
response of each sensor is slower if it is buried in the bed, with respect to the case it is in water. The paper presents laboratory 
tests, showing the method effectiveness and reliability, and it explains the advantages with respect to other more traditional 
methodologies to measure scour level. Finally, the first field application is presented. 
 
1 Introduction 
Bridge collapses during floods are not so uncommon [1]. Scouring is one of the main reasons. Actually erosion at bridge piers 
is a continuous phenomenon, balanced by solid deposit; this balance is wiped off by floods, in which accelerated scouring 
takes place (Fig. 1). Scouring might dig holes in the order of several meters in a few hours. Many elements make any 
modelling forecast a hard task, as any eventual collapse is related to a long preceding history, then the fluid dynamics of 
scouring is quite complicated, involving a mix of vortex shedding and high speed streams from the top to the bottom. This 
phenomenon can be further complicated by the presence of debris stopped at the bridge piers and therefore causing a sort of 
Venturi’s effect at the same time making the resisting section wider. 
 

 
  

Fig. 1 Bridge pier collapse due to scour 
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As models have a wide uncertainty, making them unable to reliably predict the scour development, several methods have 
been developed allowing for in situ scour measurements. Many solutions have been tempted through the years, and they are 
described and revised in [ 2- 6], pointing out both strengths and weaknesses. The most commonly adopted solutions are echo 
sounders, sounding rods and buried rods. Often echo sounders do not guarantee satisfactory measurement accuracy during 
floods, which are the most critical events for pier scour. Furthermore they have to be immersed in the flowing water, rich in 
debris making the measurement environment a very harsh one. Reliability cannot be guaranteed and therefore also safety for 
people crossing the bridge. Looking for new solutions the ideal condition would be having very small and robust sensors; in 
addition a further requirement should be avoiding to stay in the flowing water, for both mechanical resistance issues and also 
to prevent from electrical problems like short circuits or current leakage: the overall requirement is a reliable measurement, 
under both standard and flood conditions, finding the best compromise with the expected costs and installation complexity. 
A new solution has been designed [7], based on optical fibres equipped with Bragg sensors to measure temperature. The 
paper will go through a preliminary evaluation of the strengths and weaknesses for the proposed approach, then a laboratory 
testing for a preliminary validation will be considered, together with all the possible signal processing techniques. Finally, the 
first field demonstration activities will be presented. 
 
2 Measurement method  
The basic idea is to adopt an array of temperature sensors based on Bragg gratings [8,9]. The array is laid down in the vertical 
direction, just fixed to the pier along its depth. Fig. 2 presents the system layout where many different sensors are shown. 
 

 
Fig. 2 Measurement system layout 

 
Bragg gratings (FBG in the following) act as light wavelength filters: each sensor is obtained through a process by which a 
series of changes in the refraction index in the fiber is obtained. The spacing of these changes (grating pitch) is constant. In 
case white light is sent through the fiber (but a swept sine wavelength is good as well), interference phaenomena are such that 
all wavelenghts pass through the fiber except one, the so called Bragg wavelength, which is sent back to an optical analyzer, 
measuring its wavelength or frequency. As the fiber is subject to any kind of strain, related to both mechanical or thermal 
effects, the reflected frequency varies accordingly: any change in frequency means strain, which is a change in the grating 
pitch.  
It is remembered that, while mechanical strain has a direct effect on the grating pitch, by changing its length, thermal strain 
has a twin effect, as it causes a direct thermal strain, but it also changes the refraction index.  
Although the sensitivity to temperature is roughly ten times higher than the sensitivity to strain, all the same, for the case of 
bridge scouring, sensors should sense just temperature and nothing else; mechanical strain is considered an interfering 
variable which must be deleted from measurements. One possible solution, adopted for the present research, has consisted in 
inserting the fiber into a stainless steel (Fig. 3) tube filled with thermal paste, so to grant heat transfer, at the same time 
preventing from mechanical strain. 
Referring to an array of temperature sensors one might ask why not using common thermocouples or Resistance Temperature 
Detectors. There are several reasons for this choice: first of all it has already been noted that light flows inside the sensors 
instead of electricity, so no short circuits can occur, the device has total immunity to electro-magnetic or radio frequency 
interference; in addition, being the fiber mainly made up of glass, it is a dielectric capable to suppress any unwanted electrical 
path. Furthermore the fiber is very thin, so it is possible to “hide” it somewhere in the structure; the same fiber hosting the 
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sensor can be used to transmit signals over very long distances, with a signal loss which can be in the order of 0.2 dB/km. In 
the end, one of the winning aspect of optical fibers is their multiplexing capability: a single fiber can host many sensors, 
provided that each grating has a different pitch and that no wavelength overlapping between adjacent gratings occurs even for 
the highest strain: if a certain wavelength is detected by the analyzer, this can be linked to one grating only. This is also a 
good fact for synchronization as the whole spectrum is detected at once without the delays typical of time of flight devices. 
This means that different FBGs with well separated Bragg wavelengths can be inserted into the same optical fibre: a fiber can 
host up to around 100 sensors. 

 
Fig. 3 Stainless steel tube protecting the fiber 

 
Concerning the system description, the fiber, with the array of sensors, is fixed by some means to the bridge pier: each sensor 
has a different heat exchange mechanism when exposed to the river flow and when buried in the river bed. This could work, 
but there is some unbearable uncertainty as the day/night temperature inversion leads the river and its bed to have exactly the 
same temperature twice a day; it has therefore been decided to work on a principle similar to that of hot wire probes powered 
with constant current [10], by heating the fiber and therefore increasing the system sensitivity. Consequently, FBGs in water 
sense a lower temperature than those immersed in the bed as the dominating heat scattering principles arte different in the two 
environments. When the river bed is encountered, a jump in temperature is observed: the river bed is therefore located 
between the two sensors showing the jump. Of course resolution of the device is related to the spatial spacing of the Bragg 
gratings: a 0.5 m value is considered a good value, as the river bed position is really a not well defined quantity (transition is 
not so clear, due to sand, mud, and to a turbulent boundary layer, so it is worthless to try increasing the chosen value). The 
fiber length should be able to cover the whole pier height (well below the seabed level). 
A further remark is really important: very often a possible weakness of field instrumentation is the need to recalibrate it on 
site: in the present case in reality a correct temperature measurement is not the point: it is enough a meaningful jump is 
observed to get the result, so calibration is not strictly needed.  
In the end it is noted that, although cheaper solutions exist, the same approach used to detect the position of the river bed can 
be applied to measure the water air interface with exactly the same approach, without the need of changing anything but the 
number of gratings which should be extended to reach the river surface. 
A proper design must consider technological issues: heating should be such to grant the desired sensitivity, at the same time 
sparing electrical power, which can be a burdensome aspect for open air applications, when the overall power budget is 
usually limited, for instance by the need to use solar panels. 
  
3 Preliminary tests and data management  
A preliminary testing has been carried out in the experimental facilities of the Hydraulics Department at Politecnico di 
Milano to fix all the critical aspects and to test the different possibilities for data management and processing. Tests have 
been carried out in a water channel with a section of 100 cm (width) x 70 cm (height) (Fig. 4a). 
The pier has been reproduced by means of a plastic cylinder placed inside the channel. The model had an outer diameter of 
16 cm of and a height of 80 cm (the water level was 60 cm). The fibre was attached to the pier (Fig. 4a), provided with three 
FBG temperature sensors and their spacing was 200 mm. The sensitivity was nearly 0.01 nm/K for all the sensors. To 
complete the experimental set-up both air and water temperatures were monitored by means of thermocouples. 
As it was also needed to simulate situations in which temperature sensors were buried in the river bed, another structure has 
been built to this purpose (Fig. 4b). It is a cylinder with an outer diameter of 30 cm, thus greater than the external diameter of 
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the pier model. This second additional cylinder could be placed around the pier model and the space between them could be 
filled up with debris, of the same kind as those usually present in river beds. These debris were maintained wet by means of a 
water jet. 

  
Fig. 4a Bridge model with the fiber in the water channel Fig. 4b Bridge model and the additional external cylinder 

with debris 
 
Concerning the heating system, three wires have been fixed along the stainless tube (Fig. 5) mentioned in Section 2. The total 
resistance of each wire of the electric circuit was about 50  and the voltage source they were linked to could be switched 
among six values (5, 10, 15, 20, 25 and 29 V). The total length of each wire was about 2 m (1 m from the power supply down 
to the fiber bottom and 1 m from the fiber bottom up to the power supply as explained in Fig. 5).  

 
Fig. 5 Electrical wire layout 

 
Due to the heating process and to the fact that energy budget cannot afford to keep all the sensors continuously powered, also 
the transient, after power has been switched on or off can be used to extract useful pieces of information about the river bed 
position: different strategies can be adopted in order to have a reciprocal check and improve the estimation reliability.  
So the actual temperature measurements before switching power on or under steady state conditions, after the transient is 
over, can be cross checked with the time constants of the raising temperature of each Bragg sensor, considered to the extent 
of a common temperature transducer modelled by means of  a first order model [10]. 
Fig. 6 shows the response of the same sensor in water (flow speed = 0.4 m/s) and in the debris, when the electric circuit is 
switched on (the dissipated power when the circuit was switched on was  50.5 W/m for the analysed case). 
Two aspects are clearly observed from this figure: the different time constant and the different temperature (steady state 
temperature – starting temperature): both can be used to recognize the river bed position. 
Concerning the time constant it is remembered that this is the time requested by a first order instrument to reach 63% of step 
applied to the measurand or, alternatively, that a time lag equal to three time constants is needed to get into a 5% difference 
with respect to the steady state value [10]. For the considered tests, it appears that the time constant in flowing water is about 
5 s while in the debris it raises up to about 11 s. 
A check on dispersion means that tests in the two conditions must not be compatible, in the sense expressed by metrology: 
this means that the uncertainties related to the two time constant estimations for the two different conditions must not overlap. 
Data given in table 1 show that this is not happening. 
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Calculated parameter Sensor in flowing water Sensor in wet debris 
 mean value [s] 4.95 10.71 

 standard deviation value [s] 0.69 1.74 
Table 1 Mean and standard deviation values of the time constant  

 
Concerning steady state measurements, these of course depend upon the dissipated power. Some discussion about this point 
is given in the following. 
Fig. 7 shows the temperature step after the electrical power is switched on: the temperature is the difference between the 
temperature measured without heating and with heating (of course after a steady state condition is reached). The 

temperature parameter is then plotted against the dissipated power in Watt per meter of fibre for one of the three sensors 
(the same already considered for the time constant approach) and for the two considered situations, free stream and still water 
with debris. A compromise must be sought, as increasing power of course tends to give a better separation of the two curves, 
but it requires more power. 

 
Fig. 6 temperature (steady state temperature – starting temperature) time-histories for the same sensor in water and in debris 

when the electric circuit is switched on (sampling frequency = 1 kHz). The dissipated power per meter of fibre was 
50.5 W/m. 

 
Fig. 7 temperature (steady state temperature – starting temperature) as a function of the dissipated power in Watt per meter 

of fibre. The sensor is that already considered in Fig. 6. 
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4 Field testing  
After preliminary testing, the public administration of Mantova offered the chance to test the new device on a real bridge over 
the river Po. This is considered a critical bridge, as the river is for sure the biggest in Italy, it is towards its end, with its 
biggest flow rates and, during the past years, floods have caused serious troubles; the bridge is the only way to join two rather 
big cities, Mantova and Modena. The bridge is not new, so, to test the method, it has been necessary to dig the river bottom 
and thrust a steel tube close to a bridge pier, with a fibre fixed to it, having 34 temperature sensors. A hard work has been 
carried out to properly shelter the sensors, at the same time giving the needed heating. Fig. 8 gives details of the mounting 
operation. 

 
Fig. 8 Mounting operations at the Po river 

 
Fig. 9 gives a sample of a possible measurement: in the case being analyzed the left picture shows the situation of the last 
sensor immersed in flowing water, in a series of subsequent transients in which heating is switched on (the decaying transient 
when power is switched off have been deleted from the figure as adding no further significant information). The right plot 
represents the first sensor immersed in the river bed: a reference for this has been made possible by the use of a graduated 
pole immersed in the river, until the bottom has been reached.  
First of all a high repeatability with negligible dispersion is shown, as the series of events repeats similarly (the different tests 
shown in Fig. 9 have been carried out within few hours). Then some possible identification procedures are shown: one can 
point at the temperature under normal conditions (with no heating, but this has proven to be misleading), another one can 
consider the steady state absolute temperature after heating, a the third one is the temperature variation due to heating (the 
value comprised between the two red horizontal lines); a further possibility is, as previously pointed out, to work on the time 
constant during each transient. It appears it is not so hard to point out the differences which appear evident in the shape of the 
two plots. 
The system just started working and the data presented are among the first sent by the monitoring system.  
Another way to observe data, perhaps more effective, is to show the temperature variation after heating, for each sensor, as a 
function of position along the pier. Fig.10 gives this value recorded for a single test, in which the true river bed position is 
given by the two horizontal lines: the black one is the value from a pole with a ruler glued to it, while the red one is the value 
from an echo sounder. The green points are the FBG sensors and the number close to them are the level in meters above the 
sea; it is observed a sharp jump in passing from flowing water to still water when the river bed is reached: in this condition 
most sensors are buried in the river bed, but the intention is to go as deep as the bridge pile foundations, to provide 
information even under risky conditions, when scouring is at extreme levels. 
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5 Conclusion 
The paper has presented an innovative method to measure scour level at bridge piers. This is based on FBG temperature 
sensor arrays heated through an external heating power supply. The main advantage is that this procedure is able to accurately 
give the scour level also during flood conditions, which are the most critical, where many traditional techniques fail. 
The new approach relies on two possible strategies as temperature sensors in water and debris are characterised by different 
outputs and by different time responses when the electric circuit is switched on. This double working principle, tested by 
means of laboratory experimental tests, increases the approach reliability. The first field tests are running at a first site, where 
this system is part of a monitoring system in which a lot of different data are fused together to get high reliability also under 
extreme conditions: in fact the system provides also images of what is happening, echo sounders data, river level 
measurements, and it is not excluded to add accelerations, as stated by the commonly adopted structural health monitoring 
strategies. All those data are part of a local network which can be remotely governed. It is thought that the first months of 
measurements will provide useful data to fix tolerable limits, warning and  alarm levels. 
 

 
Fig. 9 Temperature trends when the heating system is switched on for the last sensor in water (left) and for the first buried in 

the river bed (right) 
 

 
Fig. 10 Scour depth found out by different measuring methods (the numbers beside the FBG green points indicate the 

corresponding quote in meter above the sea level)  
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ABSTRACT 
 
This paper deals with the study of the uncertainty associated to operational modal analysis parameter estimation. The main 
aim is to analyse how different key factors such as frequency resolution and average number can affect the accuracy of the 
estimated eigenfrequencies, non-dimensional damping ratios and mode shapes of a structure. This is considered a starting 
point towards any attempt to exploit structural health monitoring methods based on modal parameter changes. Knowing the 
parameter value and the associated spread is needed in order to asses those changes that are unusual and possibly caused by 
damages. Modal parameters of a civil structure are naturally evolving due to the environmental and operational conditions, 
this natural spread is added to the one given by the identification method leading to the final uncertainty value. Knowing the 
spread associated to the applied identification technique is therefore fundamental to identify and possibly compensate the 
changes given by the environment and thus achieve a complete knowledge of the actual structural condition. It has been 
decided to apply the uncertainty estimation to a real case in order to have the possibility to compare the numerical results to a 
set of experimental data. 
 
The modal model of one of the G. Meazza stadium grandstands in Milan has been developed thanks to the great amount of 
data collected by the authors in the past. The Monte Carlo method has been applied to data coming from numerical 
simulations of the structural response to random excitation. The number and location of the simulated measurement point are 
the same as the ones actually existing on the structure. Starting from this simulated measurement set-up different conditions 
have been considered, changing the frequency resolution used in the identification and varying the base time record length 
and so the number of averages to obtain an estimation of structural free response. The different estimated uncertainties 
associated to the analysed conditions have been produced and compared to the results obtained with real operational data 
coming from the structure. The obtained results are useful to identify the spread given by the proposed identification method, 
and thus quantify the environmental parameter effects on the structure. 
 
1 Introduction 
 
Structural Health Monitoring (SHM) techniques are becoming a valuable tools in civil engineering to guarantee people and 
structures safety. Among the various available strategies, this paper is focused on those relying on modal parameter 
identification. This is one of the most widespread methods and the basic idea is to monitor possible modal parameter changes 
as they can be a sign of a structural change. The modal parameter which are investigated in this paper are eigenfrequencies, 
non-dimensional damping ratios and modal residues (i.e. mode shapes). 
 
The main drawback of such an approach is that modal parameter changes are very little, especially considering 
eigenfrequencies and damping ratios, once the structure has changed. This means that it is of primary importance to 
understand which is the dispersion associated to the modal analysis results in order to comprehend if a certain modal value 
change can be recognised or not. It is of particular importance to understand what is the modal analysis result dispersion just 
due to the identification algorithm as this is a threshold under which it is not possible to find out any modal parameter change 
and therefore any structural evolution.  
 
This study is inserted within a wider activity concerning the monitoring of the Giuseppe Meazza Stadium in Milano [1]. In 
such a case the modal parameter estimation is carried out by means of an Operational Modal Analysis (OMA) algorithm [2], 
which allows to exploit natural excitation sources (i.e. traffic, wind, etc.). Particularly, the adopted algorithm is the 

 191
DOI 10.1007/978-1-4419-9316-8_17, © The Society for Experimental Mechanics, Inc. 2011
T. Proulx (ed.), Civil Engineering Topics, Volume 4, Conference Proceedings of the Society for Experimental Mechanics Series 7,

e-mail: stefano.manzoni@polimi.it 



Polyreference Least Square Frequency Domain (PolyMax) [3] which gives very stable results, especially with highly damped 
structures, which is the case of the Meazza stadium. The authors’ aim is to estimate the OMA result dispersion to establish 
the mentioned lower threshold under which nothing can be stated about the structure.  
 
Some results have already been obtained [4] by developing a modal model of a stadium grandstand. This is easier than 
considering the whole structure, allowing to focus on the final target and avoiding possible difficulties associated to 
developing a full stadium model. Such a model has been validated by means of experimental data collected on the grandstand 
during field measurement activities [9]. The reason why a model has been considered will be evident, once the whole 
procedure adopted to estimate OMA result dispersion will be described in Section 2. Such a procedure is based on Monte 
Carlo simulations. Then Section 3 gives an overview of the already obtained results. 
 
Section 4 is devoted to explain the new results presented in this paper. The main difference between the older and the newer 
outcomes relies on the different time-base used to carry out OMA operations. It will be shown that such a parameter has 
significant consequences on the OMA result dispersion and the future research developments will be drawn down. 
 
2 Estimation of operational modal analysis result dispersion 
 
It has been mentioned in Section 1 that the identified modal parameter result dispersion has been computed thanks to Monte 
Carlo simulations. The application of such an algorithm has required the numerical generation of data, simulating the real 
acceleration signals acquired at the Meazza stadium. It has been assumed that the structure is excited by white random noise 
on the interesting frequency range, as recommended when applying the Natural Excitation Technique (NEXT) [2]. 
The considered structure is the grandstand shown in Fig. 1. 
 

 
Fig. 1 A finite element model of the grandstand under analysis. The arrows indicate the accelerometer positions at the 

stadium and the measurement directions, in this paper only the vertical accelerations have been considered. 
 
The whole considered procedure is described below, point by point: 
 

 white random noise records have been generated numerically in the 0 – 100 Hz frequency range. These records have 
been adopted as the structure excitation; they have been built by analyzing the accelerometer signals acquired at the 
stadium while it was empty, and thus excited just by wind and traffic (low vibration levels). Each record is 3600 s 
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long as this is the time-base actually adopted in the signal processing and analysis of the data collected at the 
stadium; 
 

 the acceleration vertical responses in seven grandstand points (those evidenced in Fig. 1) have been reconstructed by 
applying the generated excitations and exploiting the validated modal model mentioned in Section 1. This has been 
made possible by convolving  [5] the excitation signals with the structure unit impulse responses obtained thanks to 
the modal model and inverse Fourier Transform operations. Each response in the seven points where accelerometers 
have been simulated has been obtained by the following relation (Equation 1):  

 

(1)                                             
1

)()()(
Ne

i
tijhtixtjy  

where yj(t) is the time response in the jth point, xi(t) is the input at the ith point and hij(t) is the response at the jth point 
to a unit impulse applied at the ith point. Finally Ne is the number of points where excitations have been applied; 
 

 each data set has been analysed. A single set is composed by the seven acceleration responses, each with a length of 
3600 s. The OMA algorithm is applied to the data set and the grandstand modal parameters are estimated; 
 

 the same procedure is then applied to all other data sets generated repeating the points above, thus generating a 
statistical population for each modal parameter. The data set number depends on the Monte Carlo method 
convergence (an adaptive Monte Carlo simulation has been considered in order to lower the number the required 
iterations [6,7]). The obtained statistical populations allow to estimate the dispersion associated to each modal 
parameter estimation, only due to the OMA algorithm. 
 

 
More details on the proposed algorithm can be found in [4] but a fact has to be pointed out. The OMA only requires the 
measurement of acceleration responses, as already mentioned. While the traditional modal analysis techniques where inputs 
and outputs are measured rely on system transfer functions, OMAs are based on response power spectral functions and on the 
assumption of a white random noise excitation on the frequency band of interest [2]. These power spectral functions are 
obtained by cutting the whole random time-histories into a number of sub-records and then averaging the results. [8]. What 
authors are interested in is the effect of the sub-record time length used to estimate the response power spectral functions, 
which are the starting data for the OMA.  
 
The modal parameters used to build up the modal model are presented in Table 1. The reason why the first seven modes have 
been accounted for relies on the fact that they are enough to describe all the situations authors are interested in: isolated and 
well-defined modes, modes close in frequency and with high damping ratios. Furthermore these seven modes are those 
effectively excited by environment sources (e.g. wind and traffic) and by people moving over the structure during events [9]. 
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Mode number 1 2 3 4 5 6 7 

Eigenfrequency [Hz] 1.01 2.79 3.05 3.18 3.75 4.36 5.22 

Non-dimensional damping ratio 
[%] 1.5 2.5 2.5 2.1 1.9 2.6 1.8 

Eigenvector component at point 0 1.00 0.20 0.00 0.00 0.00 0.20 0.10 

Eigenvector component at point 
1/6 L 1.00 0.70 0.70 0.70 0.60 0.50 0.65 

Eigenvector component at point 
1/3 L 1 1 1 1 1 1 1 

Eigenvector component at point 
1/2L 1.00 1.50 1.30 1.30 0.00 1.20 0.00 

Eigenvector component at point 
2/3 L  1.00 1.00 1.00 1.00 -1.00 1.00 -1.00 

Eigenvector component at point 
5/6 L 1.00 0.70 0.70 0.70 -0.60 0.50 -0.65 

Eigenvector component at point L 1.00 0.20 0.00 0.00 0.00 0.20 -0.10 

 
Table 1 Modal parameter values used to build up the grandstand modal model; the eigenvector components are referred to 

Fig. 1; eigenvectors are normalized at point 1/3 L of Fig.1 
 

3 Overview of the former results 
 
The firstly performed Monte Carlo simulations relied on time-history sub-records (see Section 2) with a length of 50 s 
[0.02 Hz spectral resolution] [4]. The main results are summarised in Table 2 where the obtained modal parameter mean 
values and standard deviations are presented. A further parameter worth being considered is the number of iterations required 
to have stable results (Table 2). Almost all the modal parameters have reached convergence, apart few of them. All these 
cases are discussed in [4] and the reason of such a behaviour is given. Nevertheless, these few variables not reaching 
convergence do not compromise the proposed analysis. 
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MODE 1 - 2499 identifications on 11950 iterations 

Parameter frequency [Hz] Non-dimensional 
damping ratio [%] 0 1/6 L 1/3 L 1/2 L 2/3 L 5/6 L L 

Population mean value 
on 2000 identifications 1.00E00 2.9E00 5.8E-01 8.3E-01 1 9.2E-01 6.6E-01 6.3E-01 5.6E-01 

Population standard 
deviation on 2000 

identifications 
4E-03 5E-01 2E-02 7E-03 0 3E-03 2E-02 2E-02 2E-02 

Convergence obtained 
for mean and standard 

deviation 

YES 
YES 

YES 
YES 

YES 
YES 

YES 
YES  YES 

YES 
YES 
YES 

YES 
YES 

YES 
YES 

MODE 2 - 413 identifications on 11950 iterations: Monte Carlo method not applicable [6] 

MODE 3 - 9617 identifications on 11950 iterations 

Parameter frequency [Hz] Non-dimensional 
damping ratio [%] 0 1/6 L 1/3 L 1/2 L 2/3 L 5/6 L L 

Population mean value on 
9500 identifications 3.03E00 2.6E00 1.9E-03 6.9E-01 1 1.2E00 8.8E-01 6.2E-01 -5.9E-03 

Population standard 
deviation on 9500 

identifications 
2E-02 5E-01 1E-03 1E-03 0 2E-02 2E-02 2E-02 3E-03 

Convergence obtained for 
mean and standard 

deviation 

YES 
YES 

YES 
YES 

NO 
YES 

YES 
YES  YES 

YES 
YES 
YES 

YES 
YES 

NO 
YES 

MODE 4 - 10546 identifications on 11950 iterations 

Parameter frequency [Hz] Non-dimensional 
damping ratio [%] 0 1/6 L 1/3 L 1/2 L 2/3 L 5/6 L L 

Population mean value on 
10500 identifications 3.19E00 2.5E00 2.2E-03 7.0E-01 1 1.3E00 1.0E00 7.3E-01 5.2E-03 

Population standard 
deviation on 10500 

identifications 

1 
E-02 4E-01 7E-04 2E-03 0 2E-02 3E-02 2E-02 1E-03 

Convergence obtained for 
mean and standard 

deviation 

YES 
YES 

YES 
YES 

NO 
NO 

YES 
YES  YES 

YES 
YES 
YES 

YES 
YES 

NO 
YES 

MODE 5 - 9492 identifications on 11950 iterations 

Parameter frequency [Hz] Non-dimensional 
damping ratio [%] 0 1/6 L 1/3 L 1/2 L 2/3 L 5/6 L L 

Population mean value on 
9000 identifications 3.75E00 2.2E00 2.1E-03 6.1E-01 1 1.6E-01 -7.8E-01 -4.6E-01 5.1E-03 

Population standard 
deviation on 9000 

identifications 
6E-03 1E-01 3E-03 3E-03 0 4E-02 5E-02 4E-02 1E-03 

Convergence obtained for 
mean and standard 

deviation 

YES 
YES 

YES 
YES 

NO 
YES 

YES 
YES  YES 

YES 
NO 
YES 

YES 
YES 

NO 
YES 

MODE 6 - 4072 identifications on 11950 iterations 

Parameter frequency [Hz] Non-dimensional 
damping ratio [%] 0 1/6 L 1/3 L 1/2 L 2/3 L 5/6 L L 

Population mean value on 
4000 identifications 4.36E00 3.2E00 1.9E-01 5.2E-01 1 1.0E00 7.4E-01 3.4E-01 1.6E-01 

Population standard 
deviation on 4000 

identifications 

8 
E-03 2E-01 2E-03 9E-04 0 3E-02 4E-02 3E-02 4E-03 

Convergence obtained for 
mean and standard 

deviation 

YES 
YES 

YES 
YES 

YES 
YES 

YES 
YES  YES 

YES 
YES 
YES 

YES 
YES 

YES 
YES 

MODE 7 - 9888 identifications on 11950 iterations 

Parameter frequency [Hz] Non-dimensional 
damping ratio [%] 0 1/6 L 1/3 L 1/2 L 2/3 L 5/6 L L 

Population mean value on 
9500 identifications 5.22E00 2.1 

E00 
1.0 

E-01 
6.5 

E-01 1 1.1 
E-02 

-9.8 
E-01 

-6.4 
E-01 

-9.8 
E-02 

Population standard 
deviation on 9500 

identifications 

5 
E-03 

1 
E-01 

1 
E-04 

7 
E-05 0 3 

E-03 
5 

E-03 
3 

E-03 
5 

E-04 

Convergence obtained for 
mean and standard 

deviation 

YES 
YES 

YES 
YES 

YES 
YES 

YES 
YES  YES 

YES 
YES 
YES 

YES 
YES 

YES 
YES 

 
Table 2 Identified modal parameters for modes 1 to 7 (time length of sub-records is 50 s); the eigenvector components are 

referred to Fig. 1; eigenvectors are normalized at point 1/3 L of Fig. 1 
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Starting from these results the investigation on the influence of sub-record length on the OMA result dispersion and bias 
errors is faced within the next section. 
 
4 Influence of time length on modal analysis results 
 
The time base used for the former analyses was 50 s (see the previous section). Two further tests have been carried out with 
25 and 100 s [0.04 and 0.01 Hz resolution respectively]. As the global length of each time-history is 3600 s, using a longer 
time base for the OMA means to improve frequency resolution but to lower the number of averages to estimate the 
accelerometer power spectra. Otherwise, if the time base is decreased, the frequency resolution gets worse but the number of 
averages of the power spectra increases with a benefit for the robustness of their estimation. 
 
The first main evident outcome of changing the analysis time base is that the estimated bias error for the non-dimensional 
damping ratios decreases, once time length is increased (Fig. 2). Usually the estimated damping ratio is higher than the real 
value, when a bias error exists. As an increase of time length has both positive and negative effects (see previous section), a 
more detailed analysis is required to fully comprehend the effects of the number of averages and frequency resolution.  
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Fig. 2 Trend of the bias error of the non-dimensional damping ratio as a function of the time base(length of the correlation 
time window) for five modes of Table 1 

 
Results analysis is still being performed but looking at all the data some outcomes can be evidenced. Once a peak is not well 
defined in the response power spectra, the bias errors on the modal residues estimations increases, even if frequency and 
damping ratio are well estimated (Table 3, the numbers evidenced in yellow for mode 5). 
 
Looking at the autospectra of the simulated acceleration in Fig. 3 (arrow points at the fifth mode, formerly 3.75 Hz, at point 
2/3L of Fig. 1) it can be seen that the mode is not clearly present in the autospectra as it is partly masked by the adjacent 
modes. The same thing does not happen for mode 7 as it is clearly visible as a peak in the PSD (Fig. 3 and the numbers 
evidenced in yellow in Table 3 for mode 7). 
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 Mode 5 (Table 1) f [Hz] r [-] 0 1/6 L 1/2 L 2/3 L 5/6 L L 

Reference value 3.75 1.9 0.00 0.60 0.00 -1.00 -0.60 0.00 
Mean on 9000 identifications 
(T 50 s) 3.75E+00 2.2E+00 2.1E-03 6.1E-01 1.6E-01 -7.8E-01 -4.6E-01 5.1E-03 

Std Dev on 9000 identifications 
(T 50 s) 6E-03 1E-01 3E-03 3E-03 4E-02 5E-02 4E-02 1E-03 

Mean on 8500 identifications 
(T 100 s) 3.75E+00 1.9E+00 2.8E-03 6.1E-01 1.5E-01 -7.9E-01 -4.6E-01 4.7E-03 

Std Dev on 8500 identifications 
(T 100 s) 7E-03 1E-01 3E-03 3E-03 4E-02 5E-02 4E-02 1E-03 

Mean on 10500 identifications 
(T 25 s) 3.75E+00 2.6E+00 -1.9E-03 6.1E-01 2.1E-01 -7.5E-01 -4.3E-01 6.7E-03 

Std Dev on 10500 identifications 
(T 25 s) 5E-03 1E-01 1E-03 1E-03 1E-02 4E-02 3E-02 5E-04 

 Mode 7 (Table 1) f [Hz] r [-] 0 1/6 L 1/2 L 2/3 L 5/6 L L 

Reference value 5.22 1.8 0.10 0.65 0.00 -1.00 -0.65 -0.10 
Mean on 9500 identifications 
(T 50 s) 5.22E+00 2.1E+00 1.0E-01 6.5E-01 1.1E-02 -9.8E-01 -6.4E-01 -9.8E-02 

Std Dev on 9500 identifications 
(T 50 s) 5E-03 1E-01 1E-04 7E-05 3E-03 5E-03 3E-03 5E-04 

Mean on 12000 identifications 
(T 100 s) 5.22E+00 2.0E+00 1.0E-01 6.5E-01 1.2E-02 -9.8E-01 -6.4E-01 -9.8E-02 

Std Dev on 12000 identifications 
(T 100 s) 5E-03 9E-02 1E-04 8E-05 4E-03 6E-03 4E-03 6E-04 

Mean on 11500 identifications 
(T 25 s) 5.22E+00 2.4E+00 1.0E-01 6.5E-01 1.5E-02 -9.8E-01 -6.4E-01 -9.8E-02 

Std Dev on 11500 identifications 
(T 25 s) 6E-03 1E-01 2E-04 1E-04 9E-03 1E-02 6E-03 1E-03 

Table 3 Results for mode 5 and 7 as a function of the time base 
 

Mode 5

Mode 7

 
Fig. 3 Power spectral density of an acceleration response (point 2/3L in Fig. 1) where the red arrows indicate where the 5th 

and 7th mode are. 
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A further aspect has to be highlighted. Once frequency resolution is increased (worsened), sometimes eigenfrequencies are 
wrongly identified and doubled result occurrence distributions can be found as can be seen for the 1st mode in Figs. 4 to 6. 
Decreasing the resolution, seems to be a valid solution for this problem.  
 

 
Fig 4 Occurrence histogram for the 

eigenfrequency of mode 1 (Table 1); 
time base = 25 s; the histogram has 
been normalised in order to have an 
height of 1 for the class with more 

occurrences 

Fig 5 Occurrence histogram for the 
eigenfrequency of mode 1 (Table 1); 
time base = 50 s; the histogram has 
been normalised in order to have an 
height of 1 for the class with more 

occurrences 

Fig 6 Occurrence histogram for the 
eigenfrequency of mode 1 (Table 1); 
time base = 100 s; the histogram has 
been normalised in order to have an 
height of 1 for the class with more 

occurrences 
 
Things are more difficult to be understood for modal residues as there are different factors to be accounted for. Particularly, 
errors in the first part of identification (i.e. where eigenfrequencies and non-dimensional damping ratios are estimated) and 
their propagation in the steps where modal residues are identified can be error sources in modal residue estimation. An 
example is given in Figs. 7 to 9, where bias errors on damping ratio estimation has significant effects on the estimated modal 
residue value.  
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Fig 7 Occurrence histogram for the 
modal residue of mode 5 and position 
1/2L (Table 1); time base = 25 s; the 

histogram has been normalised in 
order to have an height of 1 for the 

class with more occurrences 

Fig 8 Occurrence histogram for the 
modal residue of mode 5 and position 
1/2L (Table 1); time base = 50 s; the 
histogram has been normalised in order 
to have an height of 1 for the class with 
more occurrences 

Fig 9 Occurrence histogram for the 
modal residue of mode 5 and position 
1/2L (Table 1); time base = 100 s; the 
histogram has been normalised in order 
to have an height of 1 for the class with 
more occurrences 

 
Table 3 shows that decreasing the frequency resolution for mode 5 leads to a decrease of the identified damping ratio (with a 
lower bias error). This causes a corresponding decrease of the estimated modal residue, once again with a lower bias error. A 
more detailed analysis will be performed, splitting the effects of frequency resolution and number of averages in the spectral 
response function estimation. 
 
5 Conclusion 
 
This paper has dealt with the result dispersion of operational modal analysis only due to the mathematical identification 
algorithm applied to a real case. A modal model of one of the G. Meazza stadium stands in Milan has been considered to 
generate simulated vibration responses. Monte Carlo simulation have been carried out in order to estimate the spread in the 
identification results. 
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The analysis has been focused on the effect of the time window length used to calculate the response power spectral functions 
which are the identification algorithm inputs. Although a bias error decrease for non-dimensional damping ratios has been 
found out when increasing the windows length and so reducing the frequency resolution in the spectral functions a more 
detailed analysis has still to be carried out. 
 
When increasing the time window length the frequency resolution decreases but the number of averages in the estimation of 
the spectral response functions decreases too. Further simulations are carried out at the moment to investigate the effects of 
frequency resolution changes while keeping a constant number of averages. 
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ABSTRACT 

State-of-the-art facilities for measuring bouncing and jumping ground reaction forces (GRFs) comprise typically equipment 
for direct force measurement, i.e. single or multiple floor-mounted force plates. Artificial laboratory conditions and 
constraints imposed by the direct measurement systems, such as small measuring area of a force plate, can have a strong 
influence on human ability to bounce and jump, naturally yielding unrepresentative force data.  However, when dealing with 
issues like vibration serviceability assessment of real full-scale structures, such as floors, footbridges, staircases and 
grandstands, there is a growing need to estimate realistic GRFs under a wide range of natural conditions. This paper presents 
a novel method in the civil engineering context utilising ‘free-field’ measurement of human bouncing and jumping forces 
recorded continuously in time using motion capturing technology transferred and adapted from biomechanical research. 
Results showed that this kind of data can be used successfully in studies of human-structure dynamic interaction, specifically 
negative cue effect of a perceptibly vibrating structure on GRFs and energy flow and power in the human-structure system, as 
well as synchronisation between individuals when bouncing/jumping in groups on more or less perceptibly moving 
structures. 

NOMENCLATURE 

FGR ground reaction force g gravity 
mi mass of i-th body segment s number of body segments 
ai acceleration of i-th body segment   

1 INTRODUCTION 

In the last decade, there have been rapidly growing numbers of grandstands and entertainment venues that have failed to 
perform satisfactorily when occupied and dynamically excited by multiple persons and large crowds bouncing and/or 
jumping in unison [1-3]. These mostly vibration serviceability problems have indicated high levels of uncertainty with which 
civil structural engineers are faced nowadays when designing any of the above mentioned structures which require vibration 
performance assessment.  

There have been numerous attempts to provide reliable and practical descriptions of human bouncing and jumping loads by 
measuring the contact forces between the ground and test subjects, hence generally known as ground reaction forces (GRFs). 
For this purpose Ebrahimpour et al. [4] and Pernica [5] designed a ‘force platform’, whereas Rainer et al. [6] used the 
continuously measured reaction of a floor strip having known dynamic properties. Much research into GRFs has been done in 
the biomechanics community, as GRF patterns provide useful diagnostics in medical and sports applications [7, 8]. 
Therefore, it is not surprising that the present state-of-the-art equipment for the force measurements, i.e. the ‘force plate’, 
emerged from the field of biomechanics of human gait. However, there are a few disadvantages of force plates that make 
them less suitable in vibration serviceability assessment of civil engineering structures. Firstly, standard dimensions of force 
plates (typically 0.6x0.4 m) are not large enough to accommodate jumping for some individuals who must control and target 
their jumps to the relatively small force plate area so as to allow adequate recordings. As a result, this targeting effort can 
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affect ability to jump naturally and therefore alter GRF patterns [8]. Secondly, force plates cannot provide accurate 
measurements when mounted on a flexible structure due to self-inertia. This is because they behave like ‘accelerometers’ and 
produce outputs including inertia forces of the moving support surface [9]. Therefore a typical experimental setup includes 
force plates mounted on a rigid laboratory floor, thus limiting the measurements to laboratory conditions. However, when 
investigating issues related to vibration serviceability there is a growing need for monitoring many subjects during daily life 
activities in their natural environment, such as office, sport facility, or a footbridge. 

Bearing all this in mind, one way forward is an alternative experimental approach to account for all drawbacks of force 
plates. Several biomechanical studies designed to estimate the contribution of motion of various body segments to vertical 
GRFs [10-12] offer a step in this direction. Using these biomechanical studies as a solid foundation, this paper aims to 
present a reader, conversant with vibration serviceability problems of civil engineering structures, with a novel method, in the 
context of a civil engineering application, to utilise ‘free-field’ measurement to obtain bouncing and jumping GRFs in a wide 
range of conditions. The free-field measurement applies the method to estimate the forces in the real world (i.e. naturally-
occurring environments) rather than in a constrained laboratory setting. The method will also enable study of areas of 
significant interest and lack of knowledge, specifically human-structure dynamic interaction and coordination of movements 
between a number people bouncing/jumping on more or less perceptibly moving structures.  

In the context of this paper, human-structure dynamic interaction aims to address two related key issues. Firstly, how 
perceptible structural vibrations can influence forces induced by active human occupants, and secondly, how active human 
occupants influence the dynamic properties (e.g. damping) of a civil engineering structure they occupy and dynamically 
excite. 

2 THEORETICAL BACKGROUND 

According to Newton [13], the origin of dynamic forces is in momentum changes, which, for constant mass, means that the 
force is product of mass and acceleration. As applied to the human body, the vertical force acting upon the body (i.e. vertical 
ground reaction force GRF ) can be defined as  [3]: 

s

GR i i
i=1

F = m (a -g)     (1) 

where g is the static acceleration due to gravity (noting that upward accelerations are defined as positive, hence g=-9.81 m/s2 
in the UK), mi and ai  are mass and acceleration of the centre of the mass of the i-th body segment and s is the total number of 
body segments. This relation implies that the force a person generates against the surface must react against inertia of their 
body, so the sum of products of masses and accelerations for all body parts must equal the GRF at all times. Similar to 
earthquake engineering, the only source of external excitation is the inertial force, which then generates other forces through 
the human body, being transmitted ultimately to the support of the body and resulting in the GRF. This is the key principle 
behind the idea of estimating GRFs via measuring motion of the body segments. 

In this study, physical parameters associated with each rigid segment, such as mass and position of its centre, are estimated 
using regression equations proposed by de Leva [14], while measurement of body motion was considered using Coda [15] 
optical motion capture technology. More detailed explanation of different methods for estimating anthropometry of human 
bodies and technology for body motion tracking can be found in a comprehensive literature review article published recently 
by the authors [16].  

The strategy for verification of the method described by Equation (1) is as follows: 

1) Measure simultaneously motion of test subjects jumping/bouncing and vertical response of a simple structure whose 
modal properties (of the empty structure) have previously been obtained from modal testing. 

2) Perform forward response analysis by utilising the reproduced human induced loading in conjunction with the known 
modal properties of vertical modes of the empty test structure.  

3) Compare these responses with their measured counterparts. 

3 DATA COLLECTION 

All preparatory steps necessary for the launch of the experiments are explained in Section 3.1. Results of the modal testing of 
a simple test structure are presented in Section 3.2, while synchronous monitoring of the body motion and structural response 
due to jumping/bouncing on the structure is elaborated in Section 3.3. 
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3.1 PREPARATORY PHASE 

Two male volunteers (age 27 and 30 years, body mass 70 and 67 kg) participated in the experiment. Using a modelling 
strategy proposed by de Leva [14], 15 body segments and corresponding segmental masses and positions of segmental mass 
centres of each participant were defined. The segmentation comprised the pairs of the feet, the shanks, the thighs, the hands, 
the forearms, the upper-arms, as well as the pelvis, the trunk, and the head. The segmental ends were defined via nine motion 
tracking markers (also called ‘target’ markers) stuck to the head and major body joints such as ankle, wrist, knee or elbow, as 
illustrated in Figure 1b. Because the number of available markers is limited, as well as to reduce the subject’s preparatory 
time and to enable simple and time-efficient experiments, symmetry of motion in the vertical plane between the left and right 
body segments was assumed. 

 
Figure 1: (a) Experimental setup. (b) Human body model and arrangement of markers. 

Figure 2: Experimentally estimated modal properties on the test structure 
(first three vertical bending modes, first two torsional modes). 

Figure 3: Two test subjects jumping together 
on the slab  strip. 

3.2 TEST STRUCTURE AND EXPERIMENTAL MODAL ANALYSIS 

The test structure is a 15-tonne pre-stressed concrete slab strip situated in the Light Structure Laboratory of the University of 
Sheffield, UK. The slab strip is 11 m long and 2 m wide and, structurally, it presents a simply supported beam (Figures 2 
and 3). 

The natural frequencies, modal masses, modal damping ratios and mode shapes of the structure were determined by shaker 
modal testing. The modal testing is described in [3] and results are presented in Figure 2.  
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3.3 BODY MOTION DATA COUPLED WITH RESPONSE MEASUREMENTS OF THE STRUCTURE 

Each test subject, fully instrumented with the Coda markers, was asked to either jump or bounce alone in the mid-span of the 
structure in response to regular metronome beats at three different tempos: 2, 2.2 and 2.5 Hz. Note that jumping and bouncing 
at 2.2 Hz excited the structure as near to resonance as possible by the second harmonic of the corresponding forces. On the 
other hand, closely spaced tempos at 2 and 2.5 Hz excited the structure out of resonance. Nominally identical tests were 
repeated when the two test subjects were jumping/bouncing together (Figure 3). 

The Codamotion host computer enabled simultaneous acquisition of vertical movement of the body markers and response of 
the structure measured in the middle of the span by both a QA750 [17] accelerometer and a tracking marker. Both body 
motion data and vibration response were sampled at 200 Hz.  

The aim was to calculate response of the structure by using the forces reproduced from the body motion data and the modal 
properties of the first vertical mode determined in Section 3.2. A good match between the calculated and directly measured 
accelerations should provide a proof that the forces can be reproduced successfully. This is the key aspect outlined in the next 
section, together with the possibility to use the reproduced forces in a study of human-structure dynamic interaction and 
synchronisation of people when jumping/bouncing in groups. 

4 FORCES INDUCED ON TEST STRUCTURE  

Movement of the skin relative to the underlying bone is one of the major sources of error when reconstructing human-
induced forces from body motion data [16]. This is known as “soft tissue artefact” and is dominant during highly accelerated 
movements, e.g. when the feet abruptly hit the ground. Skin markers then oscillate considerably in an unsteady way with 
respect to the underlying bone, inducing high-frequency noise in the marker data. To filter out the noise, a fourth order low-
pass digital Butterworth filter (LPF) having cut-off frequency 15 Hz was applied to accelerations of all markers. Figure 4 
illustrates accelerations of the hip marker obtained with and without filtering out the noise above 15 Hz from the 
displacement data. It can be seen that the main visible features of the markers’ accelerations representing the whole body 
segment motion remain intact after the filtering. 

 
Figure 4: Raw and filtered accelerations (CF=15Hz) of a hip marker due to jumping at 2 Hz. 

In the next two sections, filtered acceleration time histories of a kind given in Figure 4 will be used in conjunction with 
information about the values and locations of the segmental masses (see Section 3.1) to calculate the GRF time histories 
according to Equation (1).   

4.1 SINGLE TEST SUBJECT 

The force time histories generated in the mid-span of the structure when test subjects were bouncing or jumping alone in 
response to the regular metronome beats (at 2, 2.2 and 2.5 Hz) were reproduced from body motion data collected in 
Section 3.3. As an illustration, the reproduced force signals for Test Subject (TS) 1 bouncing are given in Figure 5a-c. The 
corresponding Fourier amplitude spectra in the vicinity of the second dominant harmonic are given in Figure 5d-f.  

The best way to check if the reproduced forces are correct is to compare responses of the structure measured directly by the 
accelerometers (Section 3.3) and those calculated from the corresponding SDOF model of the structure. The latter can be 
obtained using the reproduced forces as the forcing function together with the nonlinear modal properties of the first vertical 
mode (Section 3.2). 
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A good match between the calculated and directly measured accelerations in the mid-span of the structure (Figures 5g-i) 
strongly suggest that the forces have been reproduced successfully. Strong Fourier amplitudes at 4 and 5 Hz and slight 
‘spread’ of energy to adjacent spectral lines in Figures 5d and 5f indicate that TS 1 could follow metronome beats well when 
jumping and bouncing at 2 and 2.5 Hz, respectively. However, for jumping and bouncing at 2.2 Hz, the spread of energy is 
more prominent around 4.4 Hz (Figure 5e). The same effect was observed for TS 2 as well. This indicated that it was more 
difficult for them to follow the metronome beat when the structure was dynamically excited in resonance, i.e. they varied 
more their jumping/bouncing rate when structural responses were greater. As noted elsewhere [18], the most likely 
explanation for this happening is the influence of large levels of the resonant structural response on the ability of the test 
subjects to keep jumping/bouncing regularly. This is because the human body is a very sensitive vibration receiver 
characterized by the innate ability to adapt quickly to almost any type and level of vibration which normally occurs in nature 
[19].  

 
Figure 5: (a-c) Reproduced force time histories, (d-f) the corresponding Fourier amplitudes in the vicinity of the second 

dominant harmonic, and (g-i) measured (grey) and envelope of simulated (black) accelerations of the structure 
generated by TS 1 when bouncing on the test structure in response to regular metronome beats at 2, 2.2 and 
2.5 Hz. 

4.2 TWO TEST SUBJECTS 

Following the same logic from the previous section, nominally identical analysis was carried out based on the motion data 
recorded for both test subjects bouncing and jumping together in the mid-span of the structure in response to regular 
metronome beats at 2, 2.2 and 2.5 Hz (Section 3.2). As in the case of single test subject, a proof of successful force 
reproduction for all jumping/bouncing rates is a good matching between the measured vibration responses (Section 3.2) and 
those calculated from the corresponding SDOF model using the reproduced forces and the modal properties. The results are 
elaborated in [3].  

205



Although the test subjects were following the same metronome beats when jumping and bouncing together, there was a 
sporadic lack of coordination between their movements, which is reflected in a lack of synchronisation of the corresponding 
peak force amplitudes on a cycle-by-cycle basis. Here, one jumping or bouncing cycle corresponds to a period needed to 
complete one jump or bounce.   

In Figure 6, there are cycles for which time instants of individual peak amplitudes match well, indicating a high 
synchronisation level. Also, this resulted in large peak amplitudes of the total sum force for these cycles. However, because 
humans are not machines, despite the metronome beat they could not keep moving in synchronisation for a long time, causing 
peaks to diverge and their sum to decrease. After a while, the process starts to reverse, i.e. the peaks start moving towards 
each other and finally meet, being synchronised again. Therefore, the lack of synchronisation can be quantified through 
relative changes of time lags ti between peaks of individual force signals on a cycle-by-cycle basis (Figures 6b and 6d). A 
summary of mean values and standard deviations of ti values extracted from 30 s duration of all group force signals is given 
in Table 1. 

The largest values of the mean and standard deviation are for the excitation causing near-resonant response for both bouncing 
and jumping indicating that the synchronisation was most affected by the large structural vibrations. Also, for both resonant 
and non-resonant rates, synchronisation during jumping was better compared with the bouncing counterparts.  

 
Figure 6: Synchronisation of (a-b) bouncing and (c-d) jumping forces. Error! Reference source not found. and 17 illustrate 

the same data. 

Table 1:  Summary of statistics (mean ± standard deviation) of ti: 

Frequency [Hz] bouncing [s] jumping [s] 

2.0 0.052 ± 0.036 0.039 ± 0.020 

2.2 0.076 ± 0.076 0.073 ± 0.036 

2.5 0.049 ± 0.024 0.022 ± 0.012 

5 ENERGY FLOW AND POWER 

A useful technique for studying human-structure dynamic interaction involves analysis of the power developed by human 
occupants moving on a structure and the power represented by the rate of internal energy dissipation in a structure 
conceptualised via damping forces [20]. Energy, with the units of Joules [J] or [Nm], is the time integral of power and is a 
more familiar quantity whose flow is easy to visualise. However graphical representation using power, with units of Watts 
[W] or [Nm/s], is simpler to study for comparative purposes.  
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contact force f(t). The contact force f(t) could be obtained either directly by a load cell or reproduction from the marker 
motion, while velocity could be obtained by integrating accelerometer signals or differentiating contact point marker 
displacements. Here, the contact force is measured indirectly using Equation (1) and the velocity is obtained from 
displacements of a marker attached to the middle of the span where the activity was happening.  

 
Figure 7:Energy flow and power due to TS 1 jumping in the middle of the span at resonant rate of 2.2 Hz. 

Consider an equation of motion of a SDOF system, e.g. the first mode of vibration of the slab strip excited by a jumping force 
at the midpoint (antinode). If the mode shape is unity scaled at the midpoint then modal and physical displacements at the 
mid-point are identical and can both be represented by x(t) which is a solution of the following well known differential 
equation [21]: 

mx(t) + cx(t) + kx(t) = f(t)      (2) 

Here, m, c and k are the modal mass, damping and stiffness, respectively. Multiplying by the modal/physical velocity  
the equation of motion can be used to calculate instantaneous power  

    mx(t)x(t) + cx(t)x(t) + kx(t)x(t) = f(t)x(t)     (3) 

Here, mx(t)x(t)  is kinetic power, cx(t)x(t)  is damping power and kx(t)x(t)  is potential power.  

In resonance it is well known that the inertia and stiffness forces are perfectly balanced with the interchange of kinetic and 
potential energy resulting in a constant value of energy and no net supply to either of them. Simultaneously, the external 
force simply provides positive power to compensate for the energy dissipated internally via damping (damping power): 

For the slab strip, supply of energy to the structure at the point of contact is the instantaneous product of velocity (t) and
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2

mx(t)x(t) = kx(t)x(t)

cx (t) = f(t)x(t) 0
    (4) 

Away from resonance in steady state the damping power is always positive (due to the square term in 2cx (t) ) but the external 
power has a zero-mean oscillating component which supplies and withdraws power during a cycle due to the imbalance of 
inertia and stiffness forces. During build up of response towards resonance the external force only supplies and never 
withdraws power to build up the constant level of total (i.e. kinetic plus potential) energy. 

In the case of a single TS jumping, Figure 7 shows positive power as response levels build up, with corresponding increasing 
damping power. The jumping human power cycles below zero, sometimes because the response is off-resonance, but also 
sometimes because the TS is actually out of synchronisation with the motion, resulting in net removal of energy. The cycle-
by-cycle average power, represented by the heavy line, shows whether the human is active (driving) or passive (damping) 
overall. In [3], the same effect is illustrated for bouncing. 

For the two TSs bouncing/jumping together (Figure 8), the individual cycle-by-cycle average power plots show that TS 1 was 
supplying energy to the system most of the time during the tests, while TS 2 was often acting as the strong damping element. 
This clearly explains why the resonance was very difficult to maintain for both activities. These tests also confirmed findings 
elsewhere [22] that the humans are characterised by huge inter-subject differences between their abilities to induce dynamic 
loads, to change the dynamic properties and to respond to nominally the same vibrations of the structure they occupy and 
dynamically excite. 

 
Figure 8: Energy flow and power due to both TSs bouncing together in the middle of the span at resonant rate of 2.2 Hz. 

208



6 CONCLUSIONS 

This paper presents a novel method in the civil engineering context to measure indirectly bouncing and jumping GRFs by 
combining human body motion tracking data and known/assumed body mass distribution. When compared with the 
traditional direct force measurements on floor-mounted force plates, a key advantage of the method proposed is utilisation of 
‘free-field’ measurement of continuous bouncing and jumping GRFs. As demonstrated, indirect force measurements enable 
monitoring of people performing rhythmic activities in their natural environments, such as footbridges, grandstands, 
staircases and open-plan floors. Moreover, the method enables study areas of significant interest and uncertainty, specifically 
human-structure dynamic interaction and synchronisation between occupants when bouncing and jumping on flexible 
structures. Measurements have been able to show the negative cue effect of perceptible vibrations on the GRFs. Also, they 
indicated that in the joint human-structure dynamic system an active human can not only be the source of energy but they can 
also act as the strongest damping element. This happens either because the response is off-resonance or because they are out 
of phase with the structural motion resulting in net removal of energy. The effect is even stronger for multiple occupants due 
to the lack of synchronisation of their movements. 

The method piloted in this paper has been validated using two male participants, who were jumping or bouncing either 
individually or as a pair on a realistic test structure. This means that there remains a requirement to carry out similar tests for 
single individuals and multiple occupants moving on a number of different, more or less vibrating real-life structures. 
Measurements can be used to develop and calibrate a new generation of badly needed models of rhythmic crowd loads. 
Therefore, this approach presents a timely opportunity to advance the whole field of vibration serviceability assessment of 
structures predominantly occupied and dynamically excited by bouncing/jumping humans, such as grandstands and 
entertainment venues. 
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ABSTRACT 
 
The 610 m high Guangzhou New TV Tower (GNTVT) is currently considered as a benchmark problem for structural health 
monitoring research. In the benchmark study task I, a set of 24-hour ambient vibration measurement data is available for 
output-only system identification and FE model updating. In this contribution, an Operational Modal Analysis (OMA) for 
GNTVT is performed using the Vector AutoRegressive models (ARV) method. The extracted eigenfrequencies, damping 

method. Furthermore, results from some other benchmark testing groups are used for comparison. This study shows that the 
ARV-based method works successfully for this OMA purpose. 
 
 
INTRODUCTION 
 
Modal analysis has been widely used in many engineering fields, like aerospace, mechanical and civil engineering, where the 
obtained modal data serves as the basis for model updating, and afterwards model-based Structural Health Monitoring (SHM). 
Compared to traditional Experimental Modal Analysis (EMA), Operational Modal Analysis (OMA) has drawn more and 
more attention in the last two decades. Zhang et al. contributed a good overview of different OMA techniques [1]. In this 
paper, a Vector Autoregressive Models (ARV) method is adopted in the operational modal analysis for the Guangzhou New 
TV Tower (GNTVT), China. This method is based on the estimation of eigenmodes of arbitrary order autoregressive (AR) 
models [2], and has demonstrated its functionality in monitoring high towers of wind energy plants [3]. 
 
 
VECTOR AUTOREGRESSIVE MODELS (ARV) METHOD 
 
The measurements obtained at equally spaced instants k can be modeled in an arbitrary order AR model as in Eq. 1. 

k

p

l
lklk yAby

1
 (1) 

where ky is the measurements from m sensors at time instant k , p is the number of this AR model, and mm
p RAA ,,1  

are coefficient matrices. b is an intercept vector, and k  is an uncorrelated zero mean random vector, representing the 
residual between real measurements and the model at time instant k . Assuming b is a zero vector, the AR model of p -th 
order ( AR( p ) model ) can be transformed to a state space form as in Eq. 2. 
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ratios and mode shapes are presented and compared with the result obtained using the Stochastic Subspace Identification (SSI) 
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Then the dynamical characteristics of the investigated structure can be extracted by solving the eigenvalue problem of the 
state matrix dA . 

1
dA  (7) 

 
where is a diagonal matrix of associated discrete time eigenvalues ),,1( pmid

i , and contains corresponding 

eigenvectors. The continuous time eigenvalues c
i  can be calculated using Eq. 8. 
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where t is the sampling time. Then for the q -th mode of this structure,  
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Complex mode shapes: C  
 
In order to separate the physical modes from spurious ones caused by measurement noise, a stabilization diagram can be 
constructed, and the eigenvalues of AR( 1l ) model are compared with those of AR( l ) model. The criteria adopted in this 
comparison procedure are as follows, 

1. Criterion (stable frequencies): %100
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2. Criterion (stable damping ratios): %100
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3. Criterion (stable mode shapes): 
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Depending on the quality of measurements, suitable tolerance values can be selected for each criterion. 
 
 
FIELD MEASUREMENTS FROM GNTVT 
 
The GNTVT is a 610 m high tube-in-tube structure completed in 2010 in Guangzhou, China. On this TV tower, a long-term 
SHM system consisting of more than 700 sensors has been designed and implemented for both in-construction and in-service 
real time monitoring, and the instrumented GNTVT is currently considered as a benchmark problem on SHM for high-rise 
slender structures [4]. In the benchmark study task I, the acceleration, wind direction, wind speed and ambient temperature 
were recorded from Jan. 19th, 2010, 18:00 h to Jan. 20th, 2010, 18:00 h (in total 24 one-hour periods). In this contribution, 
these are considered as field measurements for OMA. The temperature was measured every minute (1/60 Hz), and the 
acceleration and wind data were sampled with 50Hz. The accelerometer positions and measurement directions are shown in 
Fig. 1. 
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(a) (b) 
Fig. 1 (a) Positions of the accelerometers and data acquisition system  (b) Measurement directions of acceleration 

and channel labels ( Courtesy of Hong Kong Polytechnic University ) 
 

 
OPERATIONAL MODAL ANALYSIS (OMA) RESULT 
 
In this study, the first 12 modes of GNTVT are investigated. The field acceleration measurements are first downsampled by a 
factor of 14 to decrease the computational load. Then the ARV method stated in Section 2 is applied to extract the natural 
frequencies, damping ratios and mode shapes of GNTVT based on each one-hour acceleration measurements. The criteria 
used for selecting stable poles from each stabilization diagram are all set as  %1.0tolf , %10tol , and 99.0tolMAC . One 
of the stabilization diagrams is shown in Fig 2, which shows a very clear picture of stable poles. 
 

 
Fig. 2 Stabilization diagram for measurements between 14:00 h and 15:00 h on Jan. 20th, 2010 
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In total, 24 sets of eigenvalues and eigenvectors are obtained, and the calculated mean values and coefficients of variation 
(CV, CV = standard deviation / mean) of the identified natural frequencies and damping ratios are listed in Table 1.  
 

Table 1 OMA results from ARV 
Identified natural frequencies using ARV [Hz] 

Nr. 1f  2f  3f  4f  5f  6f  7f  8f  9f  10f  11f  12f  

Mean 0.0935 0.1386 0.3659 0.4237 0.4747 0.5055 0.5223 0.7952 0.9650 1.1506 1.1909 1.2504 
CV 0.0034 0.0021 0.0017 0.0008 0.0006 0.0011 0.0007 0.0012 0.0012 0.0006 0.0004 0.0008 

Identified damping ratios using ARV [-] 

Nr. 1  2  3  4  5  6  7  8  9  10  11  12  

Mean 0.0098 0.0047 0.0029 0.0023 0.0011 0.0018 0.0017 0.0022 0.0024 0.0017 0.0011 0.0016 
CV 0.8830 0.5447 0.2995 0.3833 0.4431 0.2987 0.3310 0.2381 0.2030 0.7511 0.1859 0.2903 
 

 
For the purpose of comparison and verification, the Stochastic Subspace Identification (SSI) method is also adopted to extract 
the modal information, based on the same field acceleration measurements. In this procedure, a MATLAB toolbox MACEC 
is used [5][6]. The measurements are decimated by a factor of 10, which is the maximum decimation factor in this toolbox, 
and the half number of block rows i  is chosen as 30. The calculated mean values and CV of identified results are listed in 
Table 2. 
 

Table 2 OMA results from SSI 
Identified natural frequencies using SSI [Hz] 

Nr. 1f  2f  3f  4f  5f  6f  7f  8f  9f  10f  11f  12f  

Mean 0.0935 0.1386 0.3659 0.4238 0.4747 0.5054 0.5224 0.7951 0.9650 1.1506 1.1909 1.2506 
CV 0.0042 0.0027 0.0017 0.0008 0.0006 0.0010 0.0007 0.0012 0.0012 0.0005 0.0004 0.0008 

Identified damping ratios using SSI [-] 

Nr. 1  2  3  4  5  6  7  8  9  10  11  12  

Mean 0.0092 0.0045 0.0027 0.0021 0.0010 0.0016 0.0017 0.0023 0.0024 0.0012 0.0011 0.0015 
CV 0.8765 0.4828 0.3271 0.3709 0.4333 0.3103 0.3563 0.3231 0.1957 0.3099 0.2153 0.2999 
 

 
From Table 1 and Table 2, it can be seen that the result from ARV has a good accordance with that from SSI. Furthermore, 
the natural frequencies obtained from ARV are compared with those from the Finite Element (FE) model of GNTVT, as 
listed in Table 3 [7]. The frequency difference values mean that the FE model still needs to be updated.  
 

Table 3 Natural frequency comparison between FEM and OMA 
Natural frequencies [Hz] 

Nr. 1f  2f  3f  4f  5f  6f  7f  8f  9f  10f  11f  12f  

FEM 0.1104 0.1587 0.3463 0.3688 0.3994 0.4605 0.4850 0.7381 0.9026 0.9972 1.0373 1.1218 
OMA 0.0935 0.1386 0.3659 0.4237 0.4747 0.5055 0.5223 0.7952 0.9650 1.1506 1.1909 1.2504 
Diff.(%) 18.06 14.54 5.35 12.95 15.87 8.91 7.15 7.18 6.46 13.33 12.90 10.29 
 

 
A set of the identified mode shapes using the ARV method is shown in Fig. 3. 
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Fig. 3 Identified mode shapes based on measurements on Jan. 20th, 2010, between 14:00 h and 15:00 h 

(         : reference;          : mode shape) 
 

In Fig. 3, a sudden change is found in the mode shapes, especially in modes 1, 3, 6 and 8, in the x direction at the height of 
332.15 m. According to the authors’ study, MACEC shows the same results. This behavior could result from complicated 
tower design or measurement problems, and has to be investigated in the future. 
 
 
EFFECT OF ENVIRONMENTAL CONDITIONS 
 
In the field measurements, ambient temperature, wind direction and wind speed are provided, too, so it is also interesting to 
investigate the effect of these environmental conditions on the dynamical characteristics of this TV tower.  
 
In Fig. 4, the changes of natural frequencies with respect to the ambient temperature are shown. The black stars are natural 
frequencies of each mode extracted at different temperatures, and the corresponding trends are shown using red lines 
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obtained based on robust regression analysis [8]. From these plots, it is obvious that natural frequencies decrease as 
temperature increases. This result also agrees with those presented in [3] and [9]. 
 

 
 

 
 

 
 

 
Fig. 4 Changes of natural frequencies with respect to the ambient temperature 

 
In Fig. 5a and Fig. 5b, the changes of damping ratios with respect to the ambient temperature are shown. Different from the 
case for natural frequencies, no uniform trend is reflected. 
 

 
Fig. 5a Changes of damping ratios with respect to the ambient temperature 
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Fig. 5b Changes of damping ratios with respect to the ambient temperature 

 
 
In Fig. 6, 24-hour wind direction and wind speed measurements are plot with respect to time. It can be seen that, after 2 
o’clock, the wind direction is almost constant. So it is reasonable to study the effect of wind speed on the natural frequencies 
and damping ratios based on the measurements after 02:00 h. The changes of natural frequencies with respect to the wind 
speed are shown in Fig. 7. It can be seen that no uniform trend is reflected in this case. 
 

 
Fig. 6 24-hour Wind direction and wind speed measurements 
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Fig. 7 Changes of natural frequencies with respect to the wind speed 

 
 
In Fig. 8a and Fig. 8b, the changes of damping ratios with respect to the wind speed are shown. 
 

 
 

Fig. 8a Changes of damping ratios with respect to the wind speed 
 

218



 

 
 

 
 

 
 

Fig. 8b Changes of damping ratios with respect to the wind speed 
 
 

From Fig.8a and Fig.8b, it can be seen that no uniform trend is reflected in this case, too. This result is in common with that 
presented in [9], and it might be due to the low wind speed during the measurement. So it is interesting to do more analysis 
about this in the future based on measurements obtained under higher wind speed. 
 
 
CONCLUSION 
 
In this contribution, the Vector Autoregressive Models (ARV) method is adopted for the operational modal analysis of 
Guangzhou New TV Tower. The obtained results are compared with those extracted using the Stochastic Subspace 
Identification (SSI) method, and both results show a good accordance with each other. Furthermore, the effect of 
environmental conditions on the dynamical characteristics of this TV tower is discussed. It is shown that, the natural 
frequencies of this TV tower decrease as the ambient temperature increases, while the changes of natural frequencies with 
respect to the wind speed do not show uniform trend. The changes of damping ratios with respect to both the ambient 
temperature and wind speed do not show uniform trend. Further investigation will be performed in the future based on 
measurements under larger temperature change span and higher wind speed. 
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On the use of Shape Memory Alloys dampers
to reduce the vibration amplitudes of civil engineering
cables

L.Dieng1, V. Torra2, and P. Pilvin 3

Abstract Cables used in civil engineering bridge has very low intrinsic damping rate
which makes them particularly susceptible to vibration related to weather (wind,
rain) and traffic. The associated displacement amplitudes are relatively small near
the anchor (about 5 mm), as well as vibration frequencies (1-10 Hz). This may cause
damage and affect the sustainability of structures and the safety of people. To avoid
these phenomena, several stay cable bridges are equipped with dampers to reduce
the amplitude of displacement. Deep studies on SMA for damping applications (i.e.,
fatigue / fracture analysis, SMA creep effects, aging actions) was the basis for the
SMA application to morphing. In fact, from damping to morphing the requirements
for SMA are more demanding and particular studies are necessary. This paper fo-
cuses on the assessment of the effectiveness of the use of shape memory alloys
(SMA) dampers to reduce the vibration amplitudes of civil engineering cables. Me-
chanical behavior under cyclic loading of SMA wires is studied and super-elastic
polycrystalline SMA model parameters are identified. Experimental tests were per-
formed in a LCPC laboratory on a 50 meters long cable equipped or not with a two
NiTi wires dampers (diameter: 2.46 mm). The experimental results shown, evidence
of a dramatic decrease in the amplitude of displacement which reached about four
times the experimental value determined for cable without SMA dampers.
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1 Introduction

1.1 Background

Many civil engineering structures include cables. These structures represent sig-
nificant investments for managers who are concerned in particular about the sus-
tainability of these structures and user safety. However, they are subject to severe
dynamic loading that are causing their degradation over time. Broken wires due to
fretting fatigue phenomena are the main constituent causes of cables deterioration.
Recently, many researches have focused on the development of damping device to
reduce the vibration amplitude and the number of cycles [2], [3]. Cable damping is
caused by internal friction between the components of the cable or of its anchorages.
They have a low intrinsic damping capacity. The most conventional way of limiting
or eliminating cable vibration involves increasing their structural damping capacity
by fitting special devices. This is effective for almost all kinds of vibration except
parametric instability. According to information in the literature [5], rain and wind
instability, for example, is avoided when the logarithmic decrement of the cable is
greater than 3.0%. There are several kinds of dampers:

• External dampers : these are generally hydraulic devices exerting a transverse
damping force on the cable, near the anchorages. they can be installed in pairs,
directly on the cable (Fig. 1).

• Internals dampers : these are ring-shaped, and they are placed between the cable
and a steel tube attached rigidly to the structure, near either of the anchorages.
Internal dampers use the distortion of a dissipating material (specially formulated
neoprene) or viscous friction or dry friction between two solids

• Stabilizing cables are also use to prevent some kinds of cable vibration. It consists
in installing interconnecting metallic wires which stiffen the array of cables. They
can provide additional damping, if appropriately designed, but they have proven
to be less effective than dampers in preventing rain and wind instability.

However, these damper systems are less effective or no longer work when the vibra-
tion amplitudes or frequencies are very high and could be broken see figure 2.

To overcome this problem the SMAs were proposed as useful passive devices for
dampers in Civil Engineering see [4]. Shape memory alloys (SMAs) are a unique
group of alloys with the ability to remember a shape even after quite severe defor-
mations. At low temperatures they can be seemingly plastically deformed like other
metal alloys, but this deformation can be recovered by a relatively modest increase
in temperature (shape memory effect). The mechanism of this recovery is the trans-
formation from a martensite phase to the parent austenite phase. Alloys like NiTi,
CuZnAl, CuAlNi, AuCd and others have erasable strains of 3 - 8%. Other important
characteristics of some of these materials are significant internal damping, rather
large nonlinear elastic ranges (pseudoelasticity) and high yield stresses. Although
the first SMAs were developed more than 50 years ago, it is fair to say that rigor-
ous and reliable continuum-level constitutive models required for these engineering
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Fig. 1 Dampers device of Iroise Bridge (FR)

Fig. 2 Broken Dampers device of Iroise
Bridge (FR)

applications of the materials do not yet exist. During this time, the understanding of
the micromechanical aspects of martensitic transformations has reached a comfort-
able level [1]. Nevertheless, the connection between microscopic and macroscopic
behavior is very complex and has not yet been developed to the degree required by
such models. This is partly due to the rather broad variation in the mechanical re-
sponse with temperature, loading rate, strain range, specimen geometry, thermome-
chanical history, nature of the ambient environment, and to the interaction between
several of these parameters. For examples of the state of modeling see [6], [7], [8]
and [9]. Despite over 50 years of study, the amount of high quality experimental
data of the macroscopic behavior of NiTi remains limited. Notable examples of ex-
perimental work on the mechanical behavior of NiTi include in [10], [11], [12] and
[13]. An excellent experimental study of NiTi, in which the effects of temperature,
strain range and mechanical cycling were investigated, in [14]

1.2 Motivations

Cables oscillate under the action of wind/rain/traffic. The oscillations induce crash-
ing of steel wires or progressive experimental damage and, obviously, some relevant
reduction of the cable’s life. This type of problems is observed in St Nazaire Bridge
(France) and, also, in other bridges submitted to higher winds as, for instance, in
the Viaducts of Boulonnais: Herquelingue (260 m) Quehen (474 m ) Echinghen
(1309 m). The study is focused on the assessment of the effectiveness of the use
of shape memory alloys (SMA) dampers to reduce the vibration amplitudes of civil
engineering cables. In particular, the NiTi wires are used for the higher number of
working cycles only in traction (no compression or bending)[17]. The present paper
is organized in two main sections. In the first section, tests and experimental results
are presented concerning the mechanical behavior of Ni-Ti alloys specimen under
tensile loading-unloading. Numerical simulation are conducted in order to deter-
mine Ni-Ti hyper-elastic model parameters used to fit the experimental results. In
the second section, a series of measurements of cable vibration without and with
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SMA damper is presented. It permits to establish the effective possibilities of SMA
wires to reduce the galloping actions in stayed cables for bridges.

2 Experimental test under uni-axial loadings characterizing the
mechanical behavior of NiTi wires

2.1 Material and experimental equipment

The material used for all test is Ni-Ti SMA provided by SAES group (USA). The
material is available as 2.46 mm diameter. Tests are performed at LIMB - Université
de Bretagne SUD (France) with an Instron 5567 equipped with a strain sensor (Fig-
ure 3). A series of 10 tensile loading cycles was performed on samples of wire length
19 cm. The maximum strain is up to 4% and correspond to a maximum displace-
ment of the cross of 8 mm. Results shows that the transformation from an austenite
phase to the parent martensite phase is not uniformly throughout the area of the
specimen. The transformation begins in a localized zone, in general one of the two
ends, progressively propagate within the specimen, while maintaining a well defined
interface between the martensite and the austenite. In fact, with only 10 cycles, the
presence on Luders band is commonly noticed. This explains why we do not show
the phenomenon on the load-strain curve as the transformation has not arrived in
the area measured by the extensometer. Fig 4 shows the corresponding strain-stress
curve with an extensometer placed in the middle of the specimen.

2.2 Model SMAs super-elastic behavior

The Model use to reproduce the experimental results is well detailed in [15]. In this
macroscopic model, built with the assumption of small strain, the classical decom-
position of the total strain, ε , is considered:⎧⎨

⎩
ε = σ

E + εT ;

σ = E
(
ε − εT) ;

where εT is the transformation strain, E the elastic modulus and σ the stress. Ac-
cording to [15], super elastic SMAs have a typical hysteretic mechanical behavior
in which two thresholds can be defined: the first one for forward and the second for
reverse phase-transformation. In their developed model two phase-transformation
surfaces representing the two thresholds, have been introduced:

f1 = σeq −
(
R(Z)+σ t

0
)
≤ 0(Z < 1)
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Fig. 3 Material and experimental equipment

Fig. 4 Experimental stress - strain curve tensile loading-unloading at room temperature

f2 = (σ −X)g(yσ−X)−
(
R(Z)+σ t

0
)
≤ 0(Z > 1)
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Where R characterizes the size of the transformation surface, σ t
0 is the yield stress

of forward phase transformation, σeq is a fraction of the Von Mises equivalent stress
(see [16] and [15] for more details).
yσ =

27det(S)
2σ3

is the third invariant of the stress tensor, g(y) is a function making possi-
ble the modification of the shape of the transformation surface describing the charac-
teristic asymmetry between tension and compression observed in SMAs. The tensor
X locates the center of the reverse phase transformation surface f2. The martensite
volume fraction is noted Z. Z = 0 defined the purely austenitic phases and Z = 1
designed the matensitic phases of shape memory alloy. Z is related to the equivalent
transformation strain defined by Bouvet et al (2004) [16]and γ , a material parameter
corresponding to the maximum transformation strain. γ is determined experimen-
tally by:

Z =
εT

eq

γ
The transformation strain evolution for forward and reverse phase are given by the
following expression :

ε̇T = λ1
∂ f1
∂σ . forward transformation

ε̇T =−λ̇2
εT√
2
3 ε :ε

; reverse transformation

where λ1 and λ2 are the transformation multipliers given by the consistency con-
ditions. To simplify this model we assume that the function g(y) is equal to y and
then :

λ̇1 = γ
〈σ̇〉

maxRg′

and
λ̇2 =

E ε̇sign(σ −X)

sign(εT )
[
sign(σ −X)

{
E +2 max(R)g′

γ

}
+ max(R)g′

γ

]
SiDoLo [18] was used to identify the parameters of this simplified model and to
simulate the tensile behavior of specimens. Comparisons between numerical results
and experimental points are shown on figures 5 and 6. For the forward transforma-
tion, the numerical model fits well the experimental values. However, for reverse
transformation, gap values is more important. The function g(y) assumed to be equal
to y in our simplified model does not allow us to accurately represented experi-
mental points. To obtain a more representative model of the behavior of SMA, it is
necessary to find an equation governing this function.
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Fig. 5 Stress-strain comparison between Model and Exp. : first cycle.

Fig. 6 Stress-strain comparison between Model and Exp. : 4 first cycles.

3 Experimental analysis of the cable equipped or not with SMA
dampers

3.1 Testing conditions

The modal tests were carried out at the LCPC Centre de Nantes with a cable of 50
m length between the two fixed ends. The main characteristic values of the set-up
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are reported in Table 1. The cable was a locked coil strand made of 159 steel wires.
The cross section of the strand is shown in Figure 7. The helical wires in the outer
layers of a locked coil strand are shaped and designed to contact one another when
the strand is axially loaded with a tension force. The shaped wires were 4.5 mm high
with a cross-section area of 16.3 mm2. The bending stiffness value of the strand is
not accurately defined from the geometrical and elastic characteristics of the wires
because it depends in a complex manner on the inter-wire contact conditions. How-
ever, an approximate upper bound estimate is given by considering that the strand
behaves in flexion like a steel beam of the same diameter. The theoretical estimate
of the bending stiffness of the strand is then 90 kNm2.

Table 1 Cable characteristics

Diameter (D) Length (L) Mass μ Position (P)
(mm) (m) (kg/m) (m)

55 50.57 16.1 25

Fig. 7 Cross section of a locked coil strand.

The axial tensile force was applied to the strand with a hydraulic jack. When
the tensile force reached the test value of 955 kN, the system was held in position
with nuts. The axial force was measured with a load cell of limited accuracy due to
the thermal drift of the electronic conditioning system, leading to variations within
a range of 5% in a day. The extremities of the cable were held by a specific sys-
tem of jaws shown in Figure 8. The outline of the damper is situated in figure 9,
their structure permits different numbers of SMA wires (eventually with different
diameters) and also SMA lengths. The shortened devices are used to induce a minor
initial stress to the SMA wires. In the tests realized in LCPC only two trained wire is
used with and without pre-stressing. The wire induces forces on the cable between
zero and, for instance, 4000 N according to with the imposed deformation. Clamps
permit their fixation on the bottom and on the cable. The device permits global slip
associate to compression by sliding of the steel axis. Furthermore, each wire can,
independently, avoid compression sliding in the cylindrical brass disc. The dampers
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Fig. 8 Anchorage system of the strand.

device used to investigate the effect of Shape Memory alloys dampers during the
cable vibrations was located one a half length. The experimental setup is shown in
Figure 10.

Fig. 9 Outline of the damper.The SMA wires and the steel axis can slip avoiding compressive part
of cycles. The damper ends with clamps and includes two shortened devices, permitting appropriate
tuning the SMA length

A series of force (0.5, 1, 2, 3 and 4 KN) perpendicular to the axis of the cable
(angular deflection) is applied at the half length of the cable and instantaneously re-
leased, the cable freely oscillates, during 60 s of the free oscillation was measured.
For each type of test we measure the loading force using a load cell ”Z Dembo Tech-
nic” type. The applied force to SMA wires is also measured with another load cell
fitted on the damper. The displacement of the cable are measured with a laser sen-
sor, and the transient response accelerations by a tri-axial accelerometer. Temporal
signals are analyzed to determine the vibration amplitude and damping coefficients.
Such experimental setup allows to study the influence of certain parameters such as
the position of the excitation point (for preferred modes of vibration even or odd)
and the amplitude of vibration on the measurement of damping coefficient.
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Fig. 10 Anchorage system of the strand.

3.2 Experimental results

The temporal signal are represented on figures 11 et 12: The figure 11 represents
the 5 impulsions applied to the cable. The figure 12 represents the cable vertical
displacement given by the sensor located very close to the damper device at the half
length of the cable. Obviously, the presence of the damper has a significant effect
on the temporal signal.
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Fig. 11 Cable vertical loading forces
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Fig. 12 cable vertical displacement

Figures 13 and 14 represent the cable frequency response function (FRF) for the
first test (F=0.5 kN) and the last one (4 kN) respectively. The Blue curve (in dotted
line) represents the power spectral density (PSD) of vertical cable acceleration not
equipped with dampers and the red line curve for cable with two SMA wires damper.
One notes that for the first modes the action of SMA reduces the maximal amplitude
to at least 1/4 and increases the cable frequency, for instance, from 2.3 to 3.36 Hz
for the first frequency. Results show also the SMA damper are more efficient for
higher deflection amplitude (F=4 kN) due to their solid-solid phase transformation
permits effective damping via the hysteresis cycle and the conversion of mechanical
work in heat.
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Fig. 13 Frequency Response Function - F = 0.5 KN
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4 Concluding and remarks

In this paper, the appropriate properties of Shape Memory Alloys for damping are
outlined focused in application for civil engineering bridge i.e. damping of stayed
cables for bridges. A brief description of SMA (NiTi) law behavior under tensile test
is outlined using a super elastic model. Then the application of SMA as dampers,
to mitigate the oscillations induced in realistic cables (50 m length) are presented.
In tensile cycles, the samples increase their length spontaneously via a complex
problem with two actions. One of them, via the accumulation de dislocations (plastic
and permanent deformation) and, the other way relates some stabilized martensite.
The experimental tests suggest that the SMA damper permits an effective reduction
of the oscillation’s amplitude to a quarter. The effectiveness SMA dampers depend
on its position on the cable. Tests performed in this study favor the reduction of
amplitudes of the first three modes. It would be necessary to perform tests to evaluate
the influence of the position of the damper and optimize it. For a better effectiveness,
for an in situ application, we must determine, first, the predominant vibration modes
of the cable and find a best position of the dampers.

Acknowledgements Thanks to Daniel Bruhat, Richard Michel, Christophe Mingam and Grégoire
Laurence for their participation in the experimental set-up and the measurements.
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ABSTRACT 
The ‘Altra Sede’ Tower, located in the heart of the city of Milan, has recently been completed. On January 22, 2010 an 
official ceremony marked the end of the construction phase and unveiled the new building to the citizens of Milano, a 
building which is currently the tallest in Italy, and one of the strongest features of the skyline of the city for years to 
come. Besides the main tower and the adjacent buildings an helicopter landing surface has been built. This paper deals 
with the dynamic testing of the surface, describing all the steps taken to identify the main vibration modes in the vertical 
and horizontal planes. Two different forcing systems have been employed and then the results coming from the forced 
response, experimental modal analysis results, have been compared to the ones obtained via operational modal analysis 
leaving the same sensors in place for a few days and continuously measuring the ambient vibrations. The obtained results 
describe the surface dynamic behavior in the range 0-10 Hz. All the resonant frequencies and associated mode shapes 
have been correctly identified. This modal parameter set is the reference to which future measurements should be 
compared in order to perform a structural health monitoring campaign on the surface. 
 
INTRODUCTION 
 
Structural health monitoring (SHM) has gained a lot of attention from the research community in last few decades. 
Among the several methods available, the integrity of civil infrastructures can be evaluated by extracting information 
from their dynamic response measurements. Modal parameters are some of the indicators mostly used in literature [1][2] 
to represent the structure behavior and therefore to assess the health status. For this reason, when a new building is 
constructed, it is common to execute not only static but also dynamic tests. In this way it is possible to validate the 
design, conformingly with anti seismic requirements, and to evaluate the dynamic parameters used a the reference in 
future structural health monitoring campaigns. 
 
The dynamic behavior of a structure can be evaluated by two different approaches: applying a known excitation (by 
means of a hydraulic actuator, vibrodyne, etc.) or exploiting the unknown loading caused by environment load sources 
(such as traffic, wind, etc.). The former is called experimental modal analysis (EMA), whereas the latter is known as 
operational modal analysis (OMA) [3][1][7].Usually both approaches are exploited when dealing with health monitoring 
campaigns. 
 
EMA guarantees generally a total control on the test conditions: the excitation level may be fixed for every analysis and 
the results, obtained with different forcing amplitudes, can be compared each other. Moreover it is possible to keep a 
detailed record of all the external influencing parameters, such as temperature and humidity. Nevertheless EMA is 
expensive and time consuming, a proper actuator has to be placed on the structure and measurements cannot be taken 
continuously. 
 
On the other hand, OMA does not keep the same control on the influencing parameters, as some of them are not even 
measurable. In this case the excitation input of the system is not known, only some assumption can be made and, 
sometimes, they are misleading [4] because it is due to sources such as traffic, wind, or people walking on the structure. 
However, this method is cheaper and easier to carry out. The only needs are a proper number of transducer placed on the 
structure and a continuous data acquisition system. By exploiting this set-up, a continuous monitoring of the modal 
parameters can be performed [3]. 
 
This paper deals with the comparison of the two above mentioned modal analysis methods applied to a real structure: the 
Palazzo della Regione helysurface, built in Milano. EMA and OMA techniques were applied to reconstruct the dynamic 
behavior in the range 0 – 10 Hz and the results will be compared in the following. 
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At first, a description of the structure is presented, then the chosen measurement setup is defined and justified. Finally, 
the obtained results are presented and discussed. 
 
STRUCTURE 
 
The considered helysurface with a circular layout is placed on the top of elevators and services group ,called core 4, of 
the “Altra Sede della Regione Lombardia”. The structure is composed by a landing circular plane (34 m diameter), 
surrounded by a protection grid (2 m tall) along the perimeter. The access to the structure is possible by means of two 
metallic helicoidal stairs. 
 

 
Figure 1 - Helysurface 

 
The main structure is realized by sixteen double T beams (variable height from 130 cm to 40 cm) disposed in radial 
symmetry with a 22.5 degree angle among them. These beams are connected each other through secondary elements 
which realize concentric polygonal rings with wheelbase of about one meter. 

 
Figure 2 – beam structure of the helysurface 

 
The deck is obtained with a 21 cm depth reinforced concrete slab. The radial beams are connected to the slab by mean of 
bolted joints. The structure supports are made of reinforced neoprene material, with a thickness of 47 mm. These support, 
thanks to their deformability, permit the thermal deformation of the structure minimizing the solicitations. Moreover, 
they represent a multidirectional joint for the horizontal solicitations. In the drawing of Figure 2 the constraints are 
positioned in correspondence of the two inner violet circles. The seismic behavior of the helysurcafe is completely 
unrelated from the below building.  
 
Due to the kind of adapted constraints both horizontal and vertical modes are considered of interest, and they have been 
analyzed. The experimental set-up is described in the next paragraph. 
 
EXPERIMENTAL SETUP 
 
This section describes the chosen measurements setup. The attention is focused on the transducer selection, based on 
their metrological performances, the data acquisition system and the instrumentation placement. 
 
The sensors choice is a crucial task for a satisfying measurement campaign in terms of the quality of the acquired 
vibration signals. The sensors should be able to measure both low vibration levels, for example those due to environment 
excitation sources (wind, traffic, etc.), and higher levels, obtained by means of a forced excitation with a suitable actuator 
and in the case of a permanent monitoring by the operational loads on the structure (landing helicopter). This requirement 
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may be satisfied by transducers with a high sensitivity and consequently a low noise floor. Furthermore, the transducer 
bandwidth must guarantee the acquisition of the all frequencies of interest. The main natural frequencies of interest are 
limited to the range 0.5-10 Hz. Taking into account all the above statements, the piezo accelerometers PCB 393B12 were 
chosen, which are characterized by a 0.1 Hz – 500 Hz bandwidth, sensitivity 10 V/g and measurement range ± 0.5 g. All 
the sensors were conditioned and acquired by means of National Instruments device equipped with 24 bit acquisition 
modules with anti aliasing filter. 
 
As explained in the introduction, the dynamic behavior was inspected both in horizontal and vertical directions. 
Moreover, the aim of this work is to compare the results obtained applying both experimental modal analysis (EMA) and 
operational modal analysis (OMA). The tests, consequently, were performed, both for horizontal and vertical direction, 
with environmental excitation sources and with a proper forced excitation source, as it will be explained in the following. 
 
HORIZONTAL DIRECTION 

 
Figure 3 shows the sensor placement, chosen for the horizontal direction. Assuming the helysurface as a planar circle, 
four measurement points were placed at half radius of the circumference (position from 1 to 4 in Figure 3). Every 
measurement point is composed by three accelerometers placed along the main directions: radial, tangential and vertical 
(red arrows in Figure 3). Although the forcing direction is in the horizontal plane, it is necessary to use vertical 
accelerometers , because the longitudinal excitation could generate rigid pitch motion of the structure around its support. 
This measurement set-up was chosen to detect the main vibration modes, conformingly with the results obtained from the 
computer simulation, and it is obviously the same for the EMA and OMA tests. The duration of OMA tests were about 
48 hours to guarantee a sufficient amount of data and a robust estimation of the helysurface response spectral functions. 
 
EMA tests have been carried out by forcing the structure with an inertial actuator. In this case, a linear permanent magnet 
motor was chosen. This was considered the best solution for exciting the structure as the long available stroke (1m) was 
enough to introduce a meaningful energy amount even at the lowest frequencies of interest (1 Hz). A stepped sine 
harmonic excitation, covering the band between 0.1 – 10 Hz, was used, imposing a frequency resolution of 0.05 Hz in 
correspondence of the resonances. Figure 3 shows the actuator placement at one-third of the radius of the helysurface 
(point 5 in Figure 3). In correspondence of the motor, three accelerometers were placed for measuring the vibrations 
introduced in the structure for the three main directions (radial, tangential and vertical). An accelerometer was also  
placed on the sliding mass in order to measure its acceleration and so the force transmitted to the structure. 
 

 
Figure 3 – Sensor placement for the horizontal direction 

 
A sliding mass of 540 kg has been adopted during the tests, Figure 4 shows the actuator and the mass installed on the 
surface during the tests. 
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Figure 4 – Linear motor with slide and mass used as an actuator 

 
The next section describes the set-up used for the vertical vibration measure the vertical vibrations. 
 
VERTICAL DIRECTION 
 
Figure 6 shows the sensor placement, chosen for the vertical direction. In this case, the number of the measurement point 
increases up to twelve. Every measurement point is composed only by one accelerometer placed along the vertical 
direction: seven accelerometers were located on the circumference (letter A in Figure 6), whereas five accelerometers 
were placed on one-third of the radius (letter B in Figure 6), inside the area of the constraints linking the platform to the 
main structure underneath. This measurement set-up was chosen to detect the main vibration modes, conformingly with 
the results obtained from the computer simulation, as in the case of horizontal tests. As for the horizontal direction, this 
measurement setup is the same for the EMA and OMA tests.  

 

 
Figure 5 – hydraulic actuator and mass used 

 
In this case an hydraulic actuator was placed in correspondence of point A3 and A6 of Figure 6 in order to perform EMA 
tests. The actuator moved an inertial mass of 120 Kg with a maximum oscillation amplitude of 50 mm. A stepped sine 
harmonic excitation, covering the band between 2 – 10 Hz, was used, imposing a frequency resolution of 0.05Hz in 
correspondence of the resonances. The need of two excitation points is given by the radial symmetry of the structure 
which requires more excitation positions to detect all the vibrations modes [9]. 
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Figure 6 – Sensor placement for the vertical direction 

 
In this case too 48h of ambient vibrations have been acquired and analyzed in order to perform modal identification 
applying OMA techniques. 
 
All the acquired data have been processed using the Polyreference least square frequency domain method suitable for 
both OMA and EMA approaches [7]. It must be noted that the input of this method is the frequency response function 
(FRF) of the system. In the case of OMA tests, the method cannot be applied in a strict way, because the loading is not 
measurable. Although, the same approach could be used if the loading is random and broad band enough. This algorithm 
is particularly suitable for highly damped structure, such as mixed concrete-steel ones. The obtained results are shown in 
the next section. 
 
RESULTS 
 
In this Section the results obtained from EMA and OMA are presented, both for horizontal and vertical directions. At 
first a visual comparison between the ambient vibration Power spectral density and the experimental transfer function is 
shown, then the identification results are compared. The first section describes the results coming from the horizontal 
measurement set-up. 
 
HORIZONTAL DIRECTION 
 
In this section the results coming from the horizontal measurement set-up are discussed. Figure 7 shows the estimated 
power spectral density (PSD) of the tangential accelerometers ( refer to Figure 3 for the sensor position), three colored 
ellipses highlights the areas of main activity even if it is clear that no predominant peaks are present. Figure 8 shows the 
corresponding frequency response functions (FRF); three main peaks, circled with ellipses of the same colors used in 
Figure 7, are evidenced at frequencies that are compatible with the ones coming from operational data. 

 

Figure 7 – PSD tangential accelerometers 
 

Figure 8 - FRF tangential accelerometers 
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A similar situation is found looking at the Radial acceleration PSD’s. The red and green ellipses in Figure 9 highlight two 
areas of main activity, which are also found, as peaks, in the correspondent FRF’s, see Figure 10. 

 

Figure 9 - PSD radial accelerometers 
 

Figure 10 – FRF radial accelerometers 
 

 
Things change if the vertical acceleration PSDs are considered. Looking at Figure 11 it can be seen that many clear peaks 
are visible. Among those, the 3.5 Hz one is still present (green ellipse). The corresponding FRF practically shows only 
the peak around 3.5 Hz, see Figure 12. This peak, as it will be better explained in the vertical results section, corresponds 
to a pitch motion along the forcing direction (mode with 1 nodal diameter).  

 

Figure 11 – PSD vertical accelerometers 
 

Figure 12 - FRF vertical accelerometers 
 

 

Both data sets, Operational and Experimental, have been processed in order to estimate the modal parameters. Table 1 
shows a summary of the identified modes. A good agreement may be found in the frequency values, while damping 
values show higher discrepancies between operational and experimental analysis. The identified mode shapes are more or 
less the same, but it has to be noticed that the highest energy introduced during the EMA tests allow to obtain a better 
estimation of the modal residues. An example is mode 1,this is a rigid rotation of the disc around its axis, see Figure 13. 
EMA results are clearer to interpreter as the tangential measurement points are all with values around 1 and in phase; 
OMA results for the tangential directions are nearly the same but, if the other directions are observed, EMA gives a 
practically 0 value for all the residues, which is the correct value for this mode shape, while OMA has values higher than 
0, probably due to the low vibration amplitudes. It has to be said that the residue values are normalized to the maximum 
of each eigenvector, and so, if the vibration amplitude is very low (nearly at the same level as measurement noise), there 
may be a little difference in the residue values between different points. 
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Mode 1 E 1 O 2 E 2 O 3 E 3 O 
Freq. [Hz] 1.98 1.97 3.54 3.56 4.14 4.17 
Damping 

[%rc] 5.26 4 0.7 1.2 3.81 3 
  Modal residues   

P1_R 0.1 -0.5 0.6 0.55 -1.8 -1.1 
P1_T 0.9 0.9 -0.3 0.45 1 1 
P1_V -0.1 0.2 -0.9 -1 -0.2 -0.5 
P2_R -0.1 0.6 -0.3 -0.45 1 0.8 
P2_T 1 1 -0.5 -0.5 1.8 1 
P2_V 0 -0.4 0.5 -0.75 0.2 0.6 
P3_R -0.1 0.5 -0.6 -0.5 1.6 1 
P3_T 0.9 0.8 0.4 0.45 -1.2 -0.9 
P3_V 0 -0.3 1 1 -0.2 0.5 
P4_R 0.1 -0.3 0.3 0.45 -1.2 -0.9 
P4_T 0.8 1 0.5 0.5 -1.6 -1 
P4_V 0 0.2 -0.6 -0.8 0.2 -0.6 
PF_R 0   -0.1   -0.4   
PF_T 0.7   -0.6   2   
PF_V 0   0.1   0   

 
Table 1 Identified frequencies, damping values and modal residues 

 
The identified mode shapes for mode 1 and 3 are shown in Figure 13 and Figure 14. The first is the above mentioned 
rigid rotation around the central axis, while the second is a rigid translation of the disc in the excitation direction. 

 

 
Figure 13 Mode shape for mode 1 

 
Figure 14 Mode shape for mode 3 
 

 
Having analyzed the platform behavior in the horizontal direction, the next step is the vertical dynamics analysis. 
 
VERTICAL DIRECTION 
 
As previously stated, EMA tests in the vertical directions were repeated twice, changing the forcing point in order to 
identify all the “double” modes of this structure, which is practically axial symmetric. Figure 15 and Figure 16 show the 
PSD and FRF obtained for the vertical accelerations. At a first glance, it can be seen that the PSD obtained from the 
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vertical vibrations show a higher number of peaks in the same frequency range (red circles in Figure 15). These are 
probably due to harmonic excitation given by activities carried in the proximity of the helysurface that can be 
erroneously taken as vibration modes if only the operational data are considered[4]. 

 

Figure 15 PSD vertical accelerometers 
 

Figure 16 FRF Vertical forcing in A3 
 

 
Figure 17 and Figure 18 show the singular value decomposition of the cross-spectral matrix, obtained from the ambient 
vibration data, and the frf response functions computed for the second forcing point. Looking at the singular values in 
Figure 17, it can be seen that the two peaks circled in red are still present, moreover a number of other peaks , indicated 
by a black arrow, are characterized by two singular values having a non neglectable amplitude. Even looking at these 
data, it is still easy to identify the spurious peaks (red circled) as structural modes [4]; the easiest way to discard these 
peaks is to look at the experimental data in which they totally disappear, see Figure 18. Nevertheless, the singular value 
decomposition applied to operational data clearly identifies the double modes in the structure. The same thing could be 
achieved in the forced tests, only by moving the excitation point as done in this case and then looking at the modal 
residues or applying the SVD to the forced response matrix [6] but this requires two different tests session and it is 
therefore time and money consuming. 

 

 
Figure 17 Cross spectral matrix SVD 

 
Figure 18 FRF Vertical forcing in A6 

 
The Polyreference least square algorithm has been applied to the experimental data and a resume of the identified modes 
is given in Table 2 in terms of frequencies damping and modal residues.  
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Mode 1 2 3 4 5 6 

Frequency [Hz] 3,32 3,56 3,85 4,73 6,53 9,25 
Damping [r/rc] % 1,0 1,2 0,4 0,4 0,65 0,6 

  Modal residues 
A1 1,0 -0,1 -1,0 0,0 -1,0 0,0 
A2 0,9 0,6 -0,1 0,7 1,0 -0,7 
A3 1,0 1,0 1,0 -1,0 -1,0 1,0 
A4 0,9 0,6 0,0 0,7 1,0 -0,7 
A5 0,8 -0,2 -0,9 0,0 -1,0 0,0 
A6 0,8 -0,8 0,0 -0,7 1,0 0,7 
A7 0,9 -0,9 1,0 1,0 -1,0 -1,0 
B1 0,0 0,0 0,0 0,0 0,0 0,0 
B2 0,0 0,0 0,0 0,0 0,0 0,0 
B3 0,0 0,0 0,0 0,0 0,0 0,0 
B4 0,0 0,0 0,0 0,0 0,0 0,0 
B5 0,0 0,0 0,0 0,0 0,0 0,0 
A3R -0,1 -0,2 0,0 0,1 0,1 -0,1 
A3T 0,0 0,0 0,0 0,0 0,0 0,0 
Table 2 Modes identified in the vertical direction 

 
The identified mode shapes are better understood, if their graphical representation is observed, see Figure 19. In which 
the arrow represents the modal residue measured in each point and the number are the normalized residue amplitude 
(normalized to the maximum of each eigenvector).  
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Mode 5 Mode 6 
Figure 19 Identified mode shapes, forcing in A3 
 
The same results, with the obvious phase shifts in the mode shapes, has been found for the second forcing point and 
similar results are obtained from operational data. In the latter case particular attention has to be paid to the double 
modes. In these cases a treating them as simple modes may lead to erroneous identification of the residue values. Table 3 
shows the modal residues values identified for the first two modes for the three tests: 
 

 EMA A3: Forced testing, forcing in A3 
 EMA A6: Forced testing, forcing in A6 
 OMA: ambient vibration testing 

 
Looking at the results shown in Table 3 it can be seen that the agreement between the results is optimum for the first 
considered mode, a “single” mode; in this case frequency value are practically the same, damping is similar and the 
modal residue are the same, the MAC value is almost 100%. For mode 2 we have a little higher difference in the 
identified frequency and damping values; moreover the modal residues identified via EMA techniques, the ones 
identified by EMA A3 and EMA A6 in the table title line, refer to the same mode shapes (1 nodal diameter), shifted in 
space according to the forcing position. The modal residues identified via operational modal analysis, under the 
hypothesis that one mode is present, are misleading; values are similar in all points, while phases are sometimes 0 and 
sometimes 180°. In this case a deeper analysis has to be carried out taking into account the presence of two modes at 
approximately the same frequency. 
 

Mode 1 EMA A3 1 EMA A6 1 OMA 2 EMA A3 2 EMA A6 2 OMA

Frequency [Hz] 3,32 3,33 3.32 3,56 3,53 3.54 

Damping [r/rc] % 1,0 0,9 1 1,2 0,9 0.9 

Modal residues

A1 1,0 0,9 1 -0,1 0,9 1 

A2 0,9 0,9 1 0,6 1,0 0.9 

A3 1,0 0,9 1.1 1,0 0,6 0.8 

A4 0,9 0,9 1 0,6 0,3 -0.7 

A5 0,8 1,0 1 -0,2 -1,0 -0.8 

A6 0,8 1,0 1 -0,8 -1,0 -0.8 

A7 0,9 0,9 0.9 -0,9 -0,4 0.8 
Table 3 Comparison between the first two identified modes, three different tests 
 
Finally a little more can be said about the peaks appearing in the ambient vibrations and not corresponding to any evident 
structural mode. Figure 20 shows the time-frequency transform of a vertical acceleration during a 17h period. In the 
diagram on the x-axis is time, on the y-axis are the frequencies and the colors are proportional to acceleration amplitude.  
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Figure 20 Time frequency diagram of a vertical acceleration during 17 h 

 
The two circled area in Figure 20 are in correspondence of the peaks around 8.2 Hz. As it can be seen, they are not 
continuously present in the diagram, appearing only at the beginning and at the end of it. On the other hand, in 
correspondence of the main structural resonances continuous line of high amplitudes are present through all the diagram. 
This diagram pushes toward the conclusion the frequencies around 8.2 Hz are not coming from any resonance, but they 
are produced from some kind of forcing, appearing or disappearing depending on the time of the day. 
 

CONCLUSION 
In this paper the problem of investigating the main vibration modes of the helicopter landing surface of the “Nuova sede 
Regione Lombardia” building has been faced. Two different kind of testing have been adopted, one exploiting 
experimental modal analysis techniques, and therefore applying a known loading to the structure; and the other 
exploiting natural ambient vibrations and Operational Modal Analysis techniques. Tests have been carried out in both 
horizontal and vertical directions. The main structural modes have been clearly identified and a comparison between 
experimental and Operational results has been shown. It has been highlighted that EMA results are sometimes useful to 
fully understand the Operational analysis one, while the latter techniques offer the possibility to perform a fast and 
reliable analysis without the need of an applied external load ant it is therefore suitable for the long term monitoring of 
the structure. 
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ABSTRACT 
 
Design for vibration serviceability currently relies almost entirely on the estimation of dynamic properties of the empty 
structure to be utilized for estimating the dynamic response or, at minimum, to avoid resonance with the excitation. 
However, the use of the empty structure properties has been questioned due to a phenomenon referred to as human-
structure interaction where the dynamic properties of the occupied structure can be significantly different from the prop-
erties of the empty structure. General trends include an increase in damping ratio and a decrease in natural frequency (al-
though special cases of increasing frequency or new modes have been documented). These trends seem to be affected by 
the posture of the crowd occupying the structure, and potentially other crowd characteristics. This study aims to isolate 
several crowd characteristics including posture, distribution, and crowd size, to determine the relative effect that each has 
on the overall dynamic properties of the occupied test structure. 
 
INTRODUCTION 
 
Dynamic occupant-induced excitation in structures where large groups may gather, such as stadium structures, has be-
come a notable serviceability design consideration for several reasons. Crowd activity is arguably livelier than in the past 
and it is more likely that synchronized crowd activity is encouraged by facility managers. The flexibility of these types of 
structures is increasing as more efficient design methods and higher strength materials are utilized to provide more unob-
structed views. This increase in flexibility tends to decrease the natural frequency of the structure, potentially into the 
range where resonance or near resonance conditions with the crowd-induced excitation may occur. This type of servicea-
bility issue is concerning because the potential for panic within the crowd exists and may impinge on the safety of the 
occupants. 
 
In addition to the increased crowd activity and decreased natural frequency, monitoring of several occupied structures 
has suggested that another phenomenon, human-structure interaction, also impacts the behavior of the structure. It is hy-
pothesized the human occupants of the structure act as a dynamic system that interacts with the dynamic system of the 
supporting structure. The result of this interaction is not fully understood but several studies suggest that the natural fre-
quency of the combined system can be significantly different from that of the empty structure. Until this impact on natu-
ral frequency is fully understood and incorporated into design procedures, it is possible that a serviceability concern may 
arise in a structure that is designed considering only the natural frequency of the empty structure, as current guidance re-
commends.  
 
BACKGROUND 
Human-structure interaction in civil structures 
To understand how the human dynamic system interacts with the structural system, it is valuable to understand how the 
human body is considered and modeled in other industries. A substantial amount of research has been conducted in the 
area of biomechanics for the aerospace and transportation industries considering large magnitude vibrations and a single 
individual. Although vibration serviceability in civil structures is concerned with small magnitude vibrations and a crowd 
of individuals, it is believed that some of the basic results may still be applicable. From these studies, various models of 
the human body have been proposed and the average natural frequency of the human body in the vertical direction has 
been determined to be between 4-6 Hz depending on the individual’s age, gender, body type and posture [1]. This range 
contributes to the complexity of crowd dynamics and the human-structure interaction phenomenon.  
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Human-structure interaction occurs due to the contact between the occupants and the structure. This contact is not main-
tained when the crowd is active and jumping, so it is only the portion of the crowd that is passive or in contact with the 
structure that interacts with the structure. This study focuses on how the passive occupants of a crowd interact with the 
structure before exploring the more realistic combined components of an active and passive crowd. 
 
The effects of human-structure interaction in civil engineering structures are believed to be most prevalent where crowds 
can occupy long, unsupported spans constructed with lightweight materials. These types of structures are likely to have 
natural frequencies within the range of 2-6 Hz [2], which corresponds to both the frequency over which occupants are 
able to excite a structure and to the frequency range over which humans are most sensitive to vibration. 
 
Relevant dynamic studies 
The first mention of human-structure interaction appeared in a research study conducted by Lenzen [3] in 1966 which 
compared the response of a structure when a simple mass is applied to the response of the structure when humans occupy 
the structure. The system damping increased for the human occupants generating the first acknowledgment of human-
structure interaction.  
 
In the 1990’s, the monitoring of Twickenham Stadium revealed a decrease of 3 Hz in the natural frequency of the empty 
structure when it was occupied. In addition, another mode of vibration appeared with a natural frequency slightly higher 
than that of the empty structure [4]. This discovery prompted several laboratory experiments by Ellis and Ji [4], Brown-
john [5], Falati [6] and Hothan [7]. The laboratory tests investigated small-scale structures occupied by only one or two 
occupants. Equivalent mass tests were performed in each study confirming Lenzen’s original observation. From these 
studies, it was observed that the effects of human-structure interaction are dependent on several factors including the nat-
ural frequency of the empty structure, the mass ratio of the occupants to the empty structure, and the occupant posture.  
 
Existing guidance 
Current guidance for incorporating dynamic excitation due to crowds into the structural design is generally limited to ad-
dressing the strength limit states and avoidance of a structural failure. For serviceability design in the United States, the 
most widely recognized source of guidance exists within Chapter 5 of AISC’s Design Guide 11: Floor Vibrations Due to 
Human Activity [8]. A natural frequency-based design criterion, utilizing the natural frequency of the empty structure, is 
presented to limit the acceleration response of the structure to dynamic excitation. Human-structure interaction is not 
mentioned. Similar guidance exists in the United Kingdom through interim guidance titled “Dynamic Performance Re-
quirements for Permanent Grandstands Subject to Crowd Action”. A natural frequency-based limit is presented to estab-
lish when vibration serviceability should be considered in design and it is recommended that the natural frequency of the 
empty structure be utilized for this assessment. No mention of human-structure interaction is included. Several general 
recommendations have been made to consider the occupants as a single or multiple-degree-of-freedom systems attached 
to the structure [9]. Yet, despite research in the area, appropriate models are not available.  
 
OVERVIEW OF STUDY 
This study investigates human-structure interaction through an examination of the relationships between the dynamic 
properties of an occupied structure the dynamic properties of the empty structure with respect to varying crowd characte-
ristics. The crowd characteristics under consideration in this study include the crowd distribution, the mass ratio of the 
occupants to the structure, and the stationary posture of the crowd. 
 
The experimental investigation was performed on an open-web steel joist supported floor test structure that was specifi-
cally designed for studying vibration serviceability issues [10]. Experimental modal analysis techniques were utilized to 
estimate the dynamic properties of the empty structure and the dynamic properties of the structure when occupied by 
crowds of various sizes, prescribed densities, and postures. The results were examined for trends and relationships be-
tween the occupied natural frequencies and damping ratios for configurations involving the three variables listed above 
with respect to a single structural empty natural frequency. 
 
EXPERIMENTAL METHODS 
Test Structure, Equipment, and Study Participants 
The test structure selected for this study is a non-composite concrete slab on open-web steel joists with overall dimen-
sions of 27 feet by 11 feet as shown in Figure 1. The structure is constructed with five equally spaced 14K4 joists span-
ning 26 feet. The joists are supported by W8x13 beams which span 10 feet between short pipe columns as shown in Fig-
ure 1. A six inch overhang exists along the perimeter of the floor area. The steel joists support a 2.5 inch normal-weight 
concrete slab on 1 inch form deck. The natural frequency of the empty structure is estimated to be 6.82 Hz using AISC’s 
Design Guide 11 methods.  
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Figure 1: Plan and section view of test structure (from Raebel [10]) 

 
The experimental testing of both the empty and occupied structure in this study involved the controlled excitation and 
measurement of the acceleration response of the structure. The structure was excited by an electrodynamic shaker (APS 
Dynamics model 400) with a swept-sine forcing function and the applied load was measured by a custom force plate 
summing four shear beam load cells. The acceleration response of the structure was measured using seismic accelerome-
ters (PCB model 383A03). The IOTech Wavebook 516/E with two eight-channel dynamic signal conditioning modules 
(WBK18) enabled the simultaneous collection of fifteen channels of acceleration and one channel of the applied loading 
function.  
 
A real-time vibration analysis software package, eZ-Analyst, was utilized for generation of the swept-sine function and 
real-time frequency domain analysis of the structural response. The subsequent estimation of modal parameters, includ-
ing natural frequencies, damping ratios, and mode shapes associated with each experimental test, was performed with 
Vibrant Technology’s ME’scope VES software.  
 
Previous laboratory studies investigating human-structure interaction involved small groups of occupants, typically only 
1-4 people. This study utilizes a larger test structure which facilitates larger crowd sizes, up to 19 occupants, for each 
testing scenario. A total of 33 different participants volunteered for the experimental testing, five female and twenty-eight 
male subjects. The average age of all participants was twenty three. Each participant was presented with a brief overview 
of the research project and the overall testing procedure in accordance with the research protocol approved by the Institu-
tional Review Board (IRB) for research involving human subjects. 
 
Characteristics of the Crowd Considered 
The three characteristics of the crowd that are considered in this study are the crowd distribution, the mass ratio of the 
occupants to the structure, and the stationary posture of the crowd. For the single test structure, the first crowd characte-
ristic considered is the distribution of the crowd. For each crowd size, the crowd was positioned at two distributions, both 
centered on the middle of the floor. The first distribution is considered sparse and each occupant is located on a 28 inch 
grid with approximately 5.4 ft2 of floor area per person. The second distribution is considered dense and each occupant is 
located on a 20 inch grid with approximately 2.8 ft2 per person. With the first distribution, the live load is approximately 
65 psf as compared to 33 psf for the second distribution. Both crowd distributions are less dense than the design load of 
100 psf required for assembly structures such as stadium grandstands. A denser crowd distribution was not utilized to en-
sure safe loading of the test structure and to assure participant comfort. 
 
The second crowd characteristic considered in this study was the mass ratio of the occupants to the structure. This was 
considered through the use of several crowd sizes. The desired mass ratios for this study were in the range of 0.25 to 0.75 
to replicate typical mass ratios for stadium structures at full capacity [11]. Mass ratios from 0.02 to 0.43 were achieved 
with the structure occupied by 1, 4, 8, 16, and 19 people. Mass ratios greater than 0.43 were not feasible based on the 
maximum loading deemed safe for the floor structure. For each of the lowest three mass ratios, an equivalent mass was 
applied to the structure for comparison purposes. 
 
The third crowd characteristic included in this study is the occupant’s posture. Because human-structure interaction is on-
ly affected by the passive occupants of the crowd who are in contact with the structure, three postures were chosen to 
represent the range of postures possible. The three postures are illustrated in Figure 2. The first is a standing posture 
where the occupants are standing upright with their hands directly at the side of their body. The second is a standing 
posture with the occupants’ knees bent which is intended to embody the effect that a bobbing crowd would have on the 
structure with respect to human-structure interaction. The third is a seated posture with the occupants knees forming a 
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90-degree angle and their feet planted flat on the ground and hands on their thighs. The seated posture utilizes wooden 
benches not permanently attached to the structure chosen for their portability and relatively lightweight nature. 
 

 
Figure 2: Examples of postures used for experimental testing:  

a. straight knees (posture a) b. bent knees (posture b) c. seated (posture c) 
 
Experimental Procedure and Test Scenarios 
Acceleration measurements were recorded at fourteen locations as shown in Figure 3 on a grid established by previous 
testing and modeling of the floor structure [10]. The shaker was located near the center of the floor but off the nodal lines 
expected for the three modes with lowest natural frequencies. 

 
Figure 3: Test grid (accelerometer locations are boxed, shaker location is circled) 

 
The experimental testing was carried out over four testing days to limit the time obligations of the volunteer participants. 
Initial tests of the empty structure were performed prior to testing on each day to establish a consistent baseline for com-
parison. For each crowd size and corresponding mass ratio, the participants were situated in both the sparse and dense 
distribution arrangements demonstrating each of the three postures. For each combination of crowd characteristics, the 
combined human-structure system was excited by an electrodynamic shaker and the acceleration response was measured. 
 
Each test result is the average of 5 repeated measurements recorded over 8 seconds corresponding to the length of the 
swept-sine excitation signal for a frequency range of 0 to 50 Hz. The real-time frequency analysis capability of the eZ-
Analyst software allowed for the examination of the coherence function between the five consecutive measurements and 
exclusion of flawed data. This is of particular importance when the structure is occupied because movement amongst the 
occupants will affect the quality of the resulting measurements. 
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RESULTS AND DISCUSSION 
Empty Structure 
The experimental testing of the empty structure generated the frequency response function (FRF) shown in Figure 4. The 
coherence function was greater than 0.95 for all frequencies above 5 Hz except at the frequency around 13 Hz corres-
ponding to anti-resonance point. Utilizing the ME’scope software, the first mode identified at 6.7 Hz, is dominated by the 
first bending mode of the joists. The second mode identified at 8.2 Hz is a torsional mode and the third mode identified at 
18.4 Hz is dominated by the second bending mode of the joists. This study focuses on the natural frequency associated 
with the first mode and how it is affected by the human-structure interaction. Effects of human-structure interaction on 
the second and higher modes were monitored but the effects were less pronounced and the uncertainty associated with 
the frequency estimation is greater, so these results are not presented herein.  

 
Figure 4: Driving point FRF for empty structure test 

 
Equivalent Mass 
For the smallest three crowd sizes of one, four, and eight people, corresponding to mass ratios of 0.02, 0.08, and 0.16, an 
equivalent mass was applied to the structure. The results, shown in Table 1, provide a baseline for the comparison of the 
effects due to human-structure interaction. These results were also confirmed with an analytical model of the floor sys-
tem with a variety of applied masses. 
 
Table 1: Frequency (Hz) of the first mode for dense configuration of varying crowd size and posture 
 
Empty Structure 6.7 Hz 
  Crowd size (mass ratio) 
  1 4 8 20 24 
  (0.02) (0.08) (0.16) (0.33) (0.43) 
Equivalent mass 6.50 6.22 5.86  - -  
Standing (straight knees) 6.61 6.61 5.60 4.92 4.46 
Standing (bent knees) 6.64 6.63 6.68 6.78 6.75 
Seated 6.64 6.67 6.75 4.99 4.66 

 
Varying Crowd Distribution 
The natural frequency of the first mode of the occupied floor structure for both the sparse and dense crowd distribution 
was similar for the test scenarios involving the same crowd size and posture. The variation was minimal and was not 
consistent for a single posture or a single mass ratio, despite the fact that the dense distribution of occupants generated a 
distributed load approximately double that of the sparse distribution. The configuration of the occupants in both distribu-
tions was rectangular matching the aspect ratio of the floor and both were centered at the middle of the structure. It is 
possible that the effect of crowd density on human-structure interaction is not significant or that it is not apparent at these 
small crowd sizes. This variable will be excluded from the remaining discussions and the results relating to the dense 
configuration will be the focus. 
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Varying Mass Ratio 
The crowd size and corresponding mass ratio will be considered with respect to each posture investigated. For the stand-
ing crowd with straight legs, the natural frequency of the system decreased from 6.7 Hz of the empty structure to 4.55 Hz 
when occupied by a crowd of 24 (mass ratio = 0.43). A decrease in natural frequency is expected as additional mass is 
added to the system; however, the magnitude of the decrease is not consistent with the equivalent mass model as shown 
in Figure 5. The effect of an equivalent mass applied to the structure on the natural frequency generated from an analyti-
cal model correlates well with the three experimental data points from the equivalent mass tests. This suggests that the ef-
fect of human-structure interaction on the natural frequency of the system is dependent on crowd size (or mass ratio). 
When the structure is occupied by the seated crowd, the change in natural frequency again does not follow the equivalent 
mass trend line, but the change in frequency is different from that generated by the standing crowd. This suggests that 
human-structure interaction is dependent on both crowd size and posture.  

 

 
Figure 5: Experimental results for the change in frequency of the first mode when occupied by a crowd standing 

with knees straight 
 
In addition to the change in frequency, human-structure interaction is also credited with an increase in damping. Because 
the damping ratio is difficult to accurately identify from experimental measurements, the trends will be the focus of this 
discussion. The damping ratio of the empty structure and the structure with the equivalent mass applied is approximately 
0.5%. The damping ratio generally increases with any human occupants, but the magnitude of the increase is affected by 
both crowd size and posture as shown in Table 2. Within the scope of this study, it appears that once a critical mass of 
occupants or mass ratio is achieved, the damping ratio does not continue to increase significantly with increased crowd 
size. For such a lightly damped empty structure, the change in damping from the empty to occupied structure is notewor-
thy and would have a great impact on the response of a structure subjected to dynamic loading. 
 
 Table 2: Damping (% critical) of the first mode for dense configuration of varying crowd size and posture 
 
Empty Structure 0.49% critical 
  Crowd size (mass ratio) 
  1 4 8 20 24 
  (0.02) (0.08) (0.16) (0.33) (0.43) 
Equivalent mass 0.51 0.40 0.24  -  - 
Standing (straight knees) 2.59 11.35 12.60 11.20 13.15 
Standing (bent knees) 0.74 2.44 4.04 5.59 2.18 
Seated 2.19 7.76 12.95 16.40 9.33 

 
Varying Crowd Posture 
The third crowd characteristic investigated in this study is the occupant posture and it has a direct influence on the effects 
of human-structure interaction. The change in frequency due to a crowd standing with knees straight most closely emu-
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lates the theoretical change in frequency due to an equivalent mass. However, the decrease in frequency for the human-
structure system is more significant than the equivalent mass as the crowd size increases as shown in Figure 5.  
 
For the crowd standing with knees bent, the change in natural frequency was minimal. Unlike the other two postures, 
when the crowd stood with their knees bent, the natural frequency originally decreased with the first occupant but then 
increased slightly as the crowd size increased. The average natural frequency with this posture over the various group 
sizes was the same as the empty structure, 6.7 Hz. Small crowd sizes generated a small decrease in natural frequency and 
larger crowds generated a slight increase.  
 
For the seated crowd, the change in natural frequency was not consistent. For one, four, and eight occupants, the frequen-
cy shifted only slightly. When twenty or twenty-four occupants were seated, the frequency decreased significantly – even 
greater than the decrease expected from an equivalent mass.  
 
The effect of human-structure interaction on the damping of the system was also dependent on the posture. For occupants 
standing with knees straight, the increase in damping was fairly consistent for all crowd sizes to a level of around 12% 
damping. When the occupants’ knees were bent, the increase in damping was considerably less – only increased to about 
4%. When the occupants were seated, there was more variation in the increase in damping with the crowd size, but an 
average damping ratio was around 12%. 
 
SUMMARY AND CONCLUSIONS 
Previous studies in human-structure interaction have suggested that various crowd characteristics affect the interaction 
but this study isolates three of those characteristics to identify the effect that each has on the dynamic properties of the 
structural system. This study also provides experimental results that confirm the behavior of the structural system with an 
equivalent mass applied. Three different equivalent masses were applied to the structure and these three data points align 
well with the theoretical curve representing the expected change in natural frequency. 
 
Previous studies involving in-service events have been valuable in that they have provided evidence from in-service 
events of human-structure interaction. However, these studies are often limited to single data points representing a single 
crowd size and unspecified postures. This study was able to control these aspects and provide experimental results across 
the range associated with each of these characteristics. It was determined that the two distributions included in this study, 
sparse and dense, did not impact the effect of human-structure interaction on the dynamic properties of the system. The 
results from the investigation of the other two variables in the study, crowd size and posture, indicated that each has an 
apparent impact on human-structure interaction. 
 
An increasing crowd size and its corresponding mass ratio are linked to a decrease in the natural frequency of the struc-
ture and an increase in the system’s damping ratio. The decrease in natural frequency exceeds the expected decrease in 
natural frequency of an equivalent mass system and the damping increases significantly. An increase in frequency, as 
was the case in a previous laboratory study [4], was not encountered in the scope of this study. 
 
The effect of posture on human-structure interaction is revealed through an examination of standing with knees straight, 
standing with knees bent, and seated postures. The most significant change in natural frequency occurred with the stand-
ing with knees straight posture. The seated posture also induced a notable decrease in the natural frequency while the 
standing with knees bent posture had minimal impact on the natural frequency. The damping of the system was approx-
imately 20 times greater for standing with knees straight and seated postures with a less significant increase in damping 
for the standing with knees bent posture. 
 
These results provide experimental data points confirming the effects of human-structure interaction and emphasizing the 
need for continued investigation. The results reveal the potentially significant effects that human-structure interaction can 
have on the dynamic properties and consequently the dynamic response of a system. For these reasons, it is critical that 
these effects be acknowledged in future design guidance for vibration serviceability so that the dynamic response of a 
structure can be appropriately predicted. 
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Abstract 
 
This paper addresses delamination detection of concrete slabs by analyzing vibration data from dynamic tests. Four concrete 
decks with different delamination sizes were constructed and experimental tests were conducted on these concrete slabs. Tra-
ditional peak-picking (PP), frequency domain decomposition (FDD) and stochastic subspace identification (SSI) methods 
were applied in the modal identification from real measurements of dynamic velocity responses. The modal parameters iden-
tified by these identification methods matched very well. The changes in modal frequencies, damping ratios, and mode 
shapes that were extracted from dynamic measurements were correlated to delamination size and can indicate presence and 
severity of delamination. Finite element (FE) models of reinforced concrete plates with different delamination sizes and loca-
tions were established. The modal parameters computed from FE models were compared to those obtained from real mea-
surements and FE models were validated. 
 
Introduction 
 
Delamination in concrete bridge decks cause decoupling of concrete from its surrounding steel reinforcement and subsequent 
loss of serviceability of bridges. Delamination detection has been of great concern for bridges and routine inspection is ne-
cessary. Many methods have been developed to detect delamination, including conventional chain drag method, impact-echo , 
ultra-sonic tests, ground penetrating radar, imaging radar, infrared thermography. These inspection methods require deploy-
ment of professional people with devices to field sites and can be costly. With the development of structural health monitor-
ing, more and more real-time monitoring systems are being placed on bridges and buildings. Taking advantage of instru-
mented sensors, delamination detection could be more effective with lower costs and vibration sensors are more flexibly 
deployed than the arrangements of other devices.  
 
Many studies address delamination detection using vibration measurements for composites materials. Most of these studies 
are on beams, with only a few studies on plates. For civil engineering concrete structures, studies on delamination detection 
by vibration measurements are more rare.[1] investigated delamination detection by using vibration measurements for civil 
engineering concrete plates through numerical studies. This paper presents experimental studies of four reinforced concrete 
slabs with different delamination areas. Delamination was simulated by putting plexiglass inside reinforced concrete plates 
during concrete pouring. The dynamic tests were conducted four months after pouring concrete. The experiments were origi-
nal and significant for the models were concrete plates with relatively big size and no such tests have been conducted before.  
 
The primary purpose of this paper is to investigate the applicability of delamination detection of concrete plates by modal 
identification of real dynamic measurements. Random excitation, swept sine and impact excitation were generated separately. 
The results due to random excitations are presented to provide reference for output only systems (ambient vibration). Modal 
frequencies, modal damping ratios and mode shapes were extracted from the velocity responses. The differences in modal 
characteristics between different delaminated models were compared to determine the presence and severity of delaminations. 
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The modal identification methods used in this study includes peak-picking (PP), frequency domain decomposition (FDD) and 
a time-domain identification method, stochastic subspace identification (SSI) method. The results from the three methods are 
compared for verification, and are used as delamination indicators.  
 
Finite element modeling of the undelaminated and delaminated concrete slabs were established using ANSYS software. The 
concrete, steel reinforcement, wood supports, delaminations and boundary conditions were modeled properly. The modal 
characteristics computed from the finite element models were compared with those from dynamic tests for validation. The fi-
nite element results can be used as reference for modal identification from dynamic response measurements. 
 
Experimental setup and dynamic tests 
 
The objective of the experiments is to investigate the feasibility of delamination detection of concrete structures by vibration 
measurements. Four reinforced concrete plates were built in the lab. Several delamination scenarios were introduced for these 
concrete plates. Each concrete plate has the same size 1.829m x 2.743m x 0.140m, same materials and same layout of #6 
steel rebar. The concrete was placed into all the models from the same concrete batch in order to get same concrete strength. 
Thin plexiglass sheets (1.57mm thick) were placed in three of the plates to generate effects of delamination during concrete 
pouring and all were at the horizontal planes that were 0.089m from the bottom of the plates. The sizes of them are 0.914m x 
1.219m (22.2% delamination), 1.219m x 2.134m (51.9% delamination) and 1.524m x 2.438m (74.1% delamination) respec-
tively. One plate without plexiglass is included as the undelaminated model. Fig. 1 shows the plan and elevation views of the 
22.2% delaminated model. The other models are similar. The two opposite longer edges of each concrete plate were placed 
on two wood supports, the other two opposite edges were free, therefore all the concrete slabs have the same boundary condi-
tions. In finite element models, the wood supports are considered instead of modeling the boundary conditions as strictly 
simply supported. 
 
The same dynamics tests were performed on the four models for convenience of comparison. Fig. 2 illustrates the layout of 
excitation sources and sensors. An APS shaker and an instrumented hammer were employed to generate excitations. Six ver-
tical velocity transducers (V1~V6) were used to record the vertical velocity responses and one horizontal velocity transducer 
(V7) was used to record the horizontal responses. An accelerometer was attached on the shaker to record the real excitation 
input. In the dynamic tests, the APS shaker generated swept sine, random and impulse excitations on the models in sequence. 
Then the instrumented hammer applied impact excitations a few times on two locations. The velocity response and the acce-
leration input were recorded for further analyses. The recorded duration for each input of the shaker is 32 seconds. The sam-
pling frequency is 1024 HZ. 
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Fig. 1 The model with delamination size 0.914m x 1.219m (22.2% delamination) 
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(a) Layout of excitation sources and sensors   (b)One of the models for dynamic test 

Fig. 2 Layout of excitation sources and sensors for dynamic tests 

Modal identification methods for the output only systems 
 
Classical peak-picking method (PP) was used. This simple signal processing technique computes the power spectra of time 
histories measurements by discrete Fourier transform and directly uses the peaks of the spectra to determine modal frequen-
cies. Frequency domain decomposition (FDD) and stochastic subspace identification (SSI) methods were also adopted in this 
paper to extract modal characteristics from measurements of the dynamic tests. These identification methods were used to ve-
rify each other. 
 
For the cases of lightly damped structures, a derived a relationship between response spectral density and modal parameters 
provides a basis for the FDD method [2]. In application of FDD identification algorithm, the power spectral density (PSD) of 

the output measurements )(ˆ jGyy are estimated and then decomposed at ω = ωi by taking the Singular Value Decomposi-
tion (SVD) of the PSD matrix.  

H
iiiiyy USUjG )(ˆ        (1) 

where the unitary matrix U i = [u i1,u i2,...,u im] holds the singular vectors u ij and the diagonal matrix S i holds the singular val-
ues s ij. If only a kth mode is dominating at the selected frequency ωi , there will be only one singular value in Eq. (1) and 
therefore the first singular vector ui1 would be an estimate of the kth mode shape, i1uˆ . Damping can be obtained from 
the correlation function of the SDOF system [3]. 
 
Stochastic subspace identification method (SSI) is a time-domain identification method originally proposed in [4] and has 
been applied effectively in various types of civil and mechanical structures. This method can determine linear models 
from column and row spaces of the matrices computed from the input-output data [5]. This study used Data -driven SSI that 
doesn’t need the computation of output covariance The key idea of data-driven SSI is to project the row space of future out-
puts into the row space of the past outputs. An extension of the SSI called reference based SSI was developed in [6].  
 
The discrete-time stochastic state-space model is defined as the normal model without input terms [7], 

xk+1 = A xk + wk;  yk = Cxk +vk       (2) 
where w and v are plant and observation noise vectors respectively, both of them are zero mean Gaussian white noise vectors. 
The SSI is used to identify A and C from the output-only measurements yk .The identification steps in this study are concisely 
summarized in the following, for details refer to the literature. 

(a) Construct Hankel matrix Y from the output measurements: 
f

P

Y
YY       (3) 

(b) Orthogonally project the row space of future outputs Yf on the row space of past outputs Yp: 
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where T, † denote transpose and pseudo inverse respectively.  

(c) Then apply SVD of the orthogonal projection: 

1 1
1 2 1 1 1

2 2

0
0

T
T T

i T

S V
T USV U U U S V

S V
      (5) 

where U and V are orthonormal matrices, S is a diagonal matrix containing singular values in descending order, among which 
S2 is a block containing small neglected values.  
 
(d) Calculate the observability matrix from the reduced SVD from Eq. (5) 

1/2
i 1 1O =U S          (6) 

 The definition of this observability matrix Oi is: 
1 Ti

iO C CA CA 1iCA        (7) 

Then the discrete-time system matrices A and C can be calculated from Eq. (6) and (7),.
 
(e) Post-processing to obtain modal parameters. 

1A , where ( )qdiag  is a diagonal matrix containing the discrete time complex eigenvalues and columns of 

are the corresponding eigenvectors. For continuous time system, the state matrices 1
CCCCA , after some deriva-

tions, it gives,   

tACeA ; C ; 
t

q
Cq

)ln(
; * 21

q qC C q q q qj ;  C  (8) 

where t is time step, q is modal frequency, q is modal damping ratio, the columns of are mode shapes.  
 
Modal identification of the dynamic measurements 
 
Classical peak-picking method (PP), frequency domain decomposition method (FDD) and stochastic subspace identification 
method (SSI) are used to obtain modal parameters from dynamic responses due to the random excitations. Typical time sig-
nals and FFT of them for PP method are shown in Fig. 3, and a typical singular value plot by FDD for undelaminated model 
is  shown in Fig. 4. The system order n is 60 and the number of block rows d is 200 with the SSI used in this study, while it is 
needed to point out that even using n = 30,d = 150, most results are same or very close to those by using n = 60, d = 400. The 
modal frequencies extracted by using PP, FDD and SSI methods are shown in Table. 1 and the damping ratios by SSI method 
are shown in Table.2. From Table.1, the frequencies by the three methods agree well for most modes. The damping ratios in 
Table. 2 are reasonable values. In general, excellent agreements are obtained between modal frequencies and mode shapes by 
using FDD and SSI. 
 
The effectiveness of using changes in modal frequencies and mode shapes as damage indicators of delamination can be ex-
amined in Table. 1-2. From Table.1, the frequencies of delaminated models decreased compared with frequencies of undela-
minated model, basically the larger delamination areas, the smaller frequencies for the corresponding modes. The 22.2% 
model was supposed to have higher frequencies than the corresponding ones of 51.9%, while they are slightly lower than ex-
pected, this is most probably because during concrete pouring, the 22.2% model was pouring slower than other models and 
even stopped for a while, which reduced the integral concrete strength. From Table. 2, it is observed that the larger delamina-
tion area, the higher damping ratios of the corresponding modes. 
 
The analyses on responses due to impact and swept sine excitations are not included in this paper, the modal characteristics 
obtained from them agree very well with those presented here. 
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Fig. 3 Typical time signals of V4 and FFT of them for two models due to random excitations (left column is time signal, right column is FFT, upper 
row is for undelaminated model, lower row is for 22.2% delaminated model) 

 

Fig. 4 Signal values of PSD of the responses due to random excitation for undelaminated model 

Table .1 Modal frequencies obtained by PP, FDD and SSI (d=400, n=60) methods from responses due to random excitation 

0%  
Delaminated 

PP (HZ) 15.94 20.69 31.60 68.88 84.66 165.95 
FDD (HZ) 15.76 20.76 31.77 68.03 83.04 166.08 
SSI (HZ) 15.84 20.67 31.61 67.62(impact loc2) 82.60 166.37 

22.2%  
Delaminated 

PP (HZ) 14.72 - 26.69 51.00 - - 
FDD (HZ) 14.76 - 27.01 50.77 - - 
SSI (HZ) 14.57 - 26.83 50.67 - - 

51.9%  
Delaminated 

PP (HZ) 14.66 - 27.60 - - - 
FDD (HZ) 14.01 17.51 27.51 49.47 - - 
SSI (HZ) 13.99 - 27.56 - - - 

74.1%  
Delaminated 

PP (HZ) 9.09 - 24.41 44.69 - 84.38 
FDD (HZ) 9.00 - 24.01 44.77 - 84.54 
SSI (HZ) 8.93 - 24.31 44.37 - 84.63 
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Table . 2 The damping ratios by using SSI method 

- 
Undelaminated 
Freq = 31.61 HZ 

22.2% Delaminated 
Freq = 26.83 HZ 

51.9% Delaminated 
Freq = 27.56 HZ 

74.1% Delaminated 
Freq = 24.31 HZ 

Damping ratios by SSI, ξ (%) 1.05 1.34 1.68 1.71 
 

 
Finite element modeling 
 
The finite element models of the reinforced concrete slabs were built using ANSYS software. Fig. 5 exhibits isometric view 
and front view of the entities, the origin of the coordinate system is at the left bottom point close to delamination as shown in 
Fig.1. The longitudinal steel rebar were put in the form work on the plane of Y=0.051 m. The transversal rebar were put im-
mediately on the longitudinal rebar and they were wired together. The two opposite edges with X = 0 m and X = 1.829 m of 
concrete plates are supported on two timbers, the other two edges Z = 0 m and Z = 2.743 m are free. Elements solid65, link8 
and solid45 were selected to represent concrete, steel rebar, and wood, respectively. The ground was modeled using solid65 
elements with infinite strength. Dynamic characteristics are sensitive to the boundary conditions, so the wood support was 
modeled accurately instead of as idealized simple supports. Contact and target elements were used to simulate the contact be-
tween concrete and wood, and between wood and ground. The properties of contact elements were updated during modal 
analysis to match the results from real measurements. The delaminations were modeled by reducing the elastic modulus of 
the corresponding areas to very small numbers. 
 
Based on 28 day compression tests, the concrete’s elastic modulus is Ec = 24,000 MPa, ultimate uniaxial compressive 
strength σc = 27.5 MPa, ultimate uniaxial tensile strength σt = 14.69 MPa. The concrete density ρc = 2300 kg/m3. Poisson's ra-
tio of concrete νc = 0.15. The steel rebar’s size is #6, its nominal diameter d = 19.05mm, elastic modulus is Es = 200GPa, 
yield stress fy = 410 MPa, Poisson's ratio νs = 0.3, and the density ρs = 7850 kg/m3. 
 
Modal analysis of all the reinforced concrete slabs were performed. The modal frequencies and mode shapes computed by the 
finite element modeling were compared with those from dynamic tests. Comparisons of frequencies are shown in Table 3 and 
one mode shape of undelaminated and 22.2% delaminated models are shown in Fig. 6. Table 3 demonstrates that some low 
order and even the higher order frequencies calculated by the ANSYS model and dynamic tests match well. From Fig. 6, it is 
discerned that the frequency of the delaminated model decreased and the mode shape changes in delaminated area. Fig. 7 
compares the mode shapes for a same mode by FDD, SSI and ANSYS modeling, For easy comparison, the so called mode 
shapes in Fig.7 are plotted with respect to the transducer numbers in two dimension instead of the real locations of them in 
three dimensions. It is observed that the mode shape of ANSYS model is close to that obtained from real measurements. It is 
concluded that the finite element model can approximately model delaminated concrete slabs in the labs for modal analysis. 
 

 
Fig. 5 The coordinate system of the finite element model (left is isometric view, right is front view) 
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Table 3 . Comparison of modal frequencies by ANSYS modeling and FDD of the responses due to random excitation 

- - Horizontal Horizontal Vertical Y+ bending along Z  Bending  along X Torsion in  XY Bending  along X 

0% 
Delaminated 

ANSYS (HZ) 15.52 20.90 31.46 69.13 81.68 165.80 

FDD (HZ) 15.76 20.76 31.77 68.03 83.04 166.08 

22.2% 
Delaminated 

ANSYS (HZ) 14.70 - 27.38 51.99 - - 
FDD (HZ) 14.76 - 27.01 50.77 - - 

51.9% 
Delaminated 

ANSYS (HZ) 14.73 16.26 26.98 50.81 - - 
FDD (HZ) 14.01 17.51 27.51 49.47 - - 

74.1% 
Delaminated 

ANSYS (HZ) 9.41 - 24.91 42.78 - 81.39 

FDD (HZ) 9.00 - 24.01 44.77 - 84.54 
 

 
(a) for undelaminated model, frequency is 31.46 HZ  (b) for 22.2% delaminated model, frequency is 27.38 HZ 

Fig. 6 The mode shapes for the undelaminated model and the 22.2% delaminated model 

 
Fig. 7 Comparison of mode shapes by FDD, SSI and ANSYS model for 51.9% delaminated model at frequency of 27.26 HZ 
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Conclusions 
 
This paper studies delamination detection of reinforced concrete slabs by modal identification of velocity responses. Four 
concrete plates with different sizes of plexiglasses inside to simulate delaminations were built and dynamic tests were con-
ducted on them. In the analysis of real measurements, multiple identification methods are recommended to be applied in 
modal analysis to get more confidence. In this paper, peak-picking, frequency domain decomposition and stochastic subspace 
identification methods were used. The frequencies obtained by the three methods matched very well, and the mode shapes 
obtained by FDD and SSI agreed excellently. The damping ratios were also obtained by SSI. 
 
Finite element (FE) models of concrete slabs were established by ANSYS software. Since the modal characteristics are sensi-
tive to boundary conditions, the wood supports in this study must be modeled properly instead of using idealized simply sup-
ported conditions. The contact elements were used in modeling the real contacts between concrete and wood. The frequencies 
and mode shapes for most low order modes calculated by FE models agreed well with those identified from test data.  It is 
concluded that the finite element models can approximately model delaminated concrete slabs for modal analysis.  
 
Comparisons of modal frequencies and mode shapes for the concrete slabs with different delamination degrees showed that 
changes in frequencies and mode shapes indicate the occurrence and degree of delamination. The frequencies decrease with 
the increase of delamination sizes. From Table. 2, the damping ratios increase with the increase of delamination sizes, this 
needs further research due to the complexity of damping. The mode shapes have abrupt changes in delamination areas, basi-
cally the response in those areas are bigger than the corresponding parts of undelaminated models.  
 
More sensitive damage indicators of delamination are under study. Further work is necessary on more accurate and practical 
finite element modeling. Regarding the experiments, concrete decks with real delamination and more dense sensor arrays 
would be very beneficial for the future research. 
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ABSTRACT 

Feature staircases in modern offices are often very slender and lightweight structures with minimal damping. This, combined 
with quite onerous human dynamic excitation, can result in large responses that cause discomfort and concern to occupants. 

This paper presents the results of a study into the use of a semi-active tuned mass damper for mitigation of excessive 
vibrations in a staircase structure. A number of semi-active vibration control strategies are evaluated and other performance 
considerations, such as off-tuning and the effects of time delays, are investigated. 

Semi-active control is demonstrated to be a feasible technique for mitigation of human-induced vibration in staircases. 

1 INTRODUCTION 

Modern materials have an increasing strength to weight ratio, allowing engineers to design more slender structures than their 
predecessors. These designs are widely accepted as being more aesthetically pleasing, while being structurally more efficient 
solutions. As a consequence of these developments, modern staircases tend to have low natural frequencies, coinciding with 
the lower harmonics of human pacing, due to a low stiffness to mass ratio [1]. This feature, coupled with low natural 
damping means they are struggling to meet their vibration serviceability criteria. Previous solutions to this have generally 
involved increasing the stiffness, often with the use of props under the half-landings. However, passive tuned mass dampers 
(TMDs) and semi-active tuned mass dampers (STMDs) are shown to be capable of significantly suppressing the human-
induced vibration with a lesser impact on their architectural feature.  

TMDs comprise of a secondary mass that is proportionally small in comparison to the mass of the primary structure and is 
connected to it through a spring-dashpot as shown in Fig. 1(a). They are often designed to target specific problematic modes 
of vibration in the structures for which they are designed and thus are not effective in suppressing other resonances. TMDs 
resonate close to the frequency of the problematic mode and thereby increase the damping of the primary structure around 
this mode [2]. Vertical TMDs are already used on footbridges such as the Abandoibarra Bridge in Spain and the Millennium 
Footbridge in London to reduce the effects of footfall induced vibration. 

STMDs, also referred to as controllable passive devices, can be considered as a potential improvement to the passive TMDs. 
They comprise of alterations in the damping and stiffness features of the TMD in real-time, to improve performance as well 
as efficiency over a broader range of frequencies. For example, magnetorheological (MR) damping elements are used to 
replace the passive dashpot in a TMD, as shown in Fig. 1(b). 

An MR fluid contains micron sized particles dispersed within a carrier fluid, usually oil, that when subjected to a magnetic 
field, align in the direction of the flux, altering the yield strength of the fluid in milliseconds. The yield stress can therefore be 
very accurately adjusted through changes in the strength of the magnetic field, which can be calculated using the Bingham 
model [3]. The time response of an MR damper is non-linear, with the exact time varying according to the change in current 
supplied. The greater the change in current the faster the response time [4]. 
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A number of control algorithms have been developed in the past. For example, Pinkaew & Fujino [5] used an ideal condition 
of active damper and minimised the difference in performance. However, much of the recent research has focused on the use 
of groundhook logic [4, 6-9]. This takes its name from the idealised situation, given in Fig. 1(c), of a damper connecting the 
main system to the ground [10]. This is achieved by varying the semi-active damping element between two fixed values: off-
state damping and on-state damping. 

 

 

 

 

 

 

 

Fig. 1 2DOF system models of a structure with a (a) TMD (b) STMD, where (c) shows the ideal configuration of a 
groundhook STMD 

This paper explores the use of some semi-active control strategies, developed by researchers in the past, for mitigation of 
human-induced excitation in a staircase structure. Modal properties of a case study staircase, used in the analytical studies, 
are derived from a Finite Element (FE) model. A passive TMD is designed based on these and various semi-active control 
studies are also undertaken. 

Section 2 introduces some semi-active groundhook control strategies developed in the recent past. In section 3, the modal 
properties of the staircase structure are presented, as derived from the FE modelling, along with the nature of the forcing 
function used. Section 4 presents the vibration mitigation performances of passive and semi-active TMDs; while Section 5 
explores the influence of the damper response time on the performance of the semi-active TMD and some conclusions are 
presented in section 6. 

2 SEMI-ACTIVE GROUNDHOOK CONTROL TECHNOLOGIES 

The semi-active groundhook control strategy is the approach used in this work. Amongst the semi-active groundhook control 
technologies, one of the simplest forms is the on-off velocity based groundhook TMD (VBG). For this, the damping is 
switched between a minimum and maximum level according to the following equations: 

  ( ) max0s d dx x x c c− ≥ → =  (1)  ( ) min0s d dx x x c c− < → =  (2) 

With another approach proposed by Setareh [9], the damping of the groundhook STMD is varied between a minimum and 
maximum level according to equations (3) and (4). G is a constant gain factor. Damping between the values of cmin and cmax is 
proportional to the modulus of the velocity of the primary mass, which is shown graphically in Fig. 2(a). The gradient of the 
line between cmin and cmax is the value of G, which has an experimentally determined optimum. 

 ( ) { }max0 min ,s s d d sx x x c G x c− ≥ → =  (3)  ( ) min0s d dx x x c c− < → =  (4) 

Koo & Ahmadian [7] used the constraints defined in equations (3) and (4) to produce the following alternative continuous 
VBG equation, which has been adopted in subsequent research: 

 min max,s
d d

s d

x
c G c c c

x x
= ≤ ≤

−
  (5)  

where G again is a constant gain factor determining the gradient of the line shown in Fig. 2(b). This provides a simpler 
model, bound by a single equation with limits, and is shown to provide a better performance as it accounts for the relative 
velocities when determining the intermediate damping values. Using equation (5), it can be seen that the diagonal line in Fig. 
2 would intercept the axis at the origin. Thus, a large value of gain places the line approximately vertically along the y-axis,  
effectively creating an on-off damper, shown in Fig. 2(c); while a very low value would mean it never reaches cmin, creating a 
passive TMD. A further extension of the groundhook control, the displacement based groundhook, was proposed by Koo et 
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al. [4, 6]. This follows the original logic but the relative velocity is, in this case, multiplied by the displacement of the 
primary mass, shown below for the on-off DBG: 

 ( ) max0s d dx x x c c− ≥ → =  (6)  ( ) min0s d dx x x c c− < → =  (7) 

and the continuous DBG: 

 min max,s
d d

s d

x
c G c c c

x x
= ≤ ≤

−
 (8) 

 

 

 

 

 

 

 

 

 

Fig. 2 Range of damping values according to (a) Setareh [equations (3) and (4)] and (b) Koo & Ahmadian [equation (5)], 
with (c) showing a high gain (G) resulting in an on-off damper 

3 MODELLING AND FORCING FUNCTION 

This section covers the FE model of the staircase and the forcing function. The FE model is used to calculate the dynamic 
properties of the staircase, while the forcing function is developed to impose a walking/transient force on the staircase subject 
to a group loading situation. 

3.1 Finite Element Model 

A finite element model of a staircase, with a known vibration serviceability problem, produces five natural frequencies below 
30Hz, two of which are below 10Hz. ISO [11] and SCI [12] recommend fundamental frequencies of above 9 and 12Hz, 
respectively to avoid vibration serviceability problems, confirming the potential vulnerability of the staircase to human-
induced vibration. The results show a fundamental frequency of 8.5Hz in the vertical plane, with the peak of the mode 
positioned approximately at midspan. It is therefore appropriate to model the effectiveness of a TMD and STMD attached to 
the staircase under the half landing. A modal mass of 4070kg is also calculated, while a modal damping ratio of 0.5% is 
assumed, as recommended in SCI Guide P354 [12]. 

3.2 Forcing Function 

The loading modelled considers a group of 9 persons descending the staircase, with a footfall frequency of 4.25Hz, 
represented by equation 9. 

 ( ) ( ) { }cos 2 .i r iP t Wg G f tα π ϕ=  (9)  

where W is the average mass of a person, taken as 72.5kg [13],  is the DLF at the ith harmonic, Gr is the group loading 
factor, f is the frequency of the ith harmonic and  is the mode shape, accounting for the spatially varying nature of the load. 
The dynamic load factor is interpolated from the experimental data provided by Kerr & Bishop [14], while the group loading 
factor is interpolated from the experimental data provided by Bishop et al. [15]. This produces a peak amplitude of 332kN, 
with loading over a duration of 9.75s. 
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4 ANALYTICAL STUDIES 

The staircase is modelled as uncontrolled, then with a TMD and STMD attached under the half landing. To appreciate the 
principles of semi-active control, the influence of varying the damping and stiffness properties of the TMD are carried out in 
this section. The various groundhook controls are then explored, varying their properties and detailing the effect on 
performance. 

4.1 Passive TMD 

The TMD’s parameters are determined according to the following equations set out by Den Hartog [16]: 

 d

s

m

m
μ =  (10)  

( )
, 3

3

8 1
d opt

μ
ξ

μ
=

+
 (11) 

 
1

1
d

opt
s opt

ω
κ

ω μ
= =

+
 (12)  d

d
d

k

m
ω =  (13) 

where μ is the mass ratio,  is the damping ratio and  is the frequency ratio. A mass ratio of 0.04 is used to minimise the 
additional mass to the structure while still producing adequate performance. The response of a SDOF model of the staircase, 
subject to the excitation at resonance, is given in Fig. 3(a). The model is increased to a 2DOF system, with the addition of a 
TMD and the response, shown in Fig. 3(b), exhibits a reduction in peak RMS acceleration from 3.94m/s2 to 0.43m/s2.  

 

Fig. 3 The acceleration time histories of the staircase with (a) no damping device and (b) a passive TMD, subject to loading 
at 8.5Hz 

 

Fig. 4 The effect of the TMD (a) damping ratio and (b) stiffness on the amplitude of the structure over the given frequency 
range 
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Fig. 5 The performance of each damper across the 
frequency range 

Applying the forcing function at discrete intervals of 0.01Hz, over the frequency range of 6.5 to 11Hz, produces frequency 
response curves representing the peak RMS amplitude at each interval. This is shown in Fig. 4(a) and Fig. 4(b) in which 
parameters of damping and stiffness of the TMD are varied respectively. Increasing the damping ratio reduces the amplitude 
of the peaks at the expense of an increase in the valley. It is noticed that with an increase of 40% from the optimum, the 
response becomes a single peak; this is known as a saturation level, at which coupling of the TMD and structure occurs. 
Increasing the stiffness decreases the left peak, while increasing the right peak and vice versa. This continues in either 
direction until there is just a single visible peak and thus the stiffness is seen to have two saturation values, one above and one 
below the design value, for which coupling of the damper and structure occurs. 

4.2 Semi-Active Tuned Mass Dampers 

The damping ratio of the passive TMD is varied according to the on-off VBG and on-off DBG controls. The time delay of 
the MR damping element in this case is taken to be 15ms as specified in the current literature by LORD [17]. They are 
optimised by varying the values of on-state and off-state damping 
to minimise the peak RMS acceleration, with their performance 
shown in Fig. 5. The DBG control is found to optimise with the 
same values for on- and off-state damping, meaning the damper is 
in a passive state. The increase in performance noticed over the 
passive device is due to the nature of the tuning equations used for 
the passive device, which appear to optimise for displacement. 
However, the VBG exhibits a much greater level of performance, 
while also displaying a general leftward shift in the frequency 
response. 

Introducing the gain feature to the on-off VBG creates a variable 
VBG, in which both Koo & Ahmadian’s and Setareh’s equations 
are modelled. Both of these gain values optimise at very high 
values, therefore producing an on-off damper. The frequency 
response of Koo & Ahmadian’s tuning equation is shown in Fig. 
6, with a similar response experienced using Setareh’s equations. 
Due to the passive nature of the DBG it is not possible to test 
the effects of gain on the performance. 

            

Fig. 6 The effect of varying the gain for a VBG (according to Koo & Ahmadian) 

Fig. 7 and Fig. 8 independently vary one of the damping parameters while maintaining all other variables as constants. Fig. 
7(a) varies the value of on-state damping of the VBG around its optimum value. Increasing the damping reduces the left peak 
and increases the valley, while the right peak exhibits a minimum value. Fig. 7(b) varies the value of off-state damping of the 
VBG around its optimum value. The left peak reduces and the valley increases with an increase in off-state damping, while 
the right peak is seen to reduce. Unlike the on-state damping there is no optimum damping value exhibited in the right peak. 
The damping of the DBG is varied in Fig. 8, where (a) shows that an increase in the on-state damping increases the right 
peak, with a proportionally small change in the left peak; (b) shows that increasing the off-state damping reduces the right 
peak while increasing the valley. 
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Fig. 7 Effect of varying the (a) on-state damping ratio and (b) off-state damping ratio on a VBG TMD 

 

Fig. 8 Effect of varying the (a) on-state damping ratio and (b) off-state damping ratio on a DBG TMD 

5 THE EFFECT OF DAMPER RESPONSE TIME 

The effect of the time delay is assessed in two different ways. The first approach selects three different time delays and 
optimises the controls for each of the time delays. The second approach selects one time delay, of which the dampers are 
optimised to, and then the time delay is off-tuned and its effects on performance recorded. 

5.1 Optimised to Varying MR Time Responses 

The results of the previous section, with a time delay of 15ms, are combined with optimisations using 5ms and 10ms delays. 
10ms is used in the studies conducted by Setareh [8, 9] providing what is currently a realistic damper response time, while 
techniques such as overdriving the damper [4] are likely to yield much lower response times in the future; thus 5ms is felt to 
be relevant. The optimised parameters, along with their peak response RMS accelerations, are provided in  

Table 1. The Damping values provided are presented as a ratio with passive device. Fig. 9(a) displays the response of the on-
off VBG, where the 10ms response provides the greatest increase in performance, while all three provide large gains over the 
passive equivalent. Fig. 9(b) shows the frequency responses for both Koo & Ahmadian’s and Setareh’s equations of the 
VBG. It is noticed that there is little difference between the two but Koo & Ahmadian’s equation does perform marginally 
better in each case. Both the 5ms and 10ms responses improve with an optimisation of the gain, while the 10ms response 
time once again provides the best performance. For the DBG, both the 10ms and 15ms responses optimise to a passive 
device, while the 5ms shows significant improvements, however, this is not improved further by making the device variable. 
The peak response of each device, with each time delay, is given in Fig. 9(d) as a percentage reduction in amplitude over the 
passive equivalent. From this it is clear that the variable VBG according to Koo & Ahmadian’s equation is the best 
performing control with a 27% reduction over the passive TMD. 
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Table 1 The parameters of the optimised dampers with their respective peak accelerations (damping is provided as a ratio 
with the passive TMD) 

Time 
Delay 

Damping Control Off-State 
Damping 

On-State 
Damping 

Gain Peak Acceleration 
(m/s2) 

N/A Passive 1.00 1.00 N/A 0.4320 
5m

s 

On-Off VBG 0.72 1.63 N/A 0.3574 

Variable VBG (Koo) 0.72 1.63 4x104 0.3512 

Variable VBG (Setareh) 0.72 1.63 1x106 0.3515 

On-Off DBG 0.10 13.26 N/A 0.3371 

Variable DBG 0.10 13.26 > 4x1010 0.3371 

10
m

s 

On-Off VBG 0.21 9.95 N/A 0.3196 

Variable VBG (Koo) 0.21 9.95 1x106 0.3140 

Variable VBG (Setareh) 0.21 9.95 6x107 0.3147 

On-Off DBG 1.15 1.15 N/A 0.4218 

Variable DBG 1.15 1.15 N/A 0.4218 

15
m

s 

On-Off VBG 0.10 4.20 N/A 0.3485 

Variable VBG (Koo) 0.10 4.20 > 3x108 0.3485 

Variable VBG (Setareh) 0.10 4.20 > 9x108 0.3485 

On-Off DBG 1.15 1.15 N/A 0.4218 

Variable DBG 1.15 1.15 N/A 0.4218 

5.2 Off-Tuning the MR Time Response 

The dampers are optimised to a MR time response of 5ms as this offers the largest variety of controls to assess for off tuning. 
Each of the VBG controls, shown in Fig. 10(a-c), exhibit a reduction in the left peak with an increase in the time delay. The 
right peaks either exhibit, or would exhibit, an optimum value if the range of off-tuning was increased. In comparison the left 
peak of the DBG contains an optimum value, with only small changes, shown in Fig. 10(d), while the right peak produces 
proportionally large responses to the off-tuning. Fig. 11 plots the peaks of these responses, clarifying the DBGs greater 
sensitivity to changes in the time response of the MR damping element. Underestimating the time delay in this case would 
predict a level of performance in excess of what would be achieved in reality. 
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Fig. 9 Frequency profile for an (a) on-off VBG TMD, a (b) variable VBG TMD and a (c) on-off DBG TMD optimised to 
different time delays, where (d) is the percentage reduction in peak acceleration of each control from the peak acceleration 
of the passive TMD, with varying time delays [(K) and (S) represent Koo & Ahmadian’s and Setareh’s method of control 

respectively] 

 

 

Fig. 10 Performance of the (a) on-off VBG TMD, (b) variable VBG TMD (K), (c) variable VBG (S) and (d) on-off DBG with 
off-tuned time delays 
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Fig. 11 Peak RMS acceleration with an off-tuned 
time delay, subject to different control algorithms 

6  CONCLUSION 

This paper presented a computational analysis of a passive tuned mass 
damper (TMD) and a semi-active tuned mass damper (STMD) in the 
reduction of the peak acceleration response of a staircase. The passive 
TMD was optimised using Den Hartog’s equations, while the STMD 
was optimised by varying the off-state and on-state damping ratios 
and the gain. The parameters of the dampers were varied, with results 
that were in general agreement with previous studies. The STMD 
showed substantial gains in performance over the passive TMD in 
most instances.  

When optimising the controls to varying time delays the variable 
VBG controls, with a 10ms delay, produced the best reduction in 
acceleration; with the DBG only optimising beyond a passive TMD 
with the 5ms time delay. Throughout each analysis the variable 
control technique proposed by Koo and Ahmadian was seen to 
perform marginally better than the control proposed by Setareh, while 
the variable DBG at no point offered any increase in performance over 
the on-off DBG. Further modelling of the time delays are required in 
which a more accurate time history representation of the response 

could be modelled, as opposed to the simplified on-off delay used here. 

Off-tuning the time delay was found to have little effect on the performance of the VBG, but a much greater effect on the 
DBG, where its performance increased with a decreasing time delay. It would be interesting to extend the range of the off-
tuning and also to assess this with other base time delays. 

In future research it would be beneficial to calculate the reduction in mass that could be achieved by using a semi-active 
device over a passive device, while maintaining the same performance. 
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Abstract

For health monitoring of bridge structures, vibration response-based methods offer several advantages due to the
global nature of the approach. Vibration based structural health monitoring identify damage by detecting the ab-
normal changes in the dynamic characteristics such as the frequencies and mode-shapes extracted from the vibration
response. However, the environmental fluctuations in temperature, radiation, convection, and humidity may change
the dynamic characteristics of a bridge structure sometime more than those caused by structural damage and thus
mask the damage effects. A method is being demonstrated to estimate the change in the dynamic characteristics di-
rectly from the body temperature measurements to separate them from those caused by the damage. In this paper, we
use the stochastic subspace system identification technique to estimate the frequency, given the temperature records
at specific locations within the bridge. The data used for development and validation of the presented approach has
been generated using a finite element analysis capable of translating thermal environmental condition. In this paper,
the finite element analysis setup and the identification approach used are presented. It is observed that the temper-
ature and frequency records have prominent yearly and diurnal trends and the relation between temperature values
and modal frequencies is nonlinear. A straightforward use of the stochastic identification approach does not provide
acceptable frequency estimations, especially when tested on data for different environmental conditions. However,
these observed seasonal and diurnal trends motivate us to use filters to improve the results of the identification model
over an extended duration spanning the seasonal variations. The identified model is tested for both reproduction and
generalization performances over seasonally varying thermal conditions and, in spite of nonlinear effects, the model
is shown to provide very good estimates of the system frequencies in the simulation study even under the influence
of large measurement noise.
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Introduction

The need to safely operate and maintain civil infrastructure effectively and continuously requires cost effective and
reliable automated algorithms to detect localizes and quantifies damage. The techniques that have been currently
researched and developed can be broadly classified as local and global. Local techniques are much more accurate
but are expensive and as the name suggest requires fair amount of knowledge of location of damage. The global
techniques rely on global responses to detect, locate and quantify damage. Moreover, a combination of these two
class of technique can be used to achieve a efficient and accurate structural health monitoring (SHM) strategy.
Vibration based techniques belongs to class of global techniques. Vibration response-based techniques can be further
divided in to model updating approaches and modal parameter-based approaches. In a model updating approach,
one estimates the changes in system matrices from the measured response by using some optimization methods. In
modal parameter-based approach, one first extracts modal properties such as frequencies and mode shapes for use in
the damage identification. This study is concerned with the modal parameter-based approaches, as the accuracy of
modal parameter based approach is highly dependent on the accuracy of the calculated modal parameter. It is well
established by now that the modal frequencies and mode shapes serves as appropriate feature for damage detection,
but this set of damage features are also affected by thermal environmental conditions.

Environmental and operational variations such as varying temperature, loading and boundary conditions can
affect the dynamic response of the structure to an extent that it cannot be ignored. It is observed ([1]) that
environmental factors can produce changes in modal frequencies which can often be big enough to mask the change
in modal frequency due to actual damage in I-40 Bridge over Rio Grande in New Mexcico. Similar conclusion was
reported by using the experimental data collected on Z-24 Bridge ([2]) in Switzerland. Field tests on a steel-concrete
composite two-span bridge reported temperature induced variations in modal frequency of up to 2% in a given day
([3]). The problem of SHM is further complicated by interfering environmental and operational condition.

A linear adaptive filter to predict the frequency of Almosa Canyon Bridge (in New Mexico) given the recorded
temperature on the bridge was proposed in [4]. The adaptive filter weights were obtained by a training process which
included data from a summer day (one sample per hour for 24 hours) in 1996 and the filter was tested on data (one
sample per hour for 12 hours) from approximately the same temperature regime around the same time in 1997. A
further study in [5] employed a combination of AR (Auto Regressive) and ARX (Auto Regressive with eXogeneous
inputs) modeling to extract damage sensitive features, auto-associative neural network to separate the damage and
environmental effects, and hypothesis testing called sequential probability ratio test to infer about the damage state.
Although motivated by bridge damage detection problem, the example problems of identification for a computer
hard drive and a multi degree of freedom model are presented. Another study ([2]) used ARX model to determine
the effect of temperature change on the frequency. The authors were able to identify damage by comparing the first
four recorded modal frequencies to the modal frequencies and their respective bounds estimated by an identified
ARX model. They observed a bilinear relationship between temperature and frequency with the transition around
0oC. In this analysis the low-temperature data were dropped to avoid the bilinear relation between temperature and
frequency. The main focus of this study was damage detection in presence of environmental effects and localization
and quantification of the damage were not addressed. Support vector machine are used to construct a nonlinear
regression model ([6] and [7]) which relates modal frequencies to recorded temperature. Data recorded at Ting Kau
Bridge in Hong Kong, which is a multi-span cable-stayed bridge carrying a dual three-lane carriage-way was used in
[6]. The data used was 770 hours long that was collected at every hour. Alternate points (385 points) in the recorded
data were used for regression parameter estimation and the left over points for testing the model. The results show
sufficient degree of correspondence between the estimated and recorded frequency. Same data set is used in [7], but
improved by applying PCA to reduce the size of measurement quantities needed for identification purposes.

Another set of techniques based upon principal component analysis (PCA) have been researched in [8], [9], [10],
[11] with good potential for damage detection under varying environmental condition. The underlying assumption
for applying PCA is that temperature induced variations in data are orthogonal to changes induced by damage. Use
of PCA was demonstrated in [8] on the data recorded on a simulated three span bridge and a scaled down wooden
bridge case. In the companion paper ([9]), use of local PCA was demonstrated for dealing with nonlinearities in the
temperature-frequency dependence. The method involved a two-step procedure, namely, clustering of the data space
into several regions and then the application of PCA in each local region. The authors also applied their method to
Z-24 Bridge data. PCA was applied to the time series data of identified stiffness values of members for a 2 bay × 2
bay, 4 story simulated model of a steel building (IASCM-ASCE benchmark problem) in [10]. Nonlinear PCA through
the use of auto associative neural network was studied in [11] to detect abnormal variations in stiffness values. The
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technique was demonstrated on a simply supported bridge model with nine line-elements including four elements
representing concrete decks, three elements representing steel decks paved with asphalt, and two elastic springs. The
author included temperature, humidity and varying boundary conditions in his simulations. Though the model,
which has been used, is not a true representation of actual complexity of the bridge, the method demonstrates the
potential to detect anomalous changes.

Most of the studies referred above are experimental studies and thus limits the testing of algorithm for robustness
properties. The limitation is a practical constraint as most of the time it is not possible to damage a fully functional
structure or and even in cases where it is possible there is not much freedom to repeatedly to do so without being
affected by the previous state of the bridge. On the other extreme, researchers have used simplified beam models to
represent concrete girder, which limits the spatial effect. Thus a numerical model is needed that can mimic the effect
of environmental condition on modal characteristic which are often used for vibration-based SHM. Till recently the
main aim of applying finite elements based thermal analysis to an actual bridge is to generate data for design purposes
([12], [13], [14]). A step further is needed to enhance these models for calculating the temperature dependent modal
frequency variations. It is important to understand and take into account the effect of environmental variable when
developing SHM techniques to be applied in real world scenario. In this study an effort has been made to study the
mechanism by which environmental temperature variations effect the modal frequencies. As an example, we consider
a typical medium span concrete box girder and T-beam systems subjected to the external thermal environment
defined by actual recorded data at a site in Elizabeth City, North Carolina, USA ([15]).

Finite Element Analysis

The modal characteristics are known to be effected by various environmental factors such as thermal conditions,
humidity, moisture, freezing, thawing etc. Though all factors have their own share of influences, in this study
environmental thermal influences are considered. This section briefly explains the step involved in finite element
analysis aimed at translating thermal environmental conditions to modal frequency variations. The analysis is
applied to two kinds of concrete bridge decks and the results are presented. These results are used in subsequent
data driven studies to develop a computationally inexpensive damage detection process.

Numerous techniques are available to extract modal frequencies from vibration response of a structure. There-
fore this analysis have been setup assuming that modal frequency estimation can be performed using the existing
techniques. The process of calculating modal frequencies begins with defining the geometric dimensions of the bridge
deck, temperature dependent structural properties and thermal properties of materials corresponding to each com-
ponent of the bridge deck. The next step is to define a mesh with density which can provide accurate enough modal
frequencies while maintaining an acceptable computational load. While setting up the mesh the main aim of execut-
ing this analysis is to capture the trends in modal frequencies. In this simulation the modal frequency is calculated
at every hour, thus the temperature distribution has to be calculated at end of every hour. To start the analysis,
initial condition on each node is needed, which is calculated by applying the appropriate boundary condition using
the environmental records at zero hours. The solar irradiance is applied on the top surface as heat flux, while the
ambient temperature is used as the bulk temperature for convection boundary condition that is applied to all open
surfaces. Once the initial condition is established a transient thermal analysis for one hour duration is conducted
using a boundary condition applied in the above explained manner and linearly varying over the hour duration. The
temperature obtained at the end of one hour is then used to calculate stiffness matrix using temperature dependent
modulus of elasticity. This analysis is then followed by a thermo-elastic analysis, which computes the amount of
stress generated due to given temperature field and physical boundary conditions. The stress analysis can be done
independently of thermal analysis because the fastest dominant frequency in temperature are much smaller that the
structural frequency. The stress matrix calculated is then used to calculate the geometric stiffness which is then
combined with structural stiffness matrix and used by the modal analysis step. Once the modal analysis is complete
the transient analysis is conducted over the next hour using thermal distribution at end of first hour and linearly
varying boundary conditions between first and second hour. This is then followed by stress and modal analysis. The
cycle is repeated till the desired time and at the end of each cycle temperature at some particular nodes and modal
frequencies are recorded into a file.

The analysis is conducted on simply supported slab to validate the analysis procedure. The data used for
validation has been taken from [16]. The dimension of the slab is shown in figure 1, the environmental temperature
and radiation records are shown in figure 3. For this example the direct solar irradiance is used as the heat flux value
on the top surface and the diffused solar irradiance is used as heat flux on side and bottom surfaces.
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Figure 1: Dimension and support configuration of the slab.

Figure 3(a) and 3(b) shows the variation of modulus of elasticity of concrete ([17], [18]) and asphalt [19]. Though
the asphalt layer has not been used in this example, but it has been used in box and T-beam girder whose results have
been discussed later in this section. Other required parameter values are: Concrete mass density = 2316.6 Kg/m3,
coefficient of thermal conductivity for concrete = 1.74 W/moC, specific heat value for concrete = 960 J/KgoC and
coefficient of thermal expansion = 13× 10−6 /oC. The dependence of the coefficient of convection on wind speed v
is represented by equation 1 ([20], [21]). In absence of wind velocity records a constant wind velocity of 3m/s has
been assumed.

β =

{
5.6 + 4× v v ≤ 5m/s
7.2× v0.78 v > 5m/s

(1)

The recorded temperature and calculated temperature have been shown in figure 4 and they show good correspon-
dence. The recorded and calculated first modal frequency have been compared in figure 5. Note that the calculated
frequency is a deterministic quantity, while the recorded frequency is a estimated quantity and will have errors asso-
ciated with estimation. These results show that the analysis has the capability of estimating modal frequency under
thermal environmental condition.

Few of the commonly used bridge girders are studied using the above mentioned finite element analysis setup.
The cross-section dimensions are shown in figure 6. The box girder has a length of 34 m and the T-beam girder has
a length of 22.5 m, both the beams are simply supported. A 5 cm thick layer of asphalt is applied on both bridge
girders whose temperature dependent modulus of elasticity property is shown in figure 3(b), the concrete modulus
of elasticity variation is given in figure 3(a). Other required parameter values are: Concrete mass density = 2400
Kg/m3, asphalt mass density = 2200 Kg/m3, coefficient of thermal conductivity for concrete = 1.8 W/moC and
for asphalt =1.45 W/moC, specific heat value for concrete = 808 J/KgoC and for asphalt = 1024 J/KgoC. The
dependence of the coefficient of convection on wind speed v is again given by equation 1. The thermal boundary
conditions on the boundary elements have been defined using environmental records as shown in figure 7.

(a) (b)

Figure 2: Site (a) temperature, (b) solar irradiance records.

276



(a) (b)

Figure 3: Modulus of elasticity (a) concrete, (b) asphalt.

(a) (b)

Figure 4: Recorded and estimated temperatures at top and bottom sensors attached to the slab.

Figure 5: Percentage change in first modal frequency.
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(a)

(b)

Figure 6: Dimension of bridge girder used in the study.
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Figure 7: Environmental thermal conditions over a duration of one year in Elizabeth City, North Carolina, USA.
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Figure 8: (a) Temperature values recorded within box girder at specified sensor locations, (b) Modal frequency of
simply supported box girder sampled at a rate of one hour.

Although temperature at all the indicated sensor location have been recorded, but for the purpose of brevity
only few records are plotted in figure 8(a), similarly in the case of modal frequencies first ten frequencies have been
recorded but only three have been plotted in figure 8(b). Signals with additive white noise are also plotted in red
and the full year data has been divided into three smaller data sets, these features in the plot has nothing concerning
the finite element simulation, but will be utilized in the next section. Similar figures are plotted for the T-beam
example in figure 9. It is seen through data analysis that both temperature and modal frequency records have annual
and daily harmonics trends among few others when seen in frequency domain. To develop a more objective and
computationally inexpensive technique for structural health monitoring we focus on system identification technique
which can perform the tasks of SHM in the presence of environmental influences.

System Identification Based Approach

In this section a system identification based approach is adopted to create a numerical representation of the healthy
structure. Damage detection can be performed by studying the deviations of the output quantity from the baseline
model. In this section subspace identification is used and hence the identified model is in the state space form. The
identified model is of the form:

xk+1 = Axk +Buk +wk (2)

yk = Cxk +Duk + vk

with: x1 = x̃o k = 1, 2, 3, · · ·

where u is (p× 1) input temperature vector, y is (q×1) output modal frequency vector, x is (n×1) the state vector,
A is (n×n) system dynamics matrix, B is (n×p) input transform matrix, C is (q×n) output matrix and D is (q×p)
direct feed-through matrix. Here p is the number of input temperature, q is the number of output frequencies and
n is the number of states or order of the model. The term wk is a (n × 1) vector which represents uncertainties in
input-output relation and is called as process-noise. The term vk is a (q×1) vector which represents sensor noise and
is known as measurement-noise. The state vector and matrices are abstract quantities in the model and in general
may not have any physical meaning.

N4SID (Numerical Algorithms for State-Space Subspace Identification) algorithm has been used for subspace
identification (it is noted that the identified state space model is linear and time-invariant). The mathematical
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Figure 9: (a) Temperature values recorded within T-beam girder at specified sensor locations, (b) Modal frequency
of simply supported T-beam girder sampled at a rate of one hour.

underpinnings of the algorithm are explained in references [22] and [23]. Herein the use of the model based on
equation 2 implies that a linear model is used to represent the temperature-frequency relationship. However, it is
observed that scaling the temperature by twice does not result in proportional scaling of frequency and hence the
temperature-frequency relationship is not linear. It is difficult to quantitatively comment on suitability of using a
linear model to represent a nonlinear relation but it is assumed that these nonlinear effects are small enough to be
treated as process noise. The suitability of such application is justified by the results.

To define the structure of state-space model in equation 2 completely, number of inputs (p), number of outputs
(q), model order (n) are to be specified and initial state vector (x̃o) is to be assumed or determined from the
simulation data. The problem studied in this section has ten temperature reading, thus number of inputs is ten and
four frequencies are considered, thus the number of outputs is four. Model order selection is done by comparing the
performance of system in different region of operation is adopted. To achieve this task the measure of performance
is chosen to be ‘goodness of fit’ value as given by equation 3. Here y is simulation output of the identified model
and ytarget is the measured output against which the simulation output has to be judged. The goodness of fit value
provides a measure to explain the percentage of the output variation that is explained by the model and it can vary
between a large negative value, to a value of 100%.

GOF = 100×

(
1−

‖y − ytarget‖2
‖ytarget −mean(ytarget)‖2

)
%, ||.||2 = 2 norm (3)

To compute goodness of fit for a given model and input-output data set, the model needs to be simulated with
the given input data (u) and some initial state vector (x̃o) to compute the output (y). The value of initial state
vector is calculated such that it minimizes the one step prediction error norm between the model output and recorded
output data for specified number of starting data points. The selection of initial state estimation length is also done
parametrically by comparing the performance in both seen and unseen data. In addition to testing the capabilities
of N4SID for finding temperature-frequency relation, the method is also tested for robustness by using input-output
data with additive gaussian-white-noise whose standard deviation is 10% of the standard deviation of the signal.
Figure 8 shows the input and output of the system. The figure shows three data regions namely ‘Data1’, ‘Data2’

and ‘Data3’, here ‘Data1’ and ‘Data3’ belongs to the colder duration of the year while ‘Data2’ belongs to the warmer
duration of the year.

To elaborate on the discussion presented above results of box girder bridge with additive gaussian white noise
has been presented in detail, while only final results are being presented for T-beam girder. Figure 10 presents the
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(c) Performance in Data3

Figure 10: Reproduction and generalization performance of model identified using Data1 for first modal frequency.
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Figure 11: Comparison of recorded and estimated first modal frequency on different data regions with a model of
order 4 identified using ‘Data1’.

performance of model identified using ‘Data1’ and then tested for reproduction and generalization performance. It
is observed that the model order with best performance in reproduction is also the best for generalization. Also the
model identified using the winter duration data (‘Data1’) does not perform well in summer duration data (‘Data2’ ).
It is seen through time domain comparison that not only the generalization performance is poor, the estimated
frequency starts to drift away from the recorded data in previously unseen data regions.

To improve the performance of the model identified through subspace identification process it is observed that
there are seasonal trends in the data which are slow enough that do not need to be related using the dynamic model
such as state space. Thus the slowly varying or low frequency components in both temperature and modal frequency
records can be filtered out and only the remainder is used in the identification process. Similarly when simulating
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Figure 12: Comparison of recorded and estimated first modal frequency on different data regions with a model
identified using ‘Data1’ (a) model order 4 used for box girder, (b) model order 5 used for T-beam girder.

with the identified model the the low frequency component should be striped off the input temperature record and the
output should be compared to high frequency content of the modal frequency record. For the purpose of presenting
the result the low frequency content of the modal frequency record has been added back to model output and plotted
in figure 12. To filter out the low frequency component a FIR filter has been used with cutoff frequency of 1/8766
(1/Hr) and 100/8766 (1/Hr), the order of the FIR filter is 400 and hence it introduces a group lag of 200 hours which
is approximately 8 days. Though damage detection has not been attempted using this estimation, but it is planned
to be attempted using the model output data and comparing it with high frequency content in the modal frequency
data.

Conclusion

This paper presents a computational framework for relating environmental thermal condition variations to the varia-
tions in modal frequencies. The finite element approach discussed in the first part of this paper can be used to relate
environmental thermal variations to modal frequency changes through the use of temperature dependent modulus
of elasticity property and geometric stiffness effects. As demonstrated in this paper and reported in various other
experimental studies modal frequencies are susceptible to the outside thermal environment. Thus, it is imperative to
include these effect in health monitoring schemes that rely on modal frequencies. Finite element based simulation is
subjected to availability of exact mesh model, accurate material models and high-end computational hardware. In
many cases one or more of above factors may not be available, thus we need a strategy which is objective and requires
least human intervention. System identification is a promising answer for such an approach. As seen in the second
half of this paper that linear system identification has significant potential in estimating the modal frequencies even
in presence of model uncertainties and measurement noise. This research is on-going and various method are being
tested to improve the performance of the discussed system identification technique, some of which have demonstrated
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potential for improvement and will be presented in a subsequent paper.
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FEATURE ASSIMILATION IN  

STRUCTURAL HEALTH MONITORING APPLICATIONS 

Saurabh Prabhu1, Jordan Supler2 and Sez Atamturktur3 

ABSTRACT 

Next generation structural health monitoring (SHM) technology for early detection and mitigation of adverse structural  
effects holds the potential to aid in the proactive maintenance of various civil structures. SHM techniques eliminate the  
need for a priori knowledge of damage, and thus the need for access to the damaged portion of the structure. The  
underlying principle behind SHM is measuring changes in the system vibration response, which would ultimately  
indicate changes in the physical properties due to structural damage.  A challenge to the successful application of SHM  
to civil structures is the selection of suitable vibration response features (damage indicators), that are highly sensitive to  
the presence and extent of damage, while having low sensitivity to ambient noise. Since it is not feasible (nor possible) to  
damage an in-service structure for research purposes, a scaled arch model made of PVC is utilized for laboratory testing  
in this study. The vibration response is measured both for the undamaged arch and then for the damaged arch once cracks  
are introduced to the system. The effect of noise on the vibration measurements is also studied.  

Keywords: Vibration Testing, Data Fusion, Damage Sensitivity, Noise Sensitivity 

1. INTRODUCTION 

In current practice, structural inspection is completed either by visual observations or by localized techniques. Visual  
observations are highly dependent on the subjective opinion and experience level of the inspector. On the other hand,  
localized techniques invariably require both a priori knowledge of the vicinity of damage and direct access to the  
damaged portion of the structure. Also, localized methods typically exhibit high dependency to testing conditions. Both  
visual and localized techniques are labor intensive, time consuming and require experienced personnel. As evidenced by  
the deficiencies of current inspection techniques, development of global diagnostic methods is necessary to effectively  
maintain structures and to ensure the safety of their occupants.  

Structural Health Monitoring (SHM) is a global monitoring technique developed to diagnose damage in a structural  
system prior to it reaching a critical stage. Although SHM is demonstrated to be a promising method for monitoring  
modern civil engineering systems of reinforced concrete or steel, the application of this new technology to other  
structural systems, such as unreinforced masonry, is still considered to be unresolved [1]. Unlike numerous studies that  
have focused on beam and plate-like systems, studies on curved structural elements commonly found in masonry  
construction, such as arches, domes, vaults, and buttresses, have been limited. Transforming SHM to a viable inspection  
solution for the assessment and inspection of masonry structures would only be possible by gaining a thorough  
understanding of the sensitivity of vibration response in curved structural systems. In this study, we investigate the  
vibration response of an idealized arch model, a very common structural form for masonry construction.  

The underlying principle of SHM is straightforward. The onset of damage in a built system modifies the structural  
properties, such as mass, stiffness and damping, which in turn alters the vibration features of the system. Focusing on this  
indirect relationship between the structural damage and experimentally observed changes in the vibration response, SHM  
aims to detect the onset of damage as well as to determine damage characteristics.  
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In an ideal situation, the experimentally observed 
changes in vibration response are directly correlated 
with the desired damage characteristics, which include 
existence, severity, type and location of damage. 
However, attempts to correlate raw time domain 
vibration measurements to damage characteristics are 
hindered by two factors: (1) the difficulty in monitoring 
the trends in the oversized measurement data and (2) the 
high sensitivity of the time domain measurements to 
extraneous factors caused by the natural variations in 
the operational and environmental conditions. As a 
result of these two difficulties, data processing of the 
raw time domain vibration response measurements 
becomes necessary to extract low dimensional vibration 
response features. Ideally, these vibration response 
features are sensitive to damage, but insensitive to 
extraneous factors. The measured change in selected 
vibration features as a result of damage is referred to as 
a damage indicator. While the most common damage 
indicators include changes in natural frequencies, mode 
shapes, and the basic properties of the time history 
response, such as peak acceleration, many other forms 
of global vibration features can be extracted from the 
raw time domain vibration measurements.  

Since SHM relies on the global vibration features of the structure, the measurement locations need not coincide with the 
damage locations. However, this advantageous aspect is precisely what challenges diagnostic monitoring. Structural 
damage causes a local reduction in stiffness within the vicinity of the damage, which in turn causes a reduction in the 
global stiffness of the structure. For a successful detection of damage, the resulting changes in the global properties must 
be sufficiently high, so that they can be indicated by the selected vibration feature above the corresponding noise levels. 
There has been debate over the past two decades about whether vibration response features, from practical applications 
of SHM on civil structures, are significantly sensitive to damage, while remaining insensitive to noise [2,3]. For instance, 
while some studies [4,5,6,7] found vibration response to be insensitive to damage; other studies [8,9,10,11,12] observed 
vibration features to be reliable indicators of damage.  

Figure 1 schematically illustrates the difference between a sensitive and insensitive damage indicator. A damage 
indicator represents the measured change in a vibration response feature associated with an increase in structural damage. 
A high damage indicator value corresponds to a large change in a vibration response feature, which would indicate a high 
sensitivity of that vibration feature to the corresponding damage index. The horizontal axis of Figure 1 contains the 
damage index, which quantitatively represents the extent of damage. The damage index ranges from a value of zero, 
representing an undamaged structure, to a value associated with the development of a collapse mechanism. The slope of 
the plot, denoted by , defines the relationship between the damage indicator and the damage index. The steeper the 
slope of the plot, the more sensitive the feature is to the presence of damage. In the worst case, damage sensitivity can be 
zero denoting no sensitivity to damage and in the best case the damage sensitivity can be infinity denoting total 
sensitivity to damage.  

However, the damage sensitivity must be considered in light of the typical noise levels of the feature. The schematic 
illustration in Figure 1 assumes a constant noise level in vibration response for all stages of damage. The presence of 
noise during vibration testing decreases the ability of vibration features to clearly indicate changes due to damage. As 
Figure 1 illustrates, insensitive damage indicators may remain below their noise level even for very high damage indexes. 
On the other hand, sensitive indicators are those that yield values significantly above noise levels at early stages of 
damage. Using FE model simulations of an arch, we first illustrate the proof-of-concept of feature sensitivity and 
assimilation. Section 2 introduces the FE model details of the prototype arch adapted for this proof-of-concept study. In 
Section 3, we investigate the sensitivities of common vibration features to cracks developing in the prototype arch.  

Implicit in the definition of a damage indicating feature is the reduction of the dimensionality of raw time domain 
measurements. Dimensionality refers to the number of values used while comparing the response of a damaged and 
undamaged structure. When the dimensionality is too high, trends cannot be identified unambiguously.  Also, direct 
comparison between the damaged and undamaged states of the system is hindered. Dimensionality reduction is essential 
to simplify the management and statistical analysis of the oversized raw time domain data. At the other extreme, one 

Figure 1: Sensitivity of damage indicators to varying levels 
of damage. 
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must be careful not to reduce the dimensionality to the point where information regarding the damage is lost or having 
too few dimensions make it impossible for patterns in the data to be recognized.  A remedial approach to severe 
dimensionality reduction is increasing the feature dimensionality by assimilating multiple low-dimensional features, as it 
will be described in Section 4. We contend that damage-sensitivity of a damage indicator can be improved by 
assimilating various vibration response features instead of focusing on a single feature. Focusing on the same proof-of-
concept study, Section 4 demonstrates how assimilating multiple damage sensitive features can substantially increase the 
success of SHM in detecting the onset of damage. 

Finally, in Section 5, the concepts introduced through a simulation based study are illustrated on an experimental 
campaign conducted on a scaled arch model. Although the features are limited to natural frequencies, this experimental 
study illustrates the importance of feature assimilation in SHM.  

Aside from the dimensionality and damage-sensitivity, the noise-sensitivity of the selected vibration feature is also 
critical. Past research indicates that 5-10% variability in vibration measurements induced by environmental and 
operational conditions (i.e. noise) is inevitable for large scale masonry structures [15] (see the constant noise level 
indicated Figure 1). The damage-sensitivity of an ideal feature would be significantly higher than its corresponding 
noise-sensitivity. Although seeking after features, which are sufficiently sensitive damage indicators at sufficiently early 
stages of damage, is of vital value, in this paper a thorough discussion of noise sensitivity is left out of scope. However, 
in Section 6 provides a brief discussion on the relationship between noise levels and damage stage.   

2. PROOF OF CONCEPT: ARCH PROTOTYPE 

The case study structure is selected based on its characteristics common to most existing historic masonry systems, e.g. 
curvature and geometric dimensions. A semi-circular arch with a radius of 0.75 m on center, a width of 0.2 m, and a 
thickness of 0.05 m is modeled using ANSYS v.12, a commercially available FE package (Figure 2a). The arch is fully 
fixed against translation and rotation at both supports. A density of 1930 kg/m3, a Young’s Modulus of 4 MPa, and a 
Poisson’s ratio of 0.2 are used.  

  

Figure 2: (a) Meshed arch with a static load at quarter span and the deflected shape, (b) Von Mises stress distribution 
under the unit load applied at quarter span. 

In the FE model, the masonry mortar assembly is treated as a linear-
elastic, isotropic and homogenous material. The structure initially 
exhibits a linear response before damage, and with linear-elastic 
material properties, it is assumed to continue to exhibit a linear 
response after damage. Therefore, the changes in the vibration 
response features can only be due to the changes in geometric 
properties, boundary conditions, and material properties caused by 
damage. Since the most common vibration response features used in 
SHM originate from linear dynamics, a linear-elastic FE model 
enables us to meaningfully simulate the commonly used damage 
indicators.  

If a masonry arch is loaded beyond its capacity, cracks incrementally 
develop within the arch assembly. A crack propagating through the 
entire depth of the arch results in an internal hinge. According to 

(a) (b) 

Figure 3: Arch experiencing maximum 
damage through artificial crack cut-outs. 
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mechanism analysis, development of four hinges is needed for an arch with fixed supports to fail, where the location of 
these four hinges is dependent upon the loading condition. The locations of these four hinges are estimated for a static 
concentrated load applied vertically at the quarter span. The four distinct locations with high Von-Misses stress are 
accepted as approximate locations of cracks and hinges and artificial cracks are manually introduced at these locations 
(Figure 2b). Although they are approximate, the crack locations adapted herein are in close agreement with the 
previously published locations of cracks and hinges under this particular load condition [13].  

To mimic the crack propagation, artificial cracks are incrementally introduced as cut outs from the initial geometry with 
increasing depths. The depths of these cut outs vary from as small as 1 cm to as large as 4 cm (Figure 3). The first crack 
develops at Point 1 shown in Figure 2b. The second crack is introduced after the first crack is fully developed to 4 cm. 
Consequently, after the second crack is fully developed, the third crack starts developing and so on. A total of 17 arches 
are generated with states of structural integrity varying from an undamaged arch to an arch with 4 cm cracks at all four 
damage locations. Within the capabilities of a linear FE model, this approach is an idealized and simplified 
representation of damage propagation in a masonry arch. 

3. PROOF OF CONCEPT: VIBRATION FEATURE EXTRACTION 

We are interested in the transient response of a structure due to 
short duration loads, also known as impact loads. The goal of the 
simulations is to mimic and idealize an actual field experiment. 
The simulated experimental campaign involves a hammer impact at 
the crown of the arch while the response is recorded at the 63 
virtual measurement points given in Figure 4.  

The impact is simulated with a concentrated excitation force of 10 
kN at the crown. The impact time is 0.0001 sec which will allow 
frequencies up to 10 kHz to be excited. The displacement response 
in the vertical direction is recorded for 1 sec. An artificial 10% 
proportional damping is applied to all the simulated data.  

Natural Frequency Changes

Natural frequencies supply convenient, low-dimensional and 
physically meaningful vibration response features for SHM purposes. The success of earlier studies focusing on large 
scale historic masonry monuments in detecting damage based on modal parameters, makes changes in natural 
frequencies a viable damage indicator [13, 16]. Earlier studies have observed higher order natural frequencies to be more 
sensitive to localized changes in stiffness and thus to damage [for instance, see 17]. In contrast, our study indicates that 
the natural frequency of the first bending mode exhibits the greatest sensitivity to the propagation of cracks. Figure 5 
represents the relationship between the reduction in natural frequencies (damage indicators) and the extent of damage 
(damage index). By k-means clustering, the data presented in Figure 5 can be clustered into three distinct damage level 
categories based on damage observability.  

 

Figure 5: The percentage change in the natural frequencies for the first twelve modes. 

Cluster 1

Cluster 2

Cluster 3

Figure 4: Virtual measurement points on the
simulated arch. 
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Figure 7: Percent change in mode shape curvature
for first three modes. 

3.2 Mode Shapes Distortions 

The onset of system damage tends to distort mode shape vectors. Ewins and Ho review several different methods in 
which mode shape distortions can be used as damage indicators [18].  Figure 9 presents the comparison of the mode 
shape vectors of the undamaged arch with that of the 16 arches of varying damage levels. Also presented in Figure 9 is 
the percentage change in the sum of the absolute differences between the damaged arch and the undamaged arch mode 
shapes obtained for all 63 nodal points. The percentage change in mode shape difference is calculated as: 

 

where xd is the modal displacement of damaged structure, xu is the modal displacement of undamaged structure, and N is 
the number of measurement points.  

 
Figure 6: Plots displaying the cumulative percentage change in mode shape with progressive damage. 

3.4 Mode Shape Curvature 

Mode shape curvature is a localized vibration feature 
that is inversely related to the stiffness at the location it 
is calculated. Hence, the presence of a crack or 
separation decreases the stiffness in the vicinity of 
damage, which increases the mode shape curvature. In 
the present study, the lower modes are observed to 
clearly indicate the location of damage in the prototype 
arch. However, the higher modes are observed to 
disperse the damage over the whole structure making it 
difficult to isolate the peaks that indicate the location of 
damage. Figure 7 shows the total percentage change in 
the mode shape curvatures for the first 3 modes. Yet 
again the first mode shows a higher slope and a more 
consistent upward trend than other modes. The higher 
modes, although not shown herein, show a more erratic 
and low slope relation between damage level and 
change in curvature. 

 , where i is the modal 

displacement at degree of freedom i, and h is the 
distance between degree of freedom i+1 and i-1. 
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Figure 8: Summation of maximum and absolute
maximum. 

3.5 Maximum Vibration Response 

Since structural damage degrades the global stiffness of 
the structure, the maximum displacement is expected to 
increase for increasing levels of damage for a given load. 

, w  

Figure 8 presents both the maximum displacement and the 
absolute maximum displacement as a function of the 
damage index. Higher amplitude of vibration response 
signifies increase in flexibility and hence more energy 
flow in the system. In Figure 13, we plot the maximum 
displacements in the Z-direction with respect to the 
damage index. As seen, the increase in damage index 
leads to an increase in the maximum displacements. 

 

3.6 Root Mean Square 

Root Mean Square (RMS) gives a good picture of the 
energy of a vibrating structure.  

, where, N is the number of time history 

data collected; and x is the displacement at time given by 
N. Figure 9 shows the summation of RMS values across 
all 63 points for each damage case. The sensitivity of 
RMS vibration response varies as the cracks incrementally 
propagate. While the first seven cases seem to follow the 
same linear relationship with the damage index, the full 
development of the second crack causes a sudden jump in 
the damage indicator. Following this jump, the trend 
follows a uniform trend. Figure 9 clearly illustrates how 
the sensitivity of a feature can change depending on the 
extent of damage in the system and emphasizes that the 
straight lines used to represent the damage sensitivity of 
indicators in Figure 1 must be improved to incorporate 
this dependency.  

 

Figure 9: Summation of root mean square displacements. 

3.7 Frequency Response Assurance Criteria  

The frequency response function (FRF) provides an overview of the system’s response for a wide range of frequencies. 
As the damage level is increased, we observe the following: (1) the peaks of the FRFs shift as the damage level is 
increased and (2) modes are appearing and/or disappearing as the structural system is altered by the damage.   

The Frequency Response Assurance Criterion (FRAC) is a statistical tool used to compare two FRFs with FRFs. Values 
of the FRAC range from zero to unity.  FRAC values approaching zero correspond to a low correlation between 
analytical and experimental FRFs, whereas values approaching unity correspond to a high correlation. The following 
equation provides the mathematical formulation of the FRAC for comparing the analytical and experimental 
FRFs: 

, where, Hpq=experimental FRF at node , and Hpq=analytical FRF at 

node . 

Given a set of FRFs that have been generated from the experimental data and FE simulations, the equation above can be 
used to calculate the corresponding FRAC value associated with the set of FRFs.  In Figure 10, we depict the 
relationship between the damage index and the percent change in FRAC.  
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Figure11: Damage sensitivity comparison of various
damage indicators. 

 

Figure 10: Percent change in FRAC with respect to 
damage index. 

For each of the 17 damage cases, the FRAC is calculated 
for the damaged and undamaged arch at each of the 63 
measurement nodes on the arch.  The percent change in 
FRAC between the damaged and undamaged arch is 
computed at each node and then the percent change in 
FRAC for all 63 individual nodes are summed for each 
damage case.  Figure 16 is generated by plotting the total 
percent change in FRAC for all 63 nodes versus the 
corresponding damage index, or extent of structural 
damage in the arch.  Figure 10 clearly shows that there is 
an increased change in FRAC values as the damage index 
increases. However, in order to confirm that percent 
change in the FRAC is a reliable damage indicator, there 
must be validation that the change in FRAC values is 
caused by the increased damage levels and not noise, or 
some other factor(s). This issue will be revisited in 
Section 6.  

4. PROOF OF CONCEPT: VIBRATION FEATURE ASSIMILATION 

The vibration features described in the previous section 
are advantageous, since they are low dimensional and thus 
make trends in the vibration response readily observable. 
The mathematical model-fitting process acts as a filter and 
to a certain extent, removes the extraneous effects of such 
noise factors from these low dimensional features. 
Therefore, these low dimensional features become 
preferable over the raw time history response 

measurements since they tend to be less sensitive to 
extraneous factors. However, while operating with such 
low dimensional features, the danger becomes excessive 
reduction of the measurement data which may result in the 
lost of important information about damage. This section 
illustrates an approach to remedy this problem by 
assimilating multiple low dimensional vibration features.  

Figure 1 introduced the concept of determining the damage 
sensitivity of a vibration feature based on the slope 
between the damage indicator and damage index.  Since a 
higher slope corresponds to a damage indicator with high 
damage sensitivity, it is desired to select damage indicators 
with the highest possible slopes.  Figure 11 overlays 
several individual damage indicators in terms of percent 
change in the damage indicator with respect to the 
undamaged arch.  The percent change in FRAC is not 
included in Figure 11 since there is no consensus in the 
pertinent literature whether the FRAC is a reliable option 
for assimilation.  FRAC values can have high variation 
during real-time experiments due to a variety of causes 
other than the onset of structural damage itself.  
 
The damage indicators in Figure 11 are normalized and are 
therefore dimensionless, which allows them to be 
compared directly with each other. Among the features 
plotted in Figure 11, the mode shape curvature for the first 
mode is the most damage-sensitive feature, with a slope of 
1.10. This slope means for each percent change in the 
structure’s global stiffness, the damage indicator will 
undergo a 1.1% change. While the mode shape curvature 
for the first mode is the most sensitive feature, Figure 11 
reveals that distortions in the first mode shape vector, as a 
result of damage, are an order of magnitude less sensitive 
with a slope of 0.11.  

This approach can be extended to all possible combinations 
of vibration features, as long as the damage indicators 
derived from the changes in the vibration features are 

treated as normalized percentages. Once all the damage 
indicators are normalized and made dimensionless, these 
damage indicators can be added together to increase the 
sensitivity to damage. Figure 11 also illustrates the 
assimilated damage indicator where several damage 
sensitive indicators are summed to obtain a more an 
indicator with higher sensitivity to damage. As seen in 
Figure 11, assimilation of various vibration features can 
greatly increase the success of SHM in detecting damage at 
early stages.   
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Figure12: Damage sensitivity comparison
damage indicators. 

5. EXPERIMENTAL CAMPAIGN 

In this section, we will overview the
campaign completed to illustrate the a
concepts.  

5.1 Experimental Setup  

For experimental purposes, a PVC arch w
radius, 2.5 inch depth and 1 inch thickness 
12). The arch is damaged to four levels in su
a 4/5 inch crack at each of the most pro
locations as shown in Figure 3. Hammer im
performed for two drive points on the arc
excitation of both bending and tors
Piezoelectric IEPE Accelerometer, 500mV
measure the vibrations while Brüel & Kjæ
hammer is used to excite the structure. 
available software, PULSE Reflex of Brü
used for testing and analysis purposes. 
repeated in the presence of artificial rando
to see the effect of damage levels on the n
of FRFs. The results of the noise study wi
in Section 6.  

Modal Analysis

Impact hammer tests with a frequency rang
are performed for the purpose of modal 
aliasing filters are used to prevent higher fre
contaminating the measurements. Averag
Response functions (FRF) are collected fo
case and analyzed for natural frequency an
using the Rational Fraction Polynomial a
modes are selected from a combination 
Multivariate Mode Indicator function (MM
popular mode indicator functions. The S
sums up the FRFs of all the measurement p
single FRF. The peaks of this FRF can 
possible modes. The MMIF is obtained b
real part of an FRF by its magnitude. Co
functions with engineering judgment, the f
of the model arch are selected. The natur
decrease with increasing damage levels. 

n of various

Figure 13: Percent change in natur
respect to damage level. 
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6 DISCUSSION AND CONCLUSIONS 

SHM techniques based on global vibration measurements are particularly advantageous when structural problems occur 
internally, making visual identification of impending failure difficult. This is often the case for tensile problems in 
masonry systems. Through early diagnosis, the direct cost of repair can be reduced significantly. If ignored completely, 
the collapse of masonry structures can occur suddenly and without warning. Aside from the obvious economic and life-
safety implications of a structural collapse, the cultural value of historic monuments also demands the development of 
well-defined SHM procedures for historic masonry structures. 

Our contribution to the state-of-the-art is the concept of assimilating low dimensional vibration features to obtain a 
holistic indicator with increased damage-sensitivity. This study presumes the availability of measurements from the 
undamaged state of the structure of interest and this assumption, in real life applications, may reduce the practicality of 
the proposed method.  

Determining the noise level inherent within these vibration response features is also an important aspect that warrants 
attention, but is not covered at any length within the scope of this paper. However, the depiction of noise as a constant 
threshold in Figure 1 warrants further discussion. We investigate the effects of ambient noise in the system identification 
of natural frequencies and mode shapes. A random white noise with amplitude of 0.25 Vrms and a frequency range of 0 
to 1.6 KHz is applied to the scaled arch structure using shakers (LDS Vibrator V203,10/32UNF). It is seen that the 
increase in damage levels greatly affects the noise levels transferred in the structure. As can be seen from Figure 15, the 
noise-sensitivity of FRFs increases as the damage level increases. It becomes increasingly difficult to analyze the FRFs 
for modal analysis as damage progresses. The high noise sensitivity for increasing damage levels can be attributed to 
many factors including the loss of stiffness and increased flexibility which allows high energy vibrations due to noise 
within the structure. This observation emphasizes that assuming a constant noise level, as given in Figure 1, although a 
reasonable approximation and necessary first step, should be elaborated further in future studies and perhaps the 
schematic relationship given in Figure 1 should be represented in a three dimensional form illustrating both the damage 
and noise-sensitivty of a feature for varying stages of damage. 
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Figure 15: Comparison of FRFs as damage increases for a constant noise level. 
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ABSTRACT 

As wireless monitoring systems continue to mature as a viable alternative to traditional wired data acquisition systems, 
scalable approaches to autonomously processing measurement data in-network are necessary. Embedded data 
processing has the benefit of improving system scalability, reducing the amount of wireless communications, and 
reducing overall power consumption. A system identification strategy based on Markov parameters is proposed for 
embedment within the decentralized computational framework of a wireless sensor network. Utilizing the 
computational resources of wireless sensors, individual sensor nodes perform local data processing to identify the 
Markov parameters of a structural system. Eventually, the global structural properties (e.g., mode shapes) are 
assembled by the wireless sensor network base station via an eigensystem realization algorithm executed using the 
limited number of Markov parameters transmitted by the wireless sensor nodes. The proposed strategy is evaluated 
using input-output and output-only data recorded during dynamic testing of a balcony structure.  

INTRODUCTION 

System identification by modal analysis is as one of the most common data processing practices in the structural 
dynamics community. Identified dynamic properties represent the real structure’s characteristics and can even serve 
as a valuable input to damage detection methods. Modal-based system identification (i.e., modal analysis) is often 
conducted through two steps: 1) vibration data is conventionally collected using a centralized data acquisition (DAQ) 
system that employs wires to collect data from individual sensors; 2) data processing is then conducted manually off-
line to extract modal parameters. While the conventional wired DAQ system is reliable for collecting measurement 
data, the extensive cabling required translates into high installation costs when installed in large civil structures. To 
overcome these limitations, wireless sensors have been proposed for structural monitoring [1]. In addition to being 
cost-effective, wireless sensors also offer on-board computational resources that can be used to locally process 
measurement data [2]. On-board computing reduces the amount of data to be transmitted; thus, the scalability of a 
wireless sensor network (WSN) is greatly enhanced. In addition, a reduction of wireless communication results in 
significant power savings because radio usage generally consumes more power than on-board computing.  

Markov parameters (MPs) (i.e., impulse responses functions) encapsulate the dynamic characteristics of the system. 
Markov parameter identification (MPID) is considered a time-domain system identification technique and is a 
counterpart to classical frequency-domain system identification (e.g. complex mode index function (CMIF) or its 
output-only version, frequency domain decomposition (FDD)). Two MPID techniques have been popularly used by 
the modal testing community to date: observer/Kalman filter identification (OKID) which is a deterministic MPID 
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method using input-output data [3] and natural excitation technique (NExT) which is a stochastic MPID method that 
uses output-only data [4].  More recently, a new deterministic MPID technique based on least squares was proposed 
by Van Pelt and Bernstein termed as -Markov parameter identification ( MPID) [5]. In addition to having 
comparable accuracy to OKID [6], MPID does not require prior knowledge of the system order. This is in contrast to 
other system identification methods that require a skilled technician to determine (e.g., using stability diagram) the 
system order. Since no user intervention is necessary, MPID can be autonomously executed in a WSN.  

Subspace system identification has been under development since the work of Ho and Kalman [7] and has evolved 
more broadly into today’s subspace-based state space system identification (4SID) family [8]. The 4SID methods are 
generally categorized into one of two groups: direct and indirect (realization-based) subspace 4SID. Direct 4SIDs [9] 
directly estimate a state-space model from input-output data or output-only data. Indirect 4SIDs, also introduced as 
eigensystem realization algorithm (ERA) [10],  require estimation of MPs prior to realizing a state-space model. Thus, 
indirect 4SIDs are closely related to MPID.  Furthermore, indirect 4SIDs are computationally less resource-intensive 
by decomposing the single-input multi-output (SIMO) system into parallel single-input single-output (SISO) systems. 
This type of decomposition is an attractive approach for WSNs, since smaller SISO analysis is properly scaled to the 
small computing and memory footprints present at each wireless sensor.  By decomposing the problem into smaller 
computational parts, the global analysis can be more readily distributed to individual wireless sensors for execution.  
In this study, deterministic and stochastic MPID methods, specifically MPID and NExT, are embedded into a WSN 
to save energy and communication bandwidth by transmitting compressed data (i.e., estimated MPs) rather than raw 
measured time histories.  Then, the estimated MPs corresponding to individual SISO systems (as perceived by each 
wireless sensor) are aggregated at a single wireless server where a state-space model of the SIMO system is realized 
by ERA. 

DETERMINISTIC MARKOV PARAMETER ESTIMATION USING INPUT-OUTPUT DATA 

A linear time-invariant SISO system can be written with the nth order auto-regressive moving average (ARMA) model 
as follows: 
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where k is the discrete time step, aj are coefficients on the system output y, and bj are coefficients on the system input 
u. If the at-rest system is excited by an arbitrary input from time 0, the output, 0y , can be considered as an impulse 
response multiplied by the input, 0u . By extracting the first MP at time step 0, 0y , from the moving average part 
of the ARMA model, Eq. (1) can be rearranged as follows: 
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This process can be repeated 1 times to derive an ARMA model that displays  values of the impulse response 
function (h0, h1, … h -1): 
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Here '
ja  and '

jb  are modified ARMA model coefficients. By applying Eq. (3) to the entire set of data spanning from

1,,0 Nk , a linear matrix equation can be formulated as: 
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where y  is the measured output vector,  is the measured input-output matrix, and  is a vector of unknown 
parameters of Eq. (3).  Here,  and  are defined as: 
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The least squares solution of Eq. (4) can be calculated by a pseudo-inverse with the MPs ( 10 ,, hh ) estimated. 

STOCHASTIC MARKOV PARAMETER ESTIMATION USING OUTPUT-ONLY DATA 

The ARMA model of the system defined in Eq. (1) is valid for a defined reference output, kyref , as: 
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Cross-correlation between an arbitrary output, kyi , and the reference output, kyref , can be defined as: 

 kykyR iyyi refE
ref

 (9) 

If Eq. (8) is multiplied by kyi  and the expected value of all terms are written, the resulting equation would reveal 
that the original ARMA model also applied to the cross-correlation functions 
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If the input is a stationary Gaussian random process, then the autocorrelation function of the input is a Kronecker 
delta function, , scaled by an arbitrary constant, co’. This allows Eq. (10) to be rewritten as: 
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Eq. (11) implies a stochastic auto-regressive (AR) model with impulse at time step 0. Thus, it can be concluded that 
the cross-correlation sequences R yyi ref

 are essentially stochastic MPs. 

EIGENSYSTEM REALIZATION ALGORITHM USING MARKOV PARAMETER 

The block Hankel matrix can be assembled from the deterministic MPs as: 
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The state space model of the system provides a relationship between the impulse response of the system, kh , and 

the system matrices A, B, C : BACh 1k-k . Based on this relationship, the block Hankel matrix can then be 
factorized into an observability, O , and controllability matrix, C , as: 

 C OH BAABB
CA
CA
C

2
2  (13) 

From Eq. (13), the system matrices A, B, C can be extracted by singular value decomposition. In the case of output-
only data analysis, the system matrices A and C can be calculated directly from the definition of the stochastic MPs, 
namely, CACh 1k-k .  

Modal parameters can be estimated from the system matrices derived during the input-output and output-only system 
identifications. For example, the estimated system matrix, Â , can be decomposed by eigen-decomposition as: 

 1Â  (14) 

where the diagonal matrix )(diag di  consists of the discrete-time complex-valued eigenvalues.  contains the 
eigenvectors in each column. The damping ratio and natural frequency of i-th mode can be calculated by converting 
the discrete-time eigenvalues to continuous-time eigenvalues. The mode shape vectors for i-th mode i , can be 
calculated as: 

 Ĉ1 ni  (15) 

Where Ĉ  is the estimate system matrix. 

WIRELESS SENSORS AND IMPLEMENTATION 

The Narada wireless sensor node (Fig. 1) is a low-cost wireless sensor designed explicitly for structural monitoring 
applications [11]. This study adopts Narada as the primary wireless sensing platform in which MP estimation is 
embedded. The Narada unit can accommodate up to 4 sensors interfaced at one time; interfaced sensor outputs are 
locally digitized using a 16-bit analog-digital converter (ADC) that can sample as fast as 100 kHz. Data collected is 
managed by an Atmel Atmega128 microcontroller. To accommodate sensor data storage, an additional 128 kB of 
random access memory (RAM) is included in the wireless sensor design. To enhance the capabilities of Narada when 
used to monitor large-scale civil structures, an extended-range 2.4 GHz CC2420 transceiver with a 700 m 
communication range is integrated with the Narada wireless sensor node [12]. 

The proposed system identification strategy by decentralized MP estimation consists of sensor-level computing and 
network-level computing. At the sensor level, MP estimation is conducted in parallel with MPs sent wirelessly to a 
control server. At the control server, network-level computing occurs by aggregating MPs and finding global system 
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properties by ERA. The detailed implementation of the decentralized MPID is depicted in Fig. 2. In short, the control 
server sends a beacon packet to the network to initiate data collection and execution of the embedded MPID 
algorithms. Upon receipt of the beacon packet, the local coordinator and wireless sensor nodes reset their internal 
clocks at the same time and begin to collect data for the prescribed time period. The local coordinator serves two roles 
depending on if MPID is input-output or output-only. In the case of input-output MPID, the local coordinator 
commends an exciter with a pre-defined forcing function. In the case of output-only MPID, the local coordinator 
works as a standard sensor whose measurements serve as a reference node for the analysis. Once the collection of data 
is over, the local coordinator broadcasts its raw time-history data (i.e., excitation input during input-output MPID and 
the structure acceleration response during output-only MPID) to the wireless sensor nodes. Depending on the type of 
MPID, each wireless sensor node calculates its MPs by solving Eq. (4) by LU decomposition for input-output MPID 
or solving Eq. (9) for output-only MPID. Next, the control server receives the estimated MPs from each wireless 
sensor nodes and conducts ERA analysis. 

VIBRATION TESTING OF BALCONY STRUCTURES 

A total of 16 Narada wireless sensors with the proposed MPID algorithms embedded are installed in a 5 × 3 planar 
grid on the main balcony of the University of Michigan’s Hill Auditorium (Ann Arbor, MI) as seen in Fig. 3-(a). Two 
different types of microelectromechanical system (MEMS) accelerometers (i.e., Crossbow CXL02 and PCB 
Piezotronics 3801D1FB3G) are adopted for integration with the 16 Narada wireless sensors in order to measure the 
vertical acceleration of the balcony during forced and ambient vibration testing. The sensitivity of the 3801D1FB3G 
accelerometer is 0.7 V/g, its acceleration range is ±3 g, and its noise floor level is 0.15 mg. For the CXL02 
accelerometer, these three values are 1 V/g, ±2 g, and 0.5 mg, respectively. To improve the signal-to-noise ratio of the 
digitized acceleration signals, a signal conditioning board which is designed by Wang and Lynch [13] is interfaced 

 

Fig. 1. The Narada wireless sensors Fig. 2. Implementation of decentralized MPID within a wireless sensor 
network 

 

(a) (b) 
Fig. 3. Layout of the wireless monitoring system: (a) location of the control server, local coordinator, and wireless sensor 
nodes; (b) instrumented electro-dynamic shaker by sensor #16.
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with each sensor. The signal conditioning board amplifies the accelerometer signal with a gain of 20 and provides a 
band-pass filter with a pass-band of 0.014 to 25 Hz. 

For input-output MPID, the Narada node serving as the local coordinator commands an electro-dynamic shaker (APS 
Dynamics 400) to generate an input excitation to the balcony as shown in Fig.3-(b). The location of the input is 
determined to be at the front edge of the balcony above the third aisle; this location is selected to excite a maximum 
number of modes of the balcony. The shaker consists of a fixed body with permanent magnets (70.2 kg) and a moving 
armature with a reaction mass of 20.7 kg. The Model 400 Shaker is controlled by a Narada wireless unit with the 
assistance of a power amplifier. In this study, a saw-tooth chirp signal whose frequency range is 3 to 15 Hz is 
generated by the Narada unit. A total of five dynamic tests are conducted with varying durations of the chirp signal 
(i.e., duration varying from 8 to 24 sec in 4 sec increments). In order to measure the acceleration of the shaker 
reaction mass, an accelerometer mounted on the top of the reaction mass is interfaced with a Narada unit. With the 
first five modes estimated to be below 10 Hz, a sampling rate of 40 Hz is selected. Each test is conducted for 30 sec 
resulting in 1200 points of data collected by the local coordinator and wireless sensor nodes. Decentralized 
deterministic MPID and stochastic MPID are conducted autonomously by the wireless monitoring system with each 
wireless sensor node programmed to estimate 105 MPs.  

The communication of 105 MPs is more efficient than communicating raw time history data. If raw time history data 
is communicated by each wireless sensor, a total of 38.4 kbytes would be needed, since each data point is 2 bytes (i.e., 
the ADC is 16 bits), 1200 points are collected, and a total of 16 wireless sensors are used (2 bytes x 1200 points x 16 
unites =  38.4 kbytes). In contrast, the proposed method of embedded MPID requires only 8.7 kbytes. This is based on 
105 MPs being determined with each parameter a floating-point, 4 byte number. Also, one unit (i.e., coordinator) 
transmits its time history data (1200 points x 2 bytes) and the 15 remaining units send their 105 MPs (15 units x 105 
MPs x 4 bytes). It can also be noted that greater transmission reduction can be achieved as the network size increases. 
For example, a wireless sensor network with 100 nodes results in an 81.7 % communication reduction. Again, the 
reduced communication in WSNs enhances scalability and reduces the overall power consumption of the wireless 
sensor nodes.  

EXPERIMENTAL RESULTS 

The acceleration of the reaction mass during the application of the 20 s chirp signal is displayed in Fig. 4-(a). Due to 
an electromagnetic field that impedes the electro-dynamic shaker during operation, the amplitude of the shaker mass 
acceleration decreases during the applied excitation. In addition, the dynamic coupling that occurs between the shaker 
and the balcony is evident in the time range from 16 to 20 sec. The Fourier spectrum of the reaction mass acceleration 
(Fig. 4-(b)) confirms the shaker is applying a controlled excitation in the 3 to 15 Hz frequency band. The acceleration 
response of the balcony center (i.e., at wireless sensor #8) shows the resonance of the lower modes of the balcony 

(a) (b) 
Fig. 4. Controlled excitation by electro-dynamic shaker: (a) measured acceleration of reaction mass; (b) corresponding 
frequency spectrum. 
 

 

Fig. 5. Measured acceleration of wireless sensor #8 (Fig.3). 
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despite the low (3 mg) amplitude. To verify the precision of the decentralized MPID, offline subspace identification is 
conducted using the measured excitation and the response time history data collected by the wireless monitoring 
system. Excellent agreement is found between the deterministic MPs (Fig. 6-(a)) and stochastic MPs (Fig. 6-(b)) 
obtained. 

Using the identified individual SISO systems estimated by each wireless sensor (i.e., MPs), global MIMO system 
properties can be extracted by network-level ERA conducted at the control server. For example, the mode shapes are 
depicted in Fig. 7 along with those calculated from off-line subspace identification. Strong agreement is visually 
observed in the mode shapes as estimated by the three independent system identification methods (i.e., input-output 
MPID, output-only MPID, and off-line subspace identification). To compare the modal characteristics estimated by 
the deterministic MPs and stochastic MPs in a more quantitative manner, Table 1 tabulates the modal frequencies and 
modal damping ratios extracted by the three system identification methods. As mentioned before, five tests are 
conducted depending on the duration of the chirp excitation. Every value in Table 1 is the average of the five tests. 
The balcony modal parameters obtained from the three system identification methods show excellent agreement 
except for mode 5. Since the damping ratio of mode 5 from the subspace identification method is very high (0.049) 
compared to those of the other modes, it is difficult to conclude that the modal parameters of mode 5 from the off-line 
subspace identification method are more accurate to those from the MPID-ERA method. Regardless, the proposed 
decentralized MPID proves accurate when compared to the centralized subspace identification method in both 

(a) (b) 
Fig. 6. Comparison of decentralized MPID (thick) and centralized MPID (thin) of wireless sensor #8 (Fig.3): (a) 
deterministic MPs; (b) stochastic MPs. 

(a)  

(b)  

(c)  
Fig. 7. Estimated five global mode shapes by: (a) network-level ERA from sensor-level deterministic MPID; (b) network-
level ERA from sensor-level stochastic MPID; (c) off-line subspace method from input-output data. 
 
Table 1. Summary of the identified modal parameters. 

  Input-output Analysis  Output-only Analysis 
  Mode 1 Mode 2 Mode 3 Mode 4 Mode 5  Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

Frequency (Hz)  5.617 6.048 6.718 7.611 8.619  5.619 6.047 6.722 7.618 9.160 
Subspace Method  5.631 6.056 6.727 7.626 9.116       
Damping Ratio  0.013 0.011 0.008 0.008 0.009  0.013 0.010 0.008 0.007 0.013 

Subspace Method  0.014 0.011 0.008 0.008 0.049       
MAC  0.998 0.982 0.995 0.933 0.548  0.973 0.993 0.990 0.968 0.479 
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deterministic and stochastic MPID analysis. 

CONCLUSIONS 

A global SIMO linear system can be equivalently treated as a set of parallel SISO systems. Parallel embedded data 
processing is a unique capability of wireless monitoring systems compared to traditionally tethered DAQs. By 
leveraging these two facts, a decentralized approach to system identification is proposed for embedment within a 
wireless structural monitoring system. Markov parameter identification for SISO systems using input-output and 
output-only data allows each node to convert its raw measurement data into a more compact representation prior to 
communication to a control server where ERA analysis is performed for identification of the global SIMO system 
properties. The scalable wireless sensing approach minimizes communication in the entire network yet proves 
accurate during vibration testing on a cantilevered balcony structure. The scalability and accuracy of the decentralized 
MPID system identification method is confirmed by extracting 105 MP from 1200 point response time history records 
at 15 wireless sensor nodes; this results in a compression of 77 %. While significant data compression is attained, 
system properties are identified with a high-degree of accuracy. 
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ABSTRACT 
A number of practical issues must be considered when conducting system identification of civil engineering structures 
when using output-only data sets.  In this study, system identification methods in the time- and frequency-domain are 
considered: stochastic subspace identification (SSI) and frequency domain decomposition (FDD), respectively. In 
order to evaluate these two output-only analyses, support-excited frame structures are selected as a common civil 
engineering structure of interest (e.g., building structures exposed to seismic loads). Due to the absence of a direct 
means of mathematically evaluating the results of the output-only analyses, this study proposes an indirect method of 
comparison.  Specifically, an input-output system identification study is first conducted by the subspace system 
identification method to estimate a full set of state-space model system matrices. Then, time-domain comparisons 
between the predicted and measured responses are conducted. Next, conversion of the input-output model to modal 
space is executed to allow a direct comparison between modal parameters extracted from the two output-only models 
can be made. Detailed experimental testing using a steel frame structure exposed to seismic ground motion is 
conducted to allow the accuracy of the two output-only analyses to be evaluated. 

INTRODUCTION 
Output-only system identification using the ambient vibrations of a structure have grown in popularity in the civil 
engineering community.  Output-only system identification is popular because of the difficulties associated with 
obtaining input-output structural response data by introducing controlled, deterministic input forces to the structure.  
Based on ideal assumptions of white noise inputs, numerous output-only system identification methods have been 
proposed. Traditionally, the majority of time-domain methods focus on the estimation of the structural free decay 
response (e.g., the Ibrahim time domain method [1]) or the correlation of the output (e.g., NExT [2]). In the frequency 
domain, the complex mode identification function (CMIF) has been studied [3].  Similarly, frequency domain 
decomposition (FDD) has been formulated as a modified CMIF approach where the input power spectral density 
function is ignored [4].  For many of these time- and frequency-domain system identification methods, numerous 
limitations have arisen when conducting output-only system identification.  Specifically, one of the most critical 
drawbacks associated with output-only system identification is the lack of mathematical methods of evaluation due to 
the lack of knowledge of the system input. In contrast, the accuracy of input-output system identification method can 
be evaluated by comparing the reproducibility of the system output from the estimated models [5].  
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Subspace system identification [6-8] was developed in the controls community to accurately formulate data-driven 
models without requiring physical formulation (i.e., canonical parameterizations) and without any prior knowledge on 
the system properties. Recently, stochastic subspace identification (SSI), one type of subspace system identification, 
has been introduced to the civil engineering community as a powerful output-only identification [9].  SSI is well 
suited for output-only system identification because the method does not consider a deterministic input; rather, white 
process noise is assumed as the primary forcing function of the system.  Currently, subspace system identification and 
its output-only versions have become common time-domain system identification methods in the civil engineering 
community due to MATLAB’s numerical algorithms for subspace state-space system identification (e.g., N4SID). 

Despite the popularity of output-only system identification, a thorough comparison between each of the common 
methods has yet to be conducted by the civil engineering community. In this study, the accuracy of two of the most 
popular output-only system identification techniques is explored.  First, the stochastic subspace identification (SSI) 
method implemented in the time-domain is considered.  Second, the frequency-domain decomposition (FDD) method 
is also selected. Due to an absence of a mathematical methodology for directly comparing the accuracy of these 
output-only system identification methods, an indirect method is proposed.  Towards this end, input-output system 
identification is first conducted to formulate accurate state space models of the system.  The modal properties derived 
from the SSI and FDD output-only models are then compared to the input-output models.  A steel frame structure 
excited at its base with ground motion is used for experimental validation.   

NUMERICAL ALGORITHMS FOR SUBSAPCE STATE-SPACE SYSTEM IDENTIFICATION 
Due to the space limitations, N4SID algorithm is only briefly introduced for input-output system identification.  The 
system input block Hankel matrix is constructed from past and future input data as follows: 
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Similarly, the output block Hankel matrix, 12|0 iY , is built from past and future output data. By defining the joint 

space of the past input and past output as TT
p

T
pp YUW : , an oblique projection of the row space of fY  onto the 

row space of pW  along the row space of fU  can be defined and denoted as pfi f
WY U/:P . This oblique 

projection is equal to the production of the extended observability matrix and state sequence estimate as: 
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Singular value decomposition of the projection, Pi, leads to: 
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By splitting the singular value matrix, the extended observability matrix and the state sequence estimate can be 
extracted from the decomposed projection matrix as: 

 2/1
11SUiO ;     T

i 1
2/1

1
ˆ VSX  (4) 

 

306



Another oblique projection is defined as pfi
f

WY U/:1P  where 
TT

p
T

pp YUW :  is the joint space shifted 

forward by one time step.  Similarly, the one-step shifted input and output block Hankel matrices are defined as: 
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Similar to Eq. (2), a new oblique projection, Pi-1, is formulated equal to the extended observability matrix shifted one 
time step backwards and state sequence estimate shifted one time step forward: 111

ˆ
iii XOP . Thus, with the given 

projection 1iP  and the observability matrix lacking the last block row, 1iO , the one-step shifted state sequence 

estimate 1
ˆ

iX  is calculated as: 
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The system equations can be written with previously calculated matrices as follows: 
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where W and v are residual matrices due to noise. Finally, a least squares estimate of the system matrices can be 
calculated by a pseudo-inverse: 
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Eq. (8) is termed the combined deterministic stochastic subspace identification (CDSI). Stochastic subspace 
identification (SSI) can also be formulated without considering the input 12|0 iU . In SSI, the system matrices are 
calculated as: 
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Modal parameters can be estimated from the estimated system matrices (i.e., Â  and Ĉ ) by standard eigen-
decomposition: 

 
1Â  (10) 

where the diagonal matrix )(diag di  consists of the discrete-time complex-valued eigenvalues.  contains the 
eigenvectors in each column. The damping ratio and natural frequency of ith mode can be calculated by converting the 
discrete-time eigenvalues to the continuous-time domain.  The mode shape vectors for ith mode i , can be calculated 
as: 

 Ĉ: 1 ni  (11) 
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FREQUENCY DOMAIN DECOMPOSITION METHOD 
Frequency domain decomposition (FDD) is an output-only version of the conventional complex mode indicator 
function (CMIF) method [3, 10]. The relationship between the system input, u, and the measured output, y, can be 
expressed in the continuous-time frequency domain as follows: 

 jjjj HHGHG uuyy  (12) 

Where Guu is the power spectral density (PSD) matrix of the input, Gyy is the PSD matrix of the output, H is 
frequency response function (FRF) matrix, and HH is its complex transpose conjugate. If the system input is known to 
be a Gaussian process (i.e., ideal white noise), Guu will simply be a constant matrix; hence, Gyy is directly 
proportional to the product of FRFs: H(j )HH(j ). By applying SVD to Eq. (12), the output PSD matrix can be 
decomposed.  At known modal frequencies, the singular vectors are correlated to the system mode shapes. 

INPUT-OUTPUT SYSTEM IDENTIFICATION OF SUPPORT-EXCITED STRCUTRES 
A steel frame structure (Fig. 1) is built on a shaking table at the National Center for Research in Earthquake 
Engineering (NCREE) at National Taiwan University (NTU) to serve as a test-bed structure for this study.  The 
structure is a large-scale (6 m height) six-story single-bay steel building.  Four rectangular steel columns support the 
floors with floor having an area of 1 m by 1.5 m.  Each inter-story height is 1 m.  Due to rectangular cross section of 
the columns, the structure has two orthogonal axes: the flexurally weak axis (termed the x-axis) and flexurally strong 
axis (termed the y-axis). To induce a dynamic response of the structure, two dimensional lateral excitations are 
applied to the structure by the laboratory shaking table. A total of 20 accelerometers were installed at each floor and 
shaking table as seen in Fig. 1-(b).  Each floor was instrumented with three accelerometers: two are aligned to 
measure acceleration along the x-axis (denoted as xa and xb) and one aligned to measure the y-axis acceleration. 
Additionally, two accelerometers were placed orthogonally at the ground level to measure the two dimensional 
shaking table excitations. Two moderate excitation inputs were applied to both axes.  A 40 s El Centro earthquake 
ground motion was applied along the two orthogonal axes (the recorded peak ground accelerations of the x- and y-
axes were 0.053 g and 0.044 g, respectively).  In addition, a 120 s white noise ground motion record with a variance 
of 0.061 g and 0.0745 g was applied to the x- and y-axes, respectively.  During the tests, acceleration data was 
collected with a 100 Hz sampling rate.  

(a) (b) (c) 
Fig. 1. Experimental set-up: (a) 6-story steel building structure pictured on the NCREE shaking table; (b) installation of 20 

accelerometers in the structure; (c) measured signal (thin) vs. predicted (thick) response during the El Centro test. 
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Subspace system identification (N4SID) was conducted off-line using 30 s of the input-output data sets corresponding 
to both sets of ground motion excitation. To validate the estimated model derived from input-output system 
identification, the model’s ability to reproduce the output signal from a given input signal is checked. This procedure 
is commonly termed as simulation or prediction [5]. Fig. 1-(c) depicts the measured and predicted output responses of 
the structure to the El Centro base motions. As seen, it is very difficult to discriminate between the two signals due to 
the excellent match.  However, an extremely small discrepancy can be founded in the plot. The difference between the 
two signals seems to be arbitrary along the time axis and can be considered as a prediction-error or residual of the 
prediction. Thus, stochastic signal analysis was also conducted with the model residuals. Fig. 2 plots the 
autocorrelation of the residual time histories and the cross-correlation between the residual and input time histories.  
If the residual is considered as an innovation sequence, the residual represents a white noise sequence. As seen in 
Fig.2-(a), the autocorrelation of the residual closely resembles that of a Kronecker delta function which is the 
autocorrelation of a white noise process.  However, small and arbitrary correlation between the model residual and the 
excitation input is found in Fig.2-(b) suggesting a strong independence of the estimated model from the deterministic 
input. Similar results are also confirmed for the estimated model derived from the white noise tests. Based on the 
results of the model’s ability to reproduce a deterministic input signal (Fig.1-(c)), the whiteness of the model residuals 
(Fig.2-(a)), and the model’s independence to the system input (Fig.2-(b)), it is concluded that an extremely accurate 
input-output system model exists.   Hence, modal parameters calculated from the estimated model represent the real 
modal properties of the true system. A total of 12 mode shapes are identified up to 25 Hz for both models (i.e., the 
model derived from the El Centro and white noise ground motions). Among the results, estimated mode shapes from 

(a) (b) 
 

Fig. 2. Residual analysis for the El Centro test: (a) autocorrelations of the model residuals; (b) cross-correlations of the 
residuals and the original base excitation signal. 

 

Fig. 3. The first 12 mode shapes estimated by input-output subspace system identification for the El Centro test. 
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the El Centro test are depicted in Fig. 3.  The modes correspond to flexural modes in the x-direction (Mode 1, 4, 5, 7, 
9, and 10), flexural modes in the y-direction (Mode 2, 6, and 11), and torsional modes (Mode 3, 8, and 12).  

MODAL PARAMETER EVALUATION OF OUTPUT-ONLY SYSTEM IDENTIFICATION 
Two output-only system identification methods are explored: time-domain SSI and frequency-domain FDD.  Again, 
the collected output data from the aforementioned support-excited steel frame structure is used. In both output-only 
system identifications, the same 30s long segment of the output response used in the input-output system 
identification is used. First, FDD is conducted on the same data set.  However, the quality if the FDD is based on the 
estimate of the PSD.  There is a trade-off between a reduction of the noise and retention of the distinctive qualities of 
the modal peaks in output PSD estimation when averaging Fourier spectra to derive the PSD function [11].  The 
frequency resolution of the fast Fourier transform (FFT) is equal to the inverse of the sample time step multiplied by 
the number of points. Thus, given the limited number of data points used (3,000) and the sample time step (0.01 sec), 
there is also a trade-off between frequency resolution and distinctive peaks in the PSD estimation. The best frequency 
resolution is determined as 0.097 Hz (=1/(1024x0.01)) which avoids any difficulty of finding distinctive peaks in the 
singular value spectra. Namely, estimation of the PSD is conducted by 3000 point output data by applying a 1024-
point FFT using a Hanning window and with a 50% time-domain overlap between successive FFTs. By selecting very 
distinctive peaks in the singular value spectra (Fig. 4), the natural frequencies are determined and the mode shapes are 
automatically acquired from the corresponding first singular vector.  In this study, damping estimation by FDD from 
the estimated PSD is skipped. Results of the estimated modal parameters for the El Centro test and white noise test are 
tabulated in Table 1 and Table 2, respectively.  

Next, time-domain SSI is conducted first using the 30s long record (3,000 points) using Eq. (9).  Using the estimate 
system matrices, the mode shapes are extracted.  Modal damping ratio is one of the most challenging modal 
parameters to estimate, even for input-output system identification. Thus, analyzing the damping ratio error between 
input-output system identification and that derived from the SSI analysis can be difficult.  In this study, a smaller 
error on the damping ratio is found during the white noise tests compared to the El Centro tests. Except for the modal 
damping ratio, it is assumed that the modal parameters of the input-output system identification represent those of the 
true system for comparison to the two output-only system identifications. Natural frequency estimation by SSI is 
much better than that of FDD, as seen in Table 1. The poor natural frequency estimation of FDD results from the low 
frequency resolution used in this study. Estimated mode shapes can be quantitatively evaluated by the modal 
assurance criterion (MAC). Based on MAC results, the mode shape estimated by FDD seem better than those offered 
by SSI. Since the mode shape of the second mode in the SSI analysis of El Centro data can be considered as an outlier 
of the system identification process, it is difficult to conclude that better mode shape estimation is attained by FDD.  

In modal parameter estimation of the white noise test (Table 2), SSI estimates very precise natural frequencies. 
However, there is an outlier of mode shape estimation for the third mode.  Due to the lower frequency resolution, 
there is about a 1 % natural frequency estimation error on the FDD results. Similar mode shape estimation accuracy is 
shown between SSI and FDD. The mode shape of the third mode can be considered as an outlier in both SSI and FDD. 

 

Fig. 4. Singular value spectra (0 to 25 Hz) for El Centro test. 
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Comparing the accuracy of both output-only system identifications, it can be concluded that: 1) similar accuracy of 
mode shape estimation is confirmed between the time-domain SSI and frequency-domain FDD methods; 2) in the case 
of output-only system identification with a limited number of data points, time-domain SSI is recommended rather 
than frequency-domain FDD due to the low resolution issues of FDD when estimating natural frequency. 

Table 1. Comparisons of estimated modal parameters for El Centro test from input-output identification (Inp/Out) and 
two output-only identifications (SSI and FDD) with 30 sec long data. 

Mode Natural frequencies (Hz)  Damping ratio  MAC 
Inp/Out SSI Error(%) FDD Error(%)  Inp/Out SSI Error(%)  SSI FDD 

Mode 1 1.115 1.125 0.880 1.172 5.099  0.013 0.006 57.477  0.999 0.998 
Mode 2 2.206 2.192 0.643 2.246 1.801  0.019 0.008 57.384  0.037 0.980 
Mode 3 3.056 3.198 4.650 3.320 8.656  0.062 0.051 16.855  0.927 0.407 
Mode 4 3.626 3.630 0.123 3.613 0.339  0.010 0.010 0.558  0.990 0.991 
Mode 5 6.324 6.310 0.227 6.250 1.172  0.009 0.017 85.510  0.998 0.998 
Mode 6 8.454 8.333 1.432 8.691 2.802  0.015 0.026 70.177  0.996 0.951 
Mode 7 9.225 9.254 0.323 9.277 0.572  0.009 0.011 19.914  0.989 0.987 
Mode 8 10.270 10.240 0.286 10.254 0.153  0.011 0.015 30.130  0.997 0.965 
Mode 9 12.122 12.055 0.556 12.402 2.310  0.004 0.009 152.256  0.861 0.968 

Mode 10 14.329 14.337 0.052 14.355 0.184  0.004 0.004 3.457  0.963 0.997 
Mode 11 19.544 19.583 0.202 19.531 0.063  0.010 0.023 121.802  0.832 0.996 
Mode 12 21.870 21.812 0.262 21.777 0.422  0.016 0.016 3.332  0.971 0.983 

Mean   0.803  1.964  0.015 0.016 51.571  0.880 0.935 
 

Table 2. Comparisons of estimated modal parameters for white noise test from input-output identification (Inp/Out) 
and two output-only identifications (SSI and FDD) with 30 sec long data. 

Mode Natural frequencies (Hz)  Damping ratio  MAC 
Inp/Out SSI Error(%) FDD Error(%)  Inp/Out SSI Error(%)  SSI FDD 

Mode 1 1.123 1.121 0.011 1.172 4.309  0.011 0.005 52.094  1.000 1.000 
Mode 2 2.243 2.232 0.018 2.344 4.479  0.018 0.030 67.774  0.999 0.977 
Mode 3 2.937 2.931 0.013 2.930 0.248  0.013 0.013 3.464  0.228 0.324 
Mode 4 3.627 3.639 0.009 3.613 0.377  0.009 0.009 0.894  1.000 1.000 
Mode 5 6.327 6.352 0.008 6.348 0.325  0.008 0.010 23.874  1.000 0.999 
Mode 6 8.535 8.525 0.013 8.594 0.694  0.013 0.015 9.703  0.999 0.965 
Mode 7 9.208 9.169 0.007 9.180 0.312  0.007 0.011 50.648  0.998 0.988 
Mode 8 10.452 10.421 0.009 10.352 0.961  0.009 0.012 27.985  0.981 0.962 
Mode 9 12.090 12.092 0.005 12.109 0.164  0.005 0.004 14.979  0.954 0.999 

Mode 10 14.335 14.343 0.003 14.258 0.541  0.003 0.006 69.438  0.990 0.997 
Mode 11 19.758 19.701 0.009 19.727 0.159  0.009 0.015 60.688  0.999 0.999 
Mode 12 21.975 21.987 0.006 21.875 0.456  0.006 0.007 13.804  0.996 0.999 

Mean   0.009  1.085  0.009 0.011 32.946  0.929 0.934 
 

CONCLUSIONS 
Experimental comparisons on the accuracy of two output-only system identification analyses is conducted.  The time-
domain stochastic subspace identification (SSI) and frequency-domain frequency domain decomposition (FDD) are 
explored in detail.  Specifically, both system identification methods are presented for support-excited frame structures 
common in civil engineering applications.  The modal properties extracted from both system identification methods 
are compared to those obtained from input-output SSI analysis.  Overall, a similar performance was confirmed 
between the SSI and FDD methods.  However, the results of the FDD analyses slightly suffered from low frequency 
resolution problems due to the limited number of data points. Even though SSI is free from this resolution problem, 
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SSI might generate more frequent outliers compared to FDD. Thus, statistical approaches entailing repeated 
experimentation of the same system maybe required when dealing with output-only modal analysis to avoid outliers. 
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ABSTRACT 

Knowledge about footbridges response to actions of walking is important in assessments of vibration serviceability. In a 
number of design codes for footbridges, the vibration serviceability limit state is assessed using a walking load model in 
which the walking parameters (step frequency, pedestrian mass, dynamic load factor, etc.) are modelled deterministically. 
This is a simplification of matters, as the walking parameters are basically stochastic as they will be different from one 
pedestrian to the next. The present paper considers a stochastic approach to modelling the action of pedestrians for predicting 
footbridge response, which is meaningful, and a step forward. Modelling walking parameters stochastically, however, 
requires decisions to be made in terms of their statistical distribution and the parameters describing the statistical distribution. 
The paper investigates the sensitivity of results of computations of bridge response to some of the decisions to be made in this 
respect. This is a useful approach placing focus on which decisions (and which information) are important for sound 
estimation of bridge response. The studies involve estimating footbridge responses using Monte-Carlo simulations and focus 
is on estimating vertical structural response to single person loading. 

 
NOMENCLATURE 
 
f0  Bridge frequency fs  Step frequency f Walking load  
ls Stride length m Weight of pedestrian p Prob. density function  
q Modal load L Bridge length M Bridge modal mass 
P Prob. distribution function a Bridge acceleration   Dynamic load factor 
 Bridge damping ratio  Mean value  Standard deviation  

 
 
1. INTRODUCTION  
 
Vibrations in structures induced by walking are the subject of this paper. Focus is on vibrations in footbridges, but walking-
induced vibration problems are also seen in flooring-systems. The London Millennium Bridge incident [1] certainly put 
walking-induced vibrations on the map, but still today there are unresolved issues when the agenda is serviceability 
evaluation of structures exposed to walking-induced vibrations. 
 
Many codes of practise (such as [4,5]) rely on simplistic formula in which walking loads are modelled deterministically. By 
default the load amplitude of the harmonic excitation is fixed to a certain value even though research has shown that it 
depends on properties which are quite likely to vary between pedestrians. It would depend on the static weight of the 
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pedestrian, on the dynamic load factor of the pedestrian (which is not the same for all pedestrians [9]), and on the step 
frequency of walking (which neither is the same for all pedestrians [2,3]). 
 
An alternative to the very simplified deterministic approach of walking load modelling is a recently developed probabilistic 
approach [3]. In this the parameters of the load model may be modelled as random variables. This approach is more difficult 
to operate. At least there are decisions to be made in terms of distribution types, standard deviations etc. It would be simpler 
if some of the parameters of the load model with reasoning, could be modelled deterministically.  
 
A full probabilistic approach might not be necessary if the outcome of bridge response calculations (in this case a probability 
distribution function of bridge response) is insensitive to whether one or more parameters of the load model are treated 
deterministically or stochastically. Sensitivity studies reported in [10] have already suggested that for instance the pedestrian 
weight might not be necessary to model stochastically. This paper addresses the dynamic load factor, which along with 
pedestrian weight is a property that determines the load amplitude of walking. 
 
The idea of the study (a sensitivity study) is to investigate whether very simplistic and deterministic approaches to modelling 
the dynamic load factor will do as fine as the reference case where the dynamic load factor is modelled as a random variable.  
 
The parameters used for evaluating feasibility of the simplistic models for the dynamic load factor are selected characteristics 
of the probability distribution function for footbridge response, which is derived from numerical simulations. To facilitate the 
investigations, a footbridge model is required, and to this end a pin-supported footbridge (idealised as a single-degree-of-
freedom system, SDOF-system) is employed. The response characteristic given focus is the midspan peak acceleration. Five 
different bridges with different fundamental frequencies are considered so as to widen the basis for evaluations. 
 
Characteristics of bridges and walking loads are introduced in section 2. Section 3 outlines how load parameters (hereunder 
the dynamic load factor) are modelled, and section 4 describes how characteristics of probability distribution functions of 
bridge response are obtained. Section 5 presents the results, which are discussed.  
 
 
2. CHARACTERISTICS OF BRIDGES AND WALKING LOADS 
 
The dynamic characteristics of the bridges considered for the studies of this paper (A-F) are shown in Table 1, along with the 
assumed bridge length, L. 
 
 

Table 1  Bridge dynamic characteristics 
Bridge f0 M  L 

A 1.60 Hz 61.5 103 kg 0.5 % 54 m 
B 1.75 Hz 51.5 103 kg 0.5 % 49 m 
C 1.90 Hz 44.0 103 kg 0.5 % 45 m 
D 2.05 Hz 37.5 103 kg 0.5 % 42 m 
F 2.20 Hz 32.5 103 kg 0.5 % 39 m 

 
 
Different bridge frequencies (f0) are considered. They are all within the range of step frequencies of walking that are realistic, 
so resonant excitation is a possibility. Bridge C is the one that is expected to come into resonant vibrations most often, as its 
frequency is close to the mean value of step frequency assumed for the studies of this paper (1.87 Hz). Bridges A and F have 
frequencies which deviates the most from the mean value of step frequency.  
 
The modal mass (M) is modelled such that it decreases with increases in bridge frequency, which is considered fairly realistic 
for a pin-supported bridge configuration. In the same way (and as modelled) it is considered realistic that the length of the 
bridge, L, increases with decreases in bridge frequency. 
 
For all bridges a damping ratio, , of 0.5 % of critical damping is assumed, which is a low value, but it could be even lower 
for some bridges. For the studies of this paper, it is not of great importance, which value is assumed for  as focus of the 
study is not on magnitudes of vibration. Focus is on how and whether the magnitudes of vibration change when simplified 
models for the dynamic load factor are introduced. 
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The dynamic load factor is a central parameter of the walking load model, which is introduced below. Focus is on walking 
loads in the vertical direction. The load time-history, f(t), generated by a pedestrian may (in accordance with [6-8] and a 
number of other references), be computed from eq. 1 in which t is time. 
 

tfcosmgtf s2                                                                      (1) 
 
It is a harmonic excitation with a frequency, fs, representing the step frequency of walking. The paper assumes that the value 
of fs will change from one pedestrian to the next, hence fs is treated as a random variable. When a pedestrian traverses the 
bridge, fs will be modelled as a constant as normally done. How the dynamic load factor,  (non-dimensional), and the 
pedestrian weight, m (in kg), are modelled will be presented later. The parameter g represents acceleration of gravity (for 
simplicity g = 10 N/kg is assumed).  
 
Super-harmonic load components (nfs, n = 2, 3,..) would exist, but are not accounted for here, since for the SDOF bridges 
considered for the study, it would be the load harmonic shown in eq. 1 (with a load frequency in close vicinity of the bridge 
frequency) that excites the bridge system.  
 
Making use of the modeshape function for the first vertical bending mode assumed to be: 
 

L/lfsint ss                                                                          (2) 
 
at the position of the pedestrian, it can be shown that the modal load on the bridge, q(t), may be computed using eq. 3:  
 

L/lfsintfcosmgtq sss2                                                            (3) 
 
This result assumes that the pedestrian traverses the bridge using a constant stride length, ls, (or step length). This is assumed 
for the studies of this paper, but randomness in stride length is considered (that stride length may vary from one pedestrian to 
the next). 
 
 
3. MODELS FOR PARAMETERS OF THE LOAD MODEL 
 
Section 3.1 outlines assumptions for all parameters of the load model except for those assumed for the dynamic load factor. 
The different approaches to modelling the dynamic load factor are presented in section 3.2.  
 
 
3.1 Models for some of the walking parameters 
 
Step frequency (fs), and stride length (ls) are modelled as random variables as suggested in [3] and Gaussian distributions are 
assumed. The assumed mean values ( ) and standard deviations ( ) are shown in Table 2 along with the assumptions made 
for pedestrian weight (m). 
 

Table 2  Mean values and standard deviations 
Variable Unit   

fs Hz 1.87 0.186 
ls m 0.71 0.071 
m kg 75 13.5 

 
As it appears, the pedestrian weight is also modelled as a random variable and again a Gaussian distribution is assumed. In 
[3], the pedestrian weight was modelled deterministically, but for completeness a standard deviation is added in the present 
case. Studies reported in [10,11] investigated whether the deterministic approach used in [3] was meaningful. It was found 
that the bridge response characteristics in focus in this paper are not very sensitive to whether pedestrian weight is modelled 
deterministically or stochastically.  
 

315



3.2 Models for the dynamic load factor 
 
Kerr [9] studied the dynamic load factor and from experiments he found a relationship with step frequency, fs (to be inserted 
in Hz in eq. 4): 

 

43
2

2
3

1 cfcfcfc sss                                                                   (4) 
 
where 

7613075971306126490 4321 .c.c.c.c                                            (5) 
 
Eq. 4 is to be interpreted as the relationship between the mean value of the dynamic load factor (also denoted ) for a given 
step frequency, fs. The relationship is calibrated to measurement results in the frequency range of 1 Hz < fs < 2.7 Hz. 
Assuming a Gaussian distribution, Kerr also identified a standard deviation of the dynamic load factor (denoted ), which 
was generally independent of fs: 

160.                                                                                (6) 
 
This approach of modelling the dynamic load factor (as a random variable) is quite refined compared with what can be found 
in current codes of practise. For instance [4,5] do not recognise that the dynamic load factor depends on step frequency. 
Simplifications will also be considered here, of which some will recognise that the dynamic load factor depends on 
frequency. 
 
The studies of this paper will consider three different approaches to modelling the dynamic load factor, one of which directly 
employs the set of equations presented above (approach 1). 
 
 

Table 3  Mean values and standard deviations for  
Approach   

1 Eq. 4 for any value of fs (random variable) Eq. 6 
2 Eq. 4 with  =  (f0)  0 
3 Eq. 4 with  =  (  (fs) = 1.87 Hz) 0 

 
 
Approach 1 is the most advanced approach. Here the value of the dynamic load factor will depend on both the step frequency 
of walking (which is modelled as a random variable), and on the non-zero standard deviation assumed for the dynamic load 
factor itself (also modelled as a random variable). 
 
In approach 2 and 3, the dynamic load factor is modelled as a deterministic property only depending on frequency. 
Regardless of the fact that the step frequency is modelled as a random variable with different outcomes for each pedestrian, 
the dynamic load factor is modelled for a single frequency: 
 
In approach 2, the dynamic load factor is picked from equation 4 with fs set to the bridge frequency f0.  
 
In approach 3, the dynamic load factor is also picked from equation 4, but with fs set to the mean value of the step frequency 

 (fs) = 1.87 Hz.  
 
A further simplification associated with approach 2 and 3 is that a non-zero standard deviation is not assumed for the 
dynamic load factor (in other words  = 0 is assumed). 
 
The picking of values for the dynamic load factor for approach 2 and 3 is illustrated in Fig. 1 for bridge B (having a 
frequency f0 of 1.75 Hz). For all 5 bridges considered in the study, the same value for the dynamic load factor will be picked 
using approach 3 (that at 1.87 Hz). Hence, approach 3 represents an approach in which  is modelled as a constant and in this 
way the approach has some resemblance with codified approaches. 
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Fig. 1 a) Probability density function for fs. b) Picking of values of the dynamic load factor from eq. 4.  

Approach 2: � , Approach 3:   

 
Naturally, the picking-approach from eq. 4 (illustrated in Fig. 1) is a simplification, as it does not recognise all mechanisms 
inherent in the findings of Kerr. However, the interesting part is whether probability distributions of bridge responses are 
sensitive to this simplification. If not, it would be a simpler strategy to implement approach 2 or 3 for calculations of 
probability distribution functions of bridge responses. 
 
 
4. MONITORED CHARACTERISTICS DESCRIBING BRIDGE RESPONSE 
 
Characteristics of the probability distribution function of bridge accelerations (quantiles) are used to evaluate the performance 
of different ways to modelling the dynamic load factor. It is the midspan peak accelerations that are considered and the 
probability distribution functions of bridge accelerations are computed using MonteCarlo- simulation methods accounting for 
the modelled randomness in the parameters of the load model. As many as 500,000 simulations runs (each emulating a 
pedestrian crossing the bridge) were made to provide confidence in the computed statistical distributions. For computing 
bridge response to the action of a single pedestrian, a Newmark time integration scheme was employed. High quantiles of the 
probability distribution function, such as a95, are believed to be of primary interest. The acceleration level a95 is expected to 
be exceeded in 1 out 20 bridge crossings. For completeness, some other quantiles were also monitored.  
 
 
5. RESULTS 
 
In terms of results, focus is first on the quantile a95 of bridge acceleration response, as this is the property most often in focus 
when considering a probabilistic approach to describing the bridge response. 
 
For the different bridges (identified by their natural frequency f0), the quantiles a95 ended up with the values shown in Fig. 2. 
The legend identifies the approach made for the analyses in terms of how the dynamic load factor was modelled. 
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Fig. 2   Relationship between bridge frequency and a95 for approach 1 (x), 2 (� ), and 3 ( ) 

 
It is recalled that approach 1 is the full stochastic approach. This is thus the reference. Approach 2 and 3 are the approaches 
being tested. 
 
It can be seen that for bridge C both simplistic approaches (approach 2 and 3) give values of the quantile a95, which are 
almost equal. This is by no means surprising, as for this bridge the mean value of step frequency (1.87 Hz) is almost identical 
to the bridge frequency itself (1.9 Hz).  
 
Another item to notice is that for bridge C, there is a very  good match between the values of a95 obtained using the three 
different approaches.  
 
For the other bridges, it appears that approach 2 performs quite well in terms of predicting values of a95 that match those 
obtained employing approach 1. Generally, approach 3 does not perform as well as approach 2. 
 
As previously mentioned not only a95 was monitored in calculations. Fig. 3 shows the calculated relationships between bridge 
frequency and the quantiles a97.5 and a75 as computed using the three different approaches for modelling the dynamic load 
factor. 
 
 

Fig. 3  Relationships between bridge frequency and a97.5 (a) and a75 (b) for approach 1 (x), 2 (�), and 3 ( ) 
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For the quantile a97.5 again it is the tendency that approach 2 gives results that match those obtained using approach 1 quite 
well. For the quantile a75, the performance of approach 2 is not as good as it was for the higher quantiles a95 and a97.5. That 
a95 and a97.5 are represented quite well by approach 2 is believed to have to do with the fact that the high responses are those 
caused by resonant action occurring when fs = f0. For somewhat lower characteristics of the probability distribution function 
(for instance a75) probably also off-resonant action would contribute explaining that the value of  at f0 is no longer the sole 
dominating value of . The off-resonant action would most often occur in the vicinity of fs = (fs), which also explains why 
predictions of a75 calculated using approach 3 performs reasonably well (se Fig. 3), and better than predictions of a95 and a97.5 
using approach 3. 
 
To illustrate these points, Fig. 4 shows the probability distribution function of bridge accelerations (a) calculated for bridge E 
(f0

 = 2.20 Hz) using the three different approaches for modelling the dynamic load factor. 
 
 

 

Fig. 4   Probability distribution functions of bridge acceleration. Approach 1 (x), 2 (� ), and 3 ( ) 

 
In Fig. 4 it can be seen that for the higher bridge response characteristics (quantiles) there is a good match between results 
obtained using approach 1 and 2. The match between results obtained using approach 1 and 3 is not that good for the higher 
quantiles, but it improves for quantiles somewhat lower than these. 
 
 
6. CONCLUSION AND DISCUSSION 
 
For five different footbridges, the sensitivity of different characteristic parameters of the probability distribution function of 
footbridge response to various ways of modelling the dynamic load factor were examined. 
 
The characteristics of the probability distribution function of footbridge response that are considered to be of primary interest 
are the higher quantiles (such as a95). For such properties it is found that a quite simplistic approach to modelling the dynamic 
load factor (approach 2) performed almost as well as a full stochastic approach for modelling the dynamic load factor. In 
approach 2, the stochastic nature of the dynamic load factor is not considered and neither is it considered that different step 
frequencies (according to the relationship between step frequency and dynamic load factor reported by Kerr) should result in 
different values of the dynamic load factor. You simply pick the value of the dynamic factor from Kerr’s results entering the 
bridge frequency instead of the step frequency and thus assume this value for all crossings and for all pedestrians.  
 
This would immediately suggest that it might be unnecessary to model the dynamic load factor as a random variable. It 
should be recalled that this conclusion is derived studying only a few (SDOF) footbridges, and thus that it may not be valid 
for any footbridge. However, the paper may be considered as a baseline study which can be extended considering other 
bridges. It is however useful that findings suggest that central characteristics of the probability distribution function of 
footbridge response might be insensitive to a number of the choices to be made by the engineer (random or deterministic?, 
distribution type? etc.). 
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The results also suggest that there are limitations to the degree of simplification of matters that are sensible. An approach 
(approach 3) where the dynamic load factor was modelled as a constant (independent of bridge frequency) did not perform as 
well as approach 1 and 2 in terms of predicting higher quantiles of bridge response.  
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1 Nomenclature 

 
j : Modal angular frequency. Mode j. 

jf : Modal frequency. Mode j. 

j : Modal damping ratio. Mode j. 
( )iag t : Recorded base acceleration. Direction i 

,j iL : Modal participation ratio for base acceleration ( )iag t . Mode j 

,j p : Modal shape vector at position p. Mode j. 
( )jy t : Modal response. Mode j. 
( )pa t : Estimated acceleration of MIMO algorithm at position p 
E : MIMO goodness of fit error. 
p : Weight coefficient at position p in MIMO goodness of fit error. 

modal,jRMS : Root Mean Square modal amplitude. Mode j 
( )thX floor

a t : Measured acceleration, Xth floor. 

j : Unit vector defined by the mode shape’s principal direction. Mode j 
,j j j jf f f f : Modal frequency confidence interval. Mode j. 

,j j j jf f f f
X : Band-pass filtered signal, between 

j jf f  and 
j jf f . 

 
 
2 ABSTRACT 

This article presents the modal parameter variations during 55 low to high intensity earthquakes in a 22 story shear wall 
building located in Chile. Some of the earthquakes produced moderate damage in the structure. The building has been 
instrumented since 1997 with a network of 12 uniaxial accelerometers distributed on 4 different levels. Modal parameters are 
obtained through parametric Multiple Input - Multiple Output identification techniques. For the identified modal frequencies, 
decreasing values with respect to motion amplitudes are observed, in a range between 4% and 35% for the seismic records 
studied. For the modal damping ratios, increasing values with increasing motion amplitude are observed, with variation 
ranging from 50%, for the first translational modes, to over 120% for higher modes. For medium and low level earthquakes 
this variations disappear after the strong shaking has ended. This article also presents a preliminary analysis of the seismic 
records on the building during the Mw=8.8 earthquake occurred in Chile in 2010. Structural Damage was observed on the 
building and modal parameters changed significantly. During this seismic event, modal frequencies decreased up to 35% for 
the first translational modes. After the earthquake, modal frequencies had an 18% permanent decrease on average from initial 
values. 
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3 Introduction 

Many studies on modal parameter variations of different buildings have been developed. For instance, Caltech’s R.A. 
Millikan library has been monitored for this purpose, using accelerometers, since 1967. Studies like this have concluded that 
most of the variations observed in modal parameters, due to traffic, weather conditions (temperature, wind, rainfall, etc.), low 
to moderate intensity earthquakes, etc. do not necessarily implicate structural damage. In these cases, for example, modal 
periods have reported changes up to 3-4%, [1]. 

In particular, previous studies on the Chilean chamber of construction building, whose seismic records are analyzed in this 
research paper, have reported changes in the modal frequencies between 1% and 2% for ambient conditions, being 
temperature and rainfall the weather variables with the most environmental effect ([3]). As for the analysis of seismic records, 
a previous study on this building ([4]) found variations in modal frequencies up to 4 % during low to moderate intensity 
earthquakes, where none of which were reported to cause any structural damage. 
 
4 Building properties 

The Chilean Chamber of Construction Building, located in Santiago, Chile, is a 22 story, reinforced concrete, shear wall 
building. Since 1997, a continuous monitoring network has been recording both strong motion and ambient vibrations records 
of the building. The network consists of 12 uniaxial accelerometers located at four different levels of the structure, including 
its base, Fig.2. 

As for its structural properties, the building is 85.5 meters high, and it is constituted of a wall-frame dual system, with most of 
the lateral loads resisted by walls. The walls are located mainly in the center, housing the stairs and elevator shafts. Small 
dimensions precast concrete wall panels are used on the perimeter. A common 1.50 m thick 305 square meter foundation slab 
supports the main structural walls and columns. Stories below ground level have a 300 mm thick perimeter wall, which 
resists both earth pressure and seismic loads. Wall area to plan area ratio is 6.3% for stories below ground and 4.0% for 
stories above ground. The floor slabs are 150 mm thick in all above ground stories and 170 mm thick below ground level.  
Soil foundation can be described as dense gravel, with a capacity of 1MPa for dynamic loads. Total floor area is 28,595 
square meters, [7]. 

Since its installation, the structural health monitoring network has recorded several low and high intensity earthquakes. In this 
article, 55 of those seismic records, including the one corresponding to the recent M=8.8 earthquake occurred in Chile, are 
analyzed to determine modal parameter variations of the structure. 

Fig.1 Chilean chamber of construction building. External views 
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Fig.2 Sensor Location. Chilean chamber of construction building 

5 System Identification Technique. 

Modal parameters for the analyzed seismic records were obtained through a parametric Multiple Input – Multiple Output 
(MIMO. [2], [9] and [10]) identification algorithm developed during this study. Based mainly on the dynamic modal 
equilibrium equations ((1), (2)), this identification algorithm searches for the optimal combination of parameters that best fits 
the measured response of the structure. Because the number of variables and the complexity of the target function, (3), the 
identification algorithm requires of adequate initial and limit values for all modal parameters to identify (modal frequencies, 
damping ratios and mode shapes). 
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The target function of the optimization problem, E , is a weighted least-square-error between 0, ( )pa t  and ( )pa t . Weight 
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The Identification algorithm developed during this study reaches optimal modal parameters through an iterative process. 
First, building modes are classified according to their participation in the dynamic response during seismic events. Then, the 
iterative algorithm starts the identification process using only the modes with the highest response participation. At each 
iteration, a new group of modes is added to the process. Once all modes have been processed, only the ones with the most 
contribution to reduce the MIMO goodness of fit error ( E ) are kept. In a final step, the error E  for each channel of the 
response record is calculated, if one of them shows an error higher than 30%, its corresponding weight coefficient p  is 
increased accordingly and the process starts over. Fig.3 shows an explanatory flowchart of the Identification algorithm. 
 

 

Fig.3 MIMO Identification Algorithm 

 

5.1 Numerical Validation  

A finite element model of the building was developed to verify the results of the previously described identification 
algorithm. The properties considered in the model are the following: Concrete modulus of elasticity of 38000 [MPa]; fix 
foundation; element stiffness calculated from gross sections; rigid diaphragms assigned on each floor; concrete density of 
2500 [kg/m3]; dead loads equal to 1.5 times self-weight; Live Load of 250 [kg/m2] on above ground floors and 500 [kg/m2] 
on underground floors; seismic weight calculated as 100% of Dead load plus 25% the Live Load. 
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Fig.4 Finite element model of the building. 3D and plan views 

From this computer model, several analyses were performed using acceleration time-series recorded at the base of the 
structure during seismic events. Such base motion records (Input) and the resulting response of the computer model (Output) 
were used to validate the MIMO Identification algorithm. For better resemblance to real conditions, the chosen output signals 
on the computer model match the sensor location on the real monitoring network. In addition, 10% of the record amplitude 
was added to the response records as random Gaussian noise before the identification process. 
 
As an initial indicator of the good results of the identification process, the goodness of fit error ( E ) for these analyses ranged 
from 7% to 16%. Fig.5 and Fig.6 display an example of both the original contaminated time-series and the estimated fit. 
These figures show clearly how small the fit error is for the range of normalized error, E .  
 

 
Fig.5 Validation of analytical procedure. Computer model’s contaminated record vs. Estimation by identified modal 

parameters. 19th Floor 
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Fig.6 Validation of the analytical procedure. Computer model’s contaminated record vs. Estimation by identified modal 

parameters. 19th Floor. Zoom 

 
Modal identification over all analytical records with added 10% noise resulted in identified modal frequencies with less than 
0.2% error. As for identified modal damping ratios, the error was less than 6%.  
 
Table 1 shows the results of the identification process for one time-history analysis; these results are compared to expected 
values from the FE computer model. 
 

Table 1 Modal parameters: FE computer model vs. MIMO identification algorithm 

FE computer model Identified by MIMO Relative Difference (%) 
Freq  Freq  
[Hz.] [%] [Hz.] [%] Freq  

1.05 1.00 1.05 1.00 0.01% 0.26% 
1.09 1.30 1.09 1.28 0.01% 1.27% 
1.46 0.50 1.46 0.52 0.01% 3.58% 
3.94 3.00 3.94 2.87 0.01% 4.36% 
4.05 2.40 4.05 2.47 0.18% 3.04% 
4.18 0.80 4.18 0.83 0.02% 3.86% 
6.85 1.00 6.84 0.96 0.06% 4.45% 
8.10 3.00 8.10 2.94 0.05% 1.89% 

 
6 Description of the seismic records 

As mentioned before, this study involves the analysis of a total of 55 seismic records, obtained since 1997. The magnitude of 
the corresponding seismic events ranges between 4.2 and 8.8 (Mw). In addition, peak ground accelerations (PGA) at the base 
of the building ranged between 0.001g and 0.14g, meanwhile peak accelerations (PA) ranged between 0.002g and 0.31g. For 
all analyzed earthquakes, Fig.7 shows epicenters location and histograms for Magnitude, peak ground acceleration and peak 
acceleration. 
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(b) Magnitude histogram 

(c) PGA histogram 

 
(a) Epicenters (d) PA histogram 

Fig.7 Properties of analyzed seismic events 

7 The 2010 Chile Earthquake 

From all the seismic events studied, only the Mw=8.8, 2010 Chile Earthquake caused visible damage on the building and 
permanent variations of its modal parameters. Despite this and the strong shaking of the building during the event (Maximum 
ground acceleration of 0.14g and structural acceleration of 0.31g), the structure only suffered minor and moderate damage, 
which was concentrated in non-structural elements (partition walls, ceilings, etc.), in addition to some visible shear cracks on 
the perimeter façade elements, Fig.8. 

Fig.8 Observed damage after the 2010 Chile Earthquake 
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8 Results of the MIMO Analysis 

Before presenting the results of MIMO identification analysis on the seismic records, Table 2 shows the average modal 
parameters of the building, determined from ambient vibration records and presented on previous studies of the building ([3], 
[4], [5] and [6]). 
 

Table 2 Average modal parameters for ambient conditions. (Source: [5]) 

Mode Frequency Damping Ratio ( )  Modal shape orientation 
 [Hz] [%]   
1 1.04 1.1 Translational. East-West. 
2 1.07 1.0 Translational. North-South. 
3 1.63 0.6 Torsional. 
4 3.60 1.5 Translational. East-West. 
5 3.57 1.5 Translational. North-South. 
6 4.8 1.2 Torsional. 

 
For the processing of the seismic records with the MIMO Identification algorithm, some important considerations were taken 
into account: The input of the identification algorithm was considered as the records of the four sensors located at the base of 
the structure, including those oriented vertically. As for the output of the MIMO algorithm, only the records corresponding to 
sensors 7 to 12 were taken into account, since the presence of channels 5 and 6 (corresponding to sensors located at ground 
level) in the process usually led to less accurate results for the damping and frequency determination. Finally, the MIMO 
identification algorithm analyzed only the strong motion stage of each seismic event, defined for this purpose as the time 
between the arrivals of the S-wave until a few seconds (approximately 5 to 10 times the main period of the building) after 
base accelerations have returned to normal ambient amplitudes  
 
From the initial processing of each seismic record, identification analyses led to MIMO goodness of fit error ( E , Equation 
(3)) ranging between 13% and 40%, which fall within acceptable ranges according to previous studies on the MIMO 
identification techniques that use accelerations as a reference response parameter. 
 

 
Fig.9 MIMO goodness of fit error for each seismic record 
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Fig.10 Seismic event 2001/03/15. Recorded response vs. corresponding estimation from MIMO identification process 

 
Fig.11 Seismic event 2001/03/15. Recorded response vs. corresponding estimation from MIMO identification process. Zoom 
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An important part of this study is the analysis of the correlation between identified modal parameters and the corresponding 
severity of shaking of the building. Since the latter doesn’t have an unique definition, this had to be specified during the 
study. A number of criteria were tested to evaluate the severity of shaking, being the definition of “modal amplitude” the one 
that best correlated to the identified modal parameters (modal frequency and damping ratio). This criterion involves filtering 
the seismic records around the natural frequency that is being analyzed, and then calculating its root means square value. 

 

th

2

modal,j 19  floor ,
( )

j j j j
j f f f ft

RMS a t  (4) 

For all analyses, only modal parameters associated with the first 4 translational modes of the building (modes 1, 2, 4 and 5) 
were considered, since they are the ones with the highest participation on the structural response during seismic events. The 
torsional modes (3 and 6), had a small participation in all the analyses. 

Fig.13 and Fig.14 show correlation graphs between the severity of shaking and the average modal parameters identified for 
each seismic record. A tendency line is included on each graph, resulting from a robust regression analysis of the data ([8]). 
As a general description, the robust regression analysis used in this study corresponds to a weighted least-square technique, 
were weight coefficients are assigned to each data point to minimize the influence of outliers. A comparative example 
between the results of a simple least-square analysis and a robust regression analysis is presented in Fig.12. 

 
Fig.12 Comparative example. Simple Least Square Regression vs. Robust Regression. 
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(a) Mode 1 (b) Mode 2 

(c) Mode 4 (d) Mode 5 
Fig.13 Identified modal frequencies vs. corresponding modal amplitude 

(a) Mode 1 (b) Mode 2 

(c) Mode 4 (d) Mode 5 
Fig.14 Identified modal damping ratios vs. corresponding modal amplitude 
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In Fig.13 and Fig.14, results for the Mw=8.8 Chile Earthquake are especially highlighted on each graph. The regression 
analyses considered these results as outliers so they are not considered in the determination of the tendency lines. 

From the analysis of Fig.13 and Fig.14 the correlation between the “modal amplitude” of the building and the identified 
modal parameters becomes clear. On one hand, modal frequencies show decreasing values when the severity of shaking 
increases, reaching values up to 4% and 9% for low to medium intensity earthquakes and, on the other hand, modal damping 
ratios display the opposite behavior, with corresponding tendency lines showing maximum relative increases between 40% 
and 120%. 
 
During the 2010 earthquake, the biggest temporary variation of the modal frequencies took place, decreasing up to 35% on 
average for translational modes. Table 3 shows modal frequencies at three different times during the seismic event, these 
results were obtained by dividing the seismic record into small windows and identifying the modal parameters, using the 
MIMO algorithm, for each one of them. 
 

Table 3 Identified modal frequencies during 2010 Chile Earthquake 

Relative difference3 [%] Mode Start 
[Hz] 

Minimum
[Hz] 

End 
[Hz] Minimum End 

1 0.99 0.64 0.79 35.2 20.1 
2 0.98 0.61 0.74 37.8 24.8 
4 3.72 2.44 3.02 34.6 19.0 
5 3.36 2.31 2.65 31.1 21.2 
   Average 34.7 21.3 

 
Furthermore, the modal frequencies of the building changed permanently after this event, decreasing on average an 18% for 
the first modes. This permanent change was verified using ambient vibration right after the earthquake event. Table 4 
presents identified modal frequencies and damping ratios (obtained through Stochastic Subspace identification technique over 
ambient vibration records). 
 

Table 4 Evolution of modal properties for ambient conditions. Before and after the earthquake 

 BEFORE EQ AFTER EQ 
Freq Damp ( ) Freq Damp ( ) Mode [Hz] [%] [Hz] [%] 

1 1.01 0.6 0.84 0.6 
2 1.03 0.7 0.86 0.6 
3 1.54 0.6 1.22 0.8 
4 3.45 1.1 2.91 1.1 
5 3.44 1.2 2.86 1.1 
7 4.62 1.1 3.67 1.1 

For modal damping ratios, no distinguishable change can be appreciated between the two analyzed stages, because the 
observed differences fall within expected error for the employed identification technique (SSI, [12]). 
 
9 Conclusions 

In this study, a 22 story reinforced concrete shear wall building was analyzed to determine the correlation between its modal 
parameters and the severity of shaking during seismic events. The identification of the modal parameters was performed by a 
parametric Multiple Input- Multiple Output algorithm, which was developed and validated during this study. 
 
From the testing of different criteria, a “modal amplitude” definition was chosen to quantify the severity of shaking, because 
it showed the best correlation to the identified modal parameters. For modal frequencies, decreasing values with the “modal 
amplitude” were observed, with corresponding tendency lines showing a maximum decrease between 4% and 9% for small to 
medium intensity earthquakes. As for the modal damping ratios, their values tend to increase with the severity of shaking, 
reaching a maximum relative increase, according to their tendency lines, between 40% and 120%  

                                                           
3 Relative to corresponding identified modal frequency at the start of the seismic event. For minimum: 

, ,min
mode j, min

,
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f f
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From all the seismic events analyzed during this study, the Mw=8.8, 2010 Chile earthquake was the only one that caused 
visible damage of the structure, and a permanent change of modal parameters. During the seismic event, modal frequencies 
decreased up to 35% from initial values. Shortly after the event, identified modal frequencies showed an 18% permanent 
decrease.  
 
Results of this research paper are representative indicators of the behavior of modal parameters during and after seismic 
events for a wide range of intensities. 
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ABSTRACT 
In this paper, the latest identification techniques both in the time and in the frequency domains, are applied to the data 
obtained from the dynamic monitoring of the reinforced concrete tower of the Provincial Administration Building of Bari 
(Italy). The tower, dating back to the thirties of the 20th century and about 60 m tall, is not only a typical example of the 
fascist architectural style, but it is an important symbol of the city itself.  

The extraction of the modal parameters from ambient vibration data has been carried out by using the ARTeMIS Extractor 
Pro 2010 software. Three different Operational Modal Analysis (OMA) methods have been utilized: EFDD, SSI and Crystal 
Clear-SSI. The first two couples of bending mode shapes are also estimated and shown. 

 
1.INTRODUCTION 
 
The present study has been performed in order to identify the modal parameters of an important historical building, the tower 
of the Provincial Administration Building in Bari, Italy, with the final purpose to predict the performance of the tower to 
different combinations of static and dynamic loads, such as earthquakes or other induced vibrations.  

In the last years, structural identification has received great attention due to its possibility of giving a complete description of 
the dynamic behavior of the structures, especially for monitoring existing structures. In this field, in fact, an important role is 
played by the identification techniques applied to ambient vibrations, in case of historical buildings for which the use of 
artificial dynamical excitation may not be possible. In particular, ambient vibration testing has become the main experimental 
method available for assessing the dynamic behavior of full-scale structures [1] because no excitation equipment is needed, 
involving a minimum interference with the normal use of the structure. The procedure is especially suitable for flexible 
systems, such as civic towers [2], bell-towers [3-6], masonries [7] and minarets [8]. 

One main problem in the Operational Modal Analysis (OMA) is the maintenance of the data acquisition system [9]. Field 
measurements, in fact, are often performed in very harsh environmental conditions, requiring high accuracy both in the 
control of the test set-up and in the analysis of the measured data. Moreover, measurements are usually noisy for the 
necessity of using very long cable transducers. Other relevant and common problems in the field of OMA are [10]: the 
difficulty to detect different mode shapes for very closely spaced modes; the subjectivity in the system order estimate; the 
need of a more efficient algorithm able to omit the spurious modes created by noise or redundant degrees of freedom of the 
model. 

Ambient vibration tests have been carried out on the tower of the Provincial Administration Building in Bari, in a particularly 
windy day (24th July 2009), with the aim of determining its dynamic response and developing a procedure for modeling the 
tower. The Operation Modal Analysis has been performed both in the frequency domain and in the time domain to extract the 
dominant frequencies and mode shapes. The application of well-known identification techniques - the Enhanced Frequency 
Domain Decomposition (EFDD) [11], the Stochastic Subspace Identification (SSI) [12] and the Cristal Clear-SSI (CC-SSI) 
methods [13], the last recently implemented in a commercial software, yields to very similar results (in both frequencies and 
mode shapes) for all the identified modes, providing consistent information for the updating of the finite element model of 
the tower.. 
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2.DESCRIPTION OF THE BUILDING  
 
The tower of the Provincial Administration Building in Bari, Italy (Fig.1), dating back to the thirties of the 20th century and 
about 60 m tall, is not only a typical example of the fascist architectural style, but it is an important symbol of the city itself.  

 

Fig. 1. View of the Provincial Administration Building of Bari (a) and of the investigated tower (b) 

Situated on the waterfront of the city, with the principal façade exposed to the North-West direction (that is the dominant 
wind direction), the tower has eleven floor, characterized by different heights, and a square plan with a side of about 9,0 m 
from the base to the 5th floor, a side of about 8,6 m from the 5th to the 9th  floor, a side of about 7,6 m at the 10th floor, and a 
side of about 5,3 m at the 11th floor. It is made of massive concrete reinforced with a diffuse and superficial reinforcement 
and it stands on a foundation slab. The eleven levels of the tower consist of a basement, a mezzanine and nine floors. Up to 
the 5th floor, the tower is included in the main part of the building of the provincial administration, from which it emerges for 
six levels more (Figure 1), from 6th to 11th ones, with openings on the façades in the first floor up to the building of the 
provincial administration and in the upper two floors, the last of which (the bell chamber) has a smaller plan with respect to 
the others.  

The tower was instrumented with thirteen SA-107LNC uniaxial servo-accelerometers placed at floors 5, 7, 9 and 10 and 
connected to a centralized data acquisition board by means of long transducer cables (Fig. 2). The accelerometers position 
along the height of the tower, referred to the xyz reference system is shown in Fig.3a while the quoted sections of the 
instrumented tower floors are showed in Fig.3b. The response obtained was registered by a HBM MGC Plus at a sample rate 
of 200 Hz. The signal conversion and the data acquisition were managed by a laptop in the framework of the CATMANv4 
software package, which included an analogical filter with a cut-off frequency of 40 Hz. 

     

Fig. 2. Accelerometers and acquisition board used for the tests.            Fig. 3. Localization of the accelerometers on the tower. 
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During the data elaboration, it was found that accelerometers indicated with 301 and 307 in Figure 3b (floor 7 and 9) were 
out of order because their measurements were very noisy and no peak appears in their acceleration time-history plots when 
subjected to an impact force with a hammer.  

In Fig. 4 the typical acceleration time-histories recorded by accelerometers 301 and 307 have been compared to the ones 
recorded by accelerometers 304 and 296. The inspection of Fig. 4 reveals a remarkable difference between the time histories, 
conceivably related to the different signal-to-noise (S/N) ratio of the four sensors.  

 

Fig. 4. Comparison between the acceleration time-histories recorded by sensors at different test point of the tower: (a) Floor 
10; (b) Floor 9; (c) Floor 7; (d) Floor 5. 

As a consequence, the data recorded from sensors 301 and 307 have been neglected from the analysis, i.e. these 
accelerometers are not be considered in the present work. 

3.DATA PROCESSING AND OPERATIONAL MODAL ANALYSIS 

The vibration data have been registered in a time interval of 220 minutes at a sample rate of 200 Hz. The signal conversion 
and the data acquisition were managed by the previously described laptop. The analysis of the recorded data was carried out 
dividing the time period of 220 minutes of continuous monitoring in eleven intervals of 20 minutes each; a statistical analysis 
was carried out [14] demonstrating the extreme repeatability of the identified frequencies in the different intervals. The 
extraction of the modal parameters from ambient vibration data was carried out by using the ARTeMIS Extractor Pro 2010 
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[13] and, in particular, EFDD, SSI and CC-SSI methods.  

In this work the analysis was carried out with reference to one of the interval of length 20 minutes optimizing the 
characteristics of the used extractor software [13]. In particular, after a deep analysis of the Singular Value Decomposition 
diagrams (SVD only three channels were selected for the identification analysis. Fig. 5 shows the selected channels and their 
position on the building. 

 

Fig. 5. Accelerometers position and selected channels for identification. 

Fig. 6 shows the SVD values of the spectral density matrices carried out in the framework of the EFDD technique, while 
Figures 7 and 8 show the stabilization diagrams of the state space models obtained by SSI and CC-SSI techniques. It is worth 

noting that, while the SSI technique is based on an unconditionally linear least squares estimation of the model (through 
proper processing of the experimental data acquired from the ambient vibration tests), the Crystal Clear SSI technique [13] 
allows a conditional estimation: it is necessary to specify the maximum number of significant poles (eigenvalues) present in 

the measurements that should be estimated. This algorithm helps to get clear results leading to cleaner and more stable 
stabilization diagrams; the CC-SSI estimation feature allows a conditional estimation emphasizing a user defined number of 
physical modes and suppressing the remaining parts of the information in the data. The estimation algorithm [13] will then 
focus on the modes having these poles and any less significant noise poles are returned with a natural frequency estimate 

much higher than the Nyquist frequency, and a damping ratio of 100%, thus reducing their disturbing effects on the physical 
modes. It is possible to note that the CC-SSI technique (Fig.8) gives a stabilization diagram much more stable than SSI 

technique (Fig.7) also for high dimension of the estimation matrix (in this case the maximum dimension  for SSI and CC_SSI 
was 150). Moreover, it is evident that SSI (Fig. 7) shows one false frequency around 1.8 Hz; analyzing the SVD diagram  this 

frequency may be removed from the identified frequencies. On the contrary, CC-SSI (Fig.8) doesn’t give this false 
information. 

 
Fig. 6. Singular values of spectral density matrices by EFDD technique. 
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Fig. 7. Stabilization diagram of the state space model by SSI technique. 

 

Fig.8. Stabilization diagram of the state space model by CC-SSI technique. 

The first 6 frequencies identified for each method are shown in Table 1, demonstrating the consistency of the three methods; 
this results encourages to use them for a successive calibration of the theoretical model. It is possible to notice that the first 
two frequencies values are quite close, due to the symmetry of the tower section and, as demonstrated by the following 
modes identification, these frequencies are related to the first two principal bending modes of the building.  

     Table 1. First six natural frequencies identified from ambient vibration measurements 

 
 EFDD [Hz]   SSI [Hz]  CC-SSI [Hz] Mean [Hz] Standard Deviation 

[%] 

Mode 1 2.303 2.303 2.298 2.301 0.26 

Mode 2 2.407 2.440 2.440 2.429 1.90 

Mode 3 3.795 3.782 3.781 3.786 0.78 

Mode 4 4.178 4.177 4.207 4.187 1.69 

Mode 5 4.524 4.489 4.292 4.435 1.25 

Mode 6 4.594 4.594 4.610 4.599 0.92 
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4. MODES IDENTIFICATION 

The mode shapes identification has been carried out by introducing some relations between the measured and unmeasured 
degrees of freedom of the building. In the framework of the ARTeMIS Extractor Pro software [14], in fact, it is possible to 
define linear combinations of the measured signals (the so-called “Slave Nodes Equations”), which can be very helpful for 
defining rigid body motions and slave nodes relations. These equations can be used to evaluate the vibrations of the 
instrumented points, and, as a consequence, to obtain the mode shapes for the entire tower, even though the acquisitions are 
only available in a few nodes of the geometry. In particular, the data have been analyzed imposing that each floor of the 
tower is rigid in its plane. In this hypothesis, in fact, the movement of each floor plate can be described imposing 
mathematical equations between the nodes coordinates in the xy plane [13]. In particular, considering the nodes classification 
shown in Fig. 3a, equations were applied between the nodes groups (4,5,6,14), (7,8,9,15), (10,11,12,16), (17,18,19,20).  

These equations can be used to make the complete geometry move, even though the acquisitions are only available in few 
nodes of the geometry. 

All equations start in the same way as shown below: 

Node (“Node Number”, “Direction”) =…                                                                                                            (1) 

This equation defines the motion of the node specified by “Node Number” in the direction specified by “Direction”. The 
“Direction” field is a number from 1 to 3: 1 corresponds to X direction, 2 corresponds to Y direction and 3 corresponds to Z 
direction. The data have been analyzed imposing that each floor of the tower was rigid in its plane. In this hypothesis, in fact, 
the movement of each floor plate can be described by two displacements and one angle. For the typical floor plate of the 
tower model the group (generic nodes of a plate depicted in Fig. 9) the plane equations are herein reported. 

 

Fig.9. Slave nodes equations for the typical floor plane of the tower. 

node(b,1) = node(a,1) 
node(b,2) = node(c,2) 
 node(c,1) = node(d,1)                                                                           (2) 
 node(a,2) = node(d,2) 
node(a,1) = node(c,1) + θa·H 

 

The modes carried out by using the equations (2) are shown in Fig. 10. It is evident that from the identification procedure it is 
possible to classify mode 1 (y- direction), mode 2 (x- direction), mode 4 (y- direction) and mode 5 (y- direction) as bending 
modes, and modes 3 and 6 as torsional mode (following the nomenclature of Figure 10 where the number indicates the 
corresponding frequency). Modes 3 and 6, nevertheless it has been classified as a torsional mode, are not perfectly depicted, 
probably due to the sensors position on the floor; in fact this position is able to monitor the bending modes, but is surely 
inaccurate for the complete and correct reconstruction of the torsion modes. This choice, however, was obliged by the 
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impossibility of placing any accelerometer on the opposite side of the tower for the presence of an internal elevator vain and 
a stair-case.  

 

Fig. 10. Vibration modes identified from ambient vibration measurement. 

 

5. CONCLUSIONS 

The ambient-vibration based investigations carried out to assess the dynamical behavior of the tower of the Provincial 
Administration Building of Bari have been presented in this paper. Eleven consecutive ambient vibration tests have been 
performed for the accurate estimation of the dynamic characteristics, evaluating the statistical repeatability of the results. The 
response of each accelerometer to the impact of a hammer has been analyzed to check the correct functioning and polarity.  

The following conclusions can be drawn from this study: 

1. The fundamental mode of the tower, with a natural frequency of about 2.3 Hz, involves dominant bending in E/W 
direction (that is along the y- axis in the reference system introduced). The coupled motion (about 2.4 Hz) is referred to N/S 
direction (x- axis).  

2. The second couple of bending modes are around 4 Hz and between these two couples of modes there is a torsion mode at a 
value lower than 4 Hz and immediately higher than the second couple of bending modes. Observing the experimental 
measurements the torsion mode is not really clear, probably due to the positioning of the accelerometers that, for the same 
instrumented floors, has been not sufficient to describe the torsional vibrations.  

3. A very good agreement was found between the modal estimates obtained from the two classical OMA methods, EFDD and 
SSI, and the recently implemented CC-SSI method, for each of the consecutive acquisition time intervals; the CC-SSI 
methods helps to improve the results quality. 
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ABSTRACT 

This paper presents a review of the results of a structural health monitoring (SHM) study to track the performance 
of a gearbox and rack-pinion of an operating movable bridge. These mechanical components are critical parts of 
bascule type bridges and damage of these components need to be identified and diagnosed, since an early 
detection of faults may help to avoid major damage to the structure and also avoid unexpected bridge closures. 
The prediction of the gearbox and rack-pinion fault detection is carried out with arti cial neural networks (ANN) 
using the time domain vibration signals. Several statistical parameters are selected as characteristic features of 
the time-domain vibration signals. Monitoring data is collected during regular opening and closing of the bridge, as 
well as during artificially induced damage conditions. The results indicate that the vibration monitoring data, with 
selected statistical parameters and particular network architecture, give good results to predict the undamaged 
and damaged condition of the bridge.  

INTRODUCTION 

Evaluation and assessment of machines is very critical in order to increase the reliability of machinery and to 
decrease the possible loss of production due to breakdowns. Such problems have been studied mainly for 
mechanical structures in industrial and manufacturing environments such as factories and plants. The operation, 
monitoring and assessment of heavy movable structures have not been fully studied and presented in the 
literature. The objective of this study is to detect frequently observed gearbox and rack-pinion problems of an 
existing movable bridge by analyzing Structural Health Monitoring (SHM) data with Artificial Neural Networks 
(ANN). Based on SHM data the inherent operational behavior of mechanical components is modeled using neural 
networks, resulting in an efficient and practical determination of the current state of system health. These 
components (gearbox and rack-pinion) which are critical for the opening and closings of movable bridges are 
monitored under healthy conditions for a sufficiently long period of time using accelerometers. While ANN 
methods have been used extensively for machinery for mechanical components or fixed structures, the 
implementation on a large scale heavy movable structure is quite unique. 

BRIEF REVIEW OF ARTIFICIAL NEURAL NETWORKS (ANN)  

Artificial Neural Networks (ANN) have been developed as computing methods for modeling complex relationships 
between inputs and outputs or to find patterns in data sets. Multi-layered feed-forward neural networks are one of 
the most commonly used neural networks in structural engineering applications and have demonstrated various 
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degree of success. ANN learns from the existing patterns capturing the subtle functional relationships among the 
patterns and then makes a prediction for the patterns which are not considered during learning.  

 

Figure 1 Single Hidden Layer Feed Forward Neural Networks  

A multi-layered feed-forward neural network consists of multiple layers of computational units interconnected in a 
feed-forward way (Figure 1). The input vector distributes the inputs to the input layer. There is no processing in 
the input layer; rather it can be conceived as a sensory layer, where each neuron receives a sole component of 
the input vector “U”. The last layer is the output layer which outputs the processed data. The output of each 
neuron in this layer corresponds to a component of the output vector “X”. The layers between the input and output 
layers are referred to as hidden layers. Hidden layer(s) may have any number of neurons; however they should 
be chosen carefully to achieve some special effects in some cases [1]. 

STRUCTURAL HEALTH MONITORING (SHM) OF A MOVABLE BRIDGE 

The authors investigated the most common issues associated with movable bridges and designed and 
implemented a comprehensive SHM plan on a movable bridge over Florida Inter Coastal water way (Sunrise 
Bridge, Figure 2). This bridge was constructed in 1989. It has double bascule leaves, each 73’10” (22.49m) long 
approximately, and 53’4” (26.15 m) wide, carrying three traffic lanes and opening about 15 times a day.  
 
In this paper, the mechanical parts of the bridge are investigated by using the data from the accelerometers 
installed on these parts. The critical characteristics and distinct behavior change in dynamic response behavior 
were tracked over time with the SHM system. Two recurrent types of damage were identified for bridge 
components, namely, leakage from the gear box and inadequate lubrication of the open gear. The detection and 
diagnosis of damage in these parts are of great practical significance and paramount importance in the sense that 
an early detection of these faults may help to avoid performance degradation and major damage to the machinery 
itself. Therefore, these parts were monitored with accelerometer sensors. The Gearbox (Figure 2a) is 
instrumented with six accelerometers at different locations in both horizontal and vertical directions. The Rack-
Pinion (Figure 2b) is instrumented with by one horizontal accelerometer to monitor the open gear. PCB 
accelerometers are used and are collecting at 250 Hz. A large number of data sets from the healthy condition of 
these parts were collected (Figure 2c and d).  
 
The bridge owners provided a unique opportunity to artificially induce some of these possible issues as damage 
scenarios on the bridge. As a result, to see the effect of leakage from the gear box, 25% of oil from the gearbox 
was removed. In addition, to simulate inadequate lubrication of open gear, large portion of the grease on the open 
gear was removed. Under these damage conditions, the gearbox and the rack and pinion were monitored during 
the opening and closing of the leaves of the bridge (Figure 2e and f). Using healthy (baseline, undamaged) and 
unhealthy (altered, damaged) data sets, an artificial neural network-based framework was developed for detecting 
the mechanical alterations at the gearbox and the rack and pinion. Over a period of two months, more than 170 
data sets were employed for the analysis of the data. Each data set corresponds to the opening-closing of the 
bridge for a duration varying from two to five minutes where the vibration signals were collected at 250 Hz as 
exemplified in Figure 2. 
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Figure 2 Sensors on gearbox and rack-pinion with corresponding sample acceleration data 

 

FEATURE SELECTION 

The vibration signal of mechanical components is composed of two parts, namely opening and closing (Figure 3). 
In this paper, only the opening part of the vibration signal is used since considered features are more sensitive to 
the damage and the opening part is sufficient for solving the problem without adding complexity. Statistical 
parameters were used and successful results were obtained for bearing and gear fault detection by Samanta and 
Al-Balushi [2], where root mean square, variance, skewness, kurtosis and normalized sixth central moment were 
used from the time-domain vibration signal as input to the network for fault diagnosis of rolling element bearings. 
In our study presented in this paper, several statistical parameters were tested initially for determining simple yet 
effective solutions. As a result, the characteristic features of the time-domain vibration signals were selected as 
maximum vibration (average of the ten largest to avoid extreme values) and minimum vibration (average of the 
ten smallest values) of the signals from the opening part of the data sets along with the standard deviation.  
 

FRAMEWORK AND TRAINING OF ARTIFICIAL NEURAL NETWORK 

As mentioned before, a large number of data sets from the healthy condition and several data sets from the 
unhealthy condition of monitored parts were collected. A thorough understanding of the damage-sensitive 
features from these measurements was needed in order to obtain accurate damage prediction. In this study, 
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statistical parameters were used to identify the certain features of the opening part of acceleration data. The 
statistical analysis of these features was used to determine the current state of system health. Statistical 
significance of the vibration signal changes in the extracted features was evaluated using neural networks. This 
statistical information was fed as inputs to the ANN. 
 
One of the important considerations was to efficiently interpret the results from the ANN. As a result, no damage 
(healthy condition) was assigned “0” and damage was assigned “1” as output from the ANN. A total of 172 input-
output patterns (pairs) were generated and were divided into three sets, namely, the training set, the cross-
validation set and the test set.  
 
In this study, the Levenberg-Marquardt algorithm was used for ANN learning rule, and the sigmoid function was 
used for activation function. The use of sigmoid function requires that the input and output data be scaled to the 
range of [0-1]. In the present study, the input and output data were scaled to a somewhat narrower range 
between 0.2 and 0.8, resulting in a considerable improvement in learning speed due to increased sensitivity of the 
sigmoid function within this range.  
 

DIAGNOSTIC OF BRIDGE GEARBOX AND RACK-PINION DAMAGE 

To make sure that the network training has been satisfactorily completed and the network is capable of 
generalization, a set of unseen patterns must be selected and the network should be tested using these patterns. 
For this purpose, a total of 7 testing patterns were used to observe the prediction performance of all the 
architectures considered in the study. As discussed before, out of 7 patterns, 1 pattern was used to identify the 
removal of 25% of oil from the gearbox, 3 patterns were used to identify the damage due to the inadequate 
lubrication of open gear, and the remaining 3 patterns were used to identify the no damage case. Table 1 shows 
the desired outputs and best network outputs for all testing patterns. It is clear that the prediction of the best 
networks for 7 unseen patterns is quite satisfactory. The best network yields maximum difference of 0.007% for 
the Gearbox and yields maximum differences of 0.005% for rack-pinion under the defined network parameters. 
This indicates that the networks trained successfully establish the relationship between the statistical parameters 
and damages and interpolate this relationship for other unseen data with a great accuracy.  In addition, the 
coefficient of correlation between actual and predicted outputs is 0.999 for the gearbox and 1.000 for the rack-
pinion. This indicates that the generalization performance of the network is very good and it is able to generalize 
within the range of the data used for training.  
 

Table 1 Testing set with Actual Outputs and Best Network (6-(2-2)-2) Outputs 

INPUTS ACTUAL OUTPUTS ANN OUTPUTS

GB Max GB Min GB Stdev RP Max RP Min RP Stdev GB RP GB RP

0.1650 0.1682 0.0495 0.0276 0.0321 0.0093 1 0 1.000054 0.000053

0.1332 0.1398 0.0360 0.1585 0.1442 0.0118 0 1 0.000010 1.000018

0.1392 0.1348 0.0358 0.1299 0.1863 0.0125 0 1 0.000038 1.000020

0.1417 0.1523 0.0364 0.1236 0.1563 0.0114 0 1 0.000038 1.000020

0.1437 0.1524 0.0416 0.0337 0.0286 0.0094 0 0 0.000025 0.000016

0.1481 0.1484 0.0397 0.0313 0.0295 0.0092 0 0 0.000026 0.000016

0.1356 0.1475 0.0404 0.0302 0.0329 0.0092 0 0 0.000025 0.000016

 
Once trained successfully, the network can confidently be used to predict accurate output values for new input 
data. The condition of the gearbox and rack-pinion using new input data can be obtained (e.g. “1” or “0”) from the 
trained neural network with a trivial computational time during the lifetime of the structure. In this section, the best 
ANN Model is used to evaluate the condition of the components for a certain period time.  
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CONCLUDING REMARKS  

In this study, the data from structural health monitoring (SHM) of mechanical components of a movable bridge are 
briefly presented for predicting the condition using artificial neural network (ANN). The results indicate that 
artificial neural networks have the ability to identify the damage by using the correct network parameters with the 
right architectures. The statistical parameters obtained from the vibration signals of the gearbox and rack-pinnion 
are employed as inputs. The best network is found to be one having 6-(2-2)-2 network geometry with Levenberg- 
Marquardt learning algorithms. It yields a maximum difference of 0.007% for the Gearbox (between actual and 
predictions) and yields a maximum differences of 0.005% for the Rack-Pinion under the defined network 
parameters for testing set, indicating accurate prediction of damage and undamaged conditions with the best 
networks. More details of the work presented in this research will be presented in more detail in another 
conference or journal paper once finalized by the researchers.   
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Abstract    

Bridges and buildings are the commonly monitored structural typologies and 
hence, the dynamic behaviour of superstructures is extensively studied. Geotech-
nical aspects, instead, are less investigated; in particular, the dynamic and seismic 
behaviour of a flexible retaining wall is currently not fully understood. The Struc-
tural Health Monitoring system of the “Casa dello Studente” (Student House) at 
University of Molise has been designed and is currently under implementation in 
order to obtain a deeper knowledge about the dynamic behaviour of geotechnical 
structures and soil-structure interaction mechanisms. To fulfil this aim, a number 
of ambient vibration tests have been carried out and the results are used to refine 
the numerical model of the wall in operational conditions. In the present paper, the 
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main test results are reported and the numerical model of the soil-structure system 
is described. Due to the low level of ambient vibrations, an elastic model has been 
implemented and a number of simulations have been carried out in order to inves-
tigate the dynamic behaviour of the soil-structure system and the mechanisms of 
interaction, also through the comparison with the experimental results. 

Introduction 

Structural Health Monitoring (SHM) represents a promising answer to require-
ments of structural management and maintenance. Its increasing diffusion also in 
the field of civil engineering is related to the opportunity of a fast assessment of 
potential damage conditions, tracking their evolution and providing almost in real 
time information about the safety level of the structure itself. In particular, reduc-
tion of inspection costs, seismic protection, possibility to develop post-earthquake 
scenarios and support rescue operations are some of the main advantages related 
to implementation of effective SHM systems.  

 
SHM is based on the integration of a number of different skills (electronic and 

civil engineering, computer science). SHM systems have been applied to different 
structural typologies [1]. However, a limited number of full-scale dynamic meas-
urement systems are currently applied to geotechnical systems. In the present pa-
per the opportunities of SHM and continuous dynamic measurements are explored 
through an application focused on a full scale flexible retaining wall. An inte-
grated structural and geotechnical monitoring system for such a wall has been de-
signed and it is currently under development at University of Molise.  

 
The analysis of the dynamic response of the wall under operational and earth-

quake conditions plays a fundamental role for the enhancement of numerical mod-
els and the improvement of the current knowledge about the dynamic and seismic 
behaviour of flexible retaining walls. Moreover, dynamic measurements can be 
used to build an effective vibration-based SHM system which can be data-driven 
[1] or take advantage also of results of numerical analyses [2]. On the other hand, 
data recorded during seismic events may give a deeper insight in the soil-structure 
interaction, in particular during strong motion events. Collection of such data will 
be useful also to improve seismic design procedures.  

 
Soil parameters obtained from in-situ geotechnical investigations have been 

therefore used for implementation of a Finite Element (FE) model of the wall. Re-
sults of dynamic monitoring are then used to assess the quality of the numerical 
model and improve it. This will bring, in a near future, in a better estimate of the 
values and the distributions of the stress states during earthquakes, thus improving 
the current design procedures.   
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Structural Health Monitoring 

The monitored reinforced concrete (r.c.) flexible retaining wall is a part of the new 
Student House at University of Molise in Campobasso (Italy). It comprises of two 
rows of reinforced concrete (r.c.) piles of diameter 800mm and a length of about 
18m, sustaining a free height of about 6m. The piles were constructed as drilled 
piles, with the usage of drilling buckets, and devoid of any sort of in-situ casing. 
No anchorages have been provided for the wall. A r.c. top-beam overlies the top 
of the retaining structure. The research activities have commenced subsequent to 
the structural design of the wall that was carried out by some consultants.  

Table 1. Results of output-only dynamic tests 

Mode fexp (Hz) exp (%) 
I 3.68 1.4 
II 7.23 1.2 

 

 
Fig. 1. FDD – Singular Value plots and identified natural frequencies  

A detailed description of the SHM system is beyond the scope of this paper. 
Relevant to the present contribution, it is worth mentioning that two of the piles of 
the retaining wall have been instrumented with embedded piezoelectric acceler-
ometers and some ABS plastic commercial inclinometer casings. The dynamic re-
sponse of the wall is continuously monitored through a customized system devel-
oped in the framework of the activities of the research group. Further details of the 
above systems are provided in [3,4].  The dynamic response of the wall to ambient 
vibrations has been analyzed by different output-only modal identification proce-
dures, such as the Frequency Domain Decomposition (FDD) [5], the Stochastic 
Subspace Identification [6,7] and the Second Order Blind Identification [8]. Re-
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sults are summarized in Table 1, while the Singular Value plots provided by the 
FDD are shown in Figure 1, pointing out the location of the identified modes. 

Geotechnical characterization and Finite Element modeling 

Extensive investigations have been carried out to determine the geology of the re-
gion, as detailed in [9]. Prior to the construction of the retaining wall, two bore-
hole investigations (total depth of 30 m from the ground level) were carried out for 
Stratigraphic Column extraction, Standard Penetration Test (SPT) and Down-hole 
Test (DH). Laboratory tests such as physical and chemical characterization, triax-
ial tests and direct shear tests were also conducted. A contour mapping of the area 
suggest that the boreholes have a level difference of about 8 m (Abs. ground level 
of Borehole S6 - ~676 m, Abs. ground level of Borehole S5 - ~668 m). The sub-
soil in the area is mainly constituted by varicoloured clay covered by man-made 
ground. Based on the results of in-situ investigations a simplified geotechnical 
profile with inclined stratigraphy and irregular bedrock is attempted and a Finite 
Element model of the soil+wall system (Figure 2) has been set in PLAXIS 2D 
v8.4 code [10]. In compliance with the non-availability of water in the geotechni-
cal investigations, the water table has been considered to be deep enough to be 
away from the interaction with the geotechnical structures.  
 

 
Fig. 2. Geometry and stratigraphy of the preliminary model  

In order to investigate the dynamic behavior of the system in operational condi-
tions, the soil has been modeled as Linear Elastic (LE) material in compliance 
with the low amplitude of ambient vibrations. Hence, the elastic modulus of the 
soil layers are chosen conforming to the shear wave velocity, as measured from 
the DH tests. Average values of the parameters obtained from the two boreholes 
have been adopted in the model. The embedded retaining wall has been modeled 
as a plate with rigid interface with adjacent soil layers. Table 2 shows the adopted 
soil parameters. The details about the contributory parameters affecting the nu-
merical responses are mentioned in [4]. In order to simulate the propagation of 
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shear waves in the medium, a horizontal prescribed displacement of 1 unit in 
terms of displacement is used along the bedrock level, used as a multiplier to the 
Gaussian white noise input excitation.  

 
The acceleration responses collected from PLAXIS are analyzed according to 

the above mentioned output-only modal analysis procedures in order to extract the 
dynamic properties of the model and compare them to the experimental results. 
The minimization of the scatter between numerical and experimental values of the 
dynamic properties has driven the model updating process.  

Table 2. Material parameters adopted in the preliminary model 

Soil  
Layer 

Material 
Type 

E0  
(105 kPa) 

G0  
(105 kPa)

   
(kN/m3) 

Vs  
(m/sec) 

HL (m)  
Left of wall

HR (m) 
Right of Wall 

A LE 3.188 1.113 0.432 18.00 246.2 8 3 
B LE 4.086 1.433 0.426 19.03 271.6 3 3 
C LE 14.51 5.045 0.438 19.47 503.9 5 5 
D LE 26.49 9.243 0.433 19.98 673.3 10 10 

Model refinement 

The two above mentioned 30 m deep boreholes allow a reasonable identification 
of the soil layers but it is not possible to describe the location of the bedrock. 
From the SPT blow counts in Borehole S5, it is observed that the refusal of pene-
tration has been recorded at 20 m and beyond, the SPT count being above 20; 
however, the borehole is further proceeded till 30 m, thus suggesting that at that 
depth  still it cannot be adjudged as or a part of bedrock. For further clarification, 
the stratigraphical records of more boreholes in the near vicinity are studied and in 
most of the cases, the presence of the bedrock at a depth of 15 m from the ground 
level with an SPT blow-count >40 has been observed. Hence, it is possible that 
due to the spatial irregularity of the strata, S5 did not encounter rocky-like depo-
sits; whereas, the same may be present along the longitudinal section of the retain-
ing wall. Hence, in the refined model, the depth of the bottom-most layer is consi-
dered to be ~4m, so that the existence of the bedrock is nearly 15m from the 
ground level.  
 

In contrary to the presence of several borehole investigations in the near vicini-
ty on the excavated side of the wall, no other borehole studies were discovered on 
the uphill side that can justifiably verify the depth of the bedrock, or provide an 
indication about its irregularity in the transverse direction. Hence, two major un-
certainties recognized in the numerical simulation are the depth of the bedrock and 
transverse profile of the bedrock. 
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Stiffness of the soil layers in the uphill side of the wall, as determined by the 

DH test in Borehole S6, also poses uncertainty. Hence, to clarify further, the effect 
of a change of the stiffness of the different layers in the ranges obtained from DH 
tests in S6 has been investigated. 

 
The analysis of the model geometry reveals that the retaining wall represents a 

boundary between the two halves of the system. It separates the geological forma-
tion in two domains having significant level difference of 8m. The two halves of 
the system, when considered separately, are characterized by different frequencies 
of vibration. The retaining wall located at the boundary between the two halves 
will portray the responses of both of them in a kind of superposition representing 
the interaction of the two portions of soil in the model. This phenomenon was also 
observed in [11].  In order to study the nature of the interaction, a decoupled prob-
lem is framed wherein the two domains of soils are separated to form two four-
layer inclined strata without the wall. When subjected to ambient motion, these 
models would provide the fundamental frequencies of vibration of each of the 
domain, which would further help to understand their combined behavior when 
the acceleration response of the soil+wall system is studied in frequency domain. 
The comparison of the natural frequencies of the uphill soil domain (4.6 Hz and 
10.8 Hz), the right hand soil domain (6.8 Hz and 13.8 Hz) and the combined 
soil+wall system (roughly 4.7 Hz, 6.7 Hz, 10.7 Hz and so on) justifies the super-
position of the frequency responses of the two halves and supports the proposed 
hypothesis.  

 

 

Fig. 3. Geometry and stratigraphy of the refined model (central section) 

Moreover, it is also observed that the fundamental frequency of the spectra ob-
tained from the response of the wall agrees with the fundamental frequency of the 
uphill soil domain, while the second higher frequency reasonably agrees with the 
fundamental frequency of the downhill soil domain. Similar results are observed 
with numerous other simulations. Hence, the response obtained from the wall can 
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be reasonable decoupled by controlling the soil parameters on both the sides of the 
wall. Hence, this insight provides a methodology by which an attempt has been 
made to refine the thickness of the lowermost stratum of soil on the uphill soil 
domain in order to achieve a reasonable agreement between the experimental and 
numerical results. 

 
Based on the above studies, the modifications have been incorporated to frame 

a new geotechnical model. Numerous simulations have been carried out in order 
to arrive at the best possible solution, and the same is presented here. Table 3 pro-
vides the parameters of the newly developed model. Figure 3 depicts the geometry 
of the model. The analytical procedure carried out is identical as described for the 
preliminary model.  

Table 3. Material parameters adopted in the refined model  

Soil  
Layer 

Material 
Type 

E0L  
(105 kPa) 

E0R  
(105 kPa) 

   
(kN/m3) 

HL (m)  
 

HR (m) 
 

A LE 1.704 3.188 0.432 18.00 8 3 
B LE 2.930 4.086 0.426 19.03 3 3 
C LE 14.86 14.51 0.438 19.47 5 5 
D LE 26.49 26.49 0.433 19.98 20 4 

   
The comparison of the experimental and numerical frequencies of vibration 

(Table 4) reveals a good agreement between the results, suggesting that keeping 
all the uncertainties in mind, the chosen model is one of the best representation of 
the stratigraphy in the nearby vicinity of the wall. 

Table 4. Comparison between experimental and numerical results (refined model)  

Mode fexp (Hz) fFEM (Hz) Scatter (%) 
I 3.68 3.60 -2.2 
II 7.23 7.20 -0.4 

Final remarks 

The paper provides a detailed description of the numerical FE modeling of the 
flexible retaining wall built for the “Casa dello Studente” of the University of Mo-
lise, Campobasso, Italy. Borehole investigations have been used to identify the 
geotechnical profile of the site. A preliminary model has been thoroughly studied 
to identify the problems and uncertainties in different parameters associated with 
the numerical modeling. The problem of decoupling and superposition of res-
ponses from the two soil domains on the wall response has been successfully iden-
tified. It provided the insight and methodology to adjust and refine the model pa-
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rameters in order to obtain a representative model of the behavior of the soil+wall 
system in operational conditions. However, further research and detailed investi-
gation into the aspects related to the profile and depth of the bedrock are necessary 
and are carried out at present. 
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NOMENCLATURE 

y(t): Output of the system B(q): Polynomials in the delay operator q-1 

(t): Noise-free input of the system C(q): Polynomials in the delay operator q-1 

w(t): Disturbance term of the model q-1: Delay operator 

x(t): Output of the system y(t): Output of the ARMAX model 

f(t): Excitation force on the system u(t): Input to the ARMAX model 
A(q): Polynomials in the delay operator q-1 e(t): Error term in the ARMAX model 

 

ABSTRACT 

In this paper, studies for structural condition assessment of the movable bridge using the Structural Health 
Monitoring (SHM) data collected from a laboratory based 4-span bridge-type steel structure will be presented. For 
this purpose, the authors expand on a time series analysis method using ARX (Auto-Regressive with eXogeneous 
input) models for damage detection with free response vibration data. A series of ARX models were developed for 
reference locations using adjacent location acceleration values as inputs. After creating the baseline ARX models 
from the undamaged structure, they were used with the data from one of the simulated damage scenarios. The 
error term of these damaged models, expressed as a proportion of the fit ratios was used as the damage 
sensitivity feature. Use of a normalized distance factor for the damage features was also shown to be highly 
effective at visually presenting the results. This ARX based time series analysis method was shown to be effective 
for damage detection, locating, and assessment of the relative damage severity for this relatively complex 
laboratory structure.  

INTRODUCTION 
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Every civil infrastructure project is designed and built with a specific design life. As the end of this design life is 
approached, or surpassed in some instances, evaluation and assessment of the structural condition becomes 
increasingly more important for safety and serviceability. Structural Health Monitoring (SHM), the research area 
focusing on condition assessment of different structures, offers a proactive approach to monitoring the state of our 
infrastructure. Damage detection is one of the most critical components of Structural Health Monitoring (SHM), 
and therefore, many different approaches have been developed to extract damage sensitive features (or damage 
features) from SHM data. Time series analysis methods using AR (Auto- Regressive), ARX (Auto-Regressive with 
eXogeneous input), and ARMA (Auto-Regressive Moving Average) models have been employed by various 
researchers and offer the distinct advantage of requiring only data from the undamaged structure during the 
training phase [1-4]. In a prior study, the authors proposed a time series methodology implementing ARX models. 
The proposed methodology developed a series of ARX models for reference locations using adjacent location 
acceleration values as inputs, to model the free response of different sensor clusters for damage detection [5]. In 
this paper, the methodology is examined on a more complex structure containing structural decking, where the 
systems’ degrees of freedom are not as clearly defined.  

OBJECTIVE AND SCOPE 

The objective of this study is to examine the effectiveness of a previously developed time series analysis 
methodology at identifying and locating damage on a structure that is connected by decking, thus having different 
node-node connections then previously tested. This methodology can then be further expanded and applied on a 
comprehensive SHM system, implemented by the authors, on a movable bridge in Florida, the Sunrise Boulevard 
Bridge. The content of this paper will first examine the theoretical background of time series modeling and its 
relation to structural dynamics. Next, the experimental setup and ARX model development will be described. The 
experimental results from impact testing will then be presented in two different formats, demonstrating the 
effectiveness of the method at damage detection and localization.  
 

THEORETICAL BACKGROUND 

Generally, the methods which exist for damage detection using Structural Health Monitoring (SHM) data fall into 
two broad categories: 1) Parametric methods and 2) Non-parametric Methods. Parametric methods generally 
assume that a model representing the system is known; the a priori model. Non-parametric methods, unlike 
parametric methods, do not require knowledge of the underlying relations between damages and changes of 
structural parameters; in other words, a model of the system does not need to be known. In these methods, a 
combination of time series modeling and statistical patter recognition is often used, requiring only data from the 
undamaged structure to train the model. In this manner, the model is constructed for a healthy/baseline condition 
and when data from the damaged structure is input into the model the outputs are likely classified as outliers. This 
can be described as a “black box” model approach, where the systems’ input is related to the systems’ output 
through a relationship that is unique to a specific condition of the structure. Time series modeling is a fundamental 
concept of this method and a brief discussion is presented below. 

Time Series Modeling 

Time series modeling is the statistical modeling of a sequence of data points that are measured at successive 
times spaced at uniform time intervals. Time series modeling makes it possible to model a system that cannot be 
easily modeled based on physical insights. A linear, time discrete, model of the system can be constructed which 
represents the relationship of the input, output and any error terms and is presented in Eqn. (1) (Ljung 1999) [6]. 

  w(t)+(t)=y(t)  (1) 

where, y(t) is the output of the model, (t) is the noise-free input of the model, and w(t) is the disturbance term. 
 
When this general form of the equation is further described through the use of a shift operator q, a model known 
as the Box-Jenkins model is derived. When the properties of the error/disturbance signals are not modeled, and 
upon further simplification, a model known as the ARMAX (Auto-Regressive Moving Average with eXogenous 
input) model is developed and described by Eqn. (2). A(q)y(t) represents an AutoRegression, C(q)e(t) a Moving 
average of noise, and B(q)u(t) represents an external input 
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 C(q)e(t)+B(q)u(t)=A(q)y(t)  (2) 

Here, y(t) is the output, u(t) is the noise-free input, and e(t) is the error term. The expanded form of this equation 
is given by Eqn. (3). 

  ) nc-e(tc+...+1)-e(tc+e(t)+) nb-u(tb+...+1)-u(tb=) na-y(ta+...+1)-y(ta+y(t) nc1nb1na1   (3) 

Where, ai, bi, and di are the unknown model parameters, and the model orders are given by na, nb, and nd. By 
adjusting the model orders, different time series models are defined. The ARX model, which is used in this study, 
is obtained by setting nc equal to zero. The ARX model structure is shown in Eqn. (4).  

 e(t)+B(q)u(t)=A(q)y(t)  (4) 

Time Series Modeling for Structural Dynamics 

The core premise of the methodology used in this study is that output of a degree of freedom (DOF) for a linear 
dynamic system is related to the outputs of the neighboring DOFs. In other words, the neighboring DOFs outputs 
can be used as inputs in the development of a time series model. This concept is explained by examining the 
equation of motion for an N DOF linear dynamic system in matrix form, as in Eqn. (5) (time, t is omitted). 
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Where [M] is the mass matrix, [c] is the damping matrix, and [k] is the stiffness matrix. The vectors ),(),( txtx
x(t), and f(t) are acceleration, velocity, displacement, and the external forcing function respectively. If the first row 
of Eqn. (5) is expressed separately, the force term eliminated for free response case, and then rearranged, as in 
Equations. 6-7, it is shown that the acceleration output of the 1st DOF is expressed by the excitation force on the 
1st DOF, physical parameters of the structure, and the outputs of the other DOFs.  

 1111111111111 fxkxkxcxcxmxm NNNNNN  (6) 

 11

111111111212
1 m

xkxkxcxcxmxmx NNNNNN

 (7) 

Therefore, each row of Eqn. (5) can be thought of as a sensor cluster, composed of a reference DOF and its 
surrounding DOFs. Based on these concepts, if different ARX models are created for different clusters of sensors, 
then damage features can be selected from these models to detect damage. Therefore, in the ARX model 
expressed in Eqn. (2), the y(t) term is the acceleration response of the reference channel of a sensor cluster, u(t) 
is the acceleration responses of all the DOFs in the same cluster, and e(t) is the error term.  

Damage Feature (DF) 

As discussed earlier, numerous approaches exist for extracting damage features from SHM data using a time 
series analysis. The damage feature(s) itself, however, also varies. In Gul (2009) [7] two different types of 
damage features (DFs) were extracted from the ARX models. The first approach was based on a direct 
comparison of the “B” term coefficients of the ARX model. While this method was demonstrated to be successful 
at giving exact information about the existence, location, and severity of the damage for simple models, this 
approach was not effective for complex models or with addition of data noise. The second approach used the 
difference in the ARX model fit ratios, Eqn. (8), as the DF (Gul and Catbas 2009) [5].  
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Where the fit ratio is expressed by Equation, 9. 
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{y} is the measured output, { ŷ }is the predicted output, { y }is the mean of {y} and |{y} { ŷ }| is the norm of {y- ŷ }.  

EXPERIMENTAL STUDIES 

Test Set-Up 

The laboratory setup used in this study was a four span bridge-type structure (Figure 1). Although not a scaled 
down bridge model, its responses are representative of typical values for medium-span bridges. It has two 120 cm 
approach end spans and two 304.8 cm main inner spans. Two HSS 25x25x3 girders separated 60.96 cm from 
each other support a 3.18 mm thick, 120 cm wide steel deck. The supports can easily be changed to roller, pin, or 
fixed boundary conditions, and the girder deck connection can be adjusted at different locations to modify the 
stiffness of the structure. The main spans are instrumented with various sensors, shown in Figure 2.  

 

 
Figure 1. Experimental Setup 

Instrumentation consisted of a total of sixteen PCB accelerometers, two dynamic tiltmeters, and 20 foil type strain 
gages. The data acquisition systems were controlled by a personal computer. The present study only utilizes the 
acceleration data, which was collected with a sampling frequency of 320 Hz using a VXI system from Agilent 
Technologies.  These sensors provide a measurement range of ±50 g and a broadband resolution of 350 g. 

Experimental Method 

An impact hammer was used to excite the structure during a series of trials for each damage scenario. Two 
impact data sets were collected for all 16 data channels at four different locations, shown in Figure 2, totaling 8 
data sets for each sensor.  
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comparison purposes. It is necessary that the ARX models be generated based on only the free response of the 
structure (not the impact event itself). For this reason, the data is windowed to model only the free response.  
A total of 16 different sensor clusters were created, one for each reference channel. 
 
The model orders of the ARX models were selected as na=1 and nb=20. These model orders were selected after 
examining the fit ratios for the baseline (undamaged) case and selecting model orders that generated fit ratios of 
approximately 95. The fit ratio reveals how good the model is at predicting the actual output. Or in other words, 
when the reference channel acceleration values are estimated from the adjacent channel accelerations, how 
close are they to the actual reference channel acceleration values. 

ANALYSIS RESULTS 

In this paper, only the impact results of the first damage scenario will be presented. Prior to damage identification 
with noisy data, however, a threshold for the DF must be established to distinguish changes in the DF due to 
damage from changes as a result of noise in the data. To determine the threshold level, the DFs of two sets of 
undamaged, baseline, data are found. The DFs resulting from the one baseline compared to another baseline 
represent the amount of noise in the system. The DFs for the second Baseline case are shown in .  
 

 
Figure 4. DFs for Baseline Case 2  

From this plot and based on the performance of the ARX models a DF of 20 was selected as a threshold to 
identify damage. The damage features for Damage Case 1 were found using Eqn. (8) and can be plotted for each 
trial as shown in Figure 5 below. 
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Figure 5. DFs for Damage Case 1 (Rusted Left Support) 

In the plot, each node has been color ranked based on its proximity to the damage location, from closest to 
farthest (Red, Magenta, Blue, Green, Yellow). Based on this information, it can be seen from the figure that the 
DFs of N1,N2,N9,and N10 are noticeably higher than the other nodes. These 4 nodes were located closest to the 
fixed support, or damage location, and therefore were plotted in Red. As the node location moves further away 
from damage location the effects of damage would be expected to decrease. This is shown in the figure as the 
color ranking of each node corresponds well with the DF value.  
 
To better visually locate damage, Zaurin (2009) [8] used a Normalized Distance expression. In this study, the 
normalized distance between DFs from a baseline case and DFs from an undamaged case will be used, as 
displayed in Eqn. (8). 
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First, the mean of the DF values for the set corresponding to t0<t<t1 and the mean of all outliers for the set 
t1<t<t2 are calculated. If all of the calculated DFs from the set (t1<t<t2) are outliers, the distance between their 
mean divided by the mean of the DF set for t0<t<t1 can be considered as the normalized change, which can be 
denoted as Nd . Therefore, Nd  is a normalized indicator between DFs obtained at two different times (t0<t<t1 and 
t1<t<t2) during the monitoring of the structure. Using this method the location of damage origination is more 
clearly seen then from simply examining the DF trend for each sensor. Figure 6 shows the normalized distance of 
the Damage Features for each sensor location in Damage Case 1: Rusted Rollers (First Support).  
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Figure 6. Damage Identification Damage Case 1: Rusted Left Support  

Inspection of Figure 6 shows that the sensors nearest to the fixed support location have the largest normalized 
distances, indicating the damage location. This normalized distance method provides a very visual representation 
of the damage sensitive features. Therefore, it can be concluded that this methodology works adequately at 
detection and localization of damage in this experiment. 
 

CONCLUDING REMARKS 
 
In this study, a time series analysis methodology using ARX models for damage detection using free vibration 
data was expanded upon. Experimental data was collected for a four span bridge-type steel structure under 
simulated damage scenarios, which are representative of commonly found damage on movable bridges. The free 
vibration acceleration data for each sensor cluster was used to develop ARX models. A ratio describing the fit 
ratios, called the Damage Feature (DF), was used as the damage indicating feature. The results obtained from 
the impact tests for damage case 1 are presented. It was then demonstrated that damage could be identified and 
located using this approach, based on either the initial DF plot or another parameter called the normalized 
distance.  
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ABSTRACT 

Light and rapid constructions as well as considerations such as improved line of sight and increased capacity for 
modern stadium structures make them vulnerable for vibration serviceability problems. Especially when the 
individuals in a crowd are involved in some sort of a coordinated motion, this type of loading creates the highest 
potential for increased levels of vibration. In order to understand the causes of high vibration levels and 
serviceability and safety limits, detailed Finite Element Models (FEM) should be used in addition to the field 
studies. In this study, development of the FEM of a stadium is presented to investigate the structural performance 
of the stadium. After constructing the FEM, it is validated using the results of the modal analysis with human 
induced vibration data. In addition, laboratory studies are conducted to estimate the dynamic loading on the 
stadium 
 
INTRODUCTION 

Sport events are followed by many people all around the world and have become a major industry. Especially for 
popular games such as soccer, basketball and football, the number of fans is rising each day. Improvements for 
light and rapid constructions and considerations such as improving line of sight and increasing the capacity for 
modern stadium structures create possibility for vibration serviceability problems. Especially when the individuals 
in a crowd are involved in some sort of coordinated motion, this type of loading creates the most potential for high 
levels of vibration. As dynamic effect of people gain more importance, the incidence of problems with 
displacements and vibration serviceability started to increase. Structural Health Monitoring (SHM) techniques with 
methods of data evaluation can be implemented to understand the performance of a stadium structure during 
games such as football. In order to understand the causes of human induced vibration and vibration levels, 
occurring service and safety levels, SHM becomes important especially when repair or improvements on the 
structure are considered for the structure. 
 
Pernica (1983) conducted one of the earliest stadium monitoring applications during a 3 hour rock concert to see 
how the audience response affects the dynamic behavior of a stand area having a fundamental frequency below 
5 Hz. Reynolds and Pavic (2002) conducted modal testing of a sports stadium grandstand at a soccer stadium in 
the UK. Entire modal test and preliminary estimation of the modal properties of the structure were presented in 
the paper. Also results from the modal testing were compared with the results of a finite element analysis. At the 
end discrepancies between the FE model and the modal test results were highlighted. Reynolds and Pavic (2006) 
published another paper for modal testing and in-service monitoring of a large contemporary cantilever 
grandstand in the United Kingdom. Modal parameters during the stadium was empty were also investigated and 
in service monitoring results were described accordingly. Yao et al. (2006) described the direct measurement of 
human induced forces due to jumping on a moving force platform. A unique test rig was developed to permit a 
person to jump on an idealized single degree of freedom system with variable natural frequency and mass. 
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Analysis results from jumping in the region of half the natural frequency and of the natural frequency were 
presented. Also, the effect of contact ratio, which is the ratio of time in contact with the platform/period of jumping 
time was determined in the study. Salyards and Firman (2010) investigated the ability to estimate dynamic loading 
effect in more reasonable obtainable acceleration response of the structure during the events. They used 
experimental testing to investigate the accuracy and sensitivity of load estimation method for consideration when 
applying this method to large scale structures. During these experiments simple floor structure was subjected to 
dynamic forces generated by small groups and result were presented accordingly. 
 
OBJECTIVE AND SCOPE 

Previous studies about the effects of excessive vibration to human comfort and the dynamic characteristics of a 
football stadium have already been presented by the authors (Catbas et al., 2010). An investigation of a football 
stadium for human-structure interaction was conducted and results from crowd induced vibration monitoring for 
human comfort analysis and simulation of crowd dynamic excitation were discussed. The objective of this paper is 
to analyze the vibration effects by combining FE model studies with laboratory tests and to investigate the 
dynamic characteristics of a football stadium. In this study, FE model results by using the experimental analysis 
results are presented in the context of time and frequency domain. Laboratory studies are also performed on the 
basis of obtaining a better model for spectators jumping in the stadium where different experiments were 
conducted in the laboratory. Finally, simulations with dynamic loading and comparison of FEM dynamic loading 
results with field data results are discussed. 
 
STADIUM AND INSTRUMENTATION 

The stadium monitored in this research was completed in 2007 and the stadium was opened in the same year. 
The stadium is a steel frame structure sitting over 25 acres and has approximately 45,000 seating capacity. The 
sensors are installed at the student sections. The reason to choose student sections to monitor was the 
expectation of higher vibration levels than other sections of the stadium. Students mostly get more excited during 
the games and also the university band was located close to the monitored section, which created another reason 
for the students become more excited. Monitored section was one of the corners of the stadium; seating sections 
in that part are narrowing down frame sections. Rear ends of the monitored section have 60 ft opening and about 
55 ft height while the front ends have about 15 ft opening and 7.5 ft height (Figure 1). 
 

 

Figure 1: The section under investigation 

The objective of choosing the locations of the accelerometers was to monitor different element types of the 
structure such as primary elements (main girders), secondary elements (floor girders) and tertiary elements 
(stringers). To identify the characteristic of these elements in investigated sections, twelve accelerometers were 

Monitoring Location: 
Student Section
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placed in vertical, lateral, and longitudinal directions to measure the vibration levels in three different directions. 
Mid-points of the beams and stingers were chosen for the sake of maximum vibration. Eight of these 
accelerometers were in the upper section and the remaining four accelerometers were in the lower section. 
 
Because of low frequency vibration of civil structures, high sensitivity PCB 393C accelerometers were considered 
appropriate to monitor the stadium. These accelerometers were designed to collect vibration measurements at 
low frequencies with a usable frequency range of 0.025 to 800 Hz, sensitivity of 1000 mV/g and range up to 2.5 g 
peak. The accelerometers were connected to the data acquisition system with insulated cables running over the 
frames. For data collection, digital data acquisition was performed using VXI-Agilent Technologies and PCB data 
conditioner, which had sixteen input channels in each system. Sampling rate was defined as 100 Hz because in 
stadium structures, frequency range of interest was mainly around 0-30 Hz. Data was collected before, during and 
after the game to obtain a general response of the stadium in each period. For the data collection durations, ten 
minute intervals were defined and approximately twenty five data sets were collected in each game. 
 
FE MODEL DEVELOPMENT 

The development of the finite element model of the stadium was performed to represent the real structure as 
close as possible that will help to simulate the dynamic effects due jumping of the spectators in the stadium. The 
first item that needed to be completed was to go over the blue prints and also pictures of the stadium. Next, CAD 
model was developed using lines to represent the different frame sections. The lines were then placed in different 
layers to represent the corresponding frame section. Once the CAD model was completed, it was imported into 
the FE analysis software. 
 

 

Figure 2: Developed FE model 

A FE model having 365 frame elements, 609 nodes and 379 links was created. After properties were assigned to 
the frame members, a systematic approach was followed for the model check. First, the extruded views of the FE 
model elements were visually inspected for the orientation of the members and verified with field inspection. Next, 
displacements of the elements were checked if they were in a reasonable range. To accomplish this, one of the 
beams used in the model was taken out and another model was created with boundary conditions with pin and 
fixed connections at both ends and displacements were checked under live load. A live load of 100 psf was 
applied as defined in Florida Building Code (2004), after multiplied with the tributary area where the beam was 
taking the load from. Subsequently, the beam displacement from the model created for the investigated section of 
the stadium was also obtained and the results (Table 1) showed that the displacements were between the two 
boundary condition results.  
 
 
 

FE Model
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Table 1: Displacement for different boundary conditions 

 
 

Final check was modal analysis check, where the FE model was compared with the results obtained from 
experimental modal analysis results. Experimental modal analysis was carried out by analyzing different data sets 
from different games and different years. Using output only data sets, a complex mode indicator function (CMIF) 
based system identification methodology was used in conjunction with the random decrement (RD) method to 
analyze experimental data sets for modal parameter identification. CMIF used the unscaled multiple-input 
multiple-output data sets generated using the RD method for parameter identification (Gul and Catbas, 2008). 
When experimental data sets were analyzed, it was seen that each data set showed similar dynamic 
characteristic and the first mode of the structure, which was a vertical mode, can be identified in most data sets. 
Three different data sets from three years were analyzed to obtain the distribution first mode of the structure. Due 
to spectator load, which means an extra mass for the structure, it was seen that the first mode varied between 
2.1-3 Hz depending on the weight of spectators over the investigated section with a damping ratio of 4-5%. After 
the distribution was analyzed with probability density function and logarithmic curve fitting, it was more realistic to 
assume the stadium’s first mode around 2.45 Hz (Figure 3). 
 

 

Figure 3: Frequency distribution for first mode 

After experimental data sets were analyzed and modal frequencies were obtained, they were used for validation 
of the FE model. When frequencies from the FE and experimental data analysis were compared, it was seen that 
they were in an acceptable range. After last calibration steps due to boundary conditions were applied, for the 
sake of verification, modal assurance criterion (MAC) values were checked. MAC values had extra importance for 
modal assurance because the investigated section was not uniform or custom elevated structure and the FE 
model could not be fully calibrated. Results gave a high number of modes in 20 Hz range. For that reason, MAC 
values checked according to data analysis result of field data and 0.94 MAC value obtained for the first mode 
between first mode frequencies of experimental data and finite element model. Difference in first mode 
frequencies of experimental data and finite element model was 6%, which was an acceptable difference. Second 
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mode also had high MAC value and small differences in modal frequencies. When transversal and longitudinal 
motions took place more in movement of structure, MAC values started to decrease. It should also be mentioned 
that some of the MAC values between experiment and FE model are low. One reason for this may be the low 
spatial resolution of the sensor grid especially for lateral directions. As vertical motion got more dominant, as in 
sixth and seventh mode, MAC values started to increase again. Since the forcing function, which was spectator 
load, was vertical, the important modes of the structure were the vertical modes, the first two modes. When mode 
shapes were investigated in finite element model similar mode shapes were identified. The results for frequencies 
were not exactly same however; the difference was deemed acceptable (Table 2). 

Table 2: Modal Analysis Results vs. FE Model Results 

 
 
LABORATORY STUDIES 

There have been several studies for reliable and practical descriptions of the loading coming from people jumping 
by measuring the interface forces between the floor and people’s feet. Typical measured continuous force time-
history functions in the vertical direction were assumed to simulate single peak pulses. There have been a 
number of investigators focusing on this subject. Bachmann and Ammann (1987) assumed that series of identical 
half-sine wave pulses may be represented by measured jumping force pulses. However, measured data could not 
fit the symmetric half-sine function. It was suggest that for dynamic analysis such a set of periodically appearing 
half-sine pulses can be presented more efficiently if expressed in terms of Fourier series with the fundamental 
harmonic, having a frequency identical to the jumping rate (Ji and Ellis, 1994: Bachmann et al., 1995). However 
even the sum of the six Fourier harmonics, which was the maximum number reported in the literature, could not 
match adequately enough the original half-sine forcing function for all contact times.  
 
To obtain a better model for spectators jumping in the stadium, a small scale experiment was conducted in the 
laboratory. Researchers were made to jump on a beam in groups of one, two or three people while the popular 
song “Zombie Nation” was played at the same time. The aim of this study was to measure force difference 
between the persons’ standing position and jumping with a song, which means with a specific frequency, and later 
to obtain a factor by dividing the effect of jumping to the normal body weight. 
 
The beam used during jumping experiments was a 4 feet C-channel type beam (Figure 4). It was instrumented 
with four load cells and three accelerometers. Transducer Techniques load cells having a capacity of 5000 lbs 
each were placed under the corners of the C-type beam However, flange thickness of the beam was so small that 
4x4 square thin plates were welded to the corners of the beam to provide full contact between the beam and the 
load cells. For accelerometer selection, since the girder was expected to have higher frequency range, first, a 
simple frame model was created with SAP2000 and first mode frequency obtained from the software. Later, 
obtaining the first mode frequency around 80 Hz, PCB 603C01 type of accelerometer was chosen for the test. 
The accelerometer has a frequency range of 0.5 to 10k Hz, a sensitivity of 100 mV/g and a measurement range of 
50 g. Three accelerometers were placed under the girder, one in the middle and the other two arbitrarily to get the 
maximum vibration and many modes of structure. Data acquisition was performed by using National Instruments: 
NI-SCXI 1001 chassis for signal conditioning, NI-SCXI1520 and NI-SCXI 1314 for strain gage input and NI-SCXI 
1531 for accelerometer input. Sampling rate was defined as 100 Hz for load cells and 2048 Hz for 

Motion Type
Experimental 

Modal Analysis 
Finite Element 

Model Freq.
% Difference MAC

1st mode Vert. 2.45 Hz 2.59 Hz 6 0.94

2nd mode Vert. 4.89 Hz 4.12 Hz 15 0.98

3rd mode Vert. & Trans. 7.49 Hz 8.06 Hz 7 0.56

4th mode Trans. 12.73 Hz 10.85 Hz 14 0.48

5th mode Vert. & Trans. 12.92 Hz 11.66 Hz 9 0.62

6th mode Vert., Trans. & Long. 13.08 Hz 14.85 Hz 13 0.93

7th mode Vert., Trans. & Long. 14.61 Hz 16.28 Hz 11 0.79
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accelerometers. Data sets were collected for about 40-45 seconds each, where only about 25-30 seconds was 
jumping. 
 

 

Figure 4: Beam used for lab studies and instrumentation 

The experiment was conducted with three different persons in different combinations, and data sets were 
analyzed accordingly. Before obtaining the jumping load factor results, acceleration data sets and force data sets 
were checked in frequency domain analysis for resonance effect. The song played during the experiment 
“Zombie-Nation” had a frequency of 2.37 Hz, (Salyards and Firman, 2010) so it was expected the jumping 
frequency would have a close value. When frequencies of the forcing functions were analyzed, it was observed 
that frequency of the jumping varied in a range of 2.16 Hz to 2.41 Hz and the flexible range was due to the 
imperfection of the human response to the song. On the other hand, the frequency of the beam used during the 
experiments was around 80 Hz. That result showed that jumping frequency was away from the frequency of the 
beam and the results were not affected by resonance. Damping of the beam was also calculated. The stadium 
structure damping was defined as 4-5%, and to use the same jumping factors obtained in laboratory tests, beam 
and stadium structure should have close damping values.  
 
The main objective of laboratory jumping tests was to create a jumping model that can simulate the jumping of the 
spectators during the games. To create the model, data from the load cells were normalized and applied to the FE 
model as a time-history function. In order to verify the validity of the time-history application, acceleration data 
collected from experiments were compared with the FE model acceleration results. Loading was applied in 
vertical direction as the people’s self weight obtained from experiments. However, data sets were collected with 
high sampling rates in both experiment and the FE analysis. On the other hand jumping of persons with the 
popular song had a frequency around 2.2-2.4 Hz and the beam used during experiments, 80 Hz. In order to get 
rid of high frequency sampling effects, a zero-phase 100 Hz low pass filter was applied to both experimental and 
the FE results. Also when the standard deviations of the absolute values of two functions, experimental and the 
FE model results, were analyzed, it was seen that standard deviation of the FE model results was 0.104 g and 
standard deviation of experimental results was 0.092 g, showing a 10% difference. Maximum value of 
experimental data was 0.123 g and FE model result was 0.127 g, and minimum value of experimental data was    
-0.104 g and FE model result was -0.086 g, which can be considered as an acceptable correlation between 
experiment and FE model results. 
 
EVALUATION OF FEM UNDER DYNAMIC LOADING 

As a preliminary study, one of the beams at the stadium structure was analyzed under dynamic loading. A 
W16x40 beam, which was used as secondary beam in the stadium structure, was chosen for the study. For the 
total loading force, the spectators above the beam were considered. A finite element model was generated for 
dynamic loading application. The tributary area that the beam took the load from was assumed as a rectangular 
area with the dimensions of 30 ft x 14.2 ft. Also, a 100 psf design load was used for stadium structures with 
bleachers according to the Florida Building Code (2004). Those dimensions and loading case brought a total load 
of 42.6 kip applied to the beam as point loads because of the connection of the beam with stringers. That load 
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was divided by the number of stringers over the beam and applied to the investigated beam as point loading with 
a time-history function. Time-history loading function was obtained from the laboratory studies during jumping 
load tests. When results are analyzed, it was seen that the vibration level for the middle point of the beam was 
around 1 g for the investigated part of jumping. This result was in acceptable range when field data results (max 
0.6 g) were studied. 
 
In order to see the spectators' jumping effect in the stadium FE model, the loading function obtained in section 
was applied to the structure in time-history analysis. Load was calculated as if the stadium capacity were full. In 
the existing stadium, seating places are connected to stringer directly and those stringers are connected to beams 
so the load is distributed to the stringers in gravity direction.  
 
In the investigated stadium spectators were not jumping in a perfectly coordinated manner, which meant not 
everyone would jump up and fall down at the same time. Stadium loading forcing function was chosen according 
to that criterion. Figure 5 explained the realistic and non-realistic situations for jumping of the spectators obtained 
from laboratory studies. In order to apply a dynamic loading to the FE model, realistic part of the data set obtained 
during the jumping load test (Figure 5) was used as the forcing function of the spectators. 
 

 

Figure 5: Jumping effect of a single person 

When experimental data sets were collected during the games, vibration level of 0.6 g acceleration levels could 
be identified from the accelerometers positioned vertically in the lower seating section. When the results from FE 
model studies investigated, average 1-g vibration level was obtained from the node in closer location where field 
maximum value of vibrations obtained. Results are not expected to match exactly with the experimental data 
results because of the complexity of the structure, not having a fully updated FE model and especially the 
difficulty in accurately simulating the forcing function representing people jumping. Yet, the FE model results could 
be considered to be within an acceptable range for interpreting the reasons of vibration. 
 
CONCLUSION 

In this paper, investigation of dynamic characteristics of a football stadium by analyzing vibration effects is 
presented. First, a detailed FE model was developed and a systematic approach was followed to check the 
validity of the FE model. Once the FE model was improved, laboratory studies were conducted for dynamic 
loading simulations. Researchers jumped on a beam with the same popular song playing during the games to get 
the same effect as they were jumping in the stadium. Results obtained from experiments were compared with 
simplified beam FE model simulations. Verifying the match between experiment and simulations, same loading 
function was applied to detailed stadium FE model. When the FE model results were checked using the same 
spectator loading, it was seen that the vibration level was close to the vibration level obtained from field studies. 
Moreover, modal analysis results obtained from stadium FE model and field data showed that the stadium FE 
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model was simulating similar structural behavior with the investigated stadium section. For future work, the 
outcomes of this study will be used for different type loadings and performance evaluations under different type of 
loading cases to the stadium. It will be also used for evaluating the stadium structure for further structural changes 
such as retrofitting important sections or increasing the capacity of the structure with additional structural sections.  
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ABSTRACT 
The two new high rise buildings for the European Court of Justice in Luxembourg have been tested by harmonic shakers and 
by Operational Modal Analysis. The background for the tests is to estimate the influence on the damping of one of the towers 
from an array of Tuned Liquid Dampers (TLDs) placed on top of the building. The TLDs have been designed to minimise the 
response of the buildings to wind loading, resulting in an increase in occupancy comfort. The harmonic excitation is 
performed to estimate the damping at a response level corresponding to moderate wind loading whereas the OMA has been 
performed under minimum wind loading. The paper presents the testing programme and the main results of which one is a 
clear non-linear behaviour of the introduced viscous damping system. To the authors’ knowledge, no other structural 
excitation of this scale has been undertaken, before and after the application of tuned damping systems, in which the damping 
system is completely independent of the excitation system.   
 
 
INTRODUCTION 
The 4th extension of the Cour de Justice des Communautes Europeennes in Luxembourg was in progress from 1996 to 2008 
at the location: Kirchberg plateau, Grand Duche du Luxembourg, and in 2009 the buildings were in application, see Figure 1. 
The architectural design was undertaken by Dominique Perrault Architecte and the structural design of the twin towers was 
done by INCA Ingenieurs Conseils Associes [1]. This paper describes the efforts to reduce vibrations in the east tower, see 
Figure 1.  
 
In order to investigate the effect of the wind forces on the occupancy comfort of the buildings several studies were carried out 
previous to the tests mentioned in this paper. These studies include 
 

 in December 2002 wind tunnel studies investigating wind load on building and towers, time domain calculation of 
dynamic response of the towers and preliminary study of the effect of TLDs on the vibrations of the towers, [2] 

 in July 2003 Preliminary study on the effect of installing TLDs on the roofs of the towers to reduce the vibration 
magnitude, [3] 

 in April 2004 shaking table tests for testing the performance of the designed TLDs, [4] and FEM calculations of the 
reduced response in time domain after implementation of the TLDs on the Twin Towers, [5]  

 in August 2004 some fine tunings of the TLD’s in order to include some re-evaluations of the calculated dynamics 
together with initial measured estimates of the first natural frequencies, [6] 

 in September 2009 some pilot OMA test providing estimates of the three fundamental frequencies  based on ambient 
measurements recorded at the upper service level of the east tower 

 in October 2009 fine tuning of the height of the liquid in the TLDs 
 
The structural system of the two towers is indicated in Figure 2. The four TLD arrays placed on the roof of the east tower is 
shown in Figure 3. More information about both issues may be found in [7] and for the TLD array in [8]. The final tests 
planned to investigate the effect of the TLD’s are the tests reported in this paper. These tests include 
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Figure 1. The new EU-court tower designed by Dominique Perrault Architecte and INCA Ingenieurs Conseils Associes. The 
considered tower is the east tower, to the right in the picture. 
 
 

 
Figure 2. The two twin towers shown in Figure 1 are nearly identical with regards to the structural system. The main 
structural system consists of concrete cores in both ends of the towers with a monolithic concrete floor spanning in between 
erected on columns. Positions of the OMA sensors in the two stair case structures are indicated together with positions of the 
shakers for mode 1 (blue) and 2 (black). 
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Figure 3. The four Tuned Liquid Dampers (TLDs) arrays placed on the roof of the east tower. 
 
 

 Forced vibration testing with harmonic shakers in order to excite the structure to a response level close to that 
predicted for moderate wind loading 

 Operational modal analysis based on ambient loads present during the testing sessions (practically no wind in all 
cases) 

 
Both the forced vibration testing and OMA testing was performed before and after the TLD’s were activated by filling the 
water tanks. 
 
FORCED VIBRATION TESTING 
Forced vibration tests were undertaken to determine the frequency response functions for each primary building mode, 
laterally, longitudinally and in torsion – with and without activation of the TLDs. By measuring the frequency at which the 
maximum normalized building response occurs in each direction, the natural frequency of the associated mode is determined. 
The damping is found through the logarithmic decrement of the free decays of the building response, at the end of each 
vibration test.  
 
Centrifugal mass exciters (Fig. 4) were employed at level 25 of the buildings (99 m height) to produce sinusoidal forces in 
the three directions of interest. Each shaker is capable of producing a rotational frequency dependant load so that: 
 

 
 
where m is the rotating mass, r is the radius from the center of rotation, and  is the angular frequency of the exciter. A mass 
of approximately m = 350 kg was mounted on each shaker at a distance of r = 0.4 m from the centre of rotation. With 1 Hz 
rotation, it can be calculated that each exciter can produce a harmonic load with amplitude of approximately 5.5 kN.  The 
shakers were positioned, as shown in Fig. 2, and were programmed to operate in-phase for each of the building’s primary 
bending modes and out-of-phase for the primary torsional mode. The shakers were placed on rubber sheets directly on the 
concrete floor and covered in sandbags, in order to prevent them from sliding. Prior to the forced vibration tests, an 
estimation of the first three natural frequencies had been made, based on a long term ambient vibration measurement 
campaign. These were used as guide when choosing the excitation frequencies.  
 
Accelerations were measured using a GeoSIG AC-63 accelerometer, with a 100 mg/V sensitivity. The tri-axial accelerometer 
was placed in the stairwell between TB and TC in Fig. 2. The measurements were verified with the OMA geophone sensors. 
The acceleration time-history for the excitation of the first lateral bending mode (0.442Hz) without TLD activation can be 
viewed in Fig. 5. Similarly, the acceleration time-history for the excitation of the first lateral bending mode (0.439Hz) with 
TLD activation can be viewed in Fig. 6. From these it can be seen that ambient vibration levels were relatively low, allowing 
for a good estimation of the damping.  
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Figure 4. Centrifugal mass exciters (shakers) in motion; Picture taken at the technical floor (level 25) 
 

 
 
                   
 
 
 
 
 
 
Figure 5. Building time-history response for the forced vibration tests at 0.44Hz - without TLD activation (left) and with 
fitted exponential decay function. 
 
 
 
 
          
 
 
 
 
 
 
Figure 6. Building time-history response for the forced vibration tests at 0.44Hz - with TLD activation (left) and with fitted 
exponential decay function. 
 
 
For the damping, the exponential decaying function for the time-histories is applied after the first 10% and before the last 
20% of the free decay response – thus omitting any shaker shut-down noise and the remaining ambient vibration response. 
This approach is assumed to be valid for each mode, as the modes are well separated. The decaying functions for mode 1 
without and with the TLDs activated can be seen in Figs. 5 and 6 (right), respectively. 
 
The resulting resonant frequencies, damping and accelerations, obtained from the forced vibration measurements, for the 
primary modes of vibration – with and without the TLDs – can be viewed in Table 1, below.  Note that mode 3 was not 
excited after the activation of the TLDs. It can be seen that the TLDs provide a significant increase in the damping for mode 
1, whilst also proving a more moderate increase for mode 2.  
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OPERATIONAL MODAL ANALYSIS  
The measurement system used for the OMA testing is a digital geophone based system consisting of a client/computer, a 
sensor base, and a measurement chain of sensor nodes, see Figure 7.a. Two such systems were used, one taking two 
horizontal measurement in a stationary point (the reference), and one taking three horizontal measurements in two sensor 
nodes.  
 
 
Table 1. Measured modal frequencies, damping and accelerations during the forced vibration tests. 

 
 
 
                                                                                                
 
 
 
 

 
 
 

 
Figure 7. Left (a): The digital geophone based measurement system used for the OMA testing. Two systems were used, one 
for reference, and one roving for the different data sets. Right (b): One of the digital sensor nodes glued directly on top of the 
concrete floor in one of their cases of the building. 
 
 
 
 

 
Figure 8. From the left data sets 1-5, first data set on the top office floor (no 24), second on the 20th floor, and then the 15th 
floor, the 10th floor and finally the last data set is on the5th floor. 
 

Mode Frequency 
[Hz] 

Damping ratio 
[%] 

Max. acceleration 
[mg] 

1 0.442 0.73 2.5 
1 with TLDs 0.439 3.69 0.64 

2 0.577 0.62 1.9 
2 with TLDs 0.590 0.99 1.3 

3 0.823 0.59 0.19 

 

   

 

 

Computer Base with GPS Sensor chain 
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Figure 9.The first three mode shapes from OMA using EFDD, natural frequencies in Table 2 and 3. 
 
 

 
Figure 10. Singular values in dB of the spectral density matrix for test1, data set 1. All modes decomposed nicely and gave 
reliable damping estimates, a typical decay of a modal coordinates is shown in Figure 12. 
 

 

 
Figure 11. Top plot: The decay of the modal correlation function of mode 2 for test 1, data set 1. Bottom plot: Damping 
envelope showing linear decay in a logarithmic plot. 
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Figure 12. Top plot: The decay of the modal correlation function of mode 2 for test 2, data set 1. Bottom plot: Damping 
envelope showing increased damping and only linear decay in a logarithmic plot for the very first part. 
 
 
The digital technology of the A/D converter is similar to the one described in Brincker et al [9]. The sensors have been 
produced by CAP2 ApS, Denmark, and further information can be found in web site cap2.dk. 
 
The sensors were glued directly on top of the concrete in the two stair cases of the building, see Figures 2 and 7.b. Five data 
sets were recorded using a sampling frequency of 10 Hz and a duration of 30 minutes. Sensor positions for the five data sets 
are shown in Figure 8. 
 
Only the first three modes have been considered in the OMA, but easily more modes could have been estimated. The SVD 
plot for the EFDD analysis is, [10], [11] shown in Figure 10. In Figure 10 is also indicated the isolation of the auto spectral 
density of one modal coordinate in the frequency domain. The corresponding auto correlation function and the linear decay in 
a logarithmic plot are shown in Figures 11 and 12. As it appears, for test2 a significantly higher damping is present, and 
further, only the very first part of the correlation function shows a clearly linear decay. 
 
Using the Principal Component version of the SSI technique, [12], it was necessary to use a maximum model order of 160 
eigenvalues and decimate the signal to a sampling rate of 5 Hz in order to obtain unbiased damping estimates. A typical 
stabilization diagram is shown in Figure 13. The final results of the EFDD and SSI OMA are shown in Tables 2 and 3. 
 
 

 
Figure 13.Stabilization diagram for data set 1, test1. Vertical axis shows the model order as the number of eigenvalues in the 
model. Selected model for further analysis is indicated by the blue bar. 
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CONCLUSIONS 
Both the forced vibration testing results and the OMA results showed a significant increase of damping after filling water 
tanks of the Tuned Liquid Dampers (TLDs) placed on top of the building. The OMA showed less increase in the damping 
than the forced results from the forced vibration tests. This is consistent with the fact that liquid dampers have a non-linear 
behaviour where the damping increases with amplitude. Also from the auto correlation function of the modal coordinate a 
non-linear behaviour was indicated. 
 
Table 2. The results of OMA for test 1. 

Mode 
Frequency       
[Hz] 

Std. 
Frequency  
[Hz] 

Damping 
Ratio  
[%] 

Std. Damp. 
Ratio 
 [%] 

EFDD Mode 1 0.4486 0.00090 0.6598 0.289 
EFDD Mode 2 0.5819 0.00093 0.5705 0.089 
EFDD Mode 3 0.8272 0.00149 0.6349 0.212 
SSI-PC Mode 1 0.4492 0.00052 0.6366 0.144 
SSI-PC Mode 2 0.5819 0.00086 0.6113 0.071 
SSI-PC Mode 3 0.8273 0.00043 0.6082 0.161 

 
 
Table 3. The results of OMA for test 2. 

Mode 
Frequency       
[Hz] 

Std. 
Frequency  
[Hz] 

Damping 
Ratio  
[%] 

Std. Damp. 
Ratio 
 [%] 

EFDD Mode 1 0.4399 0.00093 1.846 0.458 
EFDD Mode 2 0.5895 0.00149 1.473 0.334 
EFDD Mode 3 0.8263 0.00116 0.554 0.122 
SSI-PC Mode 1 0.4420 0.00140 1.603 0.238 
SSI-PC Mode 2 0.5886 0.00084 1.390 0.174 
SSI-PC Mode 3 0.8260 0.00058 0.606 0.140 
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Abstract 
 
Falls  are the leading cause of accidental deaths for people over the age of 65 because of the fall, fall related injury 
itself or related complications including hypothermia, dehydration, pressure sores and pneumonia.  Several fall 
detection systems are commercially available including Life Alert, Life Link, and Alert One where the person wears 
a pendant that can be pressed in the case of an emergency or with newer models activates automatically when 
there is no motion.  Pendant-based emergency systems become ineffective if the person is not wearing the 
pendant (refuses or forgets) or cannot press the pendant’s button, for example when falling in a prone position on 
top of the device. In addition, the elderly are hesitant to use emergency systems for several reasons such as the 
concern of bothering others and personal pride.    This paper proposes the use of structural vibrations to 
determine if a person has fallen.  An Imote2 and an ITS400CA sensor board are used for the collection of structural 
vibrations induced by human activity, including falls.  These sensors are discrete, and have shown potential for the 
data collection and diagnostic processing needed to detect human falls.  The use of wireless smart sensors in the 
structure provides a non-intrusive method for human fall detection that does not require the use of any device by 
the person.  A preliminary study of the classification of human induced vibration in a typical structure using 
traditional wired sensors is also discussed as well as a sensing framework used to study structural vibrations 
induced by human falls. 
 
 
Introduction 
 
As of April 2008 there were 1.4 million persons living in nursing homes in the US [1].  In addition, there may be 
three times as many persons living in assisted living facilities nationwide.  One of the leading areas of nursing home 
litigation and accident related injuries are falls.  Of older persons who die due to accidents, 50% of all injury-
related deaths is due to a fall or the resulting complications [2].   The ability to detect falls in real time and to 
quickly respond would represent a huge improvement to the current mode of detecting falls (which is 
coincidental).  Strides in the field of emergency response systems have been made in order to allow our elderly a 
more independent life.  Companies such as Life Alert, Life Link, and Alert One provide the person a pendant to 
wear that can be pressed to signal help in the case of an emergency, like a fall.  Unfortunately, these systems 
assume the person would be able to press the button and is wearing the pendant at the time of a fall. The ideal fall 
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detection system should be discrete, autonomous, low maintenance, low cost and not dependent on being worn. 
It should be part of the person’s living environment that requires no actions from the person to function.  
 
The use of accelerometers attached to the person to detect when a fall has occurred has also been proposed [4].  
The authors concluded that it is possible to differentiate between a fall and normal activity while using a wireless 
sensor network with one dual-axis accelerometer affixed to the monitored person.  However, this presents the 
challenge of whether or not the person is wearing the device and another of whether the device is charged, 
operational in the position on the body or whether the device would be functional in the bath or shower.  Recent 
research has extended the use of accelerometers to deploy airbags as a means of protecting a person’s hips [3].  
Research using Asynchronous Temporal Contrast (ATC) Vision Sensors suggest that cameras can be used in a non-
intrusive nor privacy violating application for fall detection [5].  The ATC Vision Sensors only detect pixel changes in 
the environment and record/display the pixel changes. This technique functions well under consistent lighting 
conditions, however, the  absence of light or dynamic lighting changes, present a difficult challenge for the system. 
Alternatively, accelerometers and microphones can be deployed in a room to monitor floor vibrations and acoustic 
emissions for detecting human falls [6]. However, the challenge of cost and installation complexity arises. The 
system requires two software packages, a data acquisition card, and the accelerometers/microphones themselves. 
Lack of wireless capability creates installation issues due to the wiring and modules needed. 
 
This paper presents a sensing framework to study human induced vibrations created by human falls.  This sensing 
framework should support the two different phases needed to successfully develop algorithms for fall detection 
using structural vibrations: i) collecting of raw acceleration information from human induced vibrations (phase I) 
and ii) deployment of algorithms that will process part of the signals at the sensor level (phase II).  During phase I 
raw acceleration data is captured to study how different human induced vibrations are expressed in the 
acceleration of floor and walls.  During the second phase, pattern recognition algorithms will be developed based 
on the signal characteristics identified in phase I.  These algorithms will be implemented on the sensing 
framework.  The sensor modules used in this research contain a sensor stack consisting of an Imote2 
processor/radio board, and an ITS400CA sensor board or an IIB2400 interface board for the base station.  These 
wireless modules can be installed in discrete locations where each imote has computational and communication 
capabilities.  The network configuration and performance of the system are described.  In addition, results of a 
preliminary study performed to investigate whether or not signals from falls have different signal characteristics 
than those from other human activity are presented. 
 
 
Proposed Sensing Framework 
 
The system is composed of individual smart sensing units that are organized into a star network topology where 
each leaf node acts independently of one another but cooperate towards the same goal of identifying falls using 
structural vibrations (Fig. 1).  In this star network a cluster of leaf nodes communicate with a central master node, 
which serves as the network’s controller and gateway.  Leaf nodes can be installed in unobtrusive places such as 
under beds or furniture or even under the floor itself if the subfloor is accessible such as in typical wood frame 
construction in the United States.  The master node interfaces with a connected computer that can be placed in a 
closet or another area where communication with the leaf nodes is accessible via wireless signals.  The computer 

Fig. 1. Sensor network topology 
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logs the activity of the network and communicates any fall detection via an internet or phone connection. 
 
This system architecture was selected to facilitate a multiagent system design for fall detection in phase II of this 
research.  Agents are abstract entities that can be described as autonomous hardware/software components 
having certain goals, internal beliefs and being able to communicate with other agents in order to accomplish 
these goals.  As an example, consider a community of individuals containing two wheat farmers (leaf nodes) and a 
baker (master node).  Each wheat farmer owns his own plot of land and grows wheat under completely different 
conditions but share the same goal of supplying the baker with wheat.  Farmer 1 might be in desert and thus has to 
adapt to his environment by spending a lot time working the land in order to grow wheat to supply to the baker.  
Farmer 2 is in a lush valley with plenty of water and good soil where he can grow huge amounts of wheat, a more 
suitable environment requiring less work for large returns.  Each individual farmer has adapted to his own 
circumstances and reacts to any change accordingly. Similarly, each sensor is presented with its own set of 
environmental circumstances and has to react accordingly.  For example, depending on the location of the 
particular sensor each node will filter other human induced vibrations not related to a fall.  Sensors installed close 
to the laundry room will have to adapt and filter the floor vibrations when the washer or drier are in use while 
sensors in bedrooms may not be similarly affected. 
 
 
Wireless Node Characteristics  
 
The Imote2 wireless sensor node was selected for the development of the fall detection network although the 
deployment could be performed using a variety of off the shelf sensors that are available in the market.  The 
Imote2 (Fig. 2) utilizes a low-power 416 MHz Intel PXA271 X-Scale Processor with an Intel Wireless MMX DSP 
Coprocessor.  It has 256 kB SRAM, 32 MB Flash memory, and 32 MB SDRAM.  The board also includes an integrated 
802.15.4 ChipCon 2420 radio with a 2.4 GHz Antenova Mica SMD onboard antenna.  The ITS400CA board with a ST 
Micro LIS3LO2DQ tri-axial accelerometer with 12-bit resolution and a range of +/- 2g was selected to acquire 
acceleration signals. In addition, an IIB2400 board was used to connect the base node to the computer.  The 
IIB2400 offers a Mini USB interface with a two serial ports at a speed of 110-921,600 Baud per port.  It also has a 
standard 20-pin connector for JTAG port flashing and debugging. 
 
Each Imote2 outfitted with an ITS400 sensing board has shown to have different sampling frequency due to the 
varying clock rates of the processor [7].  This can be problematic in some applications such as in structural health 
monitoring.  However, in this application simultaneous sampling is not needed since the sensor nodes are 
expected to act independently in the data collection.  The small differences in sampling rate can be taken into 
account at the time of data processing by re-sampling the data from all sensors to a common sampling rate.   
 
Acceleration records of an Imote2 stack consisting of an IIB2400 Interface Board, ITS400CA Sensor Board, and an 
Imote2 Processor Board, was compared to a traditional wired system that served as the standard to determine the 
quality of the signal on the Imote2. The standard system consisted of a wired shear accelerometer from PCB 
Piezotronics, model 333B50, a National Instrument 8 channel input SCXI-1531 card connected to a DAQCard-6062E 
with 12-bit resolution.  The Imote2 stack was secured to the box using a plexi-glass base and the wired 
accelerometer was attached beside the Imote2 stack (Fig. 2).  The box was orientated so that the ITS400CA’s z-axis 

Fig. 2 Wired Accelerometer and Imote2 Stack 

Wired sensor 

Imote2 
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was pointed towards the floor.  The sampling rate on the Imote2 was set for 200 Hz and the wired acquisition 
system was set to 1000 Hz. Both systems were later re-sampled to 200 Hz for comparison. A basketball was 
dropped once by a person and then allowed to bounce freely creating an induced vibration to compare the signals.  
All data was exported to MatLab for detrending and conversion to units of gravity (g).  A time plot comparing the 
two signals can be seen in Fig. 3.  Overall, the acceleration obtained from the Imote2 system is comparable to the 
acceleration acquired with the traditional wired accelerometer.  The two accelerometers were also attached to a 
shake table with an effective frequency range from 5Hz to 20 Hz to compare the acceleration signals in the 
frequency domain.  The transfer function between the signals is shown in Fig. 4, showing a good agreement 
between the two signals on the frequencies excited by the shake table (i.e. amplitude and phase are close to zero). 
 
 
 

0 10 20 30 40 50 60
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

Time (s)

A
cc

el
er

at
io

n 
(G

)

Imote vs Wired

 

 
Imote Signal
Wired Signal

42.2 42.3 42.4 42.5 42.6 42.7 42.8 42.9

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

Time (s)

A
cc

el
er

at
io

n 
(G

)

 

 
Imote Signal
Wired Signal

Fig. 4. Imote2 vs. Wired Acceleration-Time Graph 

0 5 10 15 20 25
-80

-60

-40

-20

0

20

A
m

pl
itu

de
 (d

B
)

0 5 10 15 20 25
-200

-100

0

100

200

Frequency (Hz)

P
ha

se
 (d

eg
re

es
)

Fig. 3. Transfer function from 5 to 20 Hz 

386



Preliminary Study of Human Induced Vibrations 
 
A preliminary study was performed to explore if structural vibrations from falls have different characteristics than 
other human induced vibrations.  Geriatric specialists were consulted to determine several typical elderly fall 
profiles. Fall events were simulated by having people fall according to the identified elderly fall profiles.   The tests 
were performed at a traditional two floor wood structure residential home, on the campus of Palmetto Health 
Richland.  The events were simulated over a carpeted area over the wooden floor on the first floor.  Out of the 
total of 38 tests (see Table 1), 18 simulated human falls and 20 represent other activity such as walking or room 
vacuuming. 
 
Three accelerometers, usually used for vibration monitoring on civil structures, were used for the tests.  Two 
accelerometers were capacitive PCB accelerometers Model 3701D1FA20G, each one with a PCB Model 478A01 
signal conditioner.  The other accelerometer was a Piezoelectric PCB accelerometer Model 393A11, with a PCB 
Model 480C02 signal conditioner.  The two capacitive accelerometers have a sensitivity of 100 mV/g (± 5 %), a 
measurement range of ± 20 g, and a frequency range from 0 to 300 Hz (± 5 %).  The piezoelectric accelerometer 
has a sensitivity of 10 V/g (± 15 %), a measurement range of ± 2.5 g, and a frequency range from 0.025 to 800 Hz (± 
5 %).   A National Instruments USB-6009 multifunctional data acquisition module was used to record the 
accelerations on a laptop computer.  The USB module has an input resolution of 14 bits, a maximum sampling rate 
of 48 kHz and a variable input range from ± 1 to ± 20 Volts. Fig. 5 shows the location of the sensors and the events 

Fig. 5 Floor plan 

Sensors 

Location of falls 

 
Number of tests Description 

1 No activity – baseline for noise 
2 People walking 

16 Ball of different sizes dropped at different heights 
6 Two stage fall – Knee and trunk 
3 Two stage fall – Back from chair 
3 Two stage fall – Knee and side 
4 Fall from chair 
2 Fall over from chair 
1 Vacuuming the room 

Table 1.  Human activities tested 
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on the floor plan of the room.  
 
Fig. 6 shows typical acceleration records collected during testing.  All plots correspond to Channel 3 which is the 
sensor located on the top on Fig. 5 and are very similar to the signals from other sensors.  These results clearly 
show the differences between the different activities.  The first clear difference is that the magnitude of the 
accelerations collected during human falls (bottom two plots) is significantly larger than those of other activities 
such as walking or even dropping a medicine ball (middle left).  Dropping objects on the ground have periodic 
behavior corresponding to the rebounding of the object with each bounce reducing in amplitude.  On the other 
hand, human falls tend to have a significantly different behavior.  In cases such as the knee to torso fall (bottom 
right) three peaks of acceleration were detected and the time between the first and second peak is different than 
the time between the second and third peak.  Falling back also produces a different acceleration signature with 
only two peaks (bottom left on Fig. 6). In a related paper, we plan to outline details of features extracted from the 
signals captured and the construction and evaluation of several pattern recognition systems used to classify 
acceleration signals as corresponding to a human fall event. 
 
 
Conclusion 
 
This paper presented the framework used to detect human falls based on structural vibrations.  A star network 
topology where each leaf acts independently is proposed for the implementation of the framework.  Each leaf 
sensor will act independently collecting acceleration data and determining if a human fall has occurred.  The paper 
also describes a preliminary test performed by simulating human falls on a two story house.  The signals collected 
by the simulated human falls are significantly different from those of other human activity such as walking or 
vacuuming, indicating the potential of using structural vibrations for human fall detection. 
 
 
 

Fig. 6 (left to right) No Activity; One Person Walking; 6lb. Medicine Ball Drop; Vacuuming; Fall - Butt to Back; Fall - Knee to 
Torso 
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ABSTRACT 

Steel bridges represent a significant portion of the nation’s aging bridge inventory. The United States Army’s inventory has 
over two hundred steel bridges that are vital to the operation of nearly every Army Installation. The Army regularly inspects 
their bridges to ensure the continued functionality of the bridges. However, current inspection techniques and schedules may 
not be able to detect certain defects that could compromise bridge integrity. To supplement current inspection standards, the 
US Army Engineer Research and Development Center (ERDC), has contracted to install a structural health monitoring (SHM) 
system on the historic steel truss Government Bridge at the Rock Island Arsenal. ERDC envisions a system that measures 
strain, acceleration, tilt, and electrical resistance to determine the bridge’s structural health. Research into the usefulness of 
the Damage Locating Vector (DLV) method, and the damage indices that the method calculates, in detecting corrosion 
damage has been conducted. Numerical studies on a finite element model of the Government Bridge have indicated that the 
DLV method has potential as a damage detection algorithm on such a large structure. Laboratory experiments using corroded 
members in a model truss have additionally shown that the DLV can be used to monitor corrosion induced damage.  

INTRODUCTION 

Metal bridges in the United States were a result of, and fuel for, the large scale industrialization that occurred in the late 
1800s and early 1900s. The expansion of the country’s railroads during this period led engineers to develop steel alloys with 
greater strength and ductility, and improvements in the manufacturing processes enabled mass production of standard shapes. 
The material and manufacturing advances made steel a cost-effective engineering solution for bridging the streams and rivers 
of the American hinterland. Governments, from the smallest municipal council ordering pre-fabricated bridges to span the 
local gulley to state and federal legislatures hiring engineers to design custom spans over the great rivers and canyons, built a 
large stock of steel bridges across the country. The durable nature of steel and the engineers’ often conservative designs have 
ensured that many of the bridges built over a century ago have remained intact and functional. However, these bridges require 
proper maintenance and inspection to remain a vital part of the national infrastructure. 

The United States Army has over two hundred steel bridges, built over the last century, in current use in their inventory. Like 
many bridges in the inventories of departments of transportation across the nation, the Army’s steel bridges have suffered 
from corrosion and material degradation. In fact, many of the bridges in the inventory of the Army and Department of 
Defense are considered fracture critical such that the failure of a single component could lead to collapse. Regular repair and 
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maintenance have extended the life of the bridges, but their load ratings, and therefore the allowable weight of vehicles 
crossing the bridge, have often been reduced as the corrosion degradation progresses. If the corrosion is allowed to continue 
unchecked, the bridge can be taken out of service altogether. In daily operations, taking a bridge out of service can perhaps be 
considered an inconvenience as traffic has to be rerouted. However, the reroute will cause economic losses due to the time 
lost and additional transportation costs. In an emergency or force protection situation, the reroute will reduce the ability of the 
Army to respond most efficiently and effectively. 

To prevent collapse and identify needed repairs, steel bridges are regularly inspected visually and that inspection is 
sometimes supplemented with a variety of nondestructive methods such as dye penetrants, ultrasonic testing, and radiography. 
When used properly, current inspection regimens and nondestructive testing can detect most defects that are of concern to the 
bridge owners. However, they are not able to determine if the defects are actively growing or could lead to catastrophic 
structural failure. To help mitigate the risks, the US Army Engineer Research and Development Center (ERDC) are exploring 
continuous structural health monitoring (SHM) of the bridges. An array of sensors recording multiple metrics such as strain, 
acceleration, tilt, acoustic emissions, and electrical resistance (for corrosion monitoring) can provide a wealth of information 
about the bridge between regular inspections. With the knowledge derived from the SHM sensor array, bridge managers can 
make better informed decisions about the repair and maintenance of the bridge. Potentially, an SHM system can ensure 
public safety and reduce maintenance costs by making resource allocation more efficient. As a demonstration project, ERDC 
has selected the historic Government Bridge over the Mississippi River between Davenport, Iowa and Rock Island, Illinois. 

GOVERNMENT BRIDGE 

Built in 1896, Government Bridge at the Rock Island Arsenal (often referred to simply as the Arsenal Bridge) has an 
interesting history. The current bridge is the third built at or near the current location. Several hundred feet up stream from 
the Government Bridge, the Mississippi River is at its narrowest point for several hundred miles up or down stream. At this 
location, the first Arsenal Bridge, made of wooden trusses, was built in 1856, becoming the first bridge across the Mississippi 
River. Shortly after construction, a steamboat ran into one of the bridge’s piers, exploded, and caused the bridge to burn 
down. The litigation that followed, initially with Abraham Lincoln as the defense attorney for the railroad company, created 
the legal precedent that bridges, if properly built, do not interfere with river traffic [1]. Though seemingly insignificant, this 
ruling allowed the creation of the intercontinental railroad with its first crossing of the Mississippi built at the location of the 

present Government Bridge. The second 
Arsenal Bridge, built in 1872, was a metal 
seven Pratt truss structure that supported two 
decks with one truss that rotated to allow river 
traffic to continue unhindered. The lower deck 
was for pedestrian and carriage traffic while the 
upper deck carried the railroad. This 
arrangement was necessary so that the smoke 
and sparks of the steam engines would not upset 
the horses and oxen. Rail traffic grew in volume 
and weight so quickly that the second Arsenal 
Bridge soon became functionally deficient and 

Fig. 1 Government Bridge at the Rock Island Arsenal with Davenport, IA in the 
upper left (Spans are numbered from right to left) 

Fig. 2 Span II of the Government Bridge in its locked position to allow rail and vehicular traffic 
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the third and current Arsenal Bridge was built in 1896 on the piers of the 1872 bridge. 

Like the second Arsenal Bridge, the Government Bridge is a multimodal transportation structure built to carry pedestrian, 
vehicular, and rail traffic, while allowing the free passage of river traffic below. The bridge consists of eight trusses: two Pratt 
trusses (one on each end), five Baltimore trusses, and a Camelback truss that can rotate around a center pivot over what is 
now Lock 15 of the Mississippi River lock system. These eight trusses support two decks. The upper deck spans all eight 
trusses and carries two sets of train tracks (though only the upriver set is used today). The lower deck now carries two lanes 
of traffic and two pedestrian walkways on the six middle trusses [2]. Fig. 1 shows the Government Bridge at the Rock Island 
Arsenal with the city of Davenport in the upper left hand side of the figure. 

The ERDC has contracted the placement of strain gauges, accelerometers, acoustic emission sensors, and corrosion sensors 
on Span II, the swing span, of Government Bridge. Shown in Fig. 2, the swing span truss is 111.42 m (365’-7”) long, 8.84 m 
(29’) wide, and 18.90 m (62’) tall at the center. The span can rotate 360° in either direction about a cylindrical chamber that 
supports the span at the center of the truss. The ability of the bridge to swing creates a unique opportunity for using structural 
health monitoring of the bridge span, because it has different boundary conditions during its two stages. When the bridge is 
locked in place to allow vehicular and rail traffic to pass over its lower and upper decks, respectively, the bridge span is 
simply supported by roller supports on the ends and resting on the cylinder at the middle of the span. During rotations, the 
ends of the bridge are unlocked from the roller supports and allowed to cantilever from the bridge’s center. 

FINITE ELEMENT MODEL  

SHM requires more than just placing sensors on the bridge and storing the data produced. The data need to be processed 
using damage detection algorithms to locate and approximate the level of damage, if any has occurred. To investigate the 
effectiveness of an SHM system for the Government Bridge, a finite element (FE) model has been created to model the static 
and dynamic responses of the structure [2]. The Government Bridge was modeled as a three dimensional frame using 
MATLAB. The dimensions of the bridge members were determined using the original set of plans, in addition to sets of plans 
created during various repair and strengthening projects over the last century of the bridge’s existence. These plans were 
provided by the US Army Corps of Engineers. Fig. 3 shows the FE model of the Government Bridge.   In total there are 479 
nodes and 1026 elements in the model. 

Fig. 3 MATLAB finite element model of Span II of the Government Bridge with units in meters 
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To verify the model, wireless smart sensors using Intel’s Imote2 platform and software developed by the Illinois Structural 
Health Monitoring Project (ISHMP) [3], were temporarily installed on the bridge. The sensors measured the acceleration of 
the bridge at points along the bottom chord of the truss to calculate the natural frequencies of the physical structure and their 
respective mode shapes. The experimentally derived natural frequencies and mode shapes compared reasonably well to those 
calculated using the FE model. For example, the first vertical bending mode derived from the gathered data is shown in the 
Fig. 4(a). The experimental mode shape shown is the first vertical bending mode for only half of the bridge. Fig. 4(b) and Fig. 
4(c) show the modes as calculated by the three dimensional 
frame MATLAB FE model.  

DAMAGE LOCATING VECTOR (DLV) METHOD 

Once the FE model of the Government Bridge was created, 
it was used to determine the effectiveness of the damage 
detection algorithm called the Damage Locating Vector 
(DLV) method. The DLV method was proposed by Bernal 
[4] and has been further expanded and investigated by him 
and many members of the Smart Structures and Technology 
Laboratory (SSTL) at the University of Illinois [5, 6, 7]. The 
essence of the DLV is that it looks for changes in the 
flexibility matrix between the undamaged and damaged 
bridge to locate members that are candidates for damage. 
The output of the algorithm is a number, called the damage 
index (DI), between 0 and 1 for every member. For an 
element to be a candidate damaged element, the elemental 
DI should be small.  

For example, in the simple truss structure shown in Fig. 5(a), 
if element seven is damaged resulting in a loss of stiffness, 
the DIs plotted in Fig. 5(b) show that the DI for element 
seven is exactly zero. The other elemental DIs shown in Fig. 
5(b) are not all exactly 1 due to the influence of the damaged 
element on the surrounding elements. As a rule of thumb 
with the DLV method, for the results to be meaningful, the 
element must be between two sensor nodes. In this example, 
sensors were simulated at all nodes so all elements produced 
meaningful results.  

 (b) 

 (a) 

Finite Element First Bending Mode (4.251 Hz) 

 (c) 

 (a) 

Fig. 5 (a) Simple 2D truss model with nodes and elements labeled  
(b) Graph of the damage indices computed using the DLV method 
for the truss shown where element 7 has been simulated as damaged 
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The previous example is a significantly less complex structure than the Government Bridge. To verify that the DLV method 
would still work on such a complicated structure, a damage simulation was run using the FE model of the Government 
Bridge. The large number of elements in the model makes graphs like those in Fig. 5(b) unwieldy. In the results of the DLV 
method for the Government Bridge model presented in Fig. 6, the DIs are represented as color gradients on the elements of 
the model. A red element is one that has a DI close to zero. The member shades change from red to purple to blue as the DI 
approaches one. Therefore, the redder the element, the more likely it is to be a damage candidate; and the bluer the element, 
the less likely the element has been damaged. Another change that has been implemented in the DLV for the Government 
Bridge model is that the algorithm does not use all the data available but focuses on groups of sensors [7]. Grouping sensors 
is important in wireless smart sensing networks to leverage the on-board computing capability of the sensors, making 
communication more efficient and consuming less power. Therefore, the elements that fall out of the sensor group have been 
grayed out because that sensor group does not provide meaningful information about those elements. 

To simulate corrosion damage in the model, the stiffness of the element was reduced by a given amount. To test the 
effectiveness of the method, the number of members damaged and the location of the damaged members were varied. An 
ideal damage detection algorithm should be able to detect multiple damages in all critical members of the structure.  

Fig. 6 Damage Index for elements included in measured group such that a red element are damaged elements, blue elements are 
undamaged elements, grey elements are unmeasured elements, and the green dots indicate the sensor locations for the following cases: 
 (a) 10% reduction in one element and measured on one plane of the truss (b) 5% reduction in two elements on opposite planes of the truss 
and measured on both planes and (c) 5%reduction in three elements and measured on both planes of the truss 

 (b)  (c) 

 (a) 
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Fig. 6 shows a sampling of the results from the number of damage scenarios that were tested. Fig. 6(a) shows the results of a 
10% reduction in the stiffness of a single member of the upper chord located using a simulated sensor group that is only on 
one side of the truss. The damaged element is clearly visible in red while the other members are various shades of blue. Fig. 
6(b) shows the results of two damaged members with a 5% reduction in stiffness on opposite sides of the truss when the 
sensor group encompasses both sides of the truss. Once again, the damaged elements are shown in red and easily identified as 
the candidate damaged elements. Fig. 6(c) shows the results of the DLV method for three members with a 5% reduction in 
stiffness in different parts of both sides of the truss with the sensor group again including both sides of the truss. The three 
damaged elements in this example are harder to distinguish as they are not as pure red as in the previous figures. The 
decrease in the level of damage and the increase in the number of damaged elements have made them harder to detect and 
distinguish from the undamaged elements. However, overall the DLV method shows potential for use on the Government 
Bridge.  

Experimental DLV Implementation 

The implementation of the DLV for the tests of the FE model discussed in the previous section used the analytical flexibility 
matrix of the model structure. In an implementation of the DLV method on the Government Bridge, the exact flexibility 
matrix of the structure will not be known, but an approximation will need to be determined using system identification 
methods. To test the capability of the DLV method to detect corrosion in an existing structure, experimental tests were 
performed on a 14 bay three dimensional truss structure at the SSTL at the University of Illinois at Urbana-Champaign. This 
structure was designed for SHM testing and consists of members made of three lengths of bars, the different colored bars in 
Fig. 7, which can easily be removed from the structure and replaced with bars of varying cross-sectional or material 
properties. A Ling Dynamic System V408 actuator applying a band limited white noise is used to excite the structure.  

In the experiment, the truss with bars that had equal cross-sectional and material properties was used. Damage was simulated 
in the truss by installing corroded bars in place of the normal truss members. The corroded bars were created by placing steel 
bars of the same size and properties of the normal colored bars into a salt fog tank at EDRC’s Civil Engineering Research 
Laboratory (CERL). The salt fog tank is shown in Fig. 9(b). Every two weeks, the bars were removed from the tank, and the 
corrosion was removed with a wire brush so as to only remove the oxidized metal before replacing them back in the salt fog 
tank. Fig. 9(a) shows the bars after completing a two week cycle in the salt bath. Fig. 9(c) shows a close up of the truss 
elements after the oxidized material has been removed once the bars have reached approximately 18% weight loss. The 
pitting and texture caused by the corrosion process could not be duplicated through machining processes. The bars were 
weighed before the corrosion process began and after every cleaning. Typical percent weight loss for the members for every 
two week cycle was between 1% and 2% of the original weight. Multiple bars were corroded, and when the bars reached 
predetermined levels of corrosion, typically multiples of 5%, they were permanently removed from the salt fog tank and 
prepared for testing. Table 1 shows the progression of weight loss for a typical set of truss members. All the cycles in the 
table are two week periods except for the first two which are approximately eight and four weeks, respectively. 

 

Table 1 - Cumulative Percent Weight Loss after Each 
Cycle in the Salt  Bath 

Cycle Yellow 
Member 

Blue 
Member 

Red 
Member 

1 6.31% 6.24% 5.95% 
2 9.38% 8.45% 9.04% 
3 10.77% 9.62% 9.47% 
4 11.48% 10.35% 10.31% 
5 13.38% 11.76% 12.05% 
6 14.54% 12.96% 13.29% 
7 17.61% 14.33% 14.74% 
8 18.28% 16.17% 16.95% 
9 19.44% 17.24% 18.04% 

10 20.78% 18.58% 19.53% Fig. 7 Experimental truss with removable members in the Smart 
Structures Technology Laboratory at the University of Illinois 
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The experiments to determine the effectiveness of the DLV method to properly identify the damaged element were conducted 
with the amount of corrosion and the position of the corroded members as variables. Fig. 8 shows a typical experimental 
setup where just one member was damaged. Member 8, as noted by the dotted line, is the truss element that is replaced with a 
corroded element to form the damaged truss. The gray dots indicate the sensors used so the DLV will only give meaningful 
data for elements 3 through 11 as they have sensors on both ends. Acceleration data was recorded using PCB 353B33 
piezoelectric high sensitivity accelerometers using a VibPilot vibration controller and dynamic signal analyzer. The data was 
then processed using system identification 
techniques to derive the experimental damaged 
and undamaged flexibility matrices. Then, the DIs 
for the members were calculated using the DLV 
method. All the calculations were performed using 
MATLAB.  

For the setup shown in Fig. 8, where member 8 
has been corroded such that the weight loss is 20%, 
the DLV method was still able to identify the 
corroded member as the most likely damaged 
element. Fig. 10 shows the graph of the DIs for the 
members that have sensors on both nodes. In the 
previous example shown in Fig. 6, the candidate 
damaged element had a DI of zero. In the 
experiment, the data noise and approximations 
used to compute the flexibility matrix of the truss 
cause the DI for element 8 to be nonzero. 
Similarly, having multiple damage sites and 
smaller amounts of corrosion made the damaged 
elements in the numerical full bridge example 
shown in Fig. 6(c) purple instead of red indicating 

Fig. 9 (a) Experimental truss members after completing a corrosion cycle in the salt bath before being the corroded material is removed 
with a wire brush (b) CERL salt fog bath (c) close up of experimental truss members after having corroded material removed with a wire 
brush after the ninth corrosion cycle 

 (a)  (b)  (c) 

Fig. 8 Two dimensional representation of the SSTL experimental truss shown in Fig. 7 where the elements have been numbered and gray 
dots represent the sensor locations used in the experiment while the dotted line represents the truss element removed and replaced with a 
corroded element during testing 

Fig. 10 Damage indexes computed using the DLV method when element 8 has 
been replaced with a member with 20% weight loss 
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the DIs of the damaged elements had also become nonzero. However, the DLV method is capable of identifying the most 
likely damaged element since the DI for element 8 in the experimental results is still the lowest of the DIs in Fig. 10. 

Future experiments will continue to look at the effectiveness of the DLV, and its variants, in detecting damage due to 
corrosion in steel truss members. Once the understanding of how the levels and locations of corrosion damage are understood, 
the damage indices calculated using the DLV method will be correlated with the element rating system used by the American 
Association of State Highway and Transportation Officials (AASHTO) [8]. This will aid the bridge inspectors and owners in 
better understanding the structural health of the bridge and help them to make better decisions about the allowable loads and 
maintenance.  

CONCLUSIONS 

Continuing to use and maintain the nation’s aging steel bridge inventory makes sense in terms of economics, sustainability, 
and history. Nevertheless, the safety of the public and the strategic benefits of the Army’s steel bridges are paramount goals. 
A continuously monitored structural health monitoring system can help owners of steel bridges achieve their goals. 
Implementing a SHM system that takes multimetric data and processes it into useful conclusions using damage detection 
algorithms has the potential to extend the functional life of the structure and focus limited maintenance funds where they are 
most needed. This paper has shown that the implementation of a SHM system that uses the Damage Locating Vector method 
on a historic steel bridge over the Mississippi River is possible. The encouraging results of the numerical and experimental 
studies have shown the potential of the method. The limitations of this, and any other damage detection algorithm, must be 
understood, but compensating for the limitations using other techniques in concert with the DLV could help lessen the 
difference between the results obtained purely numerically and those obtained experimentally.  
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