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Preface

The main goal of this book is to present background material and recently developed
mathematical methods in the study of infinite-dimensional evolutionary models,
taking into account dissipativity and stability properties of various forms and
origins.

The main feature of dissipative systems is the presence of an energy reallocation
mechanism with decaying in higher modes. This mechanism can lead to the
appearance of complicated limit regimes and structures in the system, which are
stable in a certain sense. It is commonly recognized that the general theory of
dissipative systems was significantly stimulated in the 1980s with attempts to
find adequate mathematical models to explain turbulence phenomena. By now,
significant progress in the study of infinite-dimensional dissipative dynamics has
been made (see, e.g., the monographs BABIN/VISHIK [9], CHEPYZHOV/VISHIK

[31], CHUESHOV [39], HALE [116], LADYZHENSKAYA [142], ROBINSON [195],
SELL/YOU [206], and TEMAM [216] and the references therein).

The main feature of this book in comparison with the sources mentioned is that
we systematically present, develop, and use the quasi-stability method originally
designed for second order in time models with nonlinear damping in collaboration
with Irena Lasiecka in CHUESHOV/LASIECKA [56, 58] (see also our recent survey
[60]). Here we extend this method substantially. New classes of second order
evolutions, parabolic-type models, and PDE systems with delay are included for
consideration.

We hope that this book will be useful not only to mathematicians interested in the
general theory of dynamical systems, but also to physicists and engineers interested
in both the mathematical background and methods for the asymptotic analysis of
infinite-dimensional dissipative systems that arise in continuum mechanics.

Our presentation is based on general and abstract models and covers sev-
eral important classes of nonlinear PDEs, which generate infinite-dimensional
dissipative systems. These classes include heat and reaction-diffusion models, a
wide spectrum of models arising in two-dimensional hydrodynamics for studying
turbulence phenomena and plate and wave models with nonlinear state-dependent
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damping. We also consider the nonlinearly damped wave Kirchhoff model and some
classes of parabolic and hyperbolic delay problems.

Much of the analysis in this book is devoted to the stability of dynamics and
a rigorous reduction of infinite-dimensional systems to some finite-dimensional
structures, which are described only by finitely many degrees of freedom. These
finite-dimensional structures should be of interest to application-oriented scientists,
who pursue the mathematical simulation of real infinite-dimensional phenomena.

The book contains a large number of exercises. As in the famous monograph
by Dan Henry [123], they are an integral part of the book. Most of them are placed
strategically within the text, rather than at the end of a section. Some of the exercises
are routine, while others are general comments and remarks written in “exercise
form.” This allows us to make the narrative shorter and avoid extra refinement.

The book can be used as a textbook for courses in dissipative dynamics at the
graduate level. It is sufficient to know the basic concepts and facts from functional
analysis and ordinary differential equations to understand this book. In fact, many
parts of the book were already used in advanced undergraduate and beginning
graduate courses given by the author at the Kharkov University.
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Introduction

The general theory of dynamical systems originated from the qualitative theory of
ordinary differential equations, the foundations of which were laid by H. Poincaré
(1854–1912) and A.M. Lyapunov (1857–1918). A very important contribution
to the theory was made by G.D. Birkhoff (1884–1944). He was an inventor of
the term “dynamical system” and he developed the theory at the abstract level
using topological methods to a great extent. The notion of a dynamical system
is the mathematical formalization of the general scientific concept of evolution
(time-dependent) processes. These processes can be of quite different natures.
Dynamical systems naturally arise in the study of many physical, chemical,
biological, ecological, economical, and even social phenomena. The notion of a
dynamical system includes a set of its possible states (state space) and a law of
the state evolution in time. Thus, the term “dynamical system” covers a wide class
of models which may describe arbitrary objects evolving in time and also time-
dependent processes. For instance, this class of objects and processes includes
models generated by nonlinear evolutionary partial differential equations (PDEs)
arising in continuum mechanics and mathematical physics. These models require
infinite-dimensional spaces for the representation of a variety of possible states.
In this book we concentrate on (infinite-dimensional) systems which demonstrate
various types of relocation and dissipation of energy. It seems (see, e.g., the
discussion in HALE [116], RAUGEL [188], TEMAM [216]) that for the first time
these effects were formalized in the paper LEVINSON [150], where the notion of
(dynamical) dissipativity was introduced in its modern (mathematical) form; see
also BILLOTI/LASALLE [13], CODDINGTON/LEVINSON [75], PLISS [182, 183].
Dissipativity means that the limiting dynamics becomes localized in the phase
space. This can be expressed as a statement on the existence of a bounded
absorbing set. In the case of systems with a finite number of degrees of freedom
this localization allows us to select limiting objects such as attractors, which
carry important information concerning the qualitative behavior of the system.
The situation is quite different for infinite-dimensional systems. To single out
the corresponding limiting regimes we need additional compactness properties of
evolutions. This makes the theory much more complicated in infinite dimensions.

xi
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Nevertheless, by now several important aspects of the theory of infinite-dimensional
systems have been developed with a concentration on different classes of PDE
models (see, e.g., the monographs BABIN/VISHIK [9], CHEPYZHOV/VISHIK [31],
CHUESHOV [39], CHUESHOV/LASIECKA [56, 58], HALE [116], LADYZHENSKAYA

[142], ROBINSON [195], SELL/YOU [206], TEMAM [216] and the surveys BABIN

[7], MIRANVILLE/ZELIK [166], RAUGEL [188]).
This book focuses on the dynamics of infinite-dimensional dissipative systems.

In order to achieve a reasonable level of generality, our consideration is fairly
abstract and tuned to general classes of evolutions, which are defined on abstract
spaces. Our aim is to present general methods and abstract results pertaining
to fundamental dynamical system properties related to long-time behavior. Our
main tool is based on quasi-stability properties of the corresponding dissipative
system. Roughly speaking, the quasi-stability means that we are able to control the
divergence of two trajectories by decomposing their difference into convergent and
compact parts.

The main features of the book (comparative to other sources) are the following:

• We present, develop, and illustrate an approach to the compactness of dynamics
which is based on the relatively recent observation made in KHANMAMEDOV

[134] (see also CHUESHOV/LASIECKA [56, 58]) and has proved to be very useful
for the study of problems with critical nonlinearities. This approach appeared as a
method of compensated compactness by means of potential energy for the second
order in time evolution equations and was already applied in many situations. In
fact, this approach represents a weak form of quasi-stability.

• To study problems related to the finite dimensionality of attractors and their
smoothness properties, we suggest and develop a new version of the quasi-
stability method originally introduced in CHUESHOV/LASIECKA [51] (see also
CHUESHOV/LASIECKA [56, 58] and the recent survey CHUESHOV/LASIECKA

[60]) for some classes of evolution equations of second order in time. The
main advantage of this method is minimal requirements concerning the initial
smoothness of the dynamics.

• In our presentation we are strongly oriented on the application of the theory
to infinite-dimensional systems, which have their roots in continuum mechanics
and mathematical physics. However, to make the abstract schemes more trans-
parent and to present different possible scenarios of complicated behavior we
use low-dimensional ODE examples intensively. Some of them are low-mode
approximations of the real-world PDE models.

• We provide the basic concepts of the theory of dynamical systems in modern
form adapted to the infinite-dimensional (locally noncompact) case. We present
some material in the form of exercises. Some of them contain additional
information about the objects under consideration. This makes the text more
concentrated. In fact, many of the exercises can be changed into plain text by
substituting the title “Exercise” with words like “easy to see.” However, we prefer
to keep them in this “quantized” form and believe that this makes the text more
user-friendly for the reader.
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The book is organized as follows.
Chapter 1 deals with the basic notation and definitions of the abstract theory of

dynamical systems. Here we explain such notions as trajectories and !-limit sets.
We also present several notions of stability (Lagrange, Poisson, and Lyapunov). We
discuss possible types of behaviors of individual trajectories such as wandering and
nonwandering, recurrent, almost recurrent, and almost periodic motions. We mainly
follow the classical sources such as NEMYTSKII/STEPANOV [171] and SIBIRSKY

[212]. In this chapter we also present a complete theory of 1D continuous dynamical
systems and discuss the Poincaré-Bendixson theory presenting the main types of
qualitative dynamics in 2D systems with continuous time. In conclusion, by means
of examples we consider elements of bifurcation theory.

Chapters 2 and 3 are central to the book. They pertain to the long-time behavior
of (infinite-dimensional) dynamical systems and involve quasi-stability ideas in
different forms.

Chapter 2 starts with the foundations of the general theory of dissipative
systems. Although in many considerations in this and the next chapters we deal
with both discrete and continuous time systems, our main point of interest is
continuous systems with infinite-dimensional phase spaces. First we introduce
several notions of dissipativity and present a certain useful and rather general
criterion for dissipativity. The next topic is asymptotic compactness. Analysis of
the existing literature shows that there are two popular equivalent forms of this
notion, which are important from the point of view of the PDE applications. One
of them is due to Olga Ladyzhenskaya, and the second one was suggested and
explored by Jack Hale. Relying on the properties of the Kuratowski measure of
noncompactness, we suggest several convenient criteria for asymptotic compactness
which demonstrate some weak forms of quasi-stability. Then we present the central
result of this chapter and the whole theory of dissipative systems. It is a theorem
stating that dissipativity and asymptotic compactness are necessary and sufficient
conditions for the existence of a compact global attractor. We also discuss various
forms of stability of global attractors and the reduction principle, which states the
possibility to reduce dynamics to smaller phase spaces. The chapter concludes with
the considerations devoted to a rather wide and important class of gradient systems.
This class assumes the existence of a Lyapunov-type function on the phase space.
The main features of these systems are the possibilities (i) to avoid the dissipativity
property in explicit form in the proof of the existence of a global attractor, and (ii)
to describe a structure of the attractor via unstable manifolds.

In Chapter 3 we continue to present the theory of dissipative systems, con-
centrating on finite-dimensional behavior in the infinite-dimensional case. Here
we introduce and discuss the notions of Hausdorff and fractal (box-counting)
dimensions. The main result concerning dimension which we present in the book
is a generalization of the celebrated Ladyzhenskaya theorem on dimension of
invariant sets for (locally) Lipschitz mappings in Banach spaces. We compare
this approach with the volume contraction method (see, e.g., BABIN/VISHIK [9],
CHEPYZHOV/VISHIK, [31], TEMAM [216]), which requires C1 smoothness of
evolutions. It is known from examples in CHUESHOV/LASIECKA [56] that this gap
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between Lipschitz continuity and C1 smoothness can be critical for several classes of
systems. The version of the generalization presented is also an extension of schemes
suggested earlier in CHUESHOV/LASIECKA [56, 58] and proved to be useful in the
case of models with critical nonlinearities. Motivated by this generalization and also
by ideas presented in CHUESHOV/LASIECKA [56, 58], we introduce the notion of
a quasi-stable system in a more general form than the one that was discussed in
CHUESHOV/LASIECKA [58]. This new version of quasi-stability allows us to cover
not only the second order in time models (as in CHUESHOV/LASIECKA [58]) but
also several types of parabolic systems. Delay perturbations are also included in
the scheme. The notion of quasi-stability is rather natural from the point of view
of long-time behavior. It pertains to decomposition of the flow into exponentially
stable and compact parts. However, in contrast with the standard “splitting” method
(see BABIN/VISHIK [9] or TEMAM [216]), the quasi-stable decomposition refers
to a difference of two trajectories and is related to different forms of dynamical
squeezing. For quasi-stable systems we show (i) the existence of compact global
attractors (with the help of the new asymptotic compactness criterion presented in
the previous chapter), and (ii) finiteness of the fractal dimension of these attractors
(relying on our extension of the Ladyzhenskaya-type result). For these systems it is
also possible to establish the existence of fractal exponential attractors, which are
finite-dimensional forward invariant sets attracting trajectories with an exponential
speed. These objects were introduced in the 1990s (see EDEN ET AL. [92] and the
references therein). We also discuss other consequences of quasi-stability, such as
determining functionals and regularity properties of trajectories from the attractor.
Thus, quasi-stability provides important tools, which automatically deliver a set of
important properties of long-time dynamics.

The rest of the book, Chapters 4–6, is devoted to applications of the general
abstract theory presented in Chapters 2 and 3 and demonstrates capabilities of the
quasi-stability method. These applications deal with different classes of evolution
equations of the form

ut D F.u/; t > 0; u
ˇ
ˇ
tD0 D u0; (*)

in a Hilbert space X. These classes include parabolic- and hyperbolic-type models
and also their delay perturbations. The main goal is to demonstrate how the general
theory developed can be implemented in the studies of particular systems of the
form (*). Usually this kind of implementation follows some standard scheme and
requires a realization of several steps.

• Step 1: Generation. We need to check whether the equation in (*) generates a
dynamical system. For this we need to prove global well-posedness of the Cauchy
problem in (*), i.e., to establish the existence and uniqueness statement and show
continuous dependence of solutions on initial data u0. This makes it possible
to introduce the evolution operator St which maps u0 in the solution taken at
moment t. Thus, we can construct a dynamical system with the phase space X
and make an attempt to apply the general theory.
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• Step 2: Basic qualitative properties. This step usually assumes answers on
the questions about dissipativity and related energy balance equalities. These
equalities are usually the main tool in the proof of dissipativity. In the case of
gradient systems an explicit form of dissipativity can be avoided. Instead the set
N D fu 2 X W F.u/ D 0g of stationary (time-independent) solutions should be
studied.

• Step 3: Long-time dynamics. The main goal is to establish the existence of
a global attractor. For this we need asymptotic compactness, which can be
established by application of either smoothening properties of the evolution
operator (in the case of parabolic-type models) or the compensated compactness
method mentioned above (in the case of second order in time equations). Another
way is to show that the system is quasi-stable, even in some weak form.

• Step 4: Other features of asymptotic behavior. This step includes issues related
to the finite dimension of the attractor and its other similar properties. Studies
of exponential attractors and determining functionals also provide important
information about the long-time dynamics. All related results can be obtained
in one shot in the case when we manage to show that the system is quasi-stable.
Qualitative model-dependent methods can also be applied at this stage.

We demonstrate all these steps for several types of models in Chapters 4–6.
Chapter 4 deals with abstract evolution models of parabolic type. We discuss

two types of models here. The first one is a general abstract parabolic-type equation
which models reaction-diffusion processes. First we prove several (local and global)
well-posedness statements, which rely on the notion of a mild solution and are
motivated by perturbation-type results presented in PAZY [181]. Next we deal
with dissipativity and compactness. It is remarkable that for this class of models
dissipativity implies the compactness of the system (i.e., the existence of a compact
absorbing set). Then using the standard multipliers technique we establish what is
called the Ladyzhenskaya squeezing property. This property allows us to show that
the system is quasi-stable and thus to apply all the techniques presented in Chapter 3.
The squeezing property also provides an approach to study the data assimilation
problem for the parabolic models considered. This problem is a question on how
to incorporate available observation data in computational schemes to improve the
quality of the future evolution predictions of the corresponding dynamical system.
This problem has a long history and was studied by many authors at different levels
(see the references in Chapter 4).

A similar program is realized for a certain abstract class of models which are
motivated by 2D hydrodynamics. In contrast with the first type of models, the
studies of this class are based on the notion of a weak solution of variational type
and involve the Galerkin method. This class contains a wide variety of 2D hydro-
dynamical models, including the Navier-Stokes equations, magnetohydrodynamic
(MHD) equations, the Boussinesq model for Bénard convection, the 2D magnetic
Bénard problem, and also some models of turbulence.

Chapter 5 specializes in the direction of second order systems. It develops and
applies material presented in Chapters 2 and 3 for this particular type of system.
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We deal with a second order in time equation with damping and source terms
of different structure whose abstract form is the following Cauchy problem in a
separable Hilbert space:

utt C K.u/ut C Au C B.u/ D 0; t > 0I ujtD0 D u0; utjtD0 D u1: (**)

This model represents nonlinear wave dynamics with the damping (operator)
coefficient K.u/which depends on displacement u (but not on velocity ut). Formally,
we can rewrite the equation in (**) as a first order equation of the form (*) and
apply the scheme described above. The main achievements in this chapter deal
with well-posedness and the existence of a compact finite-dimensional attractor for
different situations. We prove that the corresponding system is asymptotically quasi-
stable, and then we apply general theorems on properties of quasi-stable systems.
This allows us to establish the existence of a fractal exponential attractor and
give the conditions that guarantee the existence of a finite number of determining
functionals. In the case when the set of equilibria is finite and hyperbolic, we show
that every trajectory is attracted by some equilibrium at an exponential rate. By
means of an example we also consider the case when the main elliptic part A is
nonlinear. The motivation for this is the Kirchhoff wave equation in a bounded
domain in R

d which demonstrates the interplay of a nonlinear state-dependent
nonlocal damping and nonlinear stiffness. Again, the main method is quasi-stability.

In Chapter 6 we consider the qualitative dynamics of abstract evolution equa-
tions containing delay terms. We start with delay perturbations of the parabolic-type
models considered in Chapter 4. The corresponding perturbations are Lipschitz. For
these equations we prove well-posedness and study the long-time dynamics. We
also consider a parabolic problem with a singular delay term. This allows us to
include some population dynamics models with state-dependent delays in the scope
of the theory developed. Then we deal with a class of second order in time nonlinear
evolution equations with state-dependent delays. This class covers several important
PDE models arising in the theory of nonlinear plates. We prove well-posedness
in a certain space of functions which are C1 in time. The solutions constructed
generate a dynamical system in a C1-type space over a delay time interval. The main
result shows that this dynamical system possesses compact global and exponential
attractors of finite fractal dimension. To obtain this result we adapt the developed
method of quasi-stability estimates.

The Appendix provides necessary background and preliminary material used
throughout the book. In particular, here we describe basic properties of vector-
valued function spaces and quote several compactness theorems for them. We also
present some extensions of the standard Gronwall inequality and provide some
material on calculus in infinite-dimensional spaces. We discuss several important
issues related to ordinary differential equations and the Orlicz-type result of
genericity of uniqueness in the case of abstract parabolic models. The monotonicity
method for 2D hydrodynamical models is also presented here.

As we mentioned, the book can be used by beginners wanting first to learn
the basic theory of dissipative systems and also by specialists wanting to prepare
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a lecture for graduate students. In this case we would recommend at the first
stage of reading (or teaching) to restrict yourselves to the first four sections of
Chapter 1 with reference to the examples in Sections 1.7-1.9 to get an idea of how
the dynamics may depend on the dimension of the system. We then recommend
switching to Chapter 2. In this chapter some material can also be omitted at the first
reading (Subsections 2.2.3 and 2.3.4, for instance). Next we recommend reading the
first two subsections in Section 3.1 and then switching to Section 3.4 on quasi-
stability to complete the basic general theory portion. For a basic overview of
applications we recommend concentrating on Sections 4.1, 4.2 and on the first
part of Section 4.3. Then one could go to Section 6.1 on delay systems. Another
possibility is, after reading Section 4.1 on operators with a discrete spectrum, to
then switch to the second order in time models considered in the first two sections
of Chapter 5. Alternatively, after Section 4.1, the readers can also switch to the 2D
hydrodynamical models presented in the second part of Chapter 4.



Chapter 1
Basic Concepts

This chapter collects basic definitions, notions and also the simplest illustrating
statements from the general theory of dynamical systems. We also describe all
possible dynamical scenarios in 1D and 2D continuous systems and, by means
of examples, discuss the principal bifurcation pictures. Our intention in the latter
materials is to give the reader some feeling on what kind of dynamics can arise for
low-dimensional (1 or 2) continuous time evolutions.

We mainly follow the presentation given in NEMYTSKII/STEPANOV [171] and
SIBIRSKY [212] and also rely on the classical ODE sources; see CODDINGTON/
LEVINSON [75], HARTMAN [120], LEFSCHETZ [148] and also BAUTIN

/LEONTOVICH [11], REISSING/SANSONE/CONTI [189]).

1.1 Evolution operators and dynamical systems

As already mentioned in the Introduction, the notion of a dynamical system includes
a set of its possible states (state space) and a law of the evolution of the state in time.
Below we take a complete metric space X as a set of possible states. We denote by
TC all non-negative elements on T, where T is either R or Z and represents the
time.

Definition 1.1.1. A family fStgt2TC
of continuous mappings of X into itself is said

to be an evolution operator (or evolution semigroup, or semiflow) if it satisfies the
semigroup property:

S0 D Id; StC� D St ı S� for all t; � � 0:

In the case when T D R we assume in addition that the mapping t 7! Stx is
continuous from RC into X for every x 2 X. The pair .X; St/ is said to be a dynamical
system with the phase (or state) space X and the evolution operator St.

© Springer International Publishing Switzerland 2015
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2 1 Basic Concepts

If T D Z, then the evolution operator (and dynamical system) is called discrete
(or with discrete time). If T D R, then St (resp. .X; St/) is called an evolution
operator (resp. dynamical system) with continuous time. If a notion of dimension
can be defined for the phase space X (e.g., if X is a linear space), the value dim X is
called a dimension of the dynamical system.

The following examples illustrate Definition 1.1.1.

Example 1.1.2 (Ordinary differential equations). Let F W Rd 7! R
d be a (nonlin-

ear) mapping. Consider the equation

du.t/

dt
D F.u.t//; t � 0; u.0/ D u0 2 R

d: (1.1.1)

If this problem has a unique solution for every initial data u0 2 R
d which

continuously depends on u0, then it generates an evolution semigroup St in X D R
d

by the formula Stu0 D u.t; u0/, where u.t; u0/ is the solution to problem (1.1.1).
Thus, we have a dynamical system .X; St/ with the phase space X D R

d.

Example 1.1.3 (Mappings). Let X be a complete metric space. Consider a mapping
F W X 7! X. Let n 2 ZC. Then the n-fold composition Sn � F ı � � � ı F of the
mapping F provides us with an evolution family. If the mapping F is continuous,
then we obtain a discrete time dynamical system .X; Sn/. Therefore, the pair .X;F/
completely determinates this (discrete time) dynamical system. This is why a pair
.X;F/ consisting of the space X and the (one-step) mapping F is also often called a
dynamical system.

The following example shows how a single mapping can generate a dynamical
system with continuous time.

Example 1.1.4 (Continuous time systems from mappings). As in the previous exam-
ple, let X be a complete metric space and F W X 7! X be a continuous mapping.
Consider the difference equation with continuous argument

u.t C 1/ D F.u.t//; t 2 RC:

Any solution of this equation can be easily constructed from data �.�/ defined on
Œ0; 1� by the formula

u.t/ D Sn.�.t � n//; n � t < n C 1; n 2 ZC;

where Sn � F ı � � � ı F. This function u is continuous on RC when

� 2 Y D f� 2 C.Œ0; 1�;X/ W �.1/ D F.�.0//g;

where C.Œ0; 1�;X/ is the space of continuous functions on Œ0; 1� with values in X.
Now we can define a continuous time evolution operator in Y by the formula

St W �.�/ 7! FŒtC��.�.ft C �g/; � 2 Œ0; 1�; t 2 RC;
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where Œ�� is the integer part of � and f�g is its fractional part. Thus, we arrive at a
continuous time system .Y; St/. This kind of system (mainly in the case when X is
an interval in R) was intensively studied in SHARKOVSKY/MAISTRENKO/ROMA-
NENKO [209]; see also SHARKOVSKY ET AL. [208]. Features of the dynamics in
the system .Y; St/ provide a motivation for the recently introduced and developed
notion of ideal turbulence; see SHARKOVSKY [207].

Example 1.1.5 (Bebutov dynamical system). Let X D C.R/ be the space of all
continuous functions on R equipped with the Bebutov metric:

dist. ; �/ D sup
r>0

min

(

sup
jxj�r

j .x/ � �.x/j; 1
r

)

:

In this case X becomes a complete metric space, and convergence with respect
to this metric is equivalent to uniform convergence on bounded sets (see, e.g.,
SIBIRSKY [212]). As an evolution operator St we take the left shift operator

.Stf /.x/ D f .x C t/; f 2 X; t � 0:

This system .X; St/ is called the Bebutov (shift) dynamical system. It is convenient
to demonstrate different types of dynamics of individual trajectories with the help
of this system (see, e.g., NEMYTSKII/STEPANOV [171], SIBIRSKY [212] and the
references therein).

Remark 1.1.6 (Closed evolutions1). Many general dynamical properties can be
established without assuming the continuity of evolution operators St. This can
be important in the study of some infinite-dimensional PDE models. Instead of
continuity, following PATA/ZELIK [179] we can assume that evolution operators
St are closed in the corresponding space X. This means that for every t > 0 the
properties xn ! x and Stxn ! y for some x; y 2 X as n ! 1 imply that Stx D y. It
is clear that continuity of mappings St implies their closeness. However, the inverse
statement is valid under some additional conditions only. Namely, one can show that
if St is closed and maps any compact set into a relatively compact set, then x 7! Stx
is continuous. Indeed, let xn ! x as n ! 1. For every t > 0 we can choose a
subsequence fnmg such that Stxnm ! y for some y 2 X. By the closeness of St this
implies that Stx D y. Moreover, one can see that the sequence fStxng cannot have
other limiting points except y D Stx. This means continuity of St. On the other hand,
the mapping f W RC 7! RC given by the formula

f .x/ D
�
.1 � x/�1 if 0 � x < 1I

x if x � 1;

1We recommend omitting of this remark at the first reading.
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provides us with a closed evolution operator which is not continuous (for other
examples we refer to PATA/ZELIK [179]). Closed evolutions also arise in the study
of the long-time dynamics of a class of PDE systems with state-dependent delay
(see Section 6.2 in Chapter 6).

We also note that operator closedness is a well-known concept in the theory
of linear (unbounded) operators, see, e.g., DUNFORD/SCHWARTZ [88, Chapter 2]
or YOSIDA [229, Chapter 2]. To our best knowledge, in the context of evolution
operators this notion appeared in BABIN/VISHIK [9] as a (weak) closedness of
an evolution (strongly continuous) semigroup (see also CHUESHOV [39] and
Theorem 2.3.18 below) and in PATA/ZELIK [179] for the general case.

In the study of qualitative behavior a notion of equivalence of dynamical
systems plays an important role. This equivalence relation allows us to divide
wide collections of dynamical systems into classes of systems with very similar
behaviors.

Definition 1.1.7 (Topological equivalence). Two dynamical systems .X; St/ and
. QX; QSt/ are said to be topologically equivalent (or isomorphic) if there exists a
homeomorphism h from X onto QX such that h.Stx/ D QSth.x/ for all x 2 X and
t 2 TC. In this case the evolution operators St and QSt are called topologically
conjugate.

The following exercise illustrates this definition.

Exercise 1.1.8. Let ˛; ˇ > 0 and ˛; ˇ ¤ 1. Then two discrete systems .RC; ˛x/
and .RC; ˇx/ are topologically equivalent if and only if either f˛; ˇ > 1g or else
f˛; ˇ < 1g. Hint: To prove the sufficient part look for a homeomorphism h of RC
of the form h.x/ D x� with some � > 0; the necessary part can be proved by the
contradiction argument.

1.2 Trajectories, invariant sets, and equilibria

Now we recall several well-known notions from the theory of dynamical systems
(see, e.g., BABIN/VISHIK [9], CHUESHOV [39], NEMYTSKII/STEPANOV [171],
SIBIRSKY [212], TEMAM [216] and the references cited in these monographs).

Let St be an evolution semigroup in X. A set D � X is said to be forward (or
positively) invariant (with respect to St) if StD � D for all t � 0. It is backward
(or negatively) invariant if StD 	 D for all t � 0. The set D is said to be invariant
(or strictly invariant) if it is both forward and backward invariant; that is, StD D D
for all t � 0.

Some properties of invariant sets are listed in the following exercise.

Exercise 1.2.1. Prove the following statements.

(A) The union of an arbitrary collection of forward invariant sets is also forward
invariant (the same is true concerning backward and strict invariance).
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(B) The nonempty intersection of an arbitrary collection of forward invariant sets
is also forward invariant. Show by means of examples that this cannot be true
in general for backward invariant sets. Hint: Consider the discrete dynamical
system .X; f / with X D Œ0; 1� and

f .x/ D
8

<

:

3x if 0 � x < 1=3I
1 if 1=3 � x < 2=3I

3.1 � x/ if 2=3 � x � 1;

Show that f .A1 \ A2/ 6
 A1 \ A2 when A1 D Œ0; 2=3� and A2 D Œ1=3; 1�.
(C) Let St be surjective, i.e., StX D X for every t > 0. If B is a forward invariant

set, then the complement X n B is backward invariant.
(D) If St is injective, i.e., for each t the equality Stx D Sty implies x D y, the

complement X n B is a forward invariant set for every backward invariant set B.
(E) Let St be a one-to-one mapping. Then the complement X n B of every invariant

set B is also invariant.
(F) If B is forward invariant, then the closure B of B is also forward invariant.

The same is true for backward invariance if we assume that the closure B of
B is a compact set. Make sure that the compactness of B is essential for its
backward (and strict) invariance. Hint: Consider the discrete system .RC; f /
with f .x/ D .1C x/�1 C x sin2 x and show that f .RC/ D f .intRC/ D intRC,
where intRC D fx 2 RC W x > 0g.

(G) Let St and QSt be two topologically conjugate semiflows in X and QX. Let h W
X 7! QX be the corresponding homeomorphism. Then a set D is invariant (resp.
forward or backward invariant) if and only if QD D h.D/ is invariant (resp.
forward or backward invariant).

Let St be an evolution operator in X. For any D � X we denote by

� t
D �

[

��t

S�D

the tail (from the moment t) of the trajectories emanating from D. It is clear that
� t

D D �0StD
� �C

StD
. If D D fvg is a single point set, then �C

v � �0v is said to be
a positive semitrajectory (or semiorbit) emanating from v. A curve � � fu.t/ W
t 2 Tg in X is said to be a full trajectory iff Stu.�/ D u.t C �/ for any � 2 T

and t � 0. For every v 2 X there exists a positive semitrajectory which contains v.
Since St is not necessarily an invertible operator, this is not true for a full trajectory.
Positive semitrajectories are forward invariant sets. Full trajectories are invariant
sets. The set ��1;�2 D fu.t/ W �1 � t � �2g is called a segment (or a piece) with
time interval Œ�1; �2� of the trajectory � . A trajectory � D fu.t/ W t 2 Tg is called
a periodic trajectory (or periodic orbit, or a cycle) if there exists T > 0, such that
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u.t C T/ D u.t/ for all t 2 T. In this case any point on � is called periodic (or T-
periodic). The minimal positive number T possessing this property is called a period
of a trajectory. An element v0 2 X is called a fixed point of an evolution operator if
Stv0 D v0 for all t � 0 (synonyms: equilibrium, stationary point, rest point).

Exercise 1.2.2. Let St and QSt be two topologically conjugate semiflows in X and QX.
Let h W X 7! QX be the corresponding homeomorphism. Show that

(A) A point v is fixed for St if and only if h.v/ is a fixed point for QSt.
(B) � is a periodic orbit for St if and only if h.�/ is a periodic orbit for QSt with the

same period.

Exercise 1.2.3. Prove that the set of all fixed points is closed.

Exercise 1.2.4. If there exists the limit v D limt!C1 Stw for some w 2 X, then v
is a fixed point. Thus, semitrajectories can converge to fixed points only.

The Schauder fixed point theorem2 makes it possible to prove the following
assertion on the existence of a fixed point.

Theorem 1.2.5. Let .X; St/ be a continuous dynamical system on some complete
metric space X such that the mapping .tI x/ 7! Stx is continuous. Then every forward
invariant set M which is homeomorphic to a compact convex set in some Banach
space contains a fixed point.

Proof. We use the same argument as in SIBIRSKY [212].
Let ftng be a sequence of positive numbers such that tn ! 0 and h be a

homeomorphism which maps M onto QM D h.M/ which is a convex compact set
in some Banach space. Let

Rn � h ı Stn ı h�1 W QM 7! QM

By the Schauder theorem there exists yn 2 QM such that Rnyn D yn. The sequence
fyng is compact. This allows us to find an element x� 2 M and sequences fxng � X
and f�n > 0g � R such that

S�n xn D xn; n D 1; 2; : : : ; and xn ! x�; �n ! 0 as n ! 1: (1.2.1)

By continuity of Stx with respect to .tI x/ we have that for every " > 0 there exist
t" > 0 and n" > 0 such that

dist .Stxn; x�/ < " for all t 2 Œ0; t"�; n � n":

2The Schauder theorem (see, e.g., ZEIDLER [231, Volume I, Chapter 2]) states that any continuous
mapping from a convex compact set in a Banach space into itself has a fixed point.
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Since �n ! 0, this yields

dist .Stxn; x�/ < " for all t 2 Œ0; �n�; n � Nn":

Since xn is a �n-periodic point, this implies that the relation above is valid for all
t 2 RC, i.e.,

dist .Stxn; x�/ < " for t 2 RC; n � Nn":

In the limit n ! 1 we obtain that

dist .Stx�; x�/ < " for every t 2 RC and " > 0;

which implies that Stx� D x� for all t 2 RC and thus completes the proof. ut
We apply Theorem 1.2.5 in Section 1.8 to prove a version of the Poincaré-Bendixson
theorem for 2D dynamical systems.

Remark 1.2.6. Under conditions of Theorem 1.2.5 the relations in (1.2.1) mean
that every vicinity of a point x� 2 X contains periodic points for .X; St/ with
arbitrary small periods. Exactly this property allowed us to show that x� is an
equilibrium for this system. However, bear in mind that we cannot guarantee that
the periods �n in (1.2.1) are minimal. Thus, we do not know whether periodic
points with arbitrary small periods arise. Moreover, it is known from YORKE [228]
(see also Theorem 1.8.8 below) that there are some restrictions from below on
possible periods of solutions to finite-dimensional autonomous ODEs with smooth
nonlinearities. We also refer to ROBINSON/VIDAL-LÓPEZ [197, 198] (see also
ROBINSON [196]) for similar restrictions in the case of parabolic PDE models.

1.3 Omega-limit sets

To describe asymptotic behavior it is convenient (see, e.g., BIRKHOFF [14],
LEFSCHETZ [148], NEMYTSKII/STEPANOV [171]) to use the concept of an !-limit
set. The set

!.D/ �
\

t>0

� t
D D

\

t>0

[

��t

S�D (1.3.1)

is called the !-limit set of the trajectories emanating from D (the bar over a set
means the closure).

Exercise 1.3.1. If !.D/ ¤ ;, then !.D/ is closed and !.StD/ D !.D/ for every
t > 0.
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Exercise 1.3.2. If v is a fixed point, then !.v/ D fvg; if � is a periodic orbit, then
!.�/ D � .

In the following well-known assertion we provide an alternative (to (1.3.1))
description of !-limit sets.

Proposition 1.3.3. Let St be an evolution operator in a complete metric space X
and D � X. Then x 2 !.D/ if and only if there exist sequences tn ! C1 and
xn 2 D such that Stn xn ! x as n ! 1.

Proof. If x 2 !.D/, then

x 2
[

��n

S�D for every n D 0; 1; : : :

Therefore, there exist tn � n and xn 2 D such that dist.x; Stn xn/ � 1=n and thus
Stn xn ! x as n ! 1.

Now we assume that x D limn!1 yn, where yn D Stn xn, for some tn ! C1 and
xn 2 D. It is obvious that

yn 2
[

��t

S�D �
[

��t

S�D for all n � n0;

where n0 is defined such that tn � t for all n � n0. Therefore,

x D lim
n!1 yn 2

[

��t

S�D for all t � 0:

Thus, x 2 !.D/. ut
Exercise 1.3.4. Let St and QSt be two topologically conjugate semiflows in X and QX
with the homeomorphism h W X 7! QX. Then h.!.D// D !.h.D//.

Exercise 1.3.5. Any !-limit set (if it exists) is forward invariant.

If � D fu.t/ W t 2 Tg is a full trajectory, we can define both !- and ˛-limit sets
of � by the formulas

!.�/ D
\

t>0

[

fu.�/ W � � tg and ˛.�/ D
\

t<0

[

fu.�/ W � � tg: (1.3.2)

Exercise 1.3.6. Let � D fu.t/ W t 2 Tg be a full trajectory. Show that

x 2 !.�/ ,
n

x W 9 tn ! C1 such that x D lim
n!1 u.tn/

o

;

x 2 ˛.�/ ,
n

x W 9 tn ! �1 such that x D lim
n!1 u.tn/

o

:

The sets !.�/ and ˛.�/ (if they exist) are forward invariant.



1.3 Omega-limit sets 9

The following assertion shows that any semitrajectory spends arbitrary large time
intervals in an arbitrary neighborhood of any forward invariant subset in !.v/.

Proposition 1.3.7. Let .X; St/ be a dynamical system. Assume that .tI x/ 7! Stx is
continuous from RC � X into X (in the case when T D R). Let !.v/ ¤ ; for
some v 2 X and A is a forward invariant subset of !.v/ (the equality A D !.v/ is
allowed). Then for any " > 0, T > 0 and t� � 0 there exists Nt � t� such that

Stv 2 O".A/ for all t 2 ŒNt; Nt C T�; (1.3.3)

where O".A/ D fy 2 X W dist.y;A/ < "g is the "-neighborhood of the set A.

Proof. Let q 2 A. Then by the continuity property of .tI x/ 7! Stx for any " > 0 and
T > 0 there exists ı > 0 such that

sup fdist.Stx; Stq/ W t 2 Œ0;T�g � " provided dist.x; q/ � ı:

Since q 2 !.v/, by Proposition 1.3.3 we can choose arbitrary large Nt such that
dist.SNtv; q/ � ı. Thus,

sup fdist.Stv;A/ W t 2 ŒNt; Nt C T�g � sup fdist.StSNtv; Stq/ W t 2 Œ0;T�g � ";

hence (1.3.3) is valid. ut
Now we present a condition under which a given point from !.v/ is either fixed or
periodic.

Proposition 1.3.8. Let the hypotheses of Proposition 1.3.7 be in force. Let w 2
!.v/ and w D limn!1 Stnv for some sequence tn ! C1 (such a sequence exists
by Proposition 1.3.3). If this sequence ftng can be chosen such that the differences
tnC1 � tn are uniformly bounded, then the point w is either fixed or periodic.

Proof. We can assume that the sequence ftng is increasing and there exist positive
k and K such that k � tnC1 � tn � K for n D 1; 2 : : :. Indeed, if necessary, we
can choose the subsequence QtnC1 D minftm W tm � Qtn C kg with Qt1 D t1. Next we
can choose a subsequence fnmg such that tnmC1 � tnm ! t� for some t� > 0 when
m ! 1. Now using the continuity .tI x/ 7! Stx we obtain that

w D lim
m!1 StnmC1

v D lim
m!1 StnmC1�tnm

Stnm
v D St� w:

This means that w is either fixed or periodic. ut
Below we provide conditions under which !.D/ is nonempty. In the next section

we discuss this issue in the case when D is a single point set.
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1.4 Limiting properties of individual trajectories

We start with the following notion (see NEMYTSKII/STEPANOV [171] or SIBIRSKY

[212]), which is important not only in the studies of long-time dynamics of
individual trajectories but also for the existence of global minimal attractors; see
Section 2.3.

Definition 1.4.1 (Lagrange stability). A semitrajectory �C
v D fStv W t 2 TCg

(and its initial point v) is said to be Lagrange stable if the closure �C
v of �C

v is
compact in X.

Exercise 1.4.2. The set of all Lagrange stable points is forward invariant.

Exercise 1.4.3. Let St and QSt be two topologically conjugate semiflows on X and
QX with the homeomorphism h W X 7! QX. Then a point v is Lagrange stable (with
respect to St) if and only if h.v/ is Lagrange stable (with respect to QSt).

Exercise 1.4.4. Let X D C.R/ and .X; St/ be the corresponding Bebutov system
(see Example 1.1.5). Show that every bounded uniformly continuous function from
C.R/ is a Lagrange stable point for the system .X; St/.

The following assertion contains criteria for Lagrange stability.

Theorem 1.4.5. A semitrajectory �C
v D fStv W t 2 TCg is Lagrange stable if and

only if the following two conditions3 are satisfied:

(i) the !-limit set !.v/ emanating from v is a nonempty compact set;
(ii) distX.Stv; !.v// ! 0 as t ! C1.

Proof. Let �C
v be Lagrange stable. Then ��v is a compact set for every � > 0. Since

��v is a decreasing sequence of compact sets, by (1.3.1) !.v/ is a nonempty compact
set. To prove the convergence property in (ii) we use the contradiction argument.
Assume that there exists a sequence ftn ! C1g such that

distX.Stnv; !.v// � ı > 0 for all n D 1; 2; : : : (1.4.1)

By the compactness of �C
v there exist an element z 2 X and a subsequence ftnmg

such that Stnm
v ! z as m ! 1. Moreover, by Proposition 1.3.3, z 2 !.v/. This

contradicts the property in (1.4.1).
Assume now that the conditions in Theorem 1.4.5 are satisfied. To prove

Lagrange stability of �C
v we need to show that any sequence of the form fStnvg

contains a convergent subsequence. If the sequence ftng contains an (infinite)
bounded subsequence, then the conclusion follows from the continuity of the
evolution operator. Thus, we need to consider the case when tn ! 1. In this case by

3If the space X is locally compact, then the second condition can be omitted. See, e.g., SIBIRSKY

[212, Theorem 2.8].
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(ii) there exists a sequence fzng in !.v/ such that distX.Stnv; zn/ ! 0 as n ! 1. By
(i) we can choose a subsequence fznmg which converges to some element z 2 !.v/.
It is clear that Stnm

v ! z as m ! 1. Thus, the sequence fStnvg is relatively compact
and hence �C

v is Lagrange stable. ut
Proposition 1.4.6. Let a semitrajectory �C

v D fStv W t 2 TCg be Lagrange stable.
Then !.v/ is a (strictly) invariant set.

Proof. By Exercise 1.3.5, St!.v/ � !.v/. To obtain reverse inclusion we write an
element z 2 !.v/ as

z D lim
n!1 Stnv D lim

n!1 StStn�tv:

By Lagrange stability the sequence fStn�tvg is relatively compact for each t > 0

and thus contains a subsequence fStnm �tvg such that Stnm �tv ! wt for some element
wt 2 X. It is clear from Proposition 1.3.3 that wt 2 !.v/. Hence z D Stwt. Thus
!.v/ � St!.v/. ut
Theorem 1.4.7. Let a semitrajectory �C

v D fStv W t 2 TCg be Lagrange stable.
Then the !-limit set !.v/ emanating from v is connected.

Proof. By Theorem 1.4.5, !.v/ is a nonempty compact set. Assume that !.v/ is not
connected, i.e., !.v/ D K[K�, where K and K� are two nonempty disjoint compact
sets such that dist.K;K�/ D 2ı > 0. Take k 2 K and k� 2 K�. By Proposition 1.3.3
there exist sequences ftng and ft�n g such that tn; t�n ! 1 and

lim
n!1 Stnv D k and lim

n!1 St�n v D k�:

Moreover, we can assume that tn < t�n and also

dist.Stnv;K/ < ı and dist.St�n v;K/ > ı:

Since �.t/ D dist.Stv;K/ is a continuous function, this implies that there exists
�n 2 Œtn; t�n � such that dist.S�nv;K/ D ı. The Lagrange stability of �C

v implies that
the sequence fS�nvg is relatively compact; i.e., there exist fnmg and z 2 X such that
S�nm

v ! z as m ! 1. By Proposition 1.3.3, z 2 !.v/. This contradicts the relation
dist.z;K/ D ı. ut

The following example shows that without assuming Lagrange stability the
!-limit set can be non-connected.

Example 1.4.8 (Non-connected limit set). We present an analytic realization of the
example given in SIBIRSKY [212, p. 39] in the graphic form. See Figure 1.1.

Let ˛; ! > 0 and H.s/ D arctan s, s 2 R. In the strip X D
˚

.xI y/ W x 2 R; jyj � �
2

�

we define an evolution operator by the formula

St.x0I y0/ D .x.t; x0; y0/I x.t; x0; y0//;
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y

x

p /2

–p /2

Fig. 1.1 Dynamics near non-connected !-limit set

where for jy0j < �
2

we suppose that

x.t; x0; y0/ D Re
�

.x0 C iH�1.y0// expf.˛ C i!/tg�

and

y.t; x0; y0/ D H
�

Im
�

.x0 C iH�1.y0// expf.˛ C i!/tg��

(here i D p�1). In the case jy0j D �
2

we take

x.t; x0; y0/ D x0 � tsign y0; y.t; x0; y0/ D y0:

One can see that St is an evolution operator with continuous semitrajectories.
All nonzero semitrajectories are unbounded and thus Lagrange unstable. The
calculations based on Proposition 1.3.3 show that

!.v/ D
n

x 2 R; y D ��
2

o

[
n

x 2 R; y D �

2

o

for any v D .x0I y0/ ¤ .0I 0/ with jy0j < �
2

. See Figure 1.1.

Using properties of !-limit sets it is possible to suggest some classification of
individual trajectories and to introduce an important notion of Poisson stability.

Definition 1.4.9 (Poisson stability). If the set !.v/ is empty, then the point v and
the semitrajectory �C

v are called departing. In the case when !.v/ ¤ ; but !.v/ \
�C
v D ; the point v and the semitrajectory �C

v are called asymptotic. If!.v/\�C
v ¤

;, then the point v and the semitrajectory �C
v are called Poisson stable.

The simplest examples of Poisson stable trajectories are stationary points and
periodic trajectories.
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Exercise 1.4.10. Prove the following statements.

(A) The point v and the semitrajectory �C
v are Poisson stable if and only if there

exists t� � 0 such that � t�
v � !.v/. If!.v/ is strictly invariant and the evolution

operator possesses the backward uniqueness property (Stu D Stv for some
t > 0 implies u D v), then we can take t� D 0.

(B) The set of all Poisson stable points is strictly invariant; i.e., (i) if v is Poisson
stable, then Stv is also Poisson stable for every t > 0 and (ii) if Stv is Poisson
stable for some t > 0, then v is Poisson stable.

The following theorem gives a topological criterion for the Poisson stability.

Theorem 1.4.11. Let .X; St/ be a dynamical system with continuous time. Then
the point v and the semitrajectory �C

v are Poisson stable if and only if �C
v is not

homeomorphic to the semi-axis RC.

Proof. Let �C
v be a Poisson stable semitrajectory which contains neither equilibrium

nor periodic orbit. In this case the mapping t 7! �.t/ � Stv 2 �C
v is one-to-one and

continuous from RC on �C
v . However, the inverse mapping ��1 W �C

v 7! RC is not
continuous. Indeed, there exists t� � 0 such that v� D St�v 2 !.v/. Therefore, by
Proposition 1.3.3 we can find a sequence tn ! C1 such that yn WD Stnv ! v� as
n ! 1. In this case ��1.yn/ D tn goes to C1 and not to ��1.v�/ D t�.

To continue let us assume that �C
v is homeomorphic to RC and ˚ W �C

v 7! RC is
the corresponding homeomorphism. Then the mapping G D ˚ ı � maps RC onto
itself and is one-to-one and continuous. Thus, it is strictly increasing. This allows us
to show that G is a homeomorphism. Then � D ˚�1 ı G is also a homeomorphism
as it is a composition of two homeomorphisms. Thus, �C

v cannot be Poisson stable.
Now assume that �C

v is not Poisson stable. In this case the mapping t 7! �.t/ �
Stv 2 �C

v remains one-to-one and continuous from RC on �vC. Moreover, the inverse
mapping ��1 W �C

v 7! RC is also continuous. Indeed, if some sequence fxng � �C
v

converges to some point x 2 �C
v , then tn D ��1.xn/ is bounded (otherwise x 2

!.v/). Let Qt be a limiting point for ftng. Then it is obvious that x D SQtv. This
means that Qt D ��1.x/. Thus, xn ! x implies that ��1.xn/ ! ��1.x/; i.e., � is a
homeomorphism between �vC and RC. This completes the proof. ut

1.5 Recurrent properties of trajectories

We continue the study of qualitative properties of individual trajectories. Our main
goal in this section is to show what kinds of scenarios are possible in the dynamics
of individual trajectories. The realization of this or other types of recurrent behaviors
in a concrete system is not a simple task and lies beyond the general theory.
However (see NEMYTSKII/STEPANOV [171], SIBIRSKY [212] and the references
therein), all motions described below can be demonstrated in the Bebutov system
(see Example 1.1.5).
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1.5.1 Wandering and nonwandering points

We introduce the following concept (see BIRKHOFF [14]).

Definition 1.5.1 (Wandering and nonwandering points). Let St be an evolution
operator on X. A point v 2 X and semitrajectory �C

v are said to be nonwandering
(in X) if for any t� 2 TC and any neighborhood O.v/ � X of v there exists
a moment of time t � t� such that O.v/ \ StO.v/ ¤ ;. A point y 2 X and
semitrajectory �C

y are called wandering (in X) if they are not nonwandering;
i.e. there exists a number t� 2 TC and a neighborhood O.y/ � X such that
O.y/ \ StO.y/ D ; for all t � t�.

Exercise 1.5.2. The set of all wandering points is open and thus the set of all
nonwandering points is closed.

Proposition 1.5.3. The set of all nonwandering points is forward invariant.

Proof. By continuity of St for any " > 0 and � � 0 there exists ı D ı" > 0 such that
S�Oı.v/ � O".S�v/, where O".w/ is the "-neighborhood of the point w. Therefore

O".S�v/ \ StO".S�v/ 
 S�Oı.v/ \ S�StOı.v/ 
 S� ŒOı.v/ \ StOı.v/� :

The latter set is not empty provided Oı.v/ \ StOı.v/ ¤ ;. This implies the
conclusion. ut
Exercise 1.5.4. Let D be a closed forward invariant set in X. The point v 2 D is
said to be nonwandering in D, if it is nonwandering for the restriction of St on D
endowed with the induced topology. Prove that if v 2 D is nonwandering in D, then
v is nonwandering in X.

Proposition 1.5.5. Every point from !.v/ is nonwandering.

Proof. Let q 2 !.v/ for some v 2 X. Then by Proposition 1.3.3, for any
neighborhood O.q/ there exists w 2 �C

v such that w 2 O.q/. Since !.w/ D !.v/

(see Exercise 1.3.1), we have q 2 !.w/. Applying Proposition 1.3.3 again, we obtain
that for any t� � 0 there exists t > t� such that Stw 2 O.q/. ut
Exercise 1.5.6. Assume that there exists a Lagrange stable trajectory �C

v . Then the
set of nonwandering points is nonempty.

1.5.2 Center of attraction

Let St be an evolution operator with either discrete or continuous time on some
complete metric space X. As in NEMYTSKII/STEPANOV [171] and SIBIRSKY [212],
we introduce some characteristics which describe the amount of time spent by the
trajectory near a given set.
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Let E be a Borel set in X and 	E.x/ be the corresponding characteristic function
(	E.x/ D 1 for x 2 E and 	E.x/ D 0 for x 62 E). We define the time of occurrence
of the point v in the set E during the time interval Œ0;T� by the formulas

�.v;T;E/ D
Z T

0

	E.Stv/dt (the continuous time case, T D R)

and

�.v;T;E/ D
TX

nD0
	E.Snv/ (the discrete time case, T D Z).

If the limit

P.E; v/ D lim
T!C1

�.v;T;E/

T

exists, then we call it the relative time spent by the trajectory starting in v in the
set E. It is also convenient to introduce lower P and upper P relative times by the
formulas

P.E; v/ D lim inf
T!C1

�.v;T;E/

T
and P.E; v/ D lim sup

T!C1
�.v;T;E/

T
;

which exist for every Borel set E (due to the fact that 0 � �.v;T;E/=T � 1 for all
T > 0).

Exercise 1.5.7. Let P�.E/ be either P.E; v/ or P.E; v/. Show that (a) P�.E/ �
P�.F/ when E � F and (b) P.E [ F/ � P.E/C P.F/.

Exercise 1.5.8. Let ˛ 2 R. Consider the one-dimensional dynamical system .X; St/

with X D R and Stx D xe˛t. Calculate the time of occurrence and the relative time
as functions of ˛ for the set E D Œ�1; 1� and for every initial point v 2 R, v ¤ 0.
Make sure that P.E; v/ D 0 if ˛ > 0 and P.E; v/ D 1 when ˛ < 0.

Exercise 1.5.9 (Relative times for rotations). Let .R2; St/ be a dynamical system
in R

2 with evolution operator given (in the complex form) by the relation

St.x C iy/ D ei!t.x C iy/ for x C iy 2 C D R C iR:

Show that the relative time for the set E D f.xI y/ W 0 � x < C1; jyj � hg has the
form

P.E; .xI y// D

8

<̂

:̂

1=2; if x2 C y2 � h2;

1
�

arcsin hp
x2Cy2

; if x2 C y2 > h2.
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The notion of a center of attraction for an individual trajectory plays an important
role in the study of asymptotic dynamics (see, e.g., SIBIRSKY [212] and the
references therein).

Definition 1.5.10 (Center of attraction). A forward invariant closed set V � X
is said to be a center of attraction for a semitrajectory �C

v if we have that
P.O".V/; v/ D 1 for any " > 0, where O".V/ is an "-neighborhood of the set
V . If the set V does not contain a proper invariant subset with the same property,
then this set is called the minimal center of attraction.

Exercise 1.5.11. Let .X; St/ be the dimensional dynamical system described in
Exercise 1.5.8. Show that in the case when ˛ < 0 every interval Œ�ˇ; ˇ� is a center
of attraction for every point v 2 R and f0g is the minimal center of attraction. If
˛ > 0 the set R n .�ˇ; ˇ/ is a center of attraction for every point v ¤ 0 and there is
no minimal center of attraction for this v.

The following result concerning the center of attraction was established in
SIBIRSKY [212].

Theorem 1.5.12. Let St be an evolution operator in X and �C
v be a Lagrange stable

semitrajectory. Then the set

Wv D
�

x 2 X W lim sup
T!C1

�.v;T;Oı.x//

T
> 0 for every ı > 0

�

(1.5.1)

is a nonempty closed set lying in the !-limit set !.v/ such that

P.O".Wv/; v/ � lim
T!C1

�.v;T;O".Wv//

T
D 1 for every " > 0. (1.5.2)

The set Wv is forward invariant. Moreover, Wv is the minimal center of attraction
for �C

v .

Proof. We split the proof into several steps.

Step 1: Wv is nonempty. Indeed, let " > 0 be fixed and

K D
�
�C
v n O".Wv/; if Wv ¤ ;;
�C
v ; if Wv D ;.

If K D ;, we obviously have that Wv ¤ ;. Let K ¤ ;. For every q 2 K we have
that q 62 Wv and thus there exists ı D ıq > 0 such that

P.Oı.q/; v/ � lim
T!C1

�.v;T;Oı.q//

T
D 0 for every q 2 K. (1.5.3)
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Since K is compact, there exists a finite collection fqi W i D 1; : : : ;mg � K such
that K � [m

iD1Oıqi
.qi/. Therefore, by Exercise 1.5.7 it follows from (1.5.3) that

P.K; v/ D 0. On the other hand, we obviously have that P.�C
v ; v/ D 1. Thus K

is a proper subset of �C
v and thus Wv ¤ ;.

Step 2: Relation (1.5.2) holds. Indeed,

�C
v � �

�C
v n K

� [ K � O".Wv/ [ K:

Thus �.v;T; �C
v / � �.v;T;O".Wv//C �.v;T;K/ and hence

1 D lim
T!1

�.v;T; �C
v /

T
� lim sup

T!1
�.v;T;O".Wv//

T
� 1:

This implies (1.5.2).
Step 3: Wv belongs to !.v/. Indeed, let q 62 !.v/. By Theorem 1.4.5, !.v/
is a compact set. Therefore, there exist a neighborhood O
.q/ of q and a
neighborhood O
.!.v// of the set !.v/ such that O
.q/ \ O
.!.v// D ;. By
Theorem 1.4.5, Stv converges to !.v/. Thus Stv 2 O
.!.v// for all t large
enough. This implies that P.O
.q/; v/ D 0 and thus q 62 Wv .
Step 4: Wv is closed. Let q 2 X n Wv . Then there exists a neighborhood O
.q/
such that P.O
.q/; v/ D 0. Thus for any p 2 O
.q/ there exists ı > 0 such
that p 2 Oı.p/ � O
.q/ and hence P.Oı.p/; v/ � P.O
.q/; v/ D 0. Therefore,
O
.q/ � X n Wv . Thus Wv is closed.
Step 5: Wv is forward invariant. Let q 2 Wv . By the continuity of St, for every
" > 0 there is ı > 0 such that StOı.q/ � O".Stq/. Thus,

�.v;T;O".Stq// � �.v;T; StOı.q// D
Z T

0

	StOı.q/.Srv/dr

(for the definiteness we consider the continuous time case only). One can see that

fr W Srv 2 StOı.q/g 
 fr W Sr�tv 2 Oı.q/g

in the case when r � t. Hence,

	StOı.q/.Srv/ � 	Oı.q/.Sr�tv/ for all r � t:

Consequently,

�.v;T;O".Stq// �
Z T

t
	Oı.q/.Sr�tv/dr �

Z T

0

	Oı.q/.Srv/dr � t:

This implies that P.O".Stq/; v/ > 0 for any " > 0. Thus Wv is forward invariant.
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Step 6: Wv is a minimal center of attraction. To see this, it is sufficient to prove
the following lemma.

Lemma 1.5.13. Let the hypotheses of Theorem 1.5.12 be in force. Then for every
closed set V with property P.O".V/; v/ D 1, for any " > 0 we have that Wv � V.

Proof. Suppose q 62 V . Then there exists 
 > 0 such that O
.q/ � X nO
.V/. Since
P.O
.V/; v/ D 1, we have P.O
.q/; v/ D 0, which means that q 62 Wv . ut
This completes the proof of Theorem 1.5.12. ut

1.5.3 Almost recurrent and recurrent trajectories

In the class of nonwandering trajectories we can extract a class with stronger
recurrence properties (see NEMYTSKII/STEPANOV [171] and SIBIRSKY [212]).

Definition 1.5.14 (Almost recurrent trajectory). A semitrajectory �C
v uniformly

approximates a set Q � X if for any " > 0 there exists T > 0 such that every
segment ��;�CT

v approximates the set Q within ", i.e.,

Q � O".�
�;�CT
v / for any � � 0:

A semitrajectory �C
v and the point v are said to be almost recurrent if �C

v uniformly
approximates the point v; i.e., for any " > 0 there exists T > 0 such that v 2
O".��;�CT

v / for any � � 0.

Exercise 1.5.15. Every almost recurrent point is nonwandering.

Proposition 1.5.16. If �C
v is an almost recurrent semitrajectory, then !.v/ is not

empty, v 2 !.v/, and hence �C
v is Poisson stable.

Proof. By Definition 1.5.14 applied to " D 1=n we have that

dist.v; �n;nCTn
v / � 1=n; n D 1; 2; : : :

for some sequence Tn > 0. Thus there exists tn 2 Œn; n C Tn�, tn ! 1, such that

dist.v; Stnv/ � 2=n for all n D 1; 2; : : : :

Thus v D limn!1 Stnv. Therefore, by Proposition 1.3.3, v 2 !.v/. ut
Proposition 1.5.17. The set of all almost recurrent points is forward invariant.

Proof. Let v be an almost recurrent point and q D Stv for some t > 0. By the
continuity of St, for every " > 0 there is ı > 0 such that

dist.q; Stp/ � " provided dist.v; p/ � ı: (1.5.4)
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On the other hand, since v is almost recurrent, there is T D T.ı/ such that

dist.v; ��;�CT
v / � ı for every � � 0:

Therefore (1.5.4) yields

dist.q; ��;�CT
q / D dist.q; St�

�;�CT
v / � " for every � � 0:

Thus q D Stv is an almost recurrent point. ut
As in BIRKHOFF [14] (see also NEMYTSKII/STEPANOV [171] and SIBIRSKY

[212]), we introduce the following subclass of almost recurrent motions.

Definition 1.5.18 (Recurrent trajectory). A semitrajectory �C
v and the point v are

said to be recurrent if �C
v uniformly approximates itself; i.e., for any " > 0 there

exists T > 0 such that �C
v � O".��;�CT

v / for any � � 0.

Exercise 1.5.19. Every periodic or fixed point is recurrent.

Exercise 1.5.20. The set of all recurrent points is forward invariant.

Exercise 1.5.21. If a semitrajectory �C
v is recurrent, then �C

v is bounded.

Proposition 1.5.22. Let �C
v be a recurrent semitrajectory. Then this semitrajectory

�C
v is Lagrange stable.

Proof. By definition, for every " > 0 there exists T D T" > 0 such that �C
v lies in

O"=4.�0;Tv /. Therefore �C
v � O"=2.�

0;T
v /. Since K D �

0;T
v is compact for every fixed

T > 0, there exists a finite "=2-net for K, i.e., a finite set fpn W n D 1; : : : ;mg in K
such that

K � [m
nD1O"=2.pn/:

In this case �C
v � [m

nD1O".pn/. Thus, for every " > 0 there exists a finite "-net for
�C
v . Therefore (see, e.g., DIEUDONNÉ [85, Section 3.17] or Proposition A.3.4 in the

Appendix), the set �C
v is compact. ut

Below we use the notion of minimal set which we define as a nonempty forward
invariant closed set which does not contain a proper nonempty forward invariant
closed subset.

Proposition 1.5.23. Any compact minimal set ˙ is strictly invariant.

Proof. Take v 2 ˙ . Then �C
v � ˙ . Thus the semitrajectory �C

v is Lagrange stable.
Hence by Proposition 1.4.6, !.v/ is a strictly invariant subset of ˙ . By minimality
˙ D !.v/. Thus ˙ is strictly invariant. ut

Exercise 1.5.24. Show that every semitrajectory �C from a compact minimal set
˙ is dense in ˙ .

Now we return to the recurrence. In fact, the following properties of recurrent
trajectories were established in BIRKHOFF [14].
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Theorem 1.5.25 (Birkhoff). Let .X; St/ be a dynamical system. Then

• Any semitrajectory from a compact minimal set is recurrent.
• If we assume in addition that .t; x/ 7! Stx is continuous from RC � X into X (in

the continuous time case), then the closure of any recurrent semitrajectory is a
compact minimal set.

Proof. Let ˙ be a minimal set and �C
v � ˙ be not recurrent. Then there exists "0

such that for any T > 0 we have

�C
v 6� O"0.�

�;�CT
v / for some � D �."0;T/ � 0:

Thus, there exist sequences fTn ! C1g and fpn D S�nvg such that

�C
v 6� O"0.�

0;Tn
pn

/ for all n D 1; 2; : : : :

Therefore, we can find a sequence fqng � �C
v such that

dist.qn; Stpn/ � "0 for all t 2 Œ0;Tn�; n D 1; 2; : : : : (1.5.5)

Since ˙ is compact, by an appropriate choice of subsequences, we can assume that

qn ! q 2 �C
v and pn ! p 2 ˙ as n ! 1:

Thus (1.5.5) implies that dist.q; Stp/ � "0 for every t > 0. Hence the closure �C
p of

�C
p is a forward invariant (see Exercise 1.2.1(F)) proper closed subset of ˙ , which

is impossible.
To prove the second part of Theorem 1.5.25 we first establish the following

lemma concerning almost recurrent semitrajectories.

Lemma 1.5.26. Assume that .t; x/ 7! Stx is continuous from RC � X into X (in the
continuous time case). Let �C

v be an almost recurrent trajectory. Then the omega
limit set !.v/ is minimal. By Proposition 1.5.16 this implies that �C

v D !.v/ and
thus is also minimal.

Proof. Let A be a closed forward invariant proper subset of !.v/. Then v 62 A.
Indeed, if v 2 A, then �C

v � A and thus!.v/ � A, which contradicts our assumption
concerning A. Let d D dist.v;A/ and " < d=2. By almost recurrence of v there
exists T > 0 such that

v 2 O".�
�;�CT
v / for every � � 0:

On the other hand, by Proposition 1.3.7 we have that

� N�;N�CT
v � O".A/ for some N� � 0:

This implies that v 2 O2".A/. This is impossible because 2" < dist.v;A/. ut
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To conclude the proof of Theorem 1.5.25 we note that if �C
v is recurrent, then by

Proposition 1.5.22 �v is Lagrange stable; i.e., �C
v is a compact set which is minimal

according to Lemma 1.5.26. ut

1.5.4 Almost periodic trajectories

Definition 1.5.27. A full trajectory � D fu.t/ W t 2 Rg is said to be almost periodic
if for any " > 0 there exists T D T."/ > 0 such that any time interval of the length
T contains a number � such that dist.u.t C �/; u.t// � " for every t 2 R.

Exercise 1.5.28. Show that equilibria and periodic orbits are almost periodic.

Exercise 1.5.29. A full trajectory � D fu.t/ W t 2 Rg is almost periodic if and only
if for every " > 0 there exists T such that

dist.u.t/; ��;�CT/ � " for all t; � 2 R; (1.5.6)

where �a;b � fu.t/ W a � t � bg denotes a segment of the trajectory � .
Moreover, (1.5.6) can be written in the form:

� � O".�
�;�CT/ for every � 2 R: (1.5.7)

We note that (1.5.7) implies that every almost periodic trajectory is recurrent not
only in the forward time direction (� > 0), as described in Definition 1.5.18, but
also possesses a similar property in the backward (� < 0) time direction.

Proposition 1.5.30. Let � D fu.t/ W t 2 Rg be an almost periodic trajectory.
Then

• The closure � of � is a compact set and � D !.�/ D ˛.�/.
• For every p 2 � there exists a full almost periodic trajectory �� D fw.t/ W t 2

Rg � � such that w.0/ D p. Moreover, under the conditions of Lemma 1.5.26 by
the minimality property (see Lemma 1.5.26) we have �� D � .

Proof. It follows from (1.5.7) that any semitrajectory ��;C1 is recurrent for every � .
By Propositions 1.5.16 and 1.5.22, this implies that � is compact and � � !.�/. It
follows from Exercise 1.3.6 that !.�/ � � . Thus � D !.�/. Equality � D ˛.�/

follows by the same arguments as Propositions 1.5.16 and 1.5.22 applied to the
backward direction of time.

To prove the second statement we note that for every p 2 � D !.�/ there is a
sequence ftn ! C1g such that u.tn/ ! p as n ! 1. Since � is compact and

wn.t/ � u.tn C t/ 2 � for every t 2 R; (1.5.8)
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the sequence fzn D u.tn C m/g is relatively compact for every m 2 Z. Hence, by the
standard diagonal procedure there exist a sequence fnlg and elements wm 2 X such
that w0 D p and

u.tnl C m/ ! wm as l ! 1 and S1wm D wmC1; m 2 Z:

Therefore, there exists a full trajectory �� D fw.t/ W t 2 Rg � � such that w.m/ D
wm, w.0/ D p, and

u.tnl C t/ ! w.t/ as l ! 1 for every t 2 R:

It follows from Definition 1.5.27 that for every " > 0 there exists T such that for
every t� 2 R we can find � 2 Œt�; t� C T� such that dist.u.t/; u.t C �// � " for all
t 2 R. Thus, substituting tnl C t instead of t yields

dist.u.tnl C t/; u.tnl C t C �// � " for all t 2 R; l 2 ZC:

Therefore, after the limit transition l ! 1 we obtain that

dist.w.t/;w.t C �// � " for all t 2 R:

Thus �� is almost periodic. ut
For more details concerning recurrent and chaotic properties of individual tra-
jectories we refer to BIRKHOFF [14], GUCKENHEIMER/HOLMES [114], KATOK/
HASSELBLATT [132], NEMYTSKII/STEPANOV [171], SHARKOVSKY ET AL. [208],
SIBIRSKY [212] and the references therein.

1.6 Equilibria and Lyapunov stability

There are many sources which discuss the notion of Lyapunov stability; see the
monographs CODDINGTON/LEVINSON [75], HARTMAN [120], LEFSCHETZ [148],
SIBIRSKY [212], for instance. Our main goal in this section is to present the
result stating that this kind of stability for an equilibrium is equivalent to the
existence of some function with specific properties defined on a neighborhood of
this equilibrium.

We first recall the general concept of Lyapunov stability.

Definition 1.6.1 (Lyapunov stability). A point v and the semitrajectory �C
v are

called Lyapunov stable if for any " > 0 there exists ı > 0 such that dist.Stv; Stw/ �
" for all t � 0 and w 2 X with the property dist.v;w/ � ı.
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Specifying this definition for fixed points, we arrive at the following.

Definition 1.6.2 (Lyapunov stability of fixed points). A fixed point v is said to be
Lyapunov stable if for any " > 0 there exists ı > 0 such that dist.v; Stw/ � " for all
t � 0 and w 2 X with the property dist.v;w/ � ı. If, moreover, dist.v; Stw/ ! 0 as
t ! C1, then v is said to be asymptotically Lyapunov stable.4

Definition 1.6.3 (Local Lyapunov function). A non-negative real-valued function
V.x/ defined on some neighborhood O
.v/ of a fixed point v is called a (local)
Lyapunov function for the point v when the following conditions hold:

• V.wn/ ! 0 if and only if wn ! v as n ! 1;
• if for some t� > 0 and w 2 X we have that Stw 2 O
.v/ for all t 2 Œ0; t��, then

V.Stw/ � V.w/ for t 2 Œ0; t��.

Exercise 1.6.4. Let v0 be a Lyapunov stable fixed point. Show that

\ı>0[f�C
v W dist.v; v0/ � ıg D fv0g

The following exercise shows that a local Lyapunov function is not unique.

Exercise 1.6.5. Assume that V.x/ is a local Lyapunov function for v defined on
O
.v/. Let f be a strictly increasing continuous scalar function defined on the
closure of range .V/ D fV.x/ W x 2 O
.v/g and f .0/ D 0. Show that W.x/ D
f .V.x// is also a local Lyapunov function.

Theorem 1.6.6. A fixed point v 2 X is Lyapunov stable if and only if there exists a
local Lyapunov function for v.

Proof of Theorem 1.6.6. We use the same argument as in SIBIRSKY [212].
Let a fixed point v 2 X be Lyapunov stable and "0 > 0. Then there exists a

Oı0.v/ such that Stx 2 O"0.v/ for all x 2 Oı0 .v/. Thus, we can define a function V
by the formula

V.x/ D sup
t�0

dist.Stx; v/ for all x 2 Oı0.v/: (1.6.1)

Let us prove that V.x/ is a Lyapunov function for v.
By the stability of v, for any " > 0 there exists 0 � ı � ı0 such that

dist.Stq; v/ � " for all t � 0 provided dist.q; v/ � ı: (1.6.2)

4There are examples showing that the property dist.v; Stw/ ! 0 as t ! C1 does not imply
the Lyapunov stability. See, e.g., TESCHL [217, p. 168] and also Example 1.9.6 with � D 0 in
Section 1.9.
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Thus, if wn ! v as n ! 1, then there exists n0 such that dist.Stwn; v/ � " for all
t � 0 and n � n0. Hence V.wn/ ! 0 as n ! 1.

By (1.6.1) we have that

dist.wn; v/ � sup
t�0

dist.Stwn; v/ D V.wn/

and thus wn ! v as n ! 1 provided V.wn/ ! 0 as n ! 1.
The monotonicity of V.Stw/ follows from the semigroup property of St. Indeed,

we have that

V.Stw/ D sup
��0

dist.S�Ctw; v/ D sup
��t

dist.S�w; v/ � sup
��0

dist.S�x; v/ D V.w/:

Now we assume that there exists a local Lyapunov function V.x/ for a fixed point
v 2 X which is defined on O
.v/. We take " < 
 and set

� D inf
x

fV.x/ W " � dist.x; v/ < 
g:

By the first requirement concerning V in Definition 1.6.3 we have that � > 0 and
there exists 0 < ı < " such that V.x/ < � provided dist.x; v/ < ı. Now we
show that for these " and ı the relation in (1.6.2) holds. Indeed, if (1.6.2) is not true
for some q 2 Oı.v/, then by the continuity of t 7! Stq there exists t� > 0 such
that dist.Stq; v/ < " for all t 2 Œ0; t�/ and dist.St� q; v/ D ", which implies that
V.St� q/ � �. However, by the second requirement in Definition 1.6.3 we have that
V.St� q/ � V.q/ < �. Thus, we arrive at a contradiction.

This completes the proof of Theorem 1.6.6. ut
Theorem 1.6.7. Let v 2 X be a fixed point of some dynamical system .X; St/. Then
v is asymptotically Lyapunov stable if and only if there exists a local Lyapunov
function for v on O
.v/ possessing the property

V.Stw/ ! 0 as t ! C1 provided Stw 2 O
.v/ for all t � 0: (1.6.3)

Proof. If v is asymptotically Lyapunov stable, then by Theorem 1.6.6 there exists
a Lyapunov function V.x/ for v. We have that Stw ! v for all w from some
neighborhood of v. By the first property in Definition 1.6.3 this implies (1.6.3).

Suppose that there exists a Lyapunov function V.x/ possessing property (1.6.3).
Then by Theorem 1.6.6, v is a Lyapunov stable fixed point. This means that for any
0 < " � 
 there exists ı > 0 such that dist.v; Stw/ � " for all t � 0 and w 2 X
with the property dist.v;w/ � ı. In this case we can apply (1.6.3) to conclude that
V.Stw/ ! 0 as t ! C1. Thus, the first property in Definition 1.6.3 yields that
Stw ! 0. Hence, v is asymptotically Lyapunov stable. ut
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1.7 Complete theory of 1D continuous systems

Now we describe all possible scenarios in one-dimensional systems with continuous
time. We start with several simple observations by including them in the following
exercises.

Exercise 1.7.1. Describe the dynamics in the models generated by the following
equations: (a) Px D x, (b) Px D �x, (c) Px D jxj, (d) Px D 1. Show that the corresponding
dynamical systems cannot be topologically equivalent.

Exercise 1.7.2. Any continuous dynamical system .St;R/ on R is monotone, i.e.,
if x � y, then Stx � Sty for all t 2 RC.

Exercise 1.7.3. Show that a continuous dynamical system on R cannot contain
nontrivial periodic orbits.

Exercise 1.7.4. Show that any semitrajectory �C D fStx W t 2 RCg of a continuous
dynamical system on R is a graph of a monotone function, i.e., t 7! Stx is either
non-decreasing or non-increasing.

Exercise 1.7.5. Consider the Cauchy problem

Px.t/ D �x.t/3; x.t/ D x0:

(A) Show that this equation generates the dynamical system .R; St/ with the
evolution operator St given by the formula

Stx0 D x0.1C 2tx20/
�1=2; x0 2 R:

(B) Make sure that there are no nonzero semitrajectories which can be extended to
a full trajectory.

(C) Show that the zero equilibrium is asymptotically Lyapunov stable.
(D) Show that the formula in (1.6.1) gives us a Lyapunov function of the form

V.x/ D jxj for the zero equilibrium. Thus by Exercise 1.6.5, V�.x/ D jxj� is
also a Lyapunov function for every � > 0.

We can say more about 1D systems on R in the case when the evolution operator
is invertible; i.e., St is a one-parameter continuous group of continuous mapping. We
call this system a dynamical system with continuous reversible time. In this case any
point x belongs to some full trajectory (cf. Exercise 1.7.5).

We start with the following simple observations.

Exercise 1.7.6. Let .R; St/ be a dynamical system on the real line R with contin-
uous reversible time. Assume that the system has no equilibrium points. Show that
any full trajectory � D fStx W t 2 Rg is a graph of a strictly monotone function with
the range R.
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Exercise 1.7.7. Let .R; St/ and .R; QSt/ be two dynamical systems on the real line
R with continuous reversible time. Assume that both systems have no equilibrium
points. Show that these systems are topologically equivalent. Hint: Use the result
of Exercise 1.7.6 and show that the mapping St0 7! QSt0 gives the desired
homeomorphism.

This exercise means that in the absence of equilibria any system on R with
continuous reversible time is topologically equivalent with the system of right shifts
on the real line: Stx D x C t, x; t 2 R.

Since the set N of equilibrium points for .R; St/ is closed (see Exercise 1.2.3),
we have that

R n N D [i.ai; bi/; for some ai; bi 2 f�1g [ N [ fC1g:
Every interval .ai; bi/ is called adjacent to N .

Exercise 1.7.8. Let .R; St/ be a dynamical system on R. Show that any adjacent
interval .a; b/ to N is a strictly invariant set. Moreover, if .R; St/ has continuous
reversible time, then t 7! Stx is a strictly monotone continuous mapping of R onto
.a; b/ for each x 2 .a; b/.

In the following theorem it is important to bear in mind that any homeomorphism
of real line R

1 onto itself is represented by a strictly monotone function.

Theorem 1.7.9. Let .R; St/ and .R; QSt/ be two dynamical systems on the real line
R with continuous reversible time. We denote by N and QN the corresponding sets
of equilibrium points (one/both of them can be empty). These systems are conjugate
if and only if there exists a homeomorphism  on R such that  .N / D QN and
the directions of motions on the corresponding intervals adjacent to N and QN are
compatible (i.e., they coincide if  .x/ increases and are oppositely directed if  .x/
decreases).

Proof. We need only to prove the sufficient part. For this we use the same argument
as in SIBIRSKY [212].

Let  be a homeomorphism with the properties formulated in the theorem. We
construct a conjugate mapping h as follows. If x 2 N , we set h.x/ D  .x/. Then
inside every adjacent interval I D .a; b/ for N we fix a point xab. The end points
of this interval are mapped into end points of some adjacent interval QI for QN . We
fix a point Qxab inside QI . Now we define the mapping h on .a; b/ as

h.Stxab/ D QSt Qxab for all t 2 R:

One can see that the mapping we have defined is a homeomorphism with the
properties

h.Stx/ D QSth.x/ for all x; t 2 R: ut
We also have the following assertion.
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Theorem 1.7.10. Every dynamical system .R; St/ with continuous reversible time
is conjugate with a system generated by some ordinary differential equation.

Proof. We use the argument given in SIBIRSKY [212].
Let us set f .x/ D 0 for every x 2 N . Then inside every adjacent interval I D

.a; b/ for N we fix a point xab and denote

f .x/ D .x � a/.x � b/sign Œxab � S1xab� ; x 2 .a; b/:

If a D �1 we take

f .x/ D .x � b/sign Œxab � S1xab� ; x 2 .a; b/:

We perform this similarly in the case b D 1. One can see that the equation Px D f .x/
generates a dynamical system with continuous reversible time. By Theorem 1.7.9
this system is topologically equivalent to .St;R/. ut
We do not know whether a similar result holds in higher dimensions.

Exercise 1.7.11. Assume that 1D dynamical systems .R; St/ and .R; QSt/ with
reversible time have finite numbers of equilibria

N D fx1 < x2 < : : : < xNg and QN D fQx1 < Qx2 < : : : < Qx QNg:

We also denote x0 D Qx0 D �1 and xNC1 D Qx QNC1 D C1. Show that .R; St/

and .R; QSt/ are equivalent if N D QN and the motions of St and QSt on the intervals
.xi; xiC1/ and .Qxi; QxiC1/ have the same directions for all i D 0; : : : ; QN.

The following exercise demonstrates that the condition of time reversibility is
important in Theorem 1.7.9 and Exercise 1.7.11.

Exercise 1.7.12. Show that the system .R; St/ considered in Exercise 1.7.5 is not
equivalent to the system generated by the equation Px D �x. Hint: The equivalence
would imply that in the system discussed in Exercise 1.7.5 every point belongs to a
full trajectory.

The following property of 1D systems makes it possible to study their dynamics in
detail.

Exercise 1.7.13 (Comparison principle for 1D ODE). Let x.t/ and y.t/ be solu-
tions to the 1D equations

Px D f .x/ and Py D g.y/

on some interval Œ0;T/ with f ; g 2 C1.R/. Assume that

x.0/ � y.0/ and f .x.t// � g.x.t// for t 2 Œ0;T/:



28 1 Basic Concepts

Prove that x.t/ � y.t/ for t 2 Œ0;T/. Hint: Show that z.t/ D x.t/ � y.t/ satisfies the
linear equation Pz D a.t/z.t/C b.t/ for some non-negative b.t/.

As an application of the comparison principle we suggest the following exercise.

Exercise 1.7.14 (Lyapunov exponent). Let .R; St/ be a system generated by some
1D equation

Px D f .x/; t > 0; x.0/ D x0 2 R; (1.7.1)

where f 2 C1.R/. Let x� be an (isolated) equilibrium and f 0.x�/ < 0. Show that x�
is asymptotically stable for .R; St/ and there exists a vicinity Oı.x�/ such that

lim
t!C1

ln jStxj
t

D f 0.x�/ for all x 2 Oı.x�/: (1.7.2)

Hint: Use the comparison principle for Px D f .x/ and the linear equation

Py D Œf 0.x�/˙ "�y

near the equilibrium x�. We note that the limit on the left-hand side of (1.7.2) is
called the Lyapunov exponent and provides the exact rate of the convergence to the
stable equilibrium x�.

We conclude this section with several facts related to non-uniqueness and blow-up
phenomena for 1D ODEs.

We start with the standard non-uniqueness example (see, e.g., HARTMAN [120]),
which shows that the uniqueness statement for the 1D ODE in (1.7.1) cannot be true
without the Lipschitz assumption for f .

Example 1.7.15. The functions x.t/ D t2 and x.t/ � 0 solve the Cauchy problem
in R: Px D 2

pjxj, t > 0 and x.0/ D 0.

In relation to this example, it is interesting to mention the following simple assertion
concerning uniqueness for 1D equations.

Proposition 1.7.16. Let f W R 7! R be a continuous function. Then a Cauchy
problem

Px D f .x/; t > 0; x.0/ D x0 2 R; (1.7.3)

has a unique (local) solution in a neighborhood of the point x0, provided

• either f is Lipschitz in some neighborhood of x0,
• or else f .x0/ ¤ 0.

Proof. We note that the existence of local solutions to (1.7.3) is well known (see,
e.g., CODDINGTON/LEVINSON [75] or HARTMAN [120] and also Theorem A.1.2
in the Appendix). The same theorem yields the uniqueness in the Lipschitz case.
Thus, we need to consider the case f .x0/ ¤ 0 only. In this case there is a
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neighborhood of the point x0 such that 1=f .x/ is continuous and preserves the sign.
This implies that every solution to (1.7.3) in this neighborhood satisfies the equation

d

dt
F.x.t// D 1 with F.x/ D

Z x

x0

d�

f .�/
:

Moreover, x.t/ solves (1.7.3) if and only if it solves the functional equation
F.x.t// D t for all t > 0 small enough. Since F is strictly monotone near x0, we
have that x.t/ D F�1.t/ for small t > 0 and thus the local solution x.t/ is locally
unique. ut
Remark 1.7.17. Proposition 1.7.16 implies that any solution x.t/ to the equation
considered in Example 1.7.15 is locally unique for every initial datum x0 ¤ 0.
We note that this fact does not mean that any extension of x.t/ outside a small
neighborhood of this x0 is also unique. For instance, the function

x.t/ D
8

<

:

�.1 � t/2; 0 � t � 1;
0; 1 < t � a;
.t � a/2; a < t < 1,

for every a � 1 solves the equation Px D 2
pjxj, t > 0, with the initial datum

x.0/ D �1. This solution is unique until it reaches the branching point x� D 0 at
the time t� D 1.

The following example shows that the smoothness of the function f is not
sufficient for global existence. As can be seen from Exercise 1.7.20, the behavior
of the right-hand side f .x/ as jxj ! 1 is responsible for this.

Exercise 1.7.18. Show that any solution x.t/ to the following Cauchy problem:

Px D x2; t > 0; x.0/ D x0 2 R;

has the form x.t/ D x0.1� x0t/�1, which blows up5 for each initial datum x0 > 0 at
the time T� D 1=x0.

The model below demonstrates more complicated types of behaviors of local
solutions.

Exercise 1.7.19. Let �; ~ > 0, � 2 R. Show that any solution x.t/ to the problem:

Px C �x C �jxj~x D 0; t > 0; x.0/ D x0 2 R; (1.7.4)

has the form

5This means that jx.t/j ! 1 as t ! T� from the left.
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x.t/ D e��tx0
h

1C �

�

	

1 � e��~t



jx0j~
i�1=~

: (1.7.5)

Make sure that problem (1.7.4) has a global solution if and only if either � � 0 or
else � < 0 and j�j��1jx0j~ � 1.

Show that in the case � D 0 problem (1.7.4) has a global solution if and only
if either � � 0 or else � < 0 and x0 D 0. Hint: In the limit � ! 0 (1.7.5) gives
x.t/ D x0 Œ1C �~tjx0j~��1=~ .

To conclude this section, we mention the following result on global existence for
1D ODEs with a continuous right-hand side (see, e.g., CODDINGTON/LEVINSON

[75]).

Exercise 1.7.20. Let f be a continuous function on R. Then for every x0 2 R any
local solution to problem (1.7.3) can extended on the whole time semi-axis RC,
provided there exists a continuous function  .r/ on RC such that

8 x 2 R W jf .x/j �  .jxj/ and 9 ı � 0 W
Z 1

ı

dr

 .r/
D 1:

Hint: Apply the non-explosion criterion of Theorem A.1.2.

1.8 Possible types of qualitative behaviors in 2D systems

The theory of continuous 2D systems is much more complicated than 1D theory.
Nevertheless, due to the fact that trajectories in 2D systems separate the phase
space into two parts and cannot intersect each other, it is still possible to develop
a rather deep and complete theory of 2D continuous systems (see, e.g., the
monographs CODDINGTON/LEVINSON [75], HARTMAN [120], LEFSCHETZ [148],
NEMYTSKII/STEPANOV [171] and also BAUTIN/LEONTOVICH [11], REISSING/
SANSONE/CONTI [189]). In this section we will discuss possible scenarios of
dynamical behavior in continuous systems on the plane R

2.

1.8.1 General facts and Poincaré-Bendixson theory

We start with the following assertion, which gives a complete description of possible
structures of !-limit sets of individual trajectories (for the proof we refer to
CODDINGTON/LEVINSON [75], LEFSCHETZ [148], NEMYTSKII/STEPANOV

[171]).

Theorem 1.8.1. Let �C.v/ D fStv W t � 0g be a semitrajectory of a continuous
2D dynamical system .R2; St/. Assume that �C.v/ is Lagrange stable (see Defini-
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tion 1.4.1). In this case the !-limit set !.v/ is a compact connected strictly invariant
set (see Section 1.4). There are only two possibilities for this set:

• either !.v/ is a cycle (periodic trajectory);
• or !.v/ consists of some subset Nv of the set N of equilibria and (possibly)

some set of full trajectories � D fu.t/ W t 2 Rg such that u.t/ ! Nv as t ! ˙1
(this means that the ˛-limit ˛.�/ and !-limit !.�/ sets belong to Nv).

If the set N of equilibria is finite, then under the conditions of Theorem 1.8.1
we have only one of the following possibilities:

• !.v/ is a single equilibrium;
• !.v/ is a single cycle;
• !.v/ consists of a number of equilibrium points and full trajectories connecting

these points.

We illustrate these types of behaviors in the following exercises.

Exercise 1.8.2. Consider the systems in R
2 generated by the equations

Px1 D ��x1; Px2 D ��x2; �; � > 0:

Show that the equilibrium .0; 0/ is the !-limit set for every semitrajectory of the
system.

Exercise 1.8.3. Let .R2; St/ be the system generated by the equations

� Px1 D �ˇx2 C x1 � x1.x21 C x22/;
Px2 D ˇx1 C x2 � x2.x21 C x22/:

Show that in the case ˇ ¤ 0, the circle � D f.x1; x2/ W x21 C x22 D 1g is the !-limit
set for every nonzero semitrajectory. If ˇ D 0, then every point of this circle is
an equilibrium which is an !-limit set for some semitrajectory. Hint: Use the polar
coordinates (x1 D % cos', x2 D % sin') to simplify equations.

Exercise 1.8.4 (see Chueshov [39], Chapter 1). Let us consider the following
quasi-Hamiltonian system in R

2:

(

Pq D @H
@p � �H @H

@q ;

Pp D � @H
@q � �H @H

@p ;

with H.p; q/ D 1
2
p2 C q4 � q2 and � > 0. Show that these equations generate a

dynamical system in R
2 and the separatrix 
 D f.q; p/ W H.p; q/ D 0g is the

!-limit set for any trajectory starting in the domain f.q; p/ W H.p; q/ > 0g. This set

 consists of the equilibrium point .0; 0/ and also two (homoclinic) trajectories

�C D f.qC.t/; pC.t// W t 2 R
2g and �� D f.q�.t/; p�.t// W t 2 R

2g
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Fig. 1.2 !-limit set consisting of two homoclinics and unstable equilibrium

such that qC.t/ > 0, q�.t/ < 0, and .q˙.t/; p˙.t// ! .0; 0/ as t ! ˙1. The
corresponding dynamics is shown in Figure 1.2.

There are several important facts related to the Poincaré-Bendixson theory which
provides criteria for the existence of equilibria and periodic orbits. For instance,
Theorem 1.8.1 implies the following assertion.

Corollary 1.8.5. Let B be a bounded closed forward invariant set for .R2; St/.
Assume that B does not contain equilibria. Then there is a periodic orbit inside B.

Proof. Any point v 2 B is Lagrange stable in B. Thus !.v/ lies in B and thus does
not contain equilibria. Therefore, by Theorem 1.8.1, !.v/ is a cycle. ut
We also mention the following result due to Bendixson (see the reference given in
CODDINGTON/LEVINSON [75]).

Theorem 1.8.6 (Bendixson). Let a 2D system .R2; St/ possess a periodic trajec-
tory � . Then there is at least one equilibrium inside the domain bounded by � .

Proof. Since � is a simple closed curve, then the domain D bounded by � is
homeomorphic to the unit disc. The set D is definitely forward invariant. Therefore,
we can apply Theorem 1.2.5. ut
Theorem 1.8.6 gives us the following assertion.

Corollary 1.8.7. A simply connected domain D in R
2 does not contain periodic

orbits provided there are no equilibria inside D.

This corollary means that the situation of Corollary 1.8.5 can be realized in the case
when B is not simply connected only.
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1.8.2 Lower bounds for cycle periods

In spite of the several criteria mentioned above, the problem of existence of (non-
constant) periodic solutions of autonomous equations is much more difficult than
the existence of fixed points. An autonomous system does not contain any a priori
exact information about the period of a possible periodic solution. In this context it
is interesting to mention the following result due to YORKE [228], which provides
the lower bounds for possible periods.

Theorem 1.8.8 (Yorke, 1969). Any (nontrivial) periodic orbit of the equation Px D
f .x/ (x 2 R

d), where f is globally Lipschitz with the constant L on R
d, d � 2, has

period T � 2�=L.

Exercise 1.8.9. Show that all nontrivial solutions of the system in R
2 generated by

Px1 D �!x2; Px2 D !x1;

are periodic with the minimal period T D 2�=!. Thus, the estimate for the period
in Theorem 1.8.8 is sharp.

The model borrowed from FARKAS [97] shows that without the global Lipschitz
property a system may possess orbits of arbitrary minimal period.

Exercise 1.8.10 (Farkas, [97]). Let ˛ > 0. Show that for every T 2 .0;1/ in the
system .R2; St/ generated by the equations

Px1 D �x2.x
2
1 C x22/

˛; Px2 D x1.x
2
1 C x22/

˛;

there is a periodic orbit with minimal period T . Hint: In the polar coordinates
(x1 D % cos', x2 D % sin') the equations have the form P% D 0 and P' D %2˛ .

The globally Lipschitz condition in Theorem 1.8.8 can be relaxed in the
following way.

Exercise 1.8.11. Assume that Px D f .x/ generates a dynamical system in R
d which

possesses a (bounded) forward invariant set B. Show that there are no nontrivial
periodic solutions inside B with period less than 2�=LB, where LB is the Lipschitz
constant for f on B.

Proof of Theorem 1.8.8. We follow the line of the argument given in the short
note BUSENBERG/FISHER/MARTELLI [21] and rely on the following Poincaré-
Wirtinger inequality:

Z T

0

ju.t/j2dt � T2

4�2

Z T

0

jPu.t/j2dt (1.8.1)
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for every scalar T-periodic function possessing the properties

Pu 2 L2.0;T/;
Z T

0

u.t/dt D 0:

The inequality in (1.8.1) easily follows from calculations with Fourier series.
Let x.t/ D .x1.t/; : : : xd.t//, be a periodic orbit with the (minimal) period T . Let

v.t/ � .v1.t/; : : : ; vd.t// D x.t/ � x.t � �/

with a fixed � > 0. By periodicity we obviously have that

Z T

0

vi.s/ds D 0 for every � > 0; i D 1; : : : ; d:

Therefore by (1.8.1),

Z T

0

jvi.t/j2dt � T2

4�2

Z T

0

j Pvi.t/j2dt D T2

4�2

Z T

0

jfi.x.t// � fi.x.t � �//j2dt

This implies that

Z T

0

jv.t/j2
Rd dt D

dX

iD1

Z T

0

jvi.t/j2dt

�L2T2

4�2

Z T

0

jx.t/ � x.t � �/j2
Rd dt D L2T2

4�2

Z T

0

jv.t/j2
Rd dt:

If LT < 2� , then v.t/ D x.t/� x.t � �/ � 0 for t 2 Œ0;T� and for every � > 0. Thus
x.t/ is a stationary point. ut

We note that the argument above does not use the fact that the equation is
finite-dimensional and can be applied to ODEs with globally Lipschitz right-
hand sides in arbitrary Hilbert spaces BUSENBERG/FISHER/MARTELLI [21]. Some
results are available in Banach spaces; see BUSENBERG/FISHER/MARTELLI [21]
and also the recent paper NIEUWENHUIS/ROBINSON/STEINERBERGER [172] and
the references therein. The same idea was already applied in ROBINSON [196]
and ROBINSON/VIDAL-LÓPEZ [197, 198] to obtain lower bounds for periods of
solutions to some classes of semilinear parabolic equations.

1.8.3 Example of !-limit set with three unstable equilibria

To give an additional illustration of possible structures of !-limit sets in 2D systems
we consider the following coupled equations:
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Px D .x � �/y; (1.8.2a)

Py D �x C 1

2
.x2 � y2/; (1.8.2b)

with � > 0. This system was considered before in GUCKENHEIMER/HOLMES [114,
Section 18].

One can see that for any initial data .x0I y0/ 2 R
2 the system in (1.8.2) has a

unique local solution; i.e., it generates a local semiflow.

Exercise 1.8.12. Show that the system in (1.8.2) can be written in the Hamiltonian
form:

Px D @H

@y
; Py D �@H

@x
;

where

H.x; y/ D � �

2

�

x2 C y2
�C 1

2

�

xy2 � x3

3

�C 2

3
�3

D1

2

�

x � ���y2 � 1

3
.x C 2�/2

�

:

Thus H.x; y/ is a constant on solutions.

Exercise 1.8.13. Show that

Y0 D .0I 0/; Y1 D .�2�I 0/; Y˙ D .�I ˙p
3�/

are equilibria for (1.8.2). These points can be seen in Figure 1.3.

Exercise 1.8.14. Using (1.8.2a) show that the value z.t/ D x.t/ � � preserves its
sign in time evolution. The same is true for z˙.t/ D y.t/˙ 1p

3

�

x.t/C2��. Moreover,
the lines (see Figure 1.3)

I0 D fx � � D 0g and I˙ D fy ˙ 1p
3

�

x C 2�
� D 0g

are invariant sets. Hint: Using the Hamiltonian representation with H written as
H.x; y/ D 1

2
.x � �/zCz� one can see that zC satisfies the equation

PzC D 1

2
Œ2.x � �/=p3 � z��zC

and a similar relation for z�.
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y

x

I–

Y+

I+

Y–

Y0Y1

I0

Fig. 1.3 Qualitative dynamics of quasi-Hamiltonian 2D system (1.8.3)

Exercise 1.8.15. On the vertical line I0 D fx D �g the dynamics of system (1.8.2)
is described by the equation

Py D 3

2
�2 � 1

2
y2; t > 0; y.0/ D y0:

Describe the qualitative behavior of trajectories on I0. Make sure that solutions
starting with y0 < �p

3� blow up.

Exercise 1.8.16. Describe the dynamics on the lines I˙ D fy ˙ 1p
3

�

x C 2�
� D 0g.

Hint: See Figure 1.3.

Exercise 1.8.17. Using the result of Exercise 1.8.14, make sure that the triangle

� D
n

.xI y/ W �2� < x < �; y2 <
1

3

�

x C 2�
�2
o

and its closure N� are forward invariant sets and the (local) semiflow restricted on N�
is global. The triangle � is shown in Figure 1.3.

Now we consider a quasi-Hamiltonian modification of system (1.8.2) of the form

Px D @H

@y
� �H

@H

@x
; Py D �@H

@x
� �H

@H

@y
; (1.8.3)
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where H.x; y/ is the same as in Exercise 1.8.12 and � > 0 is a parameter. It is clear
that equations (1.8.3) generate a local semiflow. Moreover, one can see that

• The points Y0, Y1, and Y˙ defined in Exercise 1.8.13 are equilibria for the quasi-
Hamiltonian system in (1.8.3).

• The lines I0 and I˙ defined in Exercise 1.8.14 are invariant with respect to the
semiflow generated by (1.8.3).

• The triangle � (see Exercise 1.8.17) and its closure N� are invariant with respect
to the dynamics governed by (1.8.3). Moreover, for every initial data .x0I y0/ 2
N� there exists a global solution to (1.8.3). Thus, equations (1.8.3) generate a

dynamical system in the triangle N�.

Using the obvious relation

d

dt
H D ��H

"�
@H

@x

�2

C
�
@H

@y

�2
#

on solutions to (1.8.3), one can also see that for � > 0 the !-limit set for every
nonzero point inside � is the boundary @�, which consists of three (unstable)
equilibria (vertexes of the triangle) and connecting them full trajectories (sides of
the triangle).6 The qualitative behavior of the system generated by (1.8.3) is shown
in Figure 1.3. For other illustrations of possible dynamics in 2D systems we refer to
the 2D examples in Section 1.9.

1.8.4 On 2D systems generated by a second order equation

An important class of 2D systems arises from the Newton laws of dynamics of a
material point which lead to the following equation:

Rx D f .x; Px/; xjtD0 D x0; PxjtD0 D x1:

We can write this equation as a first order 2D system

Px D y; Py D f .x; y/; xjtD0 D x0; yjtD0 D x1;

and apply the standard Peano-Carathéodory result (see Theorem A.1.2 in the
Appendix) to guarantee the local existence of solutions when f .x; y/ is a continuous
function. To show that the model above generates a dynamical system, we need
additional hypotheses. We discuss these conditions, concentrating mainly on models
which are important from an applications point of view.

6In the Hamiltonian case (� D 0) every nonzero trajectory � starting in � is periodic, i.e.,
� D !.�/ D ˛.�/.
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Example 1.8.18 (Lienard equation, I). We start with a model with a state-dependent
damping coefficient. Let k.x/ be a locally Lipschitz function on R and U.x/ 2 C1.R/

with locally Lipschitz derivative U0.x/. Assume also that

inf
x2R k.x/ > �1 and inf

x2R U.x/ > �1:

One can see that the problem

Rx C k.x/Px C U0.x/ D 0; xjtD0 D x0; PxjtD0 D x1; (1.8.4)

has a unique solution x.t/ which generates a dynamical system on R
2 with the

evolution operator St given by the formula St.x0I x1/ D .x.t/I �x.t//. Moreover, any
solution satisfies the energy balance equation

1

2
Px.t/2 C U.x.t//C

Z t

0

k.x.�//Px.�/2d� D 1

2
x21 C U.x/; t > 0:

Remark 1.8.19. Some authors (see, e.g., LEFSCHETZ [148]) called (1.8.4) the
Cartwright-Littlewood equation. In the case when

k.x/ D �k0.1 � x2/; k0 > 0; and U.x/ D a

2
x2; a > 0;

the model in (1.8.4) is called the van der Pol equation. If

k.x/ � k0 � 0 and U.x/ D a

4
x4 C b

3
x3 C c

2
x; a > 0; b; c 2 R;

then (1.8.4) is called the Duffing equation.

Example 1.8.20 (Lienard equation, II). In this model we deal with nonlinear
damping depending on velocity only. Let U.x/ 2 C1.R/ with locally Lipschitz
derivative U0.x/ and infx2R U.x/ > �1. The problem

Rx C g.Px/C U0.x/ D 0; xjtD0 D x0; PxjtD0 D x1 (1.8.5)

generates a dynamical system on R
2 if one of the following conditions holds:

(a) g.s/ 2 C.R/ and there exists c 2 RC such that g.s/C as is not decreasing;
(b) g.s/ is locally Lipschitz and g.s/s � 0.

This result can be derived from Theorem A.1.2 and relies on the corresponding
energy balance relation which allows us to show the absence of blow-up phenomena.
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Exercise 1.8.21. Let .R2; St/ be a dynamical system generated by the Duffing
equation

Rx C x3 � x D 0:

Calculate the relative times (see the definition in Section 1.5.2) which different
trajectories spend near .0I 0/.
Exercise 1.8.22 (Krasovskii example [136]). Consider the equation

Rx C k.x2 C Px2/Px C x D 0

with the damping coefficient function k.r/ possessing the properties

k 2 Liploc.RC/; inf
r2RC

k.r/ > �1:

Show that (i) this equation generates a dynamical system in R
2 and (ii) for each root

%0 of the function k.r/ the set f.xI Px/ W x2 C Px2 D %20g is a periodic orbit of period
T D 2� .

1.9 Bifurcation theory by means of examples

If we deal with a family of dynamical systems .S�t ;X/ depending on the param-
eter �, in principle, we can observe different types of qualitative behaviors
for different values of the parameter �. Moreover, it is well known (see, e.g.,
GUCKENHEIMER/HOLMES [114], HALE/KOCAK [117], KUZNETSOV [139]) that
small changes in the parameters can produce large changes in the qualitative
behavior of trajectories. According to KUZNETSOV [139] the appearance of a
topologically nonequivalent dynamical behavior under variation of parameters is
called a bifurcation and the goal of bifurcation theory is to produce bifurcation
diagrams that divide the parameter space into regions of topologically equivalent
systems.

In this section by means of examples we demonstrate several types of bifur-
cations (for a general bifurcation theory we refer to GUCKENHEIMER/HOLMES

[114], HALE/KOCAK [117], KUZNETSOV [139]) and the references therein). The
examples presented here have the dimension 1 or 2. However, all of them can
be used to produce similar pictures of qualitative behavior of infinite-dimensional
(PDE) models; see the discussion in Section 4.2.5.

Example 1.9.1 (Pitchfork bifurcation). We consider a 1D system generated by the
equation

Px D �x � x3:
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x

m

Fig. 1.4 Pitchfork bifurcation: loss of stability of the zero equilibrium

For � � 0 the system has one stable fixed point x D 0. This point becomes unstable
and splits off two stable fixed points ˙p

� when � > 0. The point x D 0 remains
fixed but becomes unstable. For each � 2 R this qualitative behavior is presented
in Figure 1.4. The bold line and curve show equilibria. The arrows demonstrate
dynamics of trajectories for each � 2 R.

Example 1.9.2 (Transcritical bifurcation). The system generated by

Px D �x � 2x2

1C x2

has two fixed points for � ¤ 0 which collide and exchange stability at � D 0

(x D 0 is stable when � < 0 and unstable for � > 0). The qualitative behavior
is presented in Figure 1.5. The bold lines are equilibria. The arrows demonstrate
stability/instability effects for a fixed �.

Example 1.9.3 (Saddle-node (fold) bifurcation). We consider on R
2 a dynamical

system generated by the equations

Px D � � x2

1C x2
; Py D �y: (1.9.1)

We observe the following bifurcation behavior (see Figure 1.6):

• � < 0: there are no equilibrium points (for every initial data .x0I y0/ and we have
that St.x0I y0/ D .x.t/I y.t// tends to .�1I 0/ as t ! 1), see Figure 1.6(a).

• � D 0: a non-hyperbolic unstable equilibrium arises at .0I 0/ and we have the
following picture (Figure 1.6(b)):

– if x0 < 0, then St.x0I y0/ D .x.t/I y.t// tends to .�1I 0/ as t ! 1;
– if x0 � 0, then St.x0I y0/ ! .0I 0/ as t ! 1.
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x

m

Fig. 1.5 Transcritical bifurcations: exchange of stability

• � > 0: we have two equilibrium points .˙p
�I 0/ and the following picture:

– if x0 � p
�, then St.x0I y0/ D .x.t/I y.t// tends to .

p
�I 0/ as t ! 1;

– if jx0j < p
�, then St.x0I y0/ ! .

p
�I 0/ as t ! 1;

– if x0 < �p
�, then St.x0I y0/ ! .�1I 0/ as t ! 1.

Hence we have two equilibria; one of them is a stable node and another is a saddle
(there are both stable and unstable directions), see Figure 1.6(c).

Thus, when� becomes positive we observe a generation of two equilibria connected
by a heteroclinic trajectory from the regular picture (without any rest points).

Example 1.9.4 (Andronov-Hopf bifurcation). We consider a family .S�t ;R2/ of
dynamical systems generated by the following equations:

� Px1 D �x1 � x2 � x1.x21 C x22/;
Px2 D x1 C �x2 � x2.x21 C x22/

(1.9.2)

In polar coordinates (x1 D % cos', x2 D % sin') the problem in (1.9.2) can be
written as

� P% D %.� � %2/;
P' D 1:

(1.9.3)

Therefore, we observe the following bifurcation picture:

• � < 0: unique exponentially stable equilibrium (focus), see Figure 1.7(a);
• � D 0: unique (non-exponential) stable focus, see Figure 1.7(a);
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Fig. 1.6 Saddle-node bifurcation, generation of two equilibria from regular picture: (a) no
equilibria, (b) saddle-node equilibrium, (c) saddle .�r�I 0/ and node .r�I 0/ equilibria, r� D p

�

• � > 0: unstable focus at zero and stable periodic orbit (the circle with center at
0 and radius r� D p

�). The dynamics is shown in Figure 1.7(b).

Thus, a periodic orbit arises from zero equilibria. The period does not depend on �.
The size of the orbit is small for small � > 0. We observe the “soft” regime of
the cycle appearance. This means (see, e.g., KUZNETSOV [139]) that small changes



1.9 Bifurcation theory by means of examples 43

rm

rm

x2

x1

x2

x1

(a) m ≤ 0 (b) m > 0

Fig. 1.7 Andronov-Hopf bifurcation: generation of periodic orbit from equilibrium: (a) stable
focus, (b) unstable focus and stable periodic orbit, r� D p

�

of the bifurcation parameter � cannot produce large changes in the dynamics of an
individual trajectory whose initial data do not depend on �. In other words, if we
change � back and forth, the dynamics of the trajectories changes continuously.

All bifurcations above are local. They can be detected by looking at small
neighborhoods of equilibrium (fixed) points. Now we give two examples of global
(nonlocal) bifurcations.

Example 1.9.5 (Generation of periodic orbit from infinity). This is a small
modification of the system presented in Example 1.9.4. We consider the following
equations:

� Px1 D x1 � x2 � �x1.x21 C x22/;
Px2 D x1 C x2 � �x2.x21 C x22/

(1.9.4)

In polar coordinates this problem can be written as

P% D %.1 � �%2/; P' D 1:

Therefore, we observe the following bifurcation picture (see Figure 1.8):

• � � 0: unique unstable focus, Figure 1.8(a);
• � > 0: unstable focus at zero and stable periodic orbit (the circle with center at
0 and radius 1=

p
�), Figure 1.8(b).

Thus, a periodic orbit arises from infinity. The size of the orbit goes to infinity as
� ! C0. In this limit the orbit disappears at infinity.
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Fig. 1.8 Generation of periodic orbit from infinity: (a) unstable focus, (b) unstable focus and stable
cycle, r� D 1=

p
�

Example 1.9.6 (Saddle-node homoclinic bifurcation). As in KUZNETSOV [139,
p. 59] we consider following equations on the plane R

2:

� Px1 D x1.1 � x21 � x22/ � x2.1C �C x1/;
Px2 D x1.1C �C x1/C x2.1 � x21 � x22/

(1.9.5)

In polar coordinates (x1 D % cos', x2 D % sin') the problem in (1.9.5) has the form

� P% D %.1 � %2/;
P' D 1C �C % cos':

(1.9.6)

For all � 2 R the unit circle f.%I'/ W % D 1g is an invariant set of the corresponding
dynamical system .S�t ;R

2/. At � D 0, there is a (non-hyperbolic) equilibrium
point of the system: x� D .%�I'�// D .1I�/. For small positive values of �
the equilibrium on the circle disappears (Figure 1.9(c)), while for small negative
� it splits into a saddle and a node connected by (heteroclinic) orbits (saddle-
node bifurcation on the circle); see Figure 1.9(a). Thus, for � > 0 a stable limit
cycle appears in the system coinciding with the unit circle. This circle is always an
invariant set in the system, but for � � 0 it contains equilibria and thus does not
represent a periodic orbit. So we observe a generation of a periodic orbit. We note
that for � D 0 there is exactly one orbit that is homoclinic to the non-hyperbolic
equilibrium x�. Thus, we observe a generation of a periodic orbit from a homoclinic
trajectory. We also note that this example with � D 0 demonstrates the effect that a
globally attracting equilibrium can be unstable.
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Fig. 1.9 Saddle-node homoclinic bifurcation, generation of periodic orbit from saddle and node
via homoclinic trajectory: (a) saddle and node with connecting heteroclinic orbits, (b) non-
hyperbolic equilibrium on circle with homoclinic orbit, (c) unstable focus and stable periodic orbit

For the theory and further examples of possible bifurcation scenarios we refer
to GUCKENHEIMER/HOLMES [114], HALE/KOCAK [117], KUZNETSOV [139] and
the references therein. As we have already mentioned, it is well to bear in mind that
all scenarios represented by ODE systems can be realized in evolution PDE models.
See the discussion in Section 4.2.5.



Chapter 2
General Facts on Dissipative Systems

In this chapter we deal with the qualitative theory pertinent to (infinite-dimensional)
dissipative systems. Our presentation is based mainly on some new criteria for
asymptotic compactness which rely on a certain weak form of quasi-stability. We
also emphasize a role of gradient systems for the existence of global attractors.
A similar approach was discussed earlier in CHUESHOV/LASIECKA [56, 58] in a
short form without many details. For other possible approaches to the topic we
refer to the monographs BABIN/VISHIK [9], CHUESHOV [39], HALE [116], HENRY

[123], LADYZHENSKAYA [142], ROBINSON [195], SELL/YOU [206], TEMAM [216]
and the surveys BABIN [7] and RAUGEL [188].

Our main focus is on questions such as the existence of global attractors and
their structure. We present ideas and methods which are applicable to the systems
generated by nonlinear partial differential equations. We discuss these applications
in Chapters 4–6 in detail for several PDE classes. In the current chapter we
illustrate general results on long-time dynamics by means of finite-dimensional
ODE examples only. Questions related to dimensions and smoothness of attractors
for infinite-dimensional systems are considered in Chapter 3.

2.1 Dissipative dynamical systems

The main topic of this book is that of dissipative dynamical systems. As already
mentioned in the Introduction, from a physical point of view, dissipative systems are
characterized by relocation and dissipation of energy. This means that the energy of
higher modes is dissipated and relocated to low modes. The interaction of these two
mechanisms can lead to the appearance of complicated limit regimes and structures
in the system that are stable in a suitable sense.

© Springer International Publishing Switzerland 2015
I. Chueshov, Dynamics of Quasi-Stable Dissipative Systems, Universitext,
DOI 10.1007/978-3-319-22903-4_2
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We start with a description of several concepts which present both dissipation
and relocation on a formal level.

Definition 2.1.1. Let St be an evolution operator on a complete metric space X and
.X; St/ be the corresponding dynamical system.

• A closed set B � X is said to be absorbing for St if for any bounded set D � X
there exists t0.D/ such that StD � B for all t � t0.D/.

• St is said to be (bounded) dissipative if it possesses a bounded absorbing set B. If
the phase space X of a dissipative evolution operator St is a Banach space, then
the radius of a ball containing an absorbing set is called a radius of dissipativity
of St.

• St is said to be point dissipative if there exists a bounded set B0 � X such that for
any x 2 X there is t0.x/ such that Stx 2 B0 for all t � t0.x/.

We apply the same terminology to the corresponding dynamical system .X; St/.

The following criterion of dissipativity covers many cases which are important from
an applications point of view.

Theorem 2.1.2 (Criterion of dissipativity). Let .X; St/ be a continuous dynamical
system in some Banach space X. Assume that

• there exists a continuous function U.x/ on X possessing the properties

�1.kxk/ � U.x/ � �2.kxk/; 8 x 2 X; (2.1.1)

where �i are continuous functions on RC such that �i.r/ ! C1 as r ! C1;
• there exist a derivative d

dt U.Sty/ for every t > 0 and y 2 X, a positive function1

˛.r/ on RC, and a positive number % such that

d

dt
U.Sty/ � �˛.kyk/ provided kStyk > %: (2.1.2)

Then the dynamical system .X; St/ is dissipative with an absorbing set of the form

B� D fx W kxk � R�g ; (2.1.3)

where the constant R� depends on the functions �1 and �2 and the constant % only.

Proof. The argument involves some kind of “barrier method”; see, e.g.,
REISSING/SANSONE/CONTI [189] for a discussion in the ODE case.

Let us choose R0 > % such that �1.r/ > 0 for all r � R0. Let

L D supf�2.r/ W r � 1C R0g:

1This function ˛.r/ may tend to zero as r ! C1.



2.1 Dissipative dynamical systems 49

We show that the ball B in (2.1.3) is absorbing provided R� � R0C1 is chosen such
that �1.r/ > L for r � R�. This choice is definitely possible and R� can be taken
dependent on �1, �2, and % only.

Our argument consists of two steps.

Step 1. First we show that

kStyk � R� for all t � 0 and kyk � R0: (2.1.4)

Indeed, if this is not true, then for some y 2 X such that kyk � R0 there exists
a time Nt > 0 possessing the property kSNtyk > R�. By the continuity of Sty this
implies that there exists 0 < t0 < Nt such that kSt0 yk D 1C R0 > %. Let

t0 D supf� < Nt W kS�yk D 1C R0g: (2.1.5)

It is clear that kSt0yk D 1C R0 > %. Therefore, equation (2.1.2) implies that

�1.kStyk/ � U.Sty/ � U.St0y/ � L for t 2 Œt0; t1�;

where

t1 D supft W kS�yk � % for all t0 � � � tg:

This means that kStyk � R� for all t 2 Œt0; t1�. Since kSNtyk > R� we have that
t0 < t1 < Nt. Moreover, it is clear that kSt1yk D %. Thus, there exists t2 2 .t1; Nt/
(hence t2 > t0) such that kSt2yk D 1 C R0. This contradicts the definition of t0
in (2.1.5) and thus (2.1.4) is proved.
Step 2. Let us assume now that B is an arbitrary bounded set in X that lies outside
the closed ball with the radius R0. Then equation (2.1.2) implies that

U.Sty/ � U.y/ � ˛.kyk/t � LB � ˛Bt for t 2 Œ0; Qt�; y 2 B; (2.1.6)

where Qt D supft W kS�yk � % for all 0 � � � tg and

LB D supfU.x/ W x 2 Bg; ˛B D inff˛.x/ W x 2 Bg:

We can assume that LB > L. If Qt � tB � .LB � L/=˛B, then, since kSQtyk D %,
by (2.1.4) we have that kStyk � R� for all t � tB. If Qt > tB, then by (2.1.6)
and (2.1.1)

�1.kStyk/ � U.Sty/ � L for t 2 ŒtB; Qt�

and hence kStyk � R� for t 2 ŒtB; Qt�. Since kSQtyk D %, by (2.1.4) we have that
kStyk � R� for all t � Qt. Consequently, the set B� given by (2.1.3) is absorbing.

ut
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We conclude this section with several exercises which illustrate the notion of
dissipativity.

Exercise 2.1.3. Show that the hypothesis (2.1.2) in Theorem 2.1.2 can be replaced
by the requirement

d

dt
U.Sty/C �3.kStyk/ � ˇ; (2.1.7)

where �3.r/ is a continuous function such that

lim inf
r!1 �3.r/ > ˇ

and ˇ is a positive constant. In particular, (2.1.7) is true with �3.r/ D ˛�1.r/ if we
assume that

d

dt
U.Sty/C ˛U.Sty/ � ˇ; (2.1.8)

where ˛ and ˇ are positive constants.

Exercise 2.1.4. Let (2.1.8) be in force. Solving the inequality in (2.1.8), show that
the set

fx 2 X W U.x/ � Rg

is a forward invariant absorbing set provided R > ˇ=˛.

Exercise 2.1.5. Show that the dynamical system generated in R by the differential
equation Px C f .x/ D 0 (see Section 1.7 in Chapter 1) is dissipative, provided the
function f .x/ possesses the additional property: xf .x/ � ıx2 � c, where ı > 0 and
c are constants. Hint: Take U.x/ D x2 and use the result of Exercise 2.1.3. Find an
upper estimate for the minimal radius of dissipativity.

Exercise 2.1.6. Let .X; St/ be a dissipative system and let B0 be a bounded
absorbing set. Show that there exists t� � 0 such that the set B� D [fStB0 W t � t�g
is a bounded forward invariant absorbing set for .X; St/.

Exercise 2.1.7. Consider a discrete dynamical system .R; f /, where f is a continu-
ous function on R. Show that the system is dissipative, provided there exist � > 0

and 0 < ˛ < 1 and such that jf .x/j � ˛jxj when jxj � �.

Exercise 2.1.8 (Duffing equation). Consider a dynamical system in R
2 generated

(see Remark 1.8.19 and Example 1.8.18) by the Duffing equation

Rx C � Px C x3 � ax D b;
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where a and b are real numbers and � > 0. Using the properties of the function

U.x; Px/ D Px2 C 1

2
x4 C ax2 C �

�

2xPx C �x2
�

;

where � > 0 is small enough, show that this dynamical system is dissipative.

Exercise 2.1.9 (Lorenz system). Consider the Lorenz system arising as a three-
mode Galerkin approximation in the problem of convection in a thin layer of liquid:

8

<

:

Px D ��x C �y;
Py D rx � y � xz;
Pz D �bz C xy:

Here � , r, and b are positive numbers. Prove the dissipativity of the dynamical
system generated by these equations in R

3. Hint: Consider the function

V.x; y; z/ D x2 C y2 C .z � r � �/2

on the trajectories of the system.

Exercise 2.1.10 (Krasovskii equation). Consider the system generated by the
equation

Rx C k.x2 C Px2/Px C x D 0;

in R
2, see Exercise 1.8.22. Show that this system is dissipative under the conditions

k 2 L1.RC/ \ Liploc.RC/; lim inf
r!C1 k.r/ > 0:

Hint: Consider the function V.x; Px/ D x2 C Px2 C �xPx with � > 0 small enough on
the trajectories.

2.2 Asymptotic compactness and smoothness

To study the long-time dynamics of infinite-dimensional systems we also need
some properties of asymptotic compactness. There are several ways to formulate
these properties depending on the structure of the corresponding model (see,
e.g., the monographs BABIN/VISHIK [9], HALE [116], LADYZHENSKAYA [142],
TEMAM [216] and the references therein). Below we mainly concentrate on the
approaches suggested by LADYZHENSKAYA [142] and HALE [116]. We also refer
to HARAUX [118], where some concepts of asymptotic compactness were used for
the first time.
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2.2.1 Basic definitions and facts

We start with several notions of compactness of an evolution operator.

Definition 2.2.1. Let St be an evolution operator on a complete metric space X.

• St is said to be compact if it possesses a compact absorbing set.
• St is said to be conditionally compact if for any bounded set D such that StD � D

for t > 0 there exist tD > 0 and a compact set K in the closure D of D, such that
StD � K for all t � tD.

• St is said to be asymptotically compact if the following Ladyzhenskaya condition
(see LADYZHENSKAYA [142] and the references therein) holds: for any bounded
set B in X such that the tail �� .B/ WD [t��StB is bounded for some � � 0 we
have that any sequence of the form fStn xng with xn 2 B and tn ! 1 is relatively
compact.

• An evolution operator St is said to be asymptotically smooth if the following
Hale condition (see, e.g., HALE [116]) is valid: for every bounded set D such that
StD � D for t > 0 there exists a compact set K in the closure D of D, such that
StD converges uniformly to K in the sense that

lim
t!C1 dXfStD j Kg D 0; where dXfAjBg D sup

x2A
distX.x;B/: (2.2.1)

We apply the same terminology in the case of dynamical systems. Below we also
use the notation StD � K as t ! 1 in the case when (2.2.1) holds.

Exercise 2.2.2. If St is a compact evolution operator, then St is conditionally
compact. The latter property implies that St is asymptotically compact and asymp-
totically smooth.

Exercise 2.2.3. Show that any dissipative conditionally compact system is com-
pact. Hint: By Exercise 2.1.6 there exists a bounded forward invariant absorbing set.

The proposition below shows that asymptotic smoothness is equivalent to
asymptotic compactness.

Proposition 2.2.4. An evolution operator St in some metric space X is asymptoti-
cally compact if and only if it is asymptotically smooth.

Proof. We start with the following key lemma, which is also important in further
considerations.

Lemma 2.2.5. Let an evolution operator St be asymptotically compact on X and D
be a bounded set. Assume the tail �� .D/ is bounded for some � � 0. Then the!-limit
set2 !.D/ is a nonempty compact strictly invariant set such that StD � !.D/ as
t ! 1.

2We recall that the notions of a tail and an !-limit set were introduced in Chapter 1.
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Proof. It follows from asymptotic compactness that for any tn ! 1 and xn 2 D the
sequence fStn xng is relatively compact. Therefore, there exist a subsequence fnmg
and an element z 2 X such that Stnm

xnm ! z as m ! 1. By Proposition 1.3.3,

!.D/ D
n

z 2 X W z D lim
t!1 Stn xn for some tn ! C1; xn 2 D

o

: (2.2.2)

Hence !.D/ contains the element z, at least, and thus !.D/ is not empty.
To prove compactness of !.D/ we note that by (2.2.2) for any sequence fzng

in !.D/ there exist tn ! 1 and xn 2 D such that distX.Stn xn; zn/ � 1=n. By
asymptotic compactness there exist a subsequence fnmg and an element Oz such that
Stnm

xnm ! Oz 2 !.D/ as m ! 1. Thus, we have that znm ! Oz. This means that !.D/
is relatively compact. In the same way, if zn ! Nz as n ! 1, then Nz D Oz 2 !.D/,
i.e., !.D/ is closed.

Now we prove invariance of !.D/. Let z 2 !.D/ and z D limn!1 Stn xn. Then
Stz D limn!1 StCtn xn. Thus, due to (2.2.2) !.D/ is forward invariant. To prove
backward invariance we consider the sequence fStn�txng for some fixed t > 0

and n such that tn > t. By asymptotic compactness this sequence is relatively
compact. Thus, there exist a sequence fnmg and an element v 2 !.D/ such that
ym � Stnm �txnm ! v. We also have that Stym ! z. Thus z D Stv and hence
St!.D/ 
 !.D/, i.e., !.D/ is backward invariant.

Assume that StD � !.D/ is not true. Then there exist ı > 0 and sequences
tn ! 1 and xn 2 D such that distX.Stn xn; !.D// � ı for all n. As above, fStn xng
is relatively compact. Therefore, Stnm

xnm ! z 2 !.D/ for some subsequence fnmg.
This contradicts the relation distX.Stn xn; !.D// � ı. ut

Now we return to the proof of Proposition 2.2.4.
Let St be asymptotically compact and B � X be an invariant bounded set. By

Lemma 2.2.5, !.B/ is a compact set which attracts B. Thus, the Hale condition (see
Definition 2.2.1) holds.

Let St be asymptotically smooth and B � X be a bounded set such that the
tail �� .B/ D [t��StB is bounded for some � � 0. Since B� � �� .B/ is forward
invariant, by the Hale condition StB� converges uniformly to a compact set K. Thus
Stn xn ! K for any sequences xn 2 B and tn ! 1. Hence fStn xng is relatively
compact. ut

The following exercise provides some sufficient conditions of asymptotic com-
pactness of semiflows. They were established and applied by many authors (see,
e.g., TEMAM [216, Chapter 1] and also LADYZHENSKAYA [142] and RAUGEL

[188]).

Exercise 2.2.6. An evolution operator St in some metric space X is asymptotically
compact provided one of the following conditions is valid:

(A) There exists a compact set K such that StB � K as t ! 1 for every bounded
set B in X.
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(B) For any bounded set B there exists a compact set KB such that StB � KB as
t ! 1.

(C) X is a Banach space and there exists a decomposition St D S.1/t C S.2/t , where
S.1/t is uniformly compact for large t; that is, for any bounded set B there exists
t0 D t0.B/ such that the set �.1/.BI t0/ WD S

��t0
S.1/� B is relatively compact in

X and S.2/t is uniformly stable in the sense that

rB.t/ D sup
n

kS.2/t xkX W x 2 B
o

! 0 as t ! 1: (2.2.3)

Hint: (C) implies (B) with KB D ClosureX
˚

�.1/.BI t0/
�

. Statement (B) applied to
a bounded sequence B D fxng yields the convergence of Stn xn to a compact set as
tn ! 1.

2.2.2 Kuratowski’s measure of noncompactness

To obtain effective criteria of asymptotic compactness, it is convenient to use
Kuratowski’s ˛-measure of noncompactness (see, e.g., AKHMEROV ET AL. [2] and
the references therein). The latter is defined by the formula

˛.B/ D inffd W B has a finite cover by open sets of diameter < dg

on bounded sets of a complete metric space X. We recall that the diameter of the set
is defined by the relation diam B D sup fdist.x; y/ W x; y 2 Bg.

Some elementary properties of the ˛-measure are collected in the following
exercises.

Exercise 2.2.7. Let X be a complete metric space.

(A) Show that in the definition of ˛-measure we can consider arbitrary coverings,
i.e.,

˛.B/ D inffd W B has finite cover by (arbitrary) sets of diameter < dg:

This implies that ˛.B/ � diam B.
(B) Show that if K1 � K2, then ˛.K1/ � ˛.K2/ (monotonicity).
(C) Show that ˛.K/ D ˛.K/, where K is the closure of K.
(D) Show that ˛.A [ B/ � maxf˛.A/; ˛.B/g (semi-additivity).
(E) Show that ˛.K/ D 0 if and only if the closure K of K is compact.
(F) Show that the set B is bounded if and only if ˛.B/ < 1.

Exercise 2.2.8. Let X be a Banach space. Show that

(A) ˛.�B/ D j�j˛.B/ for any � 2 R, where �B D f�x W x 2 Bg (homogeneity).
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(B) ˛.y C B/ D ˛.B/ for any y 2 X, where y C B D fy C x W x 2 Bg (invariance
under translations).

It is known (see, e.g., AKHMEROV ET AL. [2]) that ˛.BR.y// D 2R for every ball
BR.y/ D fx 2 X W kx � ykX < Rg in an infinite-dimensional Banach space X. The
following propositions are also important (see HALE [116] and SELL/YOU [206])
in the study of asymptotic smoothness of evolution operators.

Proposition 2.2.9. Let A and B be bounded sets in a Banach space X. Then

˛.A C B/ � ˛.A/C ˛.B/; (2.2.4)

where A C B D fx C y W x 2 A; y 2 Bg
Proof. Take arbitrary " > 0. Let fOA

i g and fOB
j g be coverings of A and B with

diameters less than ˛.A/C" and ˛.B/C". Then fOA
i COB

j g is a covering for ACB.
It is clear that

diamfOA
i C OB

j g � diamfOA
i g C diamfOB

j g � ˛.A/C ˛.B/C 2":

This implies (2.2.4). ut
Proposition 2.2.10. Let X be a complete metric space and U1 
 U2 
 U3 : : : be
nonempty closed sets in X. If ˛.Un/ ! 0 as n ! 1, then \n�1Un is nonempty and
compact.

Proof. For each n take un 2 Un and consider the sequence fung. For every " > 0 we
can find N such that ˛.UN/ < ". Thus,

K � fun W n D 1; : : :g � fun W n D 1; : : : ;N � 1g
[

UN :

Hence by Exercise 2.2.7(B,D), ˛.K/ � ˛.UN/ < " for every " > 0. Therefore,
˛.K/ D 0 and thus NK is compact. Thus, there exist u 2 X and a subsequence fnmg
such that

unm 2 Unm and unm ! u as m ! 1:

Since Un is closed for every n, we have that u 2 Un for every n, i.e., U D \n�1Un

is not empty. It is clear that U is closed. Since ˛.U/ � ˛.Un/ for n D 1; 2; : : :, we
have ˛.U/ D 0 and thus by Exercise 2.2.7(E) U is compact. ut
Exercise 2.2.11. Prove the continuous analog of Proposition 2.2.10: if ˛.Ut/ ! 0

as t ! 1 for some decreasing family fUtg of nonempty closed sets, then \t�0Ut is
nonempty and compact.

Exercise 2.2.12. Let B1 
 B2 
 : : : be a sequence of closed sets in a complete
metric space X. Assume that diam Bn ! 0 as n ! 1. Show that there exists a
unique element x 2 X such that x 2 Bn for all n (in the case when fBkg are balls
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in a Banach space, this fact is known as the principle of nested balls). Hint: Apply
Proposition 2.2.10 and also the observation made in Exercise 2.2.7(A).

The following assertion allows us to reformulate the asymptotic smoothness/com-
pactness in the terms of Kuratowski’s ˛-measure.

Proposition 2.2.13. An evolution operator St is asymptotically smooth if and only
if for any bounded forward invariant set B we have that ˛.StB/ ! 0 as t ! 1.

Proof. Let B be a bounded forward invariant set for St.
If St is an asymptotically smooth evolution operator, then there exists a compact

set KB such that StB � KB as t ! 1. By the compactness of KB, for any " > 0

there exists a finite set fxk W k D 1; : : :N"g in KB such that

KB �
N"[

kD1
Bk; where Bk D ˚

x 2 X W distX.xk; x/ < "
�

:

Since StB � KB, there exists t" > 0 such that StB � [N"
kD1Bk for all t � t". Thus

˛.StB/ < 2" for all t � t". This implies that ˛.StB/ ! 0 as t ! 1.
Assume now that ˛.StB/ ! 0 as t ! 1. Then we can apply the result of

Exercise 2.2.11 to a family of the sets Ut D StB and conclude that

!.B/ D
\

t>0

StB is a nonempty compact set.

Thus, it is sufficient to show that StB � !.B/. If this is not true, then there exist
ı > 0 and sequences tn ! 1 and xn 2 B such that distX.Stn xn; !.B// � ı for all n.
One can see that for any t > 0 there exists Nt such that

fStn xn W n D 1; 2; : : :g � fStn xn W n D 1; 2; : : : ;Ntg
[

StB:

Thus ˛.fStn xn W n D 1; 2; : : :g/ � ˛.StB/, which implies that ˛.fStn xng/ D 0.
Hence fStn xng is relatively compact. Therefore, Stnm

xnm ! z 2 !.B/ for some
subsequence fnmg. This contradicts the relation distX.Stn xn; !.B// � ı. ut
Using Proposition 2.2.13 we can prove the next assertion, which is a slight
modification of the statement proved earlier in HALE [116, Lemma 3.2.3] by another
method.

Proposition 2.2.14. Let St be an evolution operator in a Banach space X. Assume
that for each t > 0 there exists a decomposition St D S.1/t C S.2/t , where S.2/t is a
mapping in X satisfying (2.2.3) and S.1/t is compact in the sense that for each t > 0

the set S.1/t B is a relatively compact set in X for every t > 0 large enough and for
every bounded forward invariant set B in X. Then St is asymptotically smooth.
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We note that this proposition improves the statement of Exercise 2.2.6(C), because
we do not assume compactness of �.1/.BI t0/ here. The size of S.1/t B may be
unbounded as t ! C1.

Proof. For any bounded forward invariant set B we have that StB � S.1/t B C S.2/t B.
Therefore, Proposition 2.2.9 (see also Exercise 2.2.7) yields

˛.StB/ � ˛.S.1/t B/C ˛.S.2/t B/ � ˛.S.2/t B/ � diamfS.2/t Bg � 2 sup
y2B

kS.2/t yk

for all t large enough. Thus by (2.2.3), ˛.StB/ ! 0 as t ! 1. Hence by
Proposition 2.2.13, St is asymptotically smooth. ut

Keeping in mind Proposition 2.2.13, it is convenient to introduce the following
notion (see HALE [116]).

Definition 2.2.15. A (nonlinear) operator V on a complete metric space X is said to
be an ˛-contraction if there exists 0 � � < 1 such that ˛.VB/ � �˛.B/.

The following simple result connects this notion with dynamics.

Exercise 2.2.16. A dynamical system .X; St/ is asymptotically smooth if there
exists t� > 0 such that St� is an ˛-contraction. Hint: For every forward invariant
set D we have that StD � Snt� D, where n is the integer part of t=t�.

For more discussion of the ˛-measure from the point of view of dynamical
systems we refer to HALE [116] and the references therein; see also SELL/YOU

[206, Lemma 22.2].

2.2.3 Criteria of asymptotic compactness via weak
quasi-stability

We conclude this section with several assertions that give convenient criteria for
asymptotic smoothness/compactness of evolution operators and dynamical systems.
These criteria generalize the corresponding statements known due to KHANMAME-
DOV [134], MA/WANG/ZHONG [156] and CERON/LOPES [28]. A posteriori they
can be treated as some weak forms of quasi-stability discussed in Chapter 3.
Roughly speaking, this weak quasi-stability means that the difference of two
trajectories can be made small for large moments of time modulo some functional
which demonstrates some (rather weak) compactness behavior (see, e.g., (2.2.5)
below).

We start with the criterion which relies on the idea presented in KHANMAMEDOV

[134] and provides more flexibility with respect to more standard methods (see,
e.g., the discussion in CHUESHOV/LASIECKA [56, 58] and also the references cited
therein).
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Theorem 2.2.17. Let St be an evolution operator on a complete metric space X.
Assume that for any bounded forward invariant set B in X and for any � > 0 there
exists T � T.�;B/ such that

dist .STy1; STy2/ � � C ��;B;T.y1; y2/; yi 2 B; (2.2.5)

where ��;B;T.y1; y2/ is a functional defined on B � B such that

lim inf
m!1 lim inf

n!1 ��;B;T.yn; ym/ D 0 for every sequence fyng � B. (2.2.6)

Then St is an asymptotically smooth evolution operator.

The result stated in Theorem 2.2.17 is an abstract version of Theorem 2 in KHAN-
MAMEDOV [134] and can be derived from the arguments given in KHANMAMEDOV

[134]. Our proof is shorter and can be easily derived from the following assertion.3

Proposition 2.2.18. Let St be an evolution operator on a complete metric space X.
Assume that for any bounded positively invariant set B in X and for any � > 0 there
exists T � T.�;B/ such that

lim inf
m!1 lim inf

n!1 dist .STyn; STym/ � � for every sequence fyng � B. (2.2.7)

Then St is an asymptotically smooth evolution operator.

Proof. By Proposition 2.2.13 it is sufficient to prove that

lim
t!1˛.StB/ D 0;

where ˛.B/ is Kuratowski’s ˛-measure of noncompactness.
Because St1B � St2B for t1 > t2, the function ˛.t/ � ˛.StB/ is non-increasing.

Therefore, it is sufficient to prove that for any " > 0 there exists T > 0 such that
˛.STB/ � ". If this is not true, then there is "0 > 0 such that ˛.STB/ � 5"0 for all
T > 0. For this "0 we choose T0 such that (2.2.7) holds. The relation ˛.ST0B/ � 5"0
implies that there exists an infinite sequence fyng1

nD1 such that

dist.ST0yn; ST0ym/ � 2"0 for all n ¤ m; n;m D 1; 2; : : : (2.2.8)

If such a sequence does not exist, then we can use the following construction:
take arbitrary y1 2 B and choose y2 2 B such that dist.ST0y1; ST0y2/ � 2"0.
Then we take y3 2 B such that dist.ST0y3; ST0yi/ � 2"0 for i D 1; 2, and so
on. If this procedure stops, we obtain a finite 2"0-net for ST0B. This means that
˛.ST0B/ � 4"0 and contradicts the relation ˛.ST0B/ � 5"0. Thus (2.2.8) holds true.
This contradicts (2.2.7). ut

3In many cases we can use Proposition 2.2.18 directly. Theorem 2.2.17 is formulated mainly due
to priority and historical reasons.
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Proposition 2.2.18 can also be used to obtain the following criterion.

Proposition 2.2.19. Let St be an evolution operator on a reflexive Banach space X.
Assume that for any bounded forward invariant set B in X and any " > 0 there exist
T > 0 and a compact operator K such that

k.I � K/STyk � "; 8 y 2 B: (2.2.9)

Then the evolution operator St is asymptotically smooth.

This proposition was proved in MA/WANG/ZHONG [156] for the case when K is a
finite-dimensional projector. Now the relation in (2.2.9) with a projector is known
as the “flattening” property (see the discussion in CARVALHO/LANGA/ROBINSON

[26] and KLOEDEN/RASMUSSEN [135]).

Proof. By (2.2.9) we have that

kSTy1 � STy2k � k.I � K/STy1k C k.I � K/STy2k C kK.STy1 � STy2/k
� 2"C kK.STy1 � STy2/k; 8 y1; y2 2 B:

Let fyng � B. Since fSTyng � B is a bounded sequence, there exists a weakly
convergent subsequence fSTynk g. By the compactness of K, we have that

lim
k;m!1 kK.STynk � STynm/k D 0

which implies that

lim inf
m!1 lim inf

n!1 kK.STyn � STym/k D 0 for every sequence fyng � B.

Thus, we can apply Proposition 2.2.18. ut
The following exercise presents another asymptotic smoothness criterion in reflex-
ive Banach spaces.

Exercise 2.2.20. Let St be an evolution operator on a Hilbert space. Assume that St

is weakly continuous for every t > 0; i.e., the condition xn ! x weakly in X implies
that Stxn ! Stx weakly. Show that the evolution operator St is asymptotically
smooth provided that for any bounded forward invariant set B and for any " > 0

there exists T � T.";B/ such that

lim sup
n!1

kSTynk � kSTyk C " (2.2.10)

for every sequence fyng � B such that yn ! y weakly. Hint: Prove first that

lim sup
n!1

kSTyn � STyk � ";

then apply Proposition 2.2.18.
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The following assertion is a generalization of the results presented in HALE [116]
and CERON/LOPES [28] (see also CHUESHOV/LASIECKA [56, 58] where this fact
is established by a different method).

Theorem 2.2.21. Let St be an evolution operator on a complete metric space X.
Assume that for any bounded forward invariant set B in X there exist T > 0, a
continuous nondecreasing function g W RC 7! RC, and a pseudometric %T

B on the
set B such that

(i) g.0/ D 0I g.s/ < s; s > 0.
(ii) The pseudometric %T

B is precompact (with respect to the topology of X) in the
sense that any sequence fxng � B has a subsequence fxnk g which is Cauchy
with respect to %T

B.
(iii) The following estimate holds for every y1; y2 2 B:

distX.STy1; STy2/ � g .distX.y1; y2//C %T
B.y1; y2/: (2.2.11)

Then the evolution operator St is asymptotically smooth.

Remark 2.2.22. The difference between pseudometrics and metrics is that a pseu-
dometric can be degenerate. In our case this means that the property %T

B.y1; y2/ D 0

does not imply y1 D y2. We also know that instead of (2.2.11) one may also assume
that

distX.STy1; STy2/ � g
�

distX.y1; y2/C %T
B.y1; y2/

�

;

(pseudometric inside g); see some details in [56, Chapter 2].

Proof. We use Proposition 2.2.18.
Let B be a bounded forward invariant set in X with diameter L. One can see

that for any " > 0 we can choose N such that gN.L/ � ", where gN denotes the
composition g ı � � � ı g. Iterating (2.2.11) we have that

distX.S
N
T y1; S

N
T y2/ � g

�

distX.S
N�1
T y1; S

N�1
T y2/

�C %T
B.S

N�1
T y1; S

N�1
T y2/

� g.g.� � � g.g .L//C %T
B.y1; y2///

C %T
B.STy1; STy2// � � � /C %T

B.S
N�1
T y1; S

N�1
T y2/:

The right-hand side of the relation above is a continuous function of L and the
expressions of the form

%T
B.S

m
T y1; S

m
T y2/; m D 1; : : : ;N � 1:
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Since the pseudometric %T
B is precompact, any sequence fxng � B has a subsequence

fOxnk g such that

lim
p;q!1 %T

B.S
m
T Oxnp ; S

m
T Oxnq/ D 0; 8 m D 1; : : : ;N � 1:

This implies that

lim inf
k!1 lim inf

n!1 distX.S
N
T xn; S

N
T xk/ � gN.L/ � ":

By Proposition 2.2.18 this implies that St is asymptotically smooth. ut
Theorem 2.2.21 implies the following result which was proved earlier in the

paper of CERON/LOPES [28].

Proposition 2.2.23. Let .X; St/ be a dynamical system in a Banach space X.
Assume that for any bounded forward invariant set B in X there exist functions
CB.t/ � 0 and KB.t/ � 0 such that limt!1 KB.t/ D 0, a time t0 D t0.B/, and a
precompact pseudometric % on X such that

kSty1 � Sty2k � KB.t/ � ky1 � y2k C CB.t/ � %.y1; y2/; t � t0; (2.2.12)

for every y1; y2 2 B. Then .X; St/ is an asymptotically smooth dynamical system.

Proof. We apply Theorem 2.2.21 with g.s/ D KB.T/ �s, where T is chosen such that
KB.T/ < 1. ut

2.3 Global attractors

The main objects arising in the analysis of the long-time behavior of dissipative
dynamical systems are attractors. Their study makes it possible to answer a number
of fundamental questions on the properties of limit regimes that can arise in the
system. There are several general approaches and methods that allow us to study
attractors for a large class of dynamical systems generated by nonlinear partial
differential equations (see, e.g., BABIN/VISHIK [9], CHUESHOV [39], HALE [116],
LADYZHENSKAYA [142], TEMAM [216] and the references listed therein). In this
section we present the main general tools which are usually involved in the theory
of infinite-dimensional dissipative systems.
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2.3.1 Existence and basic properties

Several definitions of an attractor are available (see, e.g., the discussion in CHUES-
HOV [39, Section 1.3]). From the point of view of infinite-dimensional systems, the
most convenient concept is a global attractor.4

Definition 2.3.1 (Global attractor). Let St be an evolution operator on a complete
metric space X. A bounded closed set A � X is said to be a global attractor for
St if

(i) A is an invariant set; that is, StA D A for t � 0.
(ii) A is uniformly attracting; that is, for all bounded set D � X

lim
t!C1 dXfStD jAg D 0 for every bounded set D � X; (2.3.1)

where dXfAjBg D supx2A distX.x;B/ is the Hausdorff semidistance.

In many sources (see, e.g., BABIN [7], CHEPYZHOV [31], HALE [116], TEMAM

[216]) the definition of a global attractor requires this to be a compact set. We do
not assume this property because, hypothetically, situations when a global attractor
is not compact are possible for systems with degenerate damping mechanisms. See,
e.g., Section 5.3.3 in Chapter 5.

Exercise 2.3.2. Show that if a global attractor exists, then it is unique.

Exercise 2.3.3. Show that any backward invariant bounded set belongs to the
global attractor. In particular, every stationary point lies in the attractor.

Exercise 2.3.4. Show that

(A) A full trajectory � D fu.t/ W t 2 Rg belongs to the global attractor if and only
if � is a bounded set.

(B) For any x from the attractor A there exists a full trajectory � D fu.t/ W t 2 Rg
such that u.0/ D x and � � A. Hint: The strict invariance property of the
attractor implies that there exists a sequence fx�n W n D 1; 2; : : :g � A such
that S1x�n D x�.n�1/ for all n D 1; 2; : : : with x0 D x.

Thus, the global attractor can be described as a set of all bounded full trajectories.

The main result on the existence of global attractors is the following assertion.

4 Below we use the Fraktur (Gothic) “A” for notation of global attractors because the Latin version
of this letter is overloaded, especially in Chapters 4–6.
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Theorem 2.3.5. Let .X; St/ be a dissipative asymptotically compact dynamical
system on a complete metric space X. Then St possesses a unique compact global
attractor A such that

A D !.B0/ D
\

t>0

[

��t

S�B0 (2.3.2)

for every bounded absorbing set B0 and

lim
t!C1 .dXfStB0 jAg C dXfA j StB0g/ D 0; (2.3.3)

where as above dXfAjBg D supx2A distX.x;B/. Moreover, if there exists a connected
absorbing bounded set,5 then A is connected.

Property (2.3.3) states that A attracts bounded absorbing sets in the Hausdorff metric
which is defined by the formula

distHfAjBg D dXfAjBg C dXfBjAg

for all bounded sets A and B. The convergence in the Hausdorff metric means that
for any " > 0 and for any absorbing set B there exists t" > 0 such that StB � O".A/
and A � O".StB/ for all t � t". Here O".D/ denotes the "-vicinity of the set D.

We note that in finite-dimensional systems for the existence of a global attractor
we need the dissipativity property only. This observation implies that the Duffing
(Exercise 2.1.8) and Lorenz (Exercise 2.1.9) systems possess global attractors.

Exercise 2.3.6. Show that the 1D system generated by the equation Px C x3 � x D 0

on R possesses a global attractor A and A is the interval Œ�1; 1�. Hint: See
Exercise 2.1.5 for dissipativity; also, make use of the fact that the attractor is a
connected set containing the rest points x D ˙1.

Further applications of Theorem 2.3.5 will be presented later.

Proof of Theorem 2.3.5. Since St is dissipative, there exists a bounded absorbing
set B0. This implies that for every bounded set D the tail � t

D lies in B0 for all
t � tD. Therefore, using the asymptotic compactness of .X; St/, by Lemma 2.2.5 we
conclude that !.B0/ is a nonempty compact strictly invariant set such that (2.3.1)
holds. Thus, the formula in (2.3.2) gives a global attractor.

To prove (2.3.3) we need to show that

lim
t!C1 sup fdX.x; StB0/ W x 2 Ag D 0:

5We can assume instead that X is a connected space in the sense that every two points from X can
be connected by a continuous path.
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This follows from the fact that A � B0, which implies that

A D StA � StB0 for all t > 0:

To prove connectedness we use (2.3.3) and the contradiction argument.
Let B0 be connected. Assume that A is not connected, i.e., A D K [ K�, where

K and K� are two nonempty disjoint compact sets such that dist.K;K�/ D 3ı > 0.
By (2.3.3) we have that

StB0 � Oı.A/ � fx 2 X W distX.x;A/ < ıg (2.3.4)

for all t large enough. Obviously StB0 is connected for each t. Thus, by (2.3.4) we
have that StB0 � Oı. QK/, where QK is either K or K�, say QK D K. Using (2.3.3) again
we have that

K� � A � Oı.StB0/ � O2ı. QK/

for all t large enough. This is impossible because dist.K;K�/ D 3ı > 0. �

It is clear that if an evolution operator possesses a compact global attractor, then
it is dissipative and asymptotically compact. Thus, Theorem 2.3.5 implies that a
dynamical system .X; St/ has a compact global attractor if and only if it is dissipative
and asymptotically compact (or asymptotically smooth).

Exercise 2.3.7. Show that under the hypotheses and the notation of Theorem 2.3.5
we have that

A D
\

n�N

SnTB0 for every N 2 ZC and T > 0: (2.3.5)

Hint: A � B0 and thus A D SnTA � SnTB0 for every n 2 ZC and T > 0.

Exercise 2.3.8. Let a system .X; St/ be dissipative and V D St� be an ˛-contraction
for some t� > 0 (see Definition 2.2.15). Then .X; St/ possesses a compact global
attractor which can be written in the form (2.3.5). Hint: See Exercise 2.2.16.

In some cases it is convenient to use the condition of point dissipativity instead
of (bounded) dissipativity. The following assertion can be found in HALE [116] and
RAUGEL [188]; see also CARVALHO/LANGA/ROBINSON [26].

Theorem 2.3.9. An evolution semigroup St on some complete metric space X
possesses a compact global attractor if and only if

(i) St is point dissipative;
(ii) for every bounded set B there exists � > 0 such that the tail ��B D [t��StB is

bounded;
(iii) St is asymptotically smooth.
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Proof. Due to Theorem 2.3.5 it is sufficient to prove that under the conditions above
the system .X; St/ is (bounded) dissipative. To show this, we use the same idea as in
RAUGEL [188].

We first establish the following “locally compact” dissipativity property. Namely,
we show that there exists a bounded forward invariant set B� possessing the
property: for every compact set K

9 � D �K > 0; 9 tK � 0 W StO�.K/ � B� for all t � tK ; (2.3.6)

where O�.K/ is the �-neighborhood of K. Indeed, since St is point dissipative, there
exists a bounded set B0 such that

8 x0 2 X; 9 tx0 � 0 W Stx0 2 B0 for all t � tx0 :

We can assume that B0 is open. In this case, by the continuity of Stx0
there is � D

�x0 > 0 such that

Stx0
O�x0

.x0/ � B0:

Let �0 be such that B� � �
�0
B0

is bounded. In this case,

S�Ctx0
O�x0

.x0/ � �
�0
B0

D B� for all � � �0:

If K is a compact set, then we can find a finite set fxig in K such that

K � U � [O�xi
.xi/:

It is clear that

StU D [StO�xi
.xi/ � B� for all t � �0 C max

i
txi :

Since U is open, we can find � D �K > 0 such that O�.K/ � U . Thus (2.3.6) is
established.

To conclude the proof we note that for every bounded set B there exists � D �B

such that ��B is bounded and forward invariant. Thus, by asymptotic smoothness,
there is a compact set K such that

8 � > 0; 9 t� � 0 W St
�

��B
� � O�.K/ for all t � t�:

Hence the locally compact dissipativity property in (2.3.6) implies the desired
conclusion. ut

The study of the structure of the global attractors is an important problem from
the point of view of applications. There are no universal approaches to this problem.
It is well known that even in finite-dimensional cases an attractor can possess an
extremely complicated structure. However, some sets that belong to the attractor can



66 2 General Facts on Dissipative Systems

be easily pointed out. For example, every stationary point and every bounded full
trajectory belong to the global attractor (see Exercises 2.3.3 and 2.3.4). The global
attractor also contains unstable motions which can be introduced by the following
definition (see, e.g., BABIN/VISHIK [9], CHUESHOV [39], TEMAM [216]).

Definition 2.3.10. Let N be the set of stationary points of a dynamical system
.X; St/:

N D fv 2 X W Stv D v for all t � 0g :

We define the unstable manifold M u.N / emanating from the set N as a set of all
y 2 X such that there exists a full trajectory � D fu.t/ W t 2 Rg with the properties

u.0/ D y and lim
t!�1 distX.u.t/;N / D 0: (2.3.7)

Exercise 2.3.11. Show that M u.N / is a (strictly) invariant set.

The following assertion can be found in BABIN/VISHIK [9], CHUESHOV [39], or
TEMAM [216], for instance.

Proposition 2.3.12. Let N be the set of stationary points of a dynamical system
.X; St/ possessing a global attractor A. Then M u.N / � A.

Proof. Let y 2 M u.N / and � D fu.t/ W t 2 Rg be the trajectory possessing
property (2.3.7). Then there exists s � 0 such that the set

�s � fu.t/ W �1 < t � sg � fz W dist.z;N / � 1g

Thus �s is bounded. It is also clear that �s is backward invariant, i.e., �s � St�s

for every t > 0. Therefore, the result of Exercise 2.3.3 implies that �s � A. Since
y 2 S�s�s, this implies the desired conclusion. ut
In some cases (see Section 2.4 below) it is possible to show that the unstable
manifold coincides with the attractor; that is, M u.N / D A.

To exclude unstable motions from consideration, it is convenient to use the
concept of a global minimal attractor (see LADYZHENSKAYA[142]). This concept
is also useful for a description of the long-time behavior of individual trajectories.

Definition 2.3.13 (Global minimal attractor). Let St be an evolution operator on
a complete metric space X. A bounded closed set Amin � X is said to be a global
minimal attractor for St if the following properties hold.

(i) Amin is a positively invariant set; that is, StAmin � Amin for t � 0;
(ii) Amin attracts every point x from X; that is,

lim
t!C1 distX.Stx;Amin/ D 0 for any x 2 XI
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(iii) Amin is minimal; that is, Amin has no proper closed subsets possessing (i)
and (ii).

One can prove the following assertion.

Theorem 2.3.14. Let St be an evolution operator on a complete metric space X.
Assume that St is point dissipative (see Definition 2.1.1). If any semitrajectory �C

v is
Lagrange stable (see Definition 1.4.1), then St possesses a (unique) global minimal
attractor Amin. Moreover, the attractor Amin has the representation

Amin D
[

f!.x/ W x 2 Xg: (2.3.8)

Proof. Since any positive semitrajectory is Lagrange stable, then by Theorem 1.4.5
and Proposition 1.4.6 each !-limit set !.x/ is a strictly invariant compact set which
attracts Stx. Thus,

Amin D
[

f!.x/ W x 2 Xg (2.3.9)

is a strictly invariant set attracting all semitrajectories. Due to point dissipativity this
set Amin is bounded. Now using the continuity of St one can see that the closure Amin

of Amin is forward6 invariant, and thus Amin � Amin is a minimal global attractor. ut
Exercise 2.3.15. Assume that a system .X; St/ possesses a compact global minimal
attractor Amin. Show that in this case any semitrajectory �C

v is Lagrange stable, and
thus Amin has form (2.3.8).

The following assertion (see DE [83]) shows how global and global minimal
attractors are related.

Theorem 2.3.16. Assume that an evolution operator St on a complete metric space
X possesses a compact global attractor A. Then there exists a global minimal
attractor Amin which is a compact subset of A and has the form (2.3.8). Moreover,
Amin is strictly invariant and

A D !.Oı.Amin// D
\

t>0

[

��t

S� .Oı.Amin// for every ı > 0, (2.3.10)

where Oı.D/ denotes the ı-neighborhood of the set D. Thus, any small neighbor-
hood of Amin “generates” the global attractor A.

Proof. It is clear that we can apply Theorem 2.3.14 and show that Amin given
by (2.3.8) is a global minimal attractor. Since !.x/ � A for every x, we have that
Amin � A and thus it is compact.

The set Amin given by (2.3.9) is strictly invariant. Therefore, we can apply
Exercise 1.2.1(F) to show that Amin D Amin is strictly invariant.

6 In general we cannot guarantee the strict invariance of this closure, see Exercise 1.2.1(F).
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To prove (2.3.10) we note that for every ı > 0 the set B0 D Oı.Amin/ is point-
absorbing, i.e.,

8 x 2 X; 9 tx > 0 W Stx 2 B0; 8 t � tx:

Thus, we can apply the same argument as in the proof of Theorem 2.3.9 and show
that there exist "0 > 0 and t0 > 0 such that

St0O"0.A/ � �
t�
B0

D
[

��t�

S�B0

for some t� � 0. Therefore,

A D StCt0A � St .St0O"0.A// � �
tCt�
B0

� � t
B0 for every t � 0.

Thus,

A �
\

t>0

� t
B0

� !.B0/:

This completes the proof of Theorem 2.3.16. ut
For some further discussions of properties of global minimal attractors we refer to
LADYZHENSKAYA [142] and DE [83].

2.3.2 Weak global attractor

The most restrictive assumption guaranteeing the existence of a global attractor
is asymptotic compactness of the corresponding dynamical system (see Theo-
rem 2.3.5). However, in some cases it is possible to get rid of this requirement.
For this we need the notion of a global weak attractor.

Definition 2.3.17 (Global weak attractor). Let St be an evolution operator in a
reflexive Banach space X. A bounded weakly closed set A in X is called a global
weak attractor if (i) it is invariant (StA D A for all t � 0) and (ii) it is uniformly
attracting in the weak topology: for any weak vicinity O of the set A and for every
bounded set B � X there exists t� D t.O;B/ > 0 such that StB � O for all t � t�.

It is clear that if a global attractor exists and is weakly closed, then it is also weak.
Thus, in the finite-dimensional case they are the same.

Theorem 2.3.18. Let St be an evolution semigroup on a separable reflexive Banach
space X. Assume that St is weakly closed; i.e., for every t > 0 the weak convergence
properties xn ! x and Stxn ! y imply that y D Stx. If this semigroup St is
dissipative, then it possesses a weak global attractor.
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The argument for the proof relies on weak compactness of bounded sets in a
separable reflexive Banach space. For details we refer to BABIN/VISHIK [9] or
CHUESHOV [39]. Here we give an alternative argument by showing that the situation
can be reduced to Theorem 2.3.5.

Proof. Let D be an absorbing bounded set for St. We can suppose that D is weakly
closed. Let t� � 0 be such that StD � D for all t � t� and

D� D �
t�
D �

[

t�t�

StD:

One can see that D� is a bounded forward invariant set. Since St is weakly
closed, the weak closure Dw� of D� possesses the same properties. Moreover (see
DUNFORD/SCHWARTZ [88, Chapter 5, Section 5]), this set Dw� endowed with weak
topology is a compact metric space with respect to the distance

%.f ; g/ D
1X

nD1

jln.f � g/j
1C jln.f � g/j ; f ; g 2 Dw�;

where flng is a complete set of functionals on X. Thus, the evolution operator St is
automatically (asymptotically) compact, and we can apply Theorem 2.3.5. ut

We note that sometimes it is also convenient to use not only strong or weak
convergences but also other topologies in the definition of global attractors. We
refer to BABIN/VISHIK [9] (see also the recent survey BABIN [7]) for the theory
of attractors involving two phase spaces with different topologies. We also refer to
CHESKIDOV/FOIAS [33], CHESKIDOV [32], FOIAS/ROSA/TEMAM [106] and the
literature cited there for some development of the theory of weak attractors with
application to 3D hydrodynamics.

2.3.3 Stability properties and reduction principle

In order to describe the stability properties of attractors, we need the following
notions.

Definition 2.3.19 (Lyapunov stability of invariant sets). A forward invariant set
M is said to be stable (in the Lyapunov sense) if for any vicinity O of the closure M
of M there exists an open set O 0 such that M � O 0 � O and StO 0 � O for all t � 0.
The set M is asymptotically stable iff it is stable and Stx ! M as t ! 1 for every
x 2 O 0. This set is uniformly asymptotically stable if it is stable and

lim
t!C1 sup

x2O0

distX.Stx;M/ D 0:



70 2 General Facts on Dissipative Systems

We note that when M D �C
v D fStv W t � 0g is a semitrajectory, the stability of

M as an invariant set follows from its stability as a trajectory (see Definition 1.6.1).
However, as we can see in the following exercise, the inverse statement is not true.

Exercise 2.3.20. Show that any (nontrivial) trajectory in the system described in
Exercise 1.8.10 is stable as an invariant set but unstable as a trajectory.

To distinguish these two types of (Lyapunov) stability, the stability of a trajectory as
an invariant set is often called the orbital stability of the trajectory.

The following stability property of compact global attractors is important in
many situations (see, e.g., BABIN/VISHIK [9] or CHUESHOV [39]).

Theorem 2.3.21. Let .X; St/ be a dynamical system in a complete metric space X
possessing a compact global attractor A. Assume that there exists a bounded vicinity
U of A such that the mapping .tI x/ 7! Stx is continuous on RC � U . Then A is
uniformly asymptotically stable.

Proof. Let O be a vicinity of A. Then there exists T > 0 such that StU � O
for all t � T . Now we show that there exists a vicinity O� of the attractor such
that StO� � O for all t 2 Œ0;T�. If this is not true, then there exist sequences
fung � X and ftng � Œ0;T� such that distfun;Ag ! 0 and Stn un 62 O . Since A is
compact, we can choose a subsequence fnkg such that unk ! u 2 A and tnk ! t 2
Œ0;T�. Therefore, the continuity property of the function .tI x/ 7! Stx gives us that
Stnk

unk ! Stu 2 A . This contradicts the equation Stn un 62 O . Thus, there exists an
O� 
 A such that StO� � O for t 2 Œ0;T�. This implies that St.O� \ U / � O
for all t 2 RC. Therefore, the attractor A is stable. Thus, by the global attraction
property the attractor A is uniformly asymptotically stable. ut
In certain situations the following reduction principle enables us to significantly
decrease the number of degrees of freedom in the problem. This is important in the
study of infinite-dimensional systems.

Theorem 2.3.22 (Reduction principle). Let .X; St/ be a dissipative dynamical
system in a complete metric space X. Assume that there exists a positively invariant
locally compact7 closed set M possessing the property of uniform attraction:

lim
t!C1 sup

x2D
distX.Stx;M/ D 0 for every bounded set D. (2.3.11)

If A is a global attractor of the restriction .M; St/ of the system .X; St/ on M, then
A is also a global attractor for .X; St/.

Proof. We use the same method as in CHUESHOV [39, Chapter 1].
It is sufficient to verify that

lim
t!C1 sup

x2D
distX.Stx;A/ D 0 (2.3.12)

7In the sense that every bounded subset of that set is relatively compact.
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for any bounded set D in X. Assume that there exists a bounded closed set B � X
such that (2.3.12) does not hold. Then there exist sequences fyng � B and ftn W tn !
C1g such that

distX.Stn yn;A/ � ı for some ı > 0: (2.3.13)

Let B0 be a bounded absorbing set for .X; St/. We choose a time t� such that

sup
x2M\B0

distX.St�x;A/ � ı=2 (2.3.14)

This choice is possible because A is a global attractor for .M; St/. Equation (2.3.11)
implies that

distX.Stn�t�yn;M/ ! 0; n ! C1:

The dissipativity of .X; St/ gives us that Stn�t�yn 2 B0 for all n large enough.
Therefore, local compactness of the set M guarantees the existence of an element
z 2 M \ B0 and a subsequence fnkg such that z D limk!1 Stnk �t�ynk . This implies
that Stnk

ynk ! St� z. Therefore, equation (2.3.13) gives us that distX.St�z;A/ � ı,
which contradicts (2.3.14). This completes the proof of Theorem 2.3.22. ut
Example 2.3.23. Consider the following system of ODEs:

(

Py C y3 � �y D yz2; t > 0; y
ˇ
ˇ
tD0 D y0;

Pz C z.1C y2/ D 0; t > 0; z
ˇ
ˇ
tD0 D z0;

(2.3.15)

where � 2 R. One can see that for any initial data the problem in (2.3.15) has a
unique solution on some semi-interval Œ0; t�/, where t� � 1 depends on .y0I z0/.
If we multiply the first equation by y.t/ and the second equation by z.t/, then after
taking the sum we obtain

1

2

d

dt

�

y2 C z2
�C y4 � �y2 C z2 D 0; 0 < t < t�:

This implies that the function V.y; z/ D y2 C z2 possesses the property

d

dt
V.y.t/; z.t//C 2V.y.t/; z.t// � .1C �/2

2
; 0 < t < t�:

Therefore,

V.y.t/; z.t// � V.y0; z0/e
�2t C .1C �/2

4
.1 � e�2t/; 0 < t < t�:
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This implies that any solution to problem (2.3.15) can be extended to the whole
semi-axis RC and the dynamical system .R2; St/ generated by (2.3.15) is dissipative.
Obviously, the set M D f.yI 0/ W y 2 Rg is positively invariant. Moreover, the
second equation in (2.3.15) yields that

1

2

d

dt
Œz.t/�2 C Œz.t/�2 � 0; t > 0:

on the solutions. Hence, jz.t/j � jz0je�t for all t > 0. Thus, the set M exponentially
attracts all bounded sets from R

2. Consequently, Theorem 2.3.22 yields that
the global attractor of the dynamical system .M; St/ is also the attractor of the
system .R2; St/.

On the set M, equations (2.3.15) are reduced to the problem

Py C y3 � �y D 0; t > 0; y
ˇ
ˇ
tD0 D y0: (2.3.16)

Thus, the global attractors of the dynamical systems generated by equations (2.3.15)
and (2.3.16) coincide, and the study of the dynamics on the plane is reduced to the
investigation of properties of a certain one-dimensional dynamical system.

Exercise 2.3.24. Using the same idea as in Exercise 2.3.6, show that the global
attractor OA of the system .R; OSt/ generated by (2.3.16) is the interval Œ�p�C;

p

�C�
in R, where �C D maxf0; �g. Therefore, by Theorem 2.3.22 the global attractor A
of the dynamical system .R2; St/ generated by (2.3.15) has the form A D f.yI z/ W
�p�C � y � p

�C; z D 0g.

Another example of a model with the reduction possibility is described in the
following exercise.

Exercise 2.3.25 (Two-mode plasma equation). This model arises as the lowest
mode approximation of some equations arising in plasma physics (see, e.g., CHUE-
SHOV/SHCHERBINA [70, 71] and the references therein). We consider the following
system of ODEs:

(

Ry C � Py C y3 � y D jzj2; t > 0; y
ˇ
ˇ
tD0 D y0; PyˇˇtD0 D y1;

iPz � z.1C y/C iız D 0; t > 0; z
ˇ
ˇ
tD0 D z0;

(2.3.17)

where y is a real and z is a complex unknown function. Assume that � and ı are
positive parameters. Prove the following statements:

(A) Equations (2.3.17) generate a dynamical system .X; St/ in X D R
2 � C. Hint:

One can see that for any initial data the problem in (2.3.17) has a unique
solution on some semi-interval Œ0; t�/, where t� � 1 depends on .y0I y1I z0/.
If we multiply the second equation by Nz.t/ and take the imaginary part, then we
get the relation
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d

dt
jz.t/j2 C 2ıjz.t/j2 D 0

on the existence time interval. This allows us to apply the non-explosion
criterion (see Theorem A.1.2).

(B) The subspace X0 D fU D .y0I y1I 0/ W .y0I y1/ 2 R
2g is (strictly) invariant,

and the restriction .X0I St/ of .X; St/ on X0 is generated by the Duffing equation

Ry C � Py C y3 � y D 0; t > 0; y
ˇ
ˇ
tD0 D y0; PyˇˇtD0 D y1: (2.3.18)

(C) The subspace X0 D fU D .y0I y1I 0/ W .y0I y1/ 2 R
2g is an exponentially

attracting set for St.
(D) Show that system (2.3.17) is dissipative. Hint: Make use of the same Lyapunov

function as in Exercise 2.1.8 for the first equation and the fact that jz.t/j �
jz0j expf�ıtg.

(E) Using the reduction principle, describe the global attractor for the system
.X; St/.

We can also formulate a reduction principle with exponential convergence
properties (see FABRIE ET AL. [94] and also CHUESHOV [39, Lemma 1.9.6]).

Theorem 2.3.26. Let .X; St/ be a dissipative dynamical system in a complete metric
space X. In addition to the hypotheses of Theorem 2.3.22, we assume:

• There is an absorbing set B0 and constants K; ˛ > 0 such that

distX.Stx; Sty/ � Le˛tdistX.x; y/ for any x; y 2 B0: (2.3.19)

• The convergence in (2.3.11) holds with exponential rate, i.e., there exist K; � > 0
such that

sup
x2B0

distX.Stx;M/ � Ke�� t; t > 0: (2.3.20)

• The attractor A is exponential in M, i.e., for any bounded set D in M there exist
positive constants KD and �D and time tD such that

sup
x2D

distX.Stx;A/ � KDe��Dt; t � tD: (2.3.21)

Then A is an exponential attractor for .X; St/, i.e., for any bounded set B in X there
exist positive constants KB and �D and time tB such that

sup
x2B

distX.Stx;A/ � KBe��Bt; t � tB: (2.3.22)

Proof. We first prove the following lemma.



74 2 General Facts on Dissipative Systems

Lemma 2.3.27 (Fabrie et al. [94]). Let .X; St/ be a dynamical system in a complete
metric space X. Assume that there exist L; ˛ > 0 such that

distX.Stx; Sty/ � Le˛tdistX.x; y/ for any x; y 2 X: (2.3.23)

Let Mi, i D 0; 1; 2, be subsets in X such that StMi converges to MiC1 with exponential
speed, i D 0; 1. This means that

sup
x2M0

distX.Stx;M1/ � K1e
��1t and sup

x2M1

distX.Stx;M2/ � K2e
��2t (2.3.24)

for some positive constants Ki and �i. Then StM0 ! M2 exponentially, i.e.,

sup
x2M0

distX.Stx;M2/ � .LK1 C K2/e
�� t with � D �1�2

˛ C �1 C �2
: (2.3.25)

Proof. Let x 2 M0 and z 2 M2. Then

distX.Stx; z/ � distX.S�tS.1��/tx; S�tw/C distX.S�tw; z/

for any 0 � � � 1 and w 2 M1. By (2.3.23),

distX.Stx; z/ � Le˛�tdistX.S.1��/tx;w/C distX.S�tw; z/:

Therefore,

distX.Stx;M2/ � Le˛�tdistX.S.1��/tx;w/C sup
y2M1

distX.S�ty;M2/

for any 0 � � � 1 and w 2 M1. This implies that

sup
x2M0

distX.Stx;M2/ � LK1e
Œ˛���1.1��/�t C K2e

��2�t

for any 0 � � � 1. Taking � D �1.˛ C �1 C �2/
�1 we obtain (2.3.25). ut

To conclude the proof of Theorem 2.3.26, we apply Lemma 2.3.27 with

X D OB � [t�OtStB0 D M0; M1 D M \ OB; M2 D A;

where Ot is chosen such that OB � B0 is a forward invariant absorbing set. ut
Exercise 2.3.28. Show that any solution to the 1D ODE in (2.3.16) with � > 0 and
with initial data jy0j � � has the form

y.t/ D
p
�y0

h

y20 � .y20 � �/e�2�t
i�1=2

; t � 0:
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Using this formula, prove that the attractor OA (see Exercise 2.3.24) for the system
generated by (2.3.16) is exponential. Then apply Theorem 2.3.26 to show that the
global attractor A of the dynamical system .R2; St/ generated by (2.3.15) is also
exponential.

Exercise 2.3.29. Show that the attractor A for (2.3.15) for � D 0 is not exponential.
Hint: Use the formula from Exercise 1.7.5.

2.3.4 Stability of attractors with respect to parameters

We next deal with the stability of attractors with respect to perturbations of a
dynamical system. For this we consider a family of dynamical systems .X; S�t / with
the same phase space X and with evolution operators S�t depending on a parameter
� from a complete metric space �.

We start with the following simple assertion (see, e.g., ROBINSON [195, Theo-
rem 10.16]). We also refer to BABIN/VISHIK [9] and HALE [115] for similar results
on semicontinuity.

Proposition 2.3.30. Let X be a complete metric space and S�t be a family of
evolution semigroups on X possessing global attractors A� for � 2 �. Assume
that

• the attractors A� are uniformly bounded, i.e., there exists a bounded set B0 such
that A� � B0;

• there exists t0 � 0 such that S�t x ! S�0t x as � ! �0 for each t � t0 uniformly
with respect to x 2 B0, i.e.,

sup
x2B0

distX
�

S�t x; S�0t x
� ! 0 as � ! �0: (2.3.26)

Then the family fA�g of attractors is upper semicontinuous at the point �0, i.e.,

dX
˚

A� jA�0� � sup
˚

distX.x;A
�0/ W x 2 A�

� ! 0 as � ! �0:

Proof. Given " > 0 there exists t > t0 such that S�0t B0 � O".A�0/. We also have
that

distX
�

S�t x; S�0t B0
� � sup

y2B0

distX
�

S�t y; S�0t y
�

; 8 x 2 B0:

Thus,

9 ı > 0 W S�t B0 � O2".A
�0/ as soon as dist�.�; �0/ < ı:
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Consequently,

8 " > 0 W A� D S�t A
� � S�t B0 � O2".A

�0/ when dist�.�; �0/ < ı:

This implies the conclusion. ut
We illustrate the statements of this proposition and the next theorem in Exer-
cises 2.3.34 and 2.3.35 below.

The following assertion, which was proved by KAPITANSKY/KOSTIN [130] (see
also BABIN/VISHIK [9] and CHUESHOV [39]), assumes a much weaker hypothesis
concerning convergence of semigroups. This can be critical in singularly perturbed
evolutions; see examples in KAPITANSKY/KOSTIN [130]. However, in contrast with
the previous assertion, some uniform compactness property of the attractors is
assumed.

Theorem 2.3.31 (Kapitansky-Kostin [130]). Assume that a dynamical system
.X; S�t / in a complete metric space X possesses a compact global attractor A� for
every � 2 �. Assume that the following conditions hold.

(i) There exists8 a compact K � X such that A� � K.
(ii) If �k ! �0, xk ! x0, and xk 2 A�k , then

S�k
� xk ! S�0� x0 for some � > 0. (2.3.27)

Then the family fA�g of attractors is upper semicontinuous at the point �0; that is,

dX
˚

A� jA�0� D sup
˚

distX.x;A
�0/ W x 2 A�

� ! 0 as � ! �0: (2.3.28)

Moreover, if (2.3.27) holds for every � > 0, then the upper limit A.�0;�/ of the
attractors A� at �0 defined by the formula

A.�0;�/ D
\

ı>0

[˚

A� W � 2 �; 0 < dist.�; �0/ < ı
�

(2.3.29)

is a nonempty compact strictly invariant set lying in the attractor A�0 and possessing
the property

dX
˚

A� jA.�0;�/
� ! 0 as � ! �0: (2.3.30)

Proof. Assume that equation (2.3.28) does not hold. Then there exists a sequence
�m ! �0 such that dX

˚

A�m jA�0� � 2ı for all m D 1; 2; : : : and for some ı > 0.

8This property can be relaxed, see Exercise 2.3.33 below.
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Thus we can find a sequence xm 2 A�m such that distX.xm;A
�0/ � ı. But this

sequence fxmg lies in the compact K. Therefore, without loss of generality we can
assume that xm ! x0 for some x0 2 K such that x0 62 A�0 . We show now that this
fact leads to a contradiction.

Let �m D fum.t/ W t 2 Rg � A�m be a full trajectory of the dynamical system
.X; S�m

t / passing through the element xm (um.0/ D xm). Using the standard diagonal
process, one can see that there exist a subsequence fmng and a sequence of elements
uN 2 K such that

lim
n!1 umn.�N�/ D uN for all N D 0; 1; : : : ;

with u0 D x0, where � is the same as in (2.3.27). The condition (ii) also implies that

uN�L D lim
n!1 umn.�.N � L/�/ D lim

n!1 S
�mn
L� umn.�N�/ D S�0L�uN

for all N D 1; 2; : : : and L D 1; : : : ;N. Therefore, the function

u.t/ D
(

S�0t u0; for t > 0I
S�0tCN�uN ; for � �N � t < ��.N � 1/; N D 1; 2; : : : ;

gives a full trajectory � of .X; S�0t / passing through x0. It is obvious that this
trajectory is bounded. Therefore, by Exercise 2.3.4(A), � � A�0 . This contradicts
the relation x0 62 A�0 and thus completes the proof of (2.3.28).

To prove the assertion concerning the set A.�0;�/ given by (2.3.29), we first
note that, by the assumption in (i),

Aı.�0;�/ D
[˚

A� W � 2 �; 0 < dist.�; �0/ < ı
�

is a compact set for each ı > 0 and Aı.�0;�/ 
 Aı
0

.�0;�/ for every ı � ı0. Thus

A.�0;�/ D
\

ı>0

Aı.�0;�/

is a nonempty compact set. By (2.3.28) we have that A.�0;�/ � A�0 . The (strict)
invariance of A.�0;�/ follows from the obvious relation

x 2 A.�0;�/ if and only if
n

9�n ! �0; 9 xn 2 A�n W x D lim
n!1 xn

o

:

(2.3.31)

By (2.3.27) with � > 0 arbitrary we obtain that

S�0t x D lim
n!1 S�n

t xn; 8 t � 0:
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Since S�n
t xn 2 A�n , the criterion in (2.3.31) implies that S�0t x 2 A�0 for every t � 0,

i.e., S�0t A.�0;�/ � A.�0;�/. To prove the backward invariance of A.�0;�/ we
note that by invariance of the attractors A�n there exists a sequence yn 2 A�n such
that xn D S�n

t yn. Due to the assumption in (i) and the criterion in (2.3.31), we can
choose a subsequence fnkg such that ynk ! y 2 A.�0;�/. Thus,

x D lim
k!1 xnk D lim

k!1 S
�nk
t ynk D S�0t y;

which implies that S�0t A.�0;�/ 
 A.�0;�/. Relation (2.3.30) follows
from (2.3.31). This completes the proof of Theorem 2.3.31. ut
In the following two exercises we suggest that the reader make sure that condition
(i) in Theorem 2.3.31 concerning uniform compactness can be relaxed.

Exercise 2.3.32. Let fBng be a sequence of bounded sets in a complete metric
space X. Assume that there exists a compact set K such that

dX fBn j Kg D sup fdistX.x;K/ W x 2 Bng ! 0 as n ! 1:

Then every sequence fxng with xn 2 Bn contains a subsequence fxnk g such that
xnk ! z as k ! 1 for some z 2 K.

Exercise 2.3.33. Using the result of the previous exercise, show that condition (i)
in Theorem 2.3.31 can be changed to the following one: there exists a compact set
K�0 such that

dX
˚

A� j K�0
� ! 0 as � ! �0

(if condition (i) holds, then this property is definitely true with K�0 D K).

The situation with the (full) continuity of attractors A� with respect to � is
more complicated. In general the family fA�g is not lower semicontinuous at the
point �0; that is, the property dX

˚

A�0 jA�k
� ! 0 as �k ! �0 does not hold. The

corresponding examples (borrowed from BABIN [7] and RAUGEL [188]) are given
in the following exercises.

Exercise 2.3.34 (Raugel [188]). We consider a dynamical system generated in R

by the following equation:

Px D .1 � x/.x2 � �/; t > 0; x.0/ D x0 2 R:

Prove that for each value of the parameter � 2 Œ�1; 1� this dynamical system
possesses a global attractor A�. Show that

A� D
�
Œ�p

�; 1� for � � 0I
f1g; for � < 0:
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Thus dX
˚

A�k jA�0� ! 0 as �k ! �0 for every �0 2 Œ�1; 1� and dX
˚

A0 jA�k
� D 1

as �k ! �0, which means that A� is not (fully) continuous at � D 0. Moreover,

A.0; Œ�1; 0�/ D f1g ¤ A0;

where A.0; Œ�1; 0�/ is the upper limit defined according to (2.3.29).

A similar idea is realized in the next exercise.

Exercise 2.3.35 (Babin [7]). Let .R; S�t / be a dynamical system generated by the
equation

Px D �x
�

.jxj � 1/2 � ��; t > 0; x.0/ D x0 2 R:

Prove that for each value of the parameter � 2 R the system .R; S�t / possesses a
global attractor A� and

A� D
�
Œ�1 � p

�; 1C p
�� for � � 0I

f0g; for � < 0:

Thus, A� is continuous with respect to � for every � ¤ 0 and is not lower
semicontinuous at � D 0.

We note that in order to prove lower semicontinuity under the hypotheses of The-
orem 2.3.31 some additional assumptions should be imposed (see BABIN/VISHIK

[9]). However, the lower semicontinuity property is generic under simple compact-
ness assumptions (see the discussion in the surveys BABIN [7], RAUGEL [188] and
also the recent note HOANG/OLSON/ROBINSON [124]). In particular, one can prove
the following result (see HOANG/OLSON/ROBINSON [124] for the details).

Theorem 2.3.36 (Full continuity of attractors). Let .X; S�t / be a collection of
dynamical systems on a complete metric space X. We suppose that the set � of
parameters is also a complete metric space. Assume that the following conditions
hold.

(i) .X; S�t / possesses a compact global attractor A� for every � 2 �;
(ii) there exists a compact set K � X such that A� � K for every � 2 �;

(iii) for each t > 0 the function � 7! S�t x is continuous uniformly for x in compact
subsets of X.

Then the family fA�g of attractors is continuous in � with respect to the Hausdorff
distance

dH fA j Bg � sup fdistX.x;B/ W x 2 Ag C sup fdistX.x;A/ W x 2 Bg

at every point �0 from some residual set. Thus, the full continuity of � 7! fA�g is a
generic property.
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We recall (see, e.g., BOURBAKI [16]) that in the metric space � a residual set is
the complement of a meager set. A subset D of � is said to be meager (or a first
category set in the Baire sense), if it is contained in a countable union of closed
nowhere dense subsets of �. A set K is said to be nowhere dense if its closure
contains no open sets. By the Baire categories theorem (see, e.g., BOURBAKI [16])
any residual set is dense. A property P is said to be generic in � if P holds in
some residual set of �.

In conclusion, we emphasize that the results presented in this subsection
deal with stability of attractors with respect to parameters in the Hausdorff
(semi)distance and do not consider issues related to uniform stability of individual
perturbed trajectories on large time intervals. In this connection we point out
the method of finite-dimensional composed trajectories for global tracking of
trajectories of a perturbed system which was developed by BABIN/VISHIK [9,
Chapters 7 and 8] (see also a short survey in BABIN [7] and the references therein).

2.4 Gradient systems

In this section we consider gradient systems. The main features of these systems are
that (i) in the proof of the existence of a global attractor we can avoid a dissipativity
property in explicit form, and (ii) the structure of the attractor can be described via
unstable manifolds.

2.4.1 Lyapunov function

We start with the following definition.

Definition 2.4.1. Let Y � X be a forward invariant set of a dynamical system
.X; St/.

• A continuous functional ˚.y/ defined on Y is said to be a Lyapunov function on
Y for the dynamical system .X; St/ if t 7! ˚.Sty/ is a non-increasing function for
any y 2 Y .

• The Lyapunov function ˚.y/ is said to be strict on Y if the equation ˚.Sty/ D
˚.y/ for all t > 0 and for some y 2 Y implies that Sty D y for all t > 0; that is, y
is a stationary point of .X; St/.

• The dynamical system .X; St/ is said to be gradient if there exists a strict
Lyapunov function for .X; St/ on the whole phase space X. This Lyapunov
function is usually called global.

The simplest examples of Lyapunov functions are given in the following
exercises.
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Exercise 2.4.2. Let F W R
d 7! R be a C2 function such that F.x/ ! C1 as

jxj ! 1. Show that the ordinary differential equation

Px D �rF.x/; x 2 R
d; t > 0;

generates a dynamical system .Rd; St/ which possesses a strict Lyapunov function
˚.x/ D F.x/ on R

d.

Exercise 2.4.3. Consider the second order in time ordinary differential equation

Ry C � Py C U0.y/ D 0; t > 0; y
ˇ
ˇ
tD0 D y0; PyˇˇtD0 D y1;

where � > 0 and U.y/ is a C2 function on R bounded from above. Show that this
equation generates a dynamical system .R2; St/ which possesses a strict Lyapunov
function

˚.y; Py/ D 1

2
Py2 C U.y/; .yI Py/ 2 R

2:

Hint: See Example 1.8.18 and Remark 1.8.19.

Example 2.4.4. Using the result of Exercise 2.4.3, one can see that the system
generated by the plasma equation in (2.3.17) has a strict Lyapunov function on
the attractor A. This is true due to the reduction principle, which shows that the
dynamics on A can be described by the Duffing equation in (2.3.18). We do
not know whether the system generated by (2.3.17) possesses a global Lyapunov
function, i.e., whether it is gradient. The same effect can be seen in the model
considered in Example 2.3.23.

2.4.2 Geometric structure of the attractor

The following result on the structure of a global attractor is known from many
sources, including BABIN/VISHIK [9], CHUESHOV [39], HALE [116], HENRY

[123], LADYZHENSKAYA [142], TEMAM [216].

Theorem 2.4.5. Let a dynamical system .X; St/ possess a compact global attrac-
tor A. Assume that there exists a strict Lyapunov function on A. Then A D M u.N /,
where M u.N / denotes the unstable manifold emanating from the set N of
stationary points (see Definition 2.3.10). Moreover, the global attractor A consists
of full trajectories � D fu.t/ W t 2 Rg such that

lim
t!�1 distX.u.t/;N / D 0 and lim

t!C1 distX.u.t/;N / D 0: (2.4.1)
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Proof. It is known from Proposition 2.3.12 that M u.N / � A. Thus, we need only
prove that A � M u.N /.

Let y 2 A. By Exercise 2.3.4(B) there exists a full trajectory � D fu.t/ W t 2 Rg
passing through y, u.0/ D y. Since � � A, the set � is compact. This implies that
the ˛-limit set

˛.�/ D
\

�<0

[fu.t/ W t � �g

of the trajectory � is a nonempty compact set. One can see that the set ˛.�/ is
invariant: St˛.�/ D ˛.�/. This follows from its compactness and the description
given in Exercise 1.3.6.

Let us show that the Lyapunov function ˚.x/ is a constant on ˛.�/. Indeed, if
u 2 ˛.�/, then there exists a sequence ftng such that tn ! �1 and u.tn/ ! u as
n ! 1 (see Exercise 1.3.6). Consequently,

˚.u/ D lim
n!1˚.u.tn//:

By the monotonicity of ˚ along trajectories, we have

˚.u/ D sup
�<0

˚.u.�//:

Therefore, the limit above does not depend on a sequence fung and the function˚.u/
is a constant on ˛.�/. Hence by invariance of ˛.�/ we have that ˚.Stu/ D ˚.u/ for
all t > 0 and u 2 ˛.�/. This means that ˛.�/ lies in the set N of stationary points.
Now we prove that

lim
t!�1 dist.u.t/; ˛.�// D 0: (2.4.2)

If (2.4.2) is not true, then there exists a sequence ftn ! �1g such that

distX.u.tn/; ˛.�// � ı > 0 for all n D 1; 2; : : : (2.4.3)

By the compactness of � there exist an element z 2 X and a subsequence ftnmg such
that u.tnm/ ! z as m ! 1. Moreover, by Exercise 1.3.6, z 2 ˛.�/. This contradicts
the property in (2.4.3) and thus (2.4.2) holds.

Since ˛.v/ � N , equation (2.4.2) implies the first relation in (2.4.1) and hence
y 2 M u.N / and A D M u.N /.

To prove the second relation in (2.4.1), we use the same idea as above. We
consider the !-limit set

!.�/ D
\

�>0

[fu.t/ W t � �g



2.4 Gradient systems 83

which is a nonempty compact strictly invariant set. As above, it follows from the
monotonicity of ˚ and the invariance of !.�/ that the Lyapunov function ˚.x/ is
a constant on !.�/ and hence ˚.Stu/ D ˚.u/ for all t > 0 and u 2 !.�/. This
implies that !.�/ � N . As above, by the contradiction argument,

dist.u.t/;N / � dist.u.t/; !.�// ! 0 as t ! C1:

This completes the proof of Theorem 2.4.5. ut
Remark 2.4.6. It follows from the first equality in (2.4.1) that under the hypotheses
of Theorem 2.4.5 the following relation is valid:

supf˚.u/ W u 2 Ag � supf˚.u/ W u 2 N g; (2.4.4)

where ˚.u/ is the corresponding Lyapunov function. If ˚.u/ topologically domi-
nates the metric of the phase space X, then the inequality in (2.4.4) can be used in
order to provide an upper bound for the size of the attractor and an absorbing ball.
This method can be applied to obtain uniform (with respect to the parameters of the
problem) bounds for the attractor. We refer to Section 5.3 for an application of this
idea for some class of second order in time models.

If the system .X; St/ is gradient; i.e., if a strict Lyapunov function exists on the
whole phase space, then the result of Theorem 2.4.5 can be improved (see, e.g.,
BABIN/VISHIK [9] or CHUESHOV [39]). More precisely, we can describe the long-
time behavior of individual trajectories.

Theorem 2.4.7. Assume that a gradient dynamical system .X; St/ possesses a
compact global attractor A. Then

lim
t!C1 distX.Stx;N / D 0 for any x 2 X; (2.4.5)

that is, any trajectory stabilizes to the set N of stationary points.9 In particular, this
means that the global minimal attractor Amin coincides with the set of the stationary
points, Amin D N .

Proof. For every x 2 X we consider the !-limit set !.x/ D \�>0[fStx W t � �g
and apply the same argument as in the end of the proof of Theorem 2.4.5. ut
Exercise 2.4.8. Show that relation (2.4.5) in the statement of Theorem 2.4.7
remains true if instead of the existence of a compact global attractor we assume
that any semitrajectory of the system is Lagrange stable (see Definition 1.4.1). The
assertion concerning global minimal attractors remains in force if we assume that
the set N is bounded.

9 This property is often referred to as strong stability of the set of equilibria.
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Assume that N D fz1; : : : ; zng is a finite set. In this case A D [n
iD1M u.zi/,

where M u.zi/ is the unstable manifold of the stationary point zi. That is, M u.zi/

consists of all y 2 X such that there exists a full trajectory � D fu.t/ W t 2 Rg with
the properties u.0/ D y and u.t/ ! zi as t ! �1.

Theorems 2.4.5 and 2.4.7 lead us to the following consequences.

Corollary 2.4.9. Assume that a gradient dynamical system .X; St/ possesses a
compact global attractor A and N is a finite set. Then

(i) The global attractor A consists of full trajectories � D fu.t/ W t 2 Rg
connecting pairs of stationary points: any u 2 A belongs to some full trajectory
� � A and for any � � A there exists a pair fz; z�g � N such that

u.t/ ! z as t ! �1 and u.t/ ! z� as t ! C1:

(ii) For any v 2 X there exists a stationary point z such that Stv ! z as t ! C1.

Remark 2.4.10. Assume that the hypotheses of Corollary 2.4.9 hold. Introduce m0

distinct values ˚1 < ˚2 < � � � < ˚m0 of the set f˚.x/ W x 2 N g and let

N j D ˚

x 2 N W ˚.x/ D ˚j
�

; j D 1; : : : ;m0:

Then the sets N 1; : : : ;N m0 provide Morse decomposition of the attractor A. That
is, (i) the subsets N j are compact, invariant, and disjoint; and (ii) for any x 2
A n [jN j and every full trajectory �x � A through x there exist k > l such that
˛.�x/ 2 N k and !.�x/ 2 N l, where ˛.�x/ and !.�x/ are the ˛- and !-limit sets
for �x (see (1.3.2)).

In the situation considered the set N 1 is uniformly asymptotically stable
(see Definition 2.3.19). Thus, N 1 is a subattractor of the attractor A. We recall
that by the definition (see BABIN [7]) any compact strictly invariant uniformly
asymptotically stable subset of A is called a subattractor. If the set N 1 is not
connected (e.g., it consists of isolated equilibria), then we can split N 1 into
several non-intersecting subattractors. This observation motivates (see BABIN [7])
the notion of a fragmentation number of the attractor A, which is defined as the
maximal number of non-intersecting subattractors in A. This number characterizes
the intrinsic complexity of the attractor. For further discussions we refer to BABIN

[7] and the references therein.

The following example shows that the strictness of the corresponding Lyapunov
function is important in the statements of Theorems 2.4.5 and 2.4.7.

Example 2.4.11 (Non-strict Lyapunov function). We consider the dynamical sys-
tem .R2; St/ generated by the following equations:

� Px1 D �x1 � ˛x2 � x1.x21 C x22/;
Px2 D ˛x1 C �x2 � x2.x21 C x22/

(2.4.6)
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where � 2 R and ˛ > 0 are parameters. In the case ˛ D 1 this system was
considered in Example 1.9.4 as a demonstration for the Andronov-Hopf bifurcation.
It was shown that for � � 0 the system has a unique equilibrium x� D .0I 0/.
If � > 0 and ˛ > 0 there is also the periodic orbit (the circle Cp

� with center at 0
and the radius

p
�). If in the latter case we take ˛ D 0, then the circle Cp

� consists
of equilibria.

One can see that the function

V.x1; x2/ D 1

2
.x21 C x22/

2 � �.x21 C x22/

satisfies the equation

dV.x1; x2/

dt
D �2Œ.x21 C x22/ � ��2.x21 C x22/ � 0

on a solution Sty0 D .x1.t/I x2.t//. Thus, V is a Lyapunov function. Moreover, we
observe the following picture:

• If � � 0 this function is strict (and the global attractor consists of a single (zero)
equilibrium);

• If � > 0 and ˛ D 0, the function V is still strict (the circle Cp
� consists of

equilibria) and the global attractor is the disc Dp
� D f.x21 C x22/ � �g, which

can be seen as a collection of trajectories connecting the zero equilibrium and an
equilibrium lying on Cp

�.
• If � > 0 and ˛ > 0, the function V is not strict and the global attractor is the

disc Dp
� which contains a nontrivial periodic orbit.

The following exercise demonstrates the non-uniqueness of the Lyapunov function
V in Example 2.4.11. A similar effect for local Lyapunov functions was observed in
Exercises 1.6.5 and 1.7.5(D).

Exercise 2.4.12. Show that

W.x1; x2/ D 1

3
.x21 C x22/

3 � �

2
.x21 C x22/

is also a Lyapunov function for (2.4.6) which is strict when either � � 0 or ˛ D 0.

Another example with non-strict Lyapunov function provides the Krasovskii
system (see Exercises 1.8.22 and 2.1.10) under the condition that the damping
coefficient k.r/ is non-negative and has a nonzero root.

To describe additional properties of global attractors for gradient systems, we
introduce the following definition.
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Definition 2.4.13. Let X be a Banach space. Assume that the evolution operator
St of a dynamical system .X; St/ is of class C1; that is, Stu has a continuous
Fréchet derivative10 with respect to u 2 X for each t > 0. An equilibrium point
z of dynamical system .X; St/ is said to be hyperbolic if the Fréchet derivative
S0 � DS1.z/ of Stz at the moment t D 1 is a linear operator in X with the spectrum
�.S0/ possessing the property

�.S0/ \ fw 2 C W jwj D 1g D ;:

We also define the index ind .z/ (of instability) of the equilibrium z as a dimension
of the spectral subspace of the operator S0 corresponding to the set �C .S0/ � fz 2
� .S0/ W jzj > 1g.

The following assertion is proved in BABIN/VISHIK [9].

Theorem 2.4.14. Assume that a gradient dynamical system .X; St/ in a Banach
space X with a strict Lyapunov function ˚.u/ possesses the following properties.

(i) It admits a compact global attractor A.
(ii) St 2 C1C˛ for some ˛ > 0 and there exists a vicinity O 
 A such that

kDSt.u/ � DSt.v/kX 7!X � CTku � vk˛X; u; v 2 O; t 2 Œ0;T�:

(iii) .t; u/ 7! Stu is continuous over RC � A.
(iv) The operators St are injective on A for any t > 0 and S�1

t are continuous on A.
(v) The Fréchet derivatives DSt.u/ of Stu at any point u 2 A have zero kernel.

(vi) The set N D fz1; : : : ; zng of equilibrium points is finite and every point zj 2 N
is hyperbolic.

Let the indexation of equilibrium points be such that

˚.z1/ � ˚.z2/ � � � � � ˚.zn/

and Mk D [k
jD1M u.zj/, M0 D ;, where M u.zj/ is the unstable manifold emanating

from zj. Assume that the function t 7! ˚.Stu/ is strictly decreasing for u 62 N .
Then A D Mn and the following properties hold.

(i) M u.zi/ \ M u.zj/ D ; when i ¤ j.
(ii) Mk is a compact invariant set.

(iii) @M u.zi/ � M u.zi/ n M u.zi/ is an invariant set and @M u.zi/ � Mi�1.
(iv) For any compact set K � M u.zi/ n fzig we have

lim
t!C1 maxfdistX.Stk;Mi�1/ W k 2 Kg D 0:

10See Section A.5 in the Appendix for the definitions.
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(v) Every set M u.zi/ is a C1-manifold of finite dimension di, this manifold is
diffeomorphic to R

di , and the embedding M u.zi/ � X is of class C1 in a vicinity
of any point v 2 M u.zi/. Moreover, di D ind.zi/.

In many cases it is important to know how fast the trajectories starting from
bounded sets converge to global attractors. The result stated below provides
conditions sufficient for an exponential rate of stabilization to the attractor along
with some additional properties of the attractor (see, e.g., BABIN/VISHIK [9], HALE

[116] and also Theorems 4.7 and 4.8 in the survey RAUGEL [188]).

Theorem 2.4.15. Let .X; St/ be a dynamical system in a Banach space X. Assume
that (i) an evolution operator St is C1, (ii) the set N of equilibrium points is finite
and all equilibria are hyperbolic, (iii) there exists a function Lyapunov ˚.x/ on X
such that ˚.Stx/ < ˚.x/ for all x 2 X, x 62 N and for all t > 0, and (iv) there
exists a compact global attractor A. Then

• For any y 2 X there exists e 2 N such that

kSty � ekX � Cye�!t; t > 0:

Moreover,

sup fdist .Sty;A/ W y 2 Bg � CBe�!t; t > 0; (2.4.7)

for any bounded set B in X. Here Cy, CB, and ! are positive constants, and !
in (2.4.7) depends on the minimum, over e 2 N , of the distance of the spectrum
of DŒS1e� to the unit circle in C.

• If we assume in addition that (i) S1 is injective on the attractor and (ii) the linear
map DŒS1y� is injective for every y 2 A, then for each e 2 N the unstable
manifold M u.e/ is an embedded C1-submanifold of X of finite dimension ind .e/.

We note that the proof of this result (see BABIN/VISHIK [9] or HALE [116]) relies on
geometric consideration of the behavior of trajectories in a vicinity of equilibrium
points. The critical assumption for this is that the evolution St is C1 and that
equilibria are finite and hyperbolic. The above assumptions allow us to reduce the
problem of convergence in the vicinity of equilibria to a linear problem.

We also refer to CARVALHO/LANGA [25] and CARVALHO/LANGA/ROBINSON

[26, Chapter 5] for some generalizations of the notion of a gradient system. These
generalizations are related to the Morse decomposition of attractors and deal with
families of isolated invariant sets rather than with collections of (isolated) equilibria.

Another important issue is persistence of the regular structure of a global
attractor under perturbations. On this topic we mention the paper by BABIN/VISHIK

[8], which presents some results on the persistence of the gradient structure
(i.e., the existence of a strict Lyapunov function) for some classes of PDEs.
Recently this question was discussed in great detail in ARAGÃO ET AL. [3] and
CARVALHO/LANGA/ROBINSON [26, Chapter 5].
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2.4.3 Criteria of existence of global attractors
for gradient systems

In this section we prove several assertions on the existence of global attractors which
do not assume any dissipativity properties of the system in explicit form.

We start with the following criterion for the existence of a global attractor for
gradient systems (see, e.g., RAUGEL [188, Theorem 4.6]), which is useful in many
applications.

Theorem 2.4.16. Let
�

X; St
�

be an asymptotically smooth gradient system which
has the property that for any bounded set B � X there exists � > 0 such that
�� .B/ � [t��StB is bounded. If the set N of stationary points is bounded, then
�

X; St
�

has a compact global attractor A.

Remark 2.4.17. By Theorem 2.4.5 the global attractor A given by Theorem 2.4.16
coincides with the unstable set MC.N / emanating from the set N of stationary
points (see Definition 2.3.10), i.e., A D MC.N /.

Proof of Theorem 2.4.16. Let B be a bounded set in X and B� D �� .B/. We
consider the restriction .B� ; St/ of the dynamical system

�

X; St
�

on the (forward
invariant) set B� . Since B� is bounded, .B� ; St/ is a dissipative asymptotically
smooth dynamical system. By Theorem 2.3.5 this system possesses a compact
global attractor AB. By Theorem 2.4.5 AB D MC.NB/, where NB D N \ B� .
Under the condition B 
 N we have that N D StN � StB for every t > 0. Thus
N � B� . This implies that AB D MC.N / and thus the attractor AB is independent
of B when B 
 N . Since AB1 � AB2 for B1 � B2, we have that A WD MC.N /

attracts all bounded sets from X. �

Using Theorem 2.4.16 we can obtain the following assertion (see Corollary 2.29
in CHUESHOV/LASIECKA [56]).

Theorem 2.4.18. Assume that .X; St/ is a gradient asymptotically smooth dynam-
ical system. Assume its Lyapunov function ˚.x/ is bounded from above on any
bounded subset of X and the set ˚R D fx W ˚.x/ � Rg is bounded for every R.
If the set N of stationary points of .X; St/ is bounded, then .X; St/ possesses a
compact global attractor A D M u.N /.

Proof. Due to Theorem 2.4.16, it is sufficient to show that for any bounded set
B � X the set �C.B/ � [t�0StB is bounded. To see this, we note that B � ˚R for
some R > 0. Since ˚R is invariant, we have that �C.B/ � ˚R and thus �C.B/ is
bounded. ut
Exercise 2.4.19. Show that in the statement of Theorem 2.4.18 the condition
concerning the boundedness of the set of stationary points can be changed to the
requirement that .X; St/ is point dissipative (see Definition 2.1.1).

Example 2.4.20 (Two-mode fluid-structure model). This model is the lowest
Galerkin mode approximation of a system arising in the study of interaction of a
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fluid filling a bounded vessel with an elastic wall (see, e.g., CHUESHOV/RYZHKOVA

[68] and the references therein). The equations appear as follows:

d

dt
Œz C � Py�C ˛z D f ; (2.4.8a)

d

dt
Œ�z C 2Py� � �y C y3 D h; (2.4.8b)

where ˛ > 0, j� j � 1, and �; f ; h 2 R are constants. We endow these equations
with initial data

z.0/ D z0; y.0/ D y0; Py.0/ D y1: (2.4.9)

One can see that problem (2.4.8) and (2.4.9) has a unique local solution for all initial
data .z0I y0I y1/ 2 R

3. Using the multipliers z � f=˛ for the first equation and Py for
the second one, we obtain the following energy balance relation:

d

dt
E.z.t/ � f=˛; y.t/; Py.t//C ˛Œz.t/ � f=˛�2 D 0 (2.4.10)

on the existence interval, where the energy functional E has the form

E.z; y; Py/ D 1

2
z2 C �zPy C Py2 C 1

4
y4 � �

2
y2 � hy:

The energy relation in (2.4.10) allows us to use the non-explosion criterion in
Theorem A.1.2 and show that problem (2.4.8) and (2.4.9) generates a dynamical
system in R

3. Moreover, one can see that

V.z; y; Py/ D E.z � f=˛; y; Py/

is a strict global Lyapunov function for this system. Since the set

f.zI y/ W ˛z D f ; y3 � ˛y D hg

of stationary solutions is finite, by Theorem 2.4.18 the system generated by (2.4.8)
and (2.4.9) possesses a global attractor which coincides with the unstable set
emanating from the set of equilibria.

If a system .X; St/ is not gradient but possesses a Lyapunov function (which
is not strict), we cannot guarantee that A D M u.N /. However, we can prove
the following assertion (see also CHUESHOV [39, Theorem 6.2, Chapter 1] and
CHUESHOV/LASIECKA [56, Theorem 2.30]).

Theorem 2.4.21. Let .X; St/ be an asymptotically smooth dynamical system in
some complete metric space X. Assume that there exists a Lyapunov function ˚.x/
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for .X; St/ on X such that ˚.x/ is bounded from above on any bounded subset of
X and the set ˚R D fx W ˚.x/ � Rg is bounded for every R. Let B be the set
of elements x 2 X such that there exists a full trajectory fu.t/ W t 2 Rg with the
properties u.0/ D x and ˚.u.t// D ˚.x/ for all t 2 R. If B is bounded, then .X; St/

possesses a compact global attractor and A D M u.B/.

Proof. We choose R0 such that B � ˚R0 . By Theorem 2.3.5 the dynamical system
.˚R; St/ possesses a compact global attractor AR for every R. Let R � R0. In this
case we have that B � ˚R. By the same argument as in the proof of Theorem 2.4.5
we can show that for any full trajectory � D fu.t/ W t 2 Rg from the attractor
AR we have that ˛.�/ � B and thus u.t/ ! B as t ! �1. This means that
AR � M u.B/. Since B is a bounded strictly invariant set, we have that B � AR.
This implies that M u.B/ � AR and thus AR D M u.B/ for all R � R0. Therefore,
A WD M u.B/ is a global attractor for .X; St/. ut

The following two exercises illustrate Theorem 2.4.21.

Exercise 2.4.22. Apply Theorem 2.4.21 to the model in Example 2.4.11 to describe
the global attractor in the case when � and ˛ are positive.

Exercise 2.4.23. Apply Theorem 2.4.21 to describe the structure of the global
attractor for the Krasovskii system (see Exercise 2.1.10).



Chapter 3
Finite-Dimensional Behavior and Quasi-Stability

This chapter deals mainly with the dimension theory of global attractors. We present
some background and develop a relatively new approach which is based on some
ideas due to O. Ladyzhenskaya (see LADYZHENSKAYA [142] and the literature cited
there) and assumes minimal smoothness properties of evolutions. We also discuss
a wide class of dynamical systems which admits what is called the stabilizability
(or quasi-stability) estimate. The notion of quasi-stability originally arose in the
study of some plate models with nonlinear critical damping. However, the extension
developed in this chapter allows us to consider a wider class of second order
models (see Chapter 5) and also to cover several classes of parabolic and delayed
models (see Chapters 4 and 6). In addition to attractors, other long-time behavior
objects such as exponential attractors and determining functional sets are considered
from the point of view of quasi-stability in this chapter.

3.1 Dimension of global attractors

Finite dimensionality is an important property of global attractors that can be
established for many dissipative dynamical systems. There are several approaches
that provide effective estimates for the dimension of attractors of dissipative
infinite-dimensional systems (see, e.g., BABIN/VISHIK [9], LADYZHENSKAYA

[142], TEMAM [216]). Here we primarily focus on an approach that does not
require smoothness of the evolutionary operator (as in BABIN/VISHIK [9], TEMAM

[216]) and relies on the idea introduced by Ladyzhenskaya’s theorem (see, e.g.,
LADYZHENSKAYA [142]) on the finite dimensionality of invariant sets. The devel-
opment of the Ladyzhenskaya approach is based on some types of quasi-stability
estimates (see CHUESHOV/LASIECKA [51, 56, 58] for a primary idea and also
PRAŽÁK [187] for a similar method based on a squeezing property). This approach
also covers the method suggested in MALLET-PARET [159] and MAÑÉ [161], which

© Springer International Publishing Switzerland 2015
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91
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requires differentiability of the corresponding evolution operator. However, we wish
to point out that the estimates of the dimension obtained in the framework of quasi-
stability usually tend to be conservative. In the case of smooth dynamics the method
based on control of contractions of finite-dimensional volumes leads to much
sharper bounds for the attractor dimension. This volume contraction method was
developed and applied by many authors (see, e.g., the discussion in the monographs
BABIN/VISHIK [9], BOICHENKO/LEONOV/REITMANN [15], CHEPYZHOV/VISHIK

[31], TEMAM [216]). Below, for the sake of self-containment, we will discuss
this method following the presentation given in CHEPYZHOV/VISHIK [31] and
TEMAM [216].

3.1.1 Fractal and Hausdorff dimensions

Fractal and Hausdorff dimensions are the most commonly used measures in the
theory of infinite-dimensional dynamical systems. They can be defined as follows
(see, e.g., FALCONER [95]).

Definition 3.1.1 (Fractal and Hausdorff dimensions). Let M be a compact set in
a metric space X.

• The fractal (box-counting) dimension dimf M of M is defined by

dimf M D lim sup
"!0

ln n.M; "/

ln.1="/
;

where n.M; "/ is the minimal number of closed balls of radius " which cover the
set M.

• For positive d we define the (ball-based) d-dimensional Hausdorff measure by
the formula

�.M; d/ D sup
">0

�.M; d; "/;

where the value C1 is allowed, and

�.M; d; "/ D inf

8

<

:

X

j

.rj/
d W M �

[

i

B.xj; rj/; rj � "

9

=

;
:

Here B.xj; rj/ is the ball in X with center xj and radius rj. The corresponding
covering can be countable. One can show (check this!) that (i) if �.M; d�/ < 1
for some d� > 0, then �.M; d/ D 0 for all d > d�, and (ii) if �.M; d�/ > 0 for
d� > 0, then �.M; d/ D C1 for all d < d�. Thus, there exist dH � 0 such that
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�.M; d/ D
� C1; if d < dH;
0; if d > dH .

The Hausdorff dimension dimH M of M is defined as the value dH separating two
regions of values for �, e.g., we can take dimH M D inf fd W �.M; d/ D 0g.

Example 3.1.2. Let M be an interval of length l. It is clear that

l

2"
� 1 � n.M; "/ � l

2"
C 1:

Therefore,

ln
1

"
C ln

l � 2"
2

� ln n.M; "/ � ln
1

"
C l C 2"

2
:

This implies that the fractal dimension dimf M coincides with the value of the
standard geometric dimension.

The same effect demonstrates the following statement.

Proposition 3.1.3. Let M be a bounded set with nonempty interior in R
d. Then

dimf M D dimH M D d.

Proof. We consider the case of the fractal dimension only (for the Hausdorff case,
see FALCONER [95], for instance). Since both dimensions are monotone with
respect to set inclusion, it is sufficient to prove the result for a ball in R

d. For
this we use the following lemma on coverings.

Lemma 3.1.4. Let Rd be equipped with Euclidean norm j � j and

BR D ˚

x 2 R
d W jx � y�j � R

�

be a ball in R
d with radius R. Then for any " > 0 there exists a finite set fxk W k D

1; : : : n"g � BR such that

BR �
n"[

kD1
fx 2 R

d W jx � xkj � "g and n" �
�

1C 2R

"

�d

:

Moreover, the maximal number of points fxkg inside the ball BR possessing the
property jxj � xij > " for any i ¤ j admits the same bound .1C 2R="/d.

Proof. Because BR is compact in R
d, there exists a set fxk W k D 1; : : : ; n"g � BR

such that (i) for any y 2 BR we can find xi such that jy � xij � ", and (ii) jxj � xij > "
for any i ¤ j. Thus, we need only prove the estimate for n". Consider the balls

Bk D ˚

x 2 R
d W jx � xkj < "=2

�

; k D 1; : : : ; n":
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These balls possess the properties Bk \ Bj D ; for k ¤ j, k; j D 1; : : : n", and

Bk � QB �
n

x 2 R
d W jx � y�j � R C "

2

o

; k D 1; : : : ; n":

Hence n" � Vol .B1/ D Pn"
kD1 Vol.Bk/ � Vol. QB/. This implies the estimate for n".

Using this lemma one can see that

�
R

"

�d

� n.BR; "/ �
�

1C 2R

"

�d

:

This implies that dimf BR D d for every R > 0. Since we have Br � M � BR

for some 0 < r < R < 1, by monotonicity we obtain the conclusion of
Proposition 3.1.3.

Example 3.1.5. Let M be the Cantor set obtained from the interval Œ0; 1� by the
sequential removal of the central thirds. First we remove all the points between
1=3 and 2=3. Then we remove the central thirds .1=9; 2=9/ and .7=9; 8=9/ of the
two remaining intervals Œ0; 1=3� and Œ2=3; 1�. After that we do the same with the
central parts of the four remaining intervals, and so on. If we continue this process
to infinity, we obtain the Cantor set M. Let us calculate its fractal dimension. First
of all, we note that

M D
1\

kD0
Jk;

where

J0 DŒ0; 1�;
J1 DŒ0; 1=3� [ Œ2=3; 1�;
J2 DŒ0; 1=9� [ Œ2=9; 1=3� [ Œ2=3; 7=9� [ Œ8=9; 1�; and so on.

Each set Jk can be considered as a union of 2k intervals of length 3�k. Since
M � Jk for each k and the boundary points of Jk lie in M, the minimal number
of intervals of length 3�k covering the set M equals to 2k. Therefore, one can show
(see Exercise 3.1.11 below) that

dimf M D lim
k!1

ln 2k

ln.2 � 3k/
D ln 2

ln 3

Thus, the fractal dimension of the Cantor set is not an integer (if a set possesses this
property, it is called a fractal set). One can also show that the Hausdorff dimension
of this Cantor set has the same value; see, e.g., FALCONER [95].
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Some additional properties of the dimension are collected in the following
exercises.

Exercise 3.1.6. Let M be a compact set in a complete metric space.

(A) Prove that dimH M � dimf M; i.e., the Hausdorff dimension does not exceed
the fractal one.

(B) Verify that dimf .M1[M2/ D maxfdimf M1; dimf M2g for the fractal dimension
and

dimH
�[1

jD1Mj
� D max

j
dimH Mj (Hausdorff dimension): (3.1.1)

In particular, every countable set has Hausdorff dimension zero.
(C) Assume that M1 � M2 is a direct product of two sets. Then for the fractal1

dimensions we have

dimf .M1 � M2/ � dimf M1 C dimf M2: (3.1.2)

(D) Let G be a Lipschitz mapping of one metric space into another. Then

dimf G.M/ � dimf M:

Moreover, if G is Hölder, i.e., dist.G.x/;G.y// � LŒdist.x; y/�˛ for some ˛ � 1,
then dimf G.M/ � ˛�1 dimf M. Check whether the same properties are valid
for the Hausdorff dimension.

Remark 3.1.7. In the case of the Hausdorff dimension an inequality like (3.1.2)
is not true in general. We refer to Example 7.8 in FALCONER [95, p. 97] which
shows that there exist sets E and F on R such that dimH E D dimH F D 0 and
dimH E � F D 1. In the case of the Hausdorff dimension we can only prove that

dimH E C dimH F � dimH.E � F/ � dimH E C dimf F

for any couple of sets E and F (see FALCONER [95, p. 94] for the proof for sets
in R

d).

Exercise 3.1.8. Make the following calculations on the real line.

(A) Show that the fractal dimension coincides with the Hausdorff one in
Example 3.1.2.

(B) Let M D f1=ng1
nD1 � R. Show that dimf M D 1=2. Hint: n < n.M; "/ <

n C 1C .2"/�1.n C 1/�1 provided Œ.n C 1/.n C 2/��1 � 2" < Œn.n C 1/��1.
(C) Let M D f1= ln ng1

nD2 � R. Prove that dimf M D 1.

1See Remark 3.1.7 for the case of the Hausdorff dimension.
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The following facts can be found in ROBINSON [195] and BOICHENKO/LEONOV/
REITMANN [15].

Exercise 3.1.9. Let feng be an orthonormal basis in a Hilbert space X.

(A) Consider the set

M D f0g [
n 1

ln n
en W n D 1; 2; : : :

o

Show that dimf M D 1. What can we say about the Hausdorff dimension
of this set? Hint: See BOICHENKO/LEONOV/REITMANN [15, p. 199] or
ROBINSON [195, p. 352].

(B) Let

M˛ D f0g [ fn�˛en W n D 1; 2; : : :g with ˛ > 0: (3.1.3)

Prove that dimf M D ˛�1. Hint: See the idea presented in ROBINSON [195,
p. 329].

(C) For s � 0 we consider the Hilbert space Xs defined by the relation

Xs D
(

u D
1X

kD1
ckek W kuk2s �

1X

kD1
k2sjckj2 < 1

)

:

Let M˛ be given by (3.1.3). Show that (i) M˛ is compact in XS if and only if
s < ˛, and (ii) dimHs

f M˛ D Œ˛�s��1 for all 0 � s < ˛, where dimHs
f M denotes

the fractal dimension of a set M in the space Hs. Hint: The set M˛ can be written
in the form M˛ D f0g [ fn�˛Cses

n W n D 1; 2; : : :g, where fes
n � n�seng is an

orthonormal basis in Hs.

Exercise 3.1.10. Show that a set M and its closure have the same fractal dimension.
This is not true for the Hausdorff dimension of M. Hint: Take M D Q \ Œ0; 1�

(all rational numbers in Œ0; 1�) and show that

dimHfQ \ Œ0; 1�g D 0 and dimHfŒ0; 1�g D 1:

For the fractal dimension we have dimf fQ \ Œ0; 1�g D dimf fŒ0; 1�g D 1.

The following facts are useful in the dimension calculations.

Exercise 3.1.11. Let N.M; "/ be the minimal number of closed sets of diameter 2"
that cover a compact set M. Prove the following statements.

(A) The fractal dimension dimf M can be written in the form

dimf M D lim sup
"!0

ln N.M; "/

ln.1="/
: (3.1.4)
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(B) The dimension dimf M can also be represented by the formula

dimf M D lim sup
n!0

ln N.M; "n/

ln.1="n/
(3.1.5)

for every monotone sequence "n ! C0 such that "nC1="n � ˛ > 0 for some
˛ > 0.

Remark 3.1.12. The facts presented in the exercises above show that the fractal
dimension dominates the Hausdorff one. In contrast with the fractal dimension, the
Hausdorff dimension is countably additive (in the sense of (3.1.1)). The examples
in Exercises 3.1.8(B,C), 3.1.9(A), and 3.1.10 show that these dimensions do not
coincide. The example in Exercise 3.1.9(A) even shows that the same set can have
zero Hausdorff dimension and infinite fractal dimension. Moreover, as we can see
from Exercise 3.1.9(C), the value of the dimension may depend on the topology
chosen. We also refer to the paper SHUBOV [211], which provides an example of
a set with finite fractal dimension in one space and infinite fractal dimension in
another (smaller) space.

Below we mainly deal with the fractal dimension of attractors for the following
reasons: (i) the fractal dimension is more convenient in calculations, and (ii) it
estimates the Hausdorff dimension from above. We note that the importance of
the notion of finite fractal dimension is also illustrated by the following property
(see FOIAS/OLSON [102] or HUNT/KALOSHIN [125]): if M is a compact set in a
Hilbert space X such that dimf M < n=2 for some n 2 N, then M can be placed
in the graph of a Hölder continuous mapping which maps a compact subset of Rn

onto M. We refer to FALCONER [95] for details and for other properties of Hausdorff
and fractal (box-counting) dimension. We also mention the monograph ROBINSON

[196], which discusses various aspects of dimension theory with applications to
attractors of infinite-dimensional systems.

We conclude this section with an assertion which shows that under some
conditions even an uncountable union of finite-dimensional sets may have a finite
fractal dimension (we use this fact in our constructions of fractal exponential
attractors).

Proposition 3.1.13. Let M be a compact set in a complete metric space X and V.t/
be a family of continuous mappings from M into X, t 2 Œa; b�. We assume that there
exist K;L > 0 and 0 < � � 1 such that

distX.V.t/x;V.t/y/ � L ŒdistX.x; y/�
� ; x; y 2 M; t 2 Œa; b�;

and

distX.V.t1/x;V.t2/x/ � K jt1 � t2j� ; x 2 M; t1; t2 2 Œa; b�:



98 3 Finite-Dimensional Behavior and Quasi-Stability

Then the set MV.a; b/ D [t2Œa;b�V.t/M has a finite fractal dimension in X,

dimX
f MV.a; b/ � 1

�

�

1C dimX
f M

�

:

Proof. Let fFjg be a minimal covering of M by its closed subsets with diameters
less than 2�. Then the family fV.t/Fjg is a covering of V.t/M with diameters less
than 2�L�� . Consider the sets

Gkj D V.tk/Fj with tk D a C k�; k D 0; 1; : : : ; n� � b � a

�
:

For every y 2 MV.a; b/we can find k and j such that y D V.t/x for some t 2 Œtk; tkC1�
and x 2 Fj. In this case,

distX.y;Gkj/ � distX.V.t/x;V.tk/x/ � K jt � tkj� � K "� :

Therefore, the sets

OK"� .Gkj/ D ˚

w 2 X W distX.w;Gkj/ � K "�
�

give a covering for MV.a; b/ with

diam
�

OK"� .Gkj/
� � 2K "� C 2�L "� D .2K C 2�L/ "� :

Thus,

N.MV.a; b/; .2K C 2�L/ "� / � b � a C 1

"
N.M; "/:

This implies the conclusion.

3.1.2 Criteria for finite dimension of invariant sets:
Lipschitz case

In further considerations the following criterion (see CHUESHOV/LASIECKA [56])
turns out to be very useful (see also CHUESHOV/LASIECKA [48, 51] for related
results). Its main advantage is that we do not involve any smoothness properties
for evolutions except the Lipschitz continuity. The basic idea behind this criterion
is some kind of splitting of evolution into stable and compact parts which refers
to the difference of two trajectories. The compact part is described by means of
compact seminorms. We recall (see, e.g., YOSIDA [229, Chapter 1]) that a real-
valued function n.x/ defined on a linear space X is called a seminorm on X if

n.x C y/ � n.x/C n.y/ and n.�x/ D j�jn.x/ for all x; y 2 X; � 2 R:
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The difference between norms and seminorms is that a seminorm can be degenerate,
i.e., n.x/ D 0 does not imply x D 0. For instance, n.x1; x2/ D jx1j C jx2j is a norm
on R

2, and n.x1; x2/ D jx1j is a seminorm.

Definition 3.1.14 (Compact seminorm). A seminorm n.x/ on a Banach space X
is said to be compact if any bounded sequence fxmg � X contains a subsequence
fxmk g which is Cauchy with respect to n, i.e., n.xmk � xml/ ! 0 as k; l ! 1.

Our basic result in this section is the following theorem.

Theorem 3.1.15. Let X be a Banach space and M be a bounded closed set in X.
Assume that there exists a mapping V W M 7! X such that

(i) M � VM.
(ii) V is Lipschitz on M; that is, there exists L > 0 such that

kVv1 � Vv2k � Lkv1 � v2k; v1; v2 2 M: (3.1.6)

(iii) There exist compact seminorms n1.x/ and n2.x/ on X such that

kVv1 � Vv2k � 
kv1 � v2k C c0 � Œn1.v1 � v2/C n2.Vv1 � Vv2/� (3.1.7)

for any v1; v2 2 M, where 0 < 
 < 1 and c0 > 0 are constants.

Then M is a compact set in X of a finite fractal dimension. Moreover,

dimf M �



ln
2

1C 


��1
� ln m0

�
4c0.1C L2/1=2

1 � 

�

; (3.1.8)

where m0.R/ is the maximal number of pairs .xi; yi/ in X � X possessing the
properties

kxik2 C kyik2 � R2; n1.xi � xj/C n2.yi � yj/ > 1; i ¤ j: (3.1.9)

Exercise 3.1.16. Show that under the compactness hypothesis concerning the
seminorms n1 and n2, the characteristic m0.R/ defined in Theorem 3.1.15 is finite for
every fixed R > 0. Hint: Apply the contradiction argument and use the compactness
of the seminorms.

Remark 3.1.17. We also note that if X is a separable Hilbert space and the
seminorms n1 and n2 have the form ni.v/ D kPivk, i D 1; 2, where P1 and P2
are finite-dimensional orthoprojectors, then

dimf M � .dim P1 C dim P2/ � ln

 

1C 8.1C L2/1=2
p
2c0

1 � 


!

�



ln
2

1C 


��1
:

(3.1.10)
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Indeed, in this case the set f.xi; yi/gm0.R/
iD1 satisfying (3.1.9) possesses the properties

kP1xik2 C kP2yik2 � R2; kP1.xi � xj/k2 C kP2.yi � yj/k2 > 1=2; i ¤ j:

This means that the points zi D .P1xiI P2yi/ belong to the ball of radius R in the
space Z D P1X �P2X and possess the property kzi �zj/k>Z 1=

p
2, i ¤ j. We have that

dim Z D dim P1 C dim P2 < 1. Thus, we can apply Lemma 3.1.4 to conclude that
m0.R/ � .1C 2

p
2R/dim Z in this case. This implies (3.1.10).

Theorem 3.1.15 was derived in CHUESHOV/LASIECKA [56] as a consequence
of some general dimension-type results established in the case of metric spaces.
For Hilbert spaces the proof can be found in CHUESHOV/LASIECKA [51]; see
also CHUESHOV/LASIECKA [58]. A similar approach based on the quasi-stability
inequality (3.1.7) with compact norms instead of seminorms n1 and n2 was also
discussed recently in FEIREISL/PRAŽÁK [100, Proposition 2.6]. Below we prove a
more general version of Theorem 3.1.15 (see Theorem 3.1.21) which allows us to
include several new models in the list of applications.

As a simple consequence of Theorem 3.1.15 we can obtain the following well-
known assertion (see, e.g., LADYZHENSKAYA [141]).

Corollary 3.1.18 (Ladyzhenskaya’s theorem). Let M be a compact set in a
Hilbert space H. Assume that V is a continuous mapping in H such that V.M/ 	 M
and there exists a finite-dimensional projector P in H such that

kP.Vv1 � Vv2/k � lkv1 � v2k; v1; v2 2 M; (3.1.11)

and

k.I � P/.Vv1 � Vv2/k � ıkv1 � v2k; v1; v2 2 M; (3.1.12)

where ı < 1. Then the fractal dimension dimf M is finite and there exists a constant
c D c.ı; l/ > 0 such that

dimf M � c � dim P: (3.1.13)

Proof. It follows from (3.1.11) and (3.1.12) that

kVv1 � Vv2k � ıkv1 � v2k C kP.Vv1 � Vv2/k; v1; v2 2 M:

Thus, we can apply Theorem 3.1.15 and also Remark 3.1.17 with n1 � 0 and
n2.v/ D kPvk.

Exercise 3.1.19. Prove that M is a single point set when l < 1 � ı in (3.1.11)
and (3.1.12).
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Roughly speaking, the assumptions (3.1.11) and (3.1.12) mean that the mapping V
squeezes the set M along the space .I�P/H, although it does not stretch M too much
along PH. The negative invariance of M gives us that M � VkM for all k 2 N. Thus,
the set M must be initially squeezed. This property is expressed by the assertion on
finite dimensionality of M. In a similar way we can interpret relation (3.1.7): V is a
contraction up to modulo compact seminorm.

The following assertion demonstrates the role of another version of squeezing
(which we call the Foias-Temam squeezing property; see the discussion in CON-
STANTIN/FOIAS/TEMAM [79] and TEMAM [216]). We also refer to Chapter 4,
where this property is discussed for several parabolic models.

Corollary 3.1.20 (Foias-Temam squeezing). Let M be a compact set in a Banach
space X and V be a Lipschitz continuous mapping in X such that V.M/ 	 M.
Assume that V satisfies a squeezing property on M in the following form: for some

 < 1 and � > 0 there exists a finite-dimensional projector P on X such that for
every v1; v2 2 M we have either

k.I � P/.Vv1 � Vv2/k � �kP.v1 � v2/k;
or

kVv1 � Vv2k � 
kv1 � v2k:
Then the fractal dimension dimf M is finite.

Proof. Obviously under the conditions above,

kVv1 � Vv2k � 
kv1 � v2k C .1C �/kP.v1 � v2/k; v1; v2 2 M: (3.1.14)

Therefore, we can apply Theorem 3.1.15.

We also refer to CHUESHOV/LASIECKA [53] for an analysis of the
dimension problem in the case of nonlinear relations of the type (3.1.7) and
to CHUESHOV/LASIECKA [56] for statements in metric spaces and some other
corollaries of Theorem 3.1.15.

We derive Theorem 3.1.15 from the following more general result which is
central to this section.

Theorem 3.1.21. Let X be a Banach space and M be a bounded closed set in X.
Assume that there exists a mapping V W M 7! X such that

(i) M � VM;
(ii) There exist a Lipschitz mapping K from M into some Banach space Z and a

compact seminorm nZ.x/ on Z such that

kVv1 � Vv2k � 
kv1 � v2k C nZ.Kv1 � Kv2/ (3.1.15)

for any v1; v2 2 M, where 0 < 
 < 1 is a constant.
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Then M is a compact set in X of a finite fractal dimension and

dimf M �



ln
2

1C 


��1
� ln mZ

�
4LK

1 � 

�

; (3.1.16)

where LK > 0 is the Lipschitz constant for K:

kKv1 � Kv2kZ � LKkv1 � v2k; v1; v2 2 M; (3.1.17)

and mZ.R/ is the maximal number of elements zi in the ball fz 2 Z W kzikZ � Rg
possessing the property nZ.zi � zj/ > 1 when i ¤ j.

In the proof of Theorem 3.1.21 we follow the line of the argument given in
CHUESHOV/LASIECKA [51] and rely on the following lemma.

Lemma 3.1.22. Assume that V W M 7! X is a mapping such that (3.1.15) with
some 
 > 0 holds. Then

˛.VB/ � 
 � ˛.B/ for any B � M; (3.1.18)

where ˛.B/ is Kuratowski’s ˛-measure of noncompactness of the set B (for the
definition see Section 2.2.2). Thus, V is an ˛-contraction on M in the case when

 < 1 (see Definition 2.2.15).

Proof. By the definition of ˛.B/, for any " > 0 there exist sets F1; : : : ;Fn such that

B D F1 [ : : : [ Fn; diam Fi < ˛.B/C ":

Let N D fxi W i D 1; 2 : : :mg � B be a finite set such that for every y 2 B there
is i 2 f1; 2; : : : ;mg with the property nZ.Ky � Kxi/ � ". If there is no such set for
some " > 0, then there exists a sequence fzng � B such that

nZ.Kzn � Kzm/ � " for all n ¤ m: (3.1.19)

The sequence fKzng contains a subsequence fKznlg which is Cauchy with respect
to nZ , i.e., nZ.Kznl � Kznm/ ! 0 when n D l;m ! 1. This is impossible due
to (3.1.19). Thus, such a finite set N exists, and

B D [m
iD1Ci; Ci D fy 2 B W nZ.Ky � Kxi/ � "g; xi 2 N :

By exploiting the representations B D [i;j.Ci \ Fj/ and VB D [i;j.V.Ci \ Fj//,
one can see from (3.1.15) that diam .V.Cj \ Fi// � 
 � ˛.B/ C " � Œ2 C 
�. This
implies (3.1.18).

Remark 3.1.23. We note that the ˛-contraction property of V given by the previous
lemma is not sufficient for finite dimensionality of the set M. This can be shown by
means of an example. Indeed, following CHUESHOV/LASIECKA [60] we suppose
that
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X D l2 D
(

x D .x1I x2I : : :/ W
1X

iD1
x2i < 1

)

and

M D ˚

x D .x1I x2I : : :/ 2 l2 W jxij � i�2; i D 1; 2; : : :
�

We define a mapping V in X by the formula

�

Vx
�

i D fi.xi/; i D 1; 2; : : :

where fi.s/ D s for jsj � i�2, fi.s/ D i�2 for s � i�2, and fi.s/ D �i�2 for s � �i�2.
One can see that V is globally Lipschitz on X and VX D M D VM. Since M is a
compact set, the mapping V is an ˛-contraction (with 
 D 0). On the other hand, it
is clear that dimf M D 1.

We also note that this example means that the statement of Theorem 2.8.1 in
HALE [116] is not true without additional hypotheses concerning the mapping.

Proof of Theorem 3.1.21. Lemma 3.1.22 implies that ˛.M/ � 
 � ˛.M/. Since 0 <

 < 1, this is possible only if ˛.M/ D 0. Thus, M is compact.

Assume that fFi W i D 1; : : : ;N.M; "/g is the minimal covering of M by its
closed subsets with a diameter equal to or less than 2" with 0 < " < 1. Let 0 < ı <
1 and

%.x; y/ D nZ.Kx � Ky/; x; y 2 M: (3.1.20)

Let fxi
j W j D 1; : : : ; nig � Fi be a maximal subset of Fi such that

%.xi
j; x

i
k/ > ı"; xi

j; x
i
k 2 Fi; j; k D 1; : : : ; ni; j ¤ k:

Obviously,

ni � m%.Fi; ı"/ � exp
˚

�% .M; ı/
�

; (3.1.21)

where m%.B; "/ is the maximal cardinality of a subset zk in B such that %.zk; zl/ > "

and

�%.M; ı/ D sup
0<"<1

sup
˚

ln m%.F; ı"/ W F � M; diam F � 2"
�

: (3.1.22)

The value �%.M; ı/ is finite and admits the estimate

�%.M; ı/ � ln mZ

�
2LK

ı

�

: (3.1.23)
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Indeed, let B � M. In the space Z we consider the set B D fz D Kx W x 2 Bg. It is
clear that

m%.B; "/ D @ ˚zi 2 B W nZ.zi � zj/ > "; i ¤ j
�

;

where @f: : :g denotes the maximal number of elements with the given properties.
Since by (3.1.17)

diamB D sup
x;y2B

kKx � Kyk � R � LKdiamB;

there exists y0 2 B such that

B � BR.y0/ � fz 2 Z W kz � y0kZ � Rg

Therefore, using the property nZ.�z/ D �nZ.z/ for any � > 0, we obtain that

m%.B; "/ � @ ˚zi 2 BR.y0/ W nZ.zi � zj/ > "; i ¤ j
�

D @ ˚zi 2 BR.0/ W nZ.zi � zj/ > "; i ¤ j
�

D @ ˚zi 2 BR=".0/ W nZ.zi � zj/ > 1; i ¤ j
� D mZ.R="/:

This implies (3.1.23).
To continue with the proof, we note that

Fi �
ni[

jD1
Bi

j; Bi
j � ˚

v 2 Fi W �.v; xi
j/ � ı � "� :

Therefore,

VM �
N.M;"/
[

iD1

ni[

jD1
VBi

j:

If y1; y2 2 Bi
j, then from (3.1.15) we have

kVy1 � Vy2k � 
ky1 � y2k C �.y1; x
i
j/C �.y2; x

i
j/ � 2.
C ı/":

Thus, diam fVBi
jg � 2.
C ı/" for any " > 0 and 0 < ı < 1. Therefore,

N .VM; .
C ı/"/ � exp
˚

�% .M; ı/
� � N.M; "/: (3.1.24)

For further use we emphasize that relation (3.1.24) remains true without the
hypothesis M � VM.
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If we choose 0 < ı < 1 � 
, then from (3.1.24) under the assumption M � VM
we obtain that

ln N .M; q"/ � �% .M; ı/C ln N.M; "/

for any " > 0, where q D 
C ı < 1. Let "n D qn"0 for some "0 > 0. It is clear that

ln N .M; "n/ � n�%.M; ı/C ln N.M; "0/; n D 1; 2; : : : : (3.1.25)

Now for any " < "0 we can find n D n" and Q" 2 Œ"1; "0/ such that

"nC1 � " < "n; " D qn Q": (3.1.26)

Hence,

ln N .M; "/ � n" � �%.M; ı/C ln N.M; Q"/ � n" � �%.M; ı/C ln N.M; "1/:

Thus, by (3.1.4) we obtain that

dimf M � �%.M; ı/ � lim sup
"!0

n"
ln.1="/

:

It follows from (3.1.26) that

n" D ln.Q"="/
ln.1=q/

� ln."0="/

ln.1=q/
:

Therefore,

dimf M � �%.M; ı/ � 1

ln.1=q/
� ln mZ

�
2LK

ı

�

� 1

ln.1=q/
:

If we take ı D .1 � 
/=2 and q D .1 C 
/=2, we obtain (3.1.16). The proof of
Theorem 3.1.21 is complete. �

Remark 3.1.24. The analysis of the argument given in the proof of Theorem 3.1.21
shows that the statement of this theorem remains true if we assume that M is a
compact set but the relation in (3.1.15) holds in a weaker (local) form:

(ii�) There exist (a) a Lipschitz mapping K from M into some Banach space Z,
(b) a compact seminorm nZ.x/ on Z, and (c) "0 > 0 such that

kVv1 � Vv2k � 
kv1 � v2k C nZ.Kv1 � Kv2/ (3.1.27)

for any v1; v2 2 M possessing the property kv1 � v2k � "0, where 0 < 
 < 1
is a constant.
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We use this observation in Section 3.1.3 in order to derive from Theorem 3.1.21 the
results on dimension for C1 mappings given in MALLET-PARET [159] and MAÑÉ

[161].

Proof of Theorem 3.1.15. We take the space Z D X � X endowed with the norm

kzkZ D �kxk2 C kyk2�1=2 ; z D .xI y/ 2 Z;

and define the operator K W M 7! Z by the formula Kx D c0.xI Vx/. We also take
nZ.z/ D n1.x/Cn2.y/ for z D .xI y/. In this case the Lipschitz constant for K is LK D
c0.1 C L2/1=2. We also have mz.R/ D m0.R/. Thus, we can apply Theorem 3.1.21
to conclude the proof. �

Another consequence of Theorem 3.1.21 is the following assertion, which was
proved in CHUESHOV/LASIECKA [56] by another method.

Corollary 3.1.25. Let X be a Banach space and M be a bounded closed set in X.
Assume that there exists a mapping V W M 7! X such that (i) M � VM, and (ii) the
mapping V admits the splitting

V D S C K; (3.1.28)

where S is Lipschitz and stable on M, i.e., there exists 0 < 
 < 1 such that

kSv1 � Sv2k � 
kv1 � v2k; v1; v2 2 M; (3.1.29)

and K is a Lipschitz mapping from M into some Banach space Y � X, i.e.,

kKv1 � Kv2kY � LKkv1 � v2k; v1; v2 2 M: (3.1.30)

We assume that Y is compactly embedded in X.
Then M is a compact set in X of a finite fractal dimension and

dimf M �



ln
2

1C 


��1
� ln mY;X

�
4LK

1 � 

�

; (3.1.31)

where mY;X.R/ is the maximal number of points xi in the ball of radius R in Y
possessing the properties kxi � xjk > 1, i ¤ j.

Proof. It follows from (3.1.28) and (3.1.29) that

kVv1 � Vv2k � 
kv1 � v2k C kJ.Kv1 � Kv2/k; v1; v2 2 M;

where we have denoted by J the embedding operator Y into X. Thus, we can apply
Theorem 3.1.21 with Z D Y and nZ.z/ D kJzk. Since J is compact, nZ.z/ is a
compact seminorm.
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If in the splitting (3.1.28) we have S � 0, then we easily arrive at the
following assertion which was proved in ZELIK [232, Theorem 4.1] (see also
MÁLEK/PRAŽÁK [158, Lemma 1.3] and the recent monograph FEIREISL/PRAŽÁK

[100, Theorem 2.4]). In these sources it was applied for some types of parabolic
problems.

Corollary 3.1.26. Let X and Y be Banach spaces such that Y is compactly
embedded in X. Let M be a bounded closed set in X. Assume that V W M 7! Y
is a Lipschitz mapping from M into Y, i.e.,

kVv1 � Vv2kY � Lkv1 � v2kX; v1; v2 2 M:

If M � VM, then M is a compact set in X and its fractal dimension (in X) admits
the estimate

dimf M � ln mY;X .4L/

ln 2
;

where mY;X.R/ is the same as in Corollary 3.1.25.

Proof. We apply Corollary 3.1.25 with S � 0 and 
 D 0.

3.1.3 Criteria for finite dimension of invariant sets: C1 case

In this section we consider the case of smooth mappings. Our primary goal is to
present the main idea of the volume contraction method (see CONSTANTIN/FOIAS

[77], CONSTANTIN/FOIAS/TEMAM [79] and also the monographs BABIN/VISHIK

[9], BOICHENKO/LEONOV/REITMANN [15], CHEPYZHOV/VISHIK [31], TEMAM

[216]).
We start with several important statements which show how the results of the

previous section can be applied in the smooth case. Namely, using Theorem 3.1.21
and also the observation made in Remark 3.1.24, we can give an alternative proof
of some results established in MALLET-PARET [159] and MAÑÉ [161]. For this we
first recall the following definition (see Section A.5 in the Appendix for more details
concerning calculus in infinite-dimensional spaces).

Definition 3.1.27 (Fréchet derivative). Let O be an open set in a Banach space X.
A mapping V W O 7! X is said to be Fréchet differentiable on O if for any u 2 O
there exists a bounded linear operator V 0.u/ such that

kV.v/ � V.u/ � V 0.u/.v � u/k
kv � uk ! 0 as kv � uk ! 0: (3.1.32)
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The operator V 0.u/ is called the (Fréchet) derivative of V at the point u 2 O . The
relation in (3.1.32) means that for every u 2 O there exist ı > 0 and a scalar
function �.s/ on Œ0; ı� such that �.s/ ! 0 as s ! 0 and

kV.v/ � V.u/ � V 0.u/.v � u/k � �.kv � uk/kv � uk:

If the number ı and the function �.s/ do not depend on u, then the mapping V is
said to be uniformly (Fréchet) differentiable on O .

The following assertion generalizes Theorem 2.1 of MALLET-PARET [159] and
provides a version of the result presented in MAÑÉ [161].

Theorem 3.1.28. Let M be a compact set in a Banach space X. Assume that there
exists an open set O such that M � O � X. Suppose that V W O 7! X is Fréchet
differentiable on O and M � VM. If the derivative V 0.u/ is continuous with respect
to u in the operator topology and there exists a finite-dimensional projector2 P such
that

kV 0.u/.I � P/k < 1 for every u 2 M; (3.1.33)

then the set M has a finite fractal dimension.

Proof. Let u 2 M. Since V is continuously differentiable on O , we have that

V.v/ � V.u/ D
Z 1

0

V 0.�v C .1 � �/u/.v � u/d� (3.1.34)

for every v 2 X such that ku � vk � " < dist.M;X nO/. Using the continuity of V 0,
the compactness of M, and the relation in (3.1.33), we can choose " > 0 such that

kV 0.u C w/.I � P/k � q < 1 and kV 0.u C w/k � K; 8 u 2 M; kwkj � ":

This implies the property (ii�) in Remark 3.1.24 with 
 D q, Z D X, nZ.y/ D
KkPyk. Thus, applying the observation made in Remark 3.1.24, we conclude the
proof.

Instead of the existence of the continuous derivative with property (3.1.33) in
Theorem 3.1.28, we can assume that V is uniformly quasi-differentiable3 on M.

Definition 3.1.29 (Uniform quasi-differentiability). Let M be a set in a Banach
space X and V W M 7! X be a continuous mapping. This mapping is called
uniformly quasi-differentiable in X on the set M if for any u 2 M there exists a
bounded linear operator L.u/ on X such that

kV.v/ � V.u/ � L.u/.v � u/k � �.kv � uk/kv � uk (3.1.35)

2This means that P is a bounded operator on X such that P2 D P and dim P � dim PX < 1.
3For dimensionality considerations this notion was used by many authors. See, e.g., BABIN/VISHIK

[9], CHEPYZHOV/VISHIK [31], TEMAM [216] and the references therein.
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for all u; v 2 M, where the scalar function �.s/ does not depend on u; v 2 M and
�.s/ ! 0 as s ! 0. The operator L.u/ is called the quasi-derivative of V at the
point u 2 M.

We have the following version of Theorem 3.1.28.

Theorem 3.1.30. Let M be a compact set in a Banach space X and V W M 7! X
be uniformly quasi-differentiable on M. Suppose that M � VM and there exists a
finite-dimensional projector P such that

kL.u/Pk < C and kL.u/.I � P/k � q < 1 for every u 2 M: (3.1.36)

Then the set M has a finite fractal dimension.

Proof. Let u; v 2 M. It follows from (3.1.35) that

kV.v/ � V.u/k ��.kv � uk/kv � uk C kL.u/.I � P/.u � v/k C kL.u/P.u � v/k
�Œq C �.kv � uk/�kv � uk C CkP.u � v/k:

This implies the property (ii�) in Remark 3.1.24 for "0 chosen such that �.s/ �
.1 � q/=2 when 0 � s � "0. In this case 
 D .1C q/=2, Z D X, nZ.y/ D CkPyk.
Thus, as in the previous case, we can conclude the proof.

Obviously in both Theorems 3.1.28 and 3.1.30 we can take an arbitrary linear
compact operator K instead of the projector P. Moreover, this observation can be
improved. Namely, we can obtain the following result which basically was proved
in MAÑÉ [161].

Theorem 3.1.31. Let M be a compact set in a Banach space X and V W M 7! X be
uniformly quasi-differentiable on M. Assume that the quasi-derivative L.u/ can be
split into two parts

L.u/ D L1.u/C L2.u/; u 2 M;

where

sup
u2M

kL1.u/k � q < 1

and L2.u/ is a compact operator on X for each u 2 M. We also assume that the
function u 7! L2.u/ is continuous in the operator norm. If M � VM, then dimf M is
finite.

Proof. Let u; v 2 M. As in the proof of Theorem 3.1.30, using (3.1.35) and also
the splitting of L.u/, we obtain that

kV.v/ � V.u/k �Œq C �.kv � uk/�kv � uk C kL2.u/.u � v/k:
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We know that the family of operators L2.u/ is continuous in the operator norm.
Thus, the function u 7! L2.u/ is uniformly continuous, and hence for every 
 > 0

there exists a finite ı-net fwkgN.
/
kD1 in M such that

8 u 2 M 9 k W kL2.u/ � L2.wk/k � 
:

In this case,

kL2.u/.u � v/k �kŒL2.u/ � L2.wk/�.v � u/k C kL2.wk/.v � u/k

�
kv � uk C
N.
/
X

kD1
kL2.wk/.v � u/k:

Therefore,

kV.u/ � V.u/k �Œq C 
C �.kv � uk/�kv � uk C
N.
/
X

kD1
kL2.wk/.v � u/k:

This allows us to apply Remark 3.1.24 and conclude the proof.

In all Theorems 3.1.28, 3.1.30, and 3.1.31, bounds for the dimension can be derived
from relation (3.1.16) in the statement of Theorem 3.1.21. However, as was already
mentioned, the bounds which follow from the results of Section 3.1.2 are rather
conservative, and the volume contraction method makes it possible to improve
these bounds significantly. This method requires both differentiability of evolution
mapping V and the Hilbert structure of the phase space.

To introduce finite-dimensional volumes4 and describe their properties we need
the following definitions.

Let L be a linear bounded operator on a Hilbert space X. Following
CONSTANTIN/FOIAS/TEMAM [79] and TEMAM [216] we introduce the numbers

˛m.L/ D sup
F�X

dim FDm

inf
u2FkukD1

kLuk; (3.1.37)

where F is a subspace in X, and we suppose that

!m.L/ D ˛1.L/ � : : : � ˛m.L/: (3.1.38)

The following assertion can be found in TEMAM [216, Chapter V].

4For the reader’s convenience we mention that the linear algebra required is presented particularly
clearly in CARVALHO/LANGA/ROBINSON [26].
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Proposition 3.1.32. Let L be a linear bounded operator on a Hilbert space X. Then
the following minimax properties hold:

˛m.L/ � sup
F�X

dim FDm

inf
u2FkukD1

kLuk D inf
F�X

dim FDm�1
sup
u?FkukD1

kLuk: (3.1.39)

Moreover, f˛m.L/g is a non-increasing sequence and

!m.L/ D sup
�1;:::;�m2X

k�ikD1

ˇ
ˇL�1 ^ L�2 ^ : : : ^ L�m

ˇ
ˇ; (3.1.40)

where j�2 ^ : : : ^ �mj �
h

det .�i; �j/
m
i;jD1

i1=2

is the m-dimensional volume of the

parallelepiped spanned by �1; : : : ; �m.

Thus, the value !m.L/ characterizes the behavior of m-dimensional volumes under
the action of L. It is also clear that !1.L/ D ˛1.L/ D kLkX 7!X . Below we say that L
contracts m-dimensional volumes if !m.L/ < 1. There is a simple characterization
of volume contractive linear operators.

Proposition 3.1.33. A linear bounded operator L contracts m-dimensional volumes
for some m if and only if L D C C K, where C is a contraction, i.e., kCkX 7!X < 1,
and K is a compact operator. Moreover, if !m.L/ < 1, then in the representation
L D CCK we can choose C to be a contraction and K a finite-dimensional operator
such that dim KX � m.

Proof. Let L D C C K with a contraction C and a compact operator K. Since
f˛n.L/g is a non-increasing sequence, it is sufficient to show that ˛m.L/ < 1 for
some m. It follows from (3.1.39) that

˛m.L/ D inf
F�X

dim FDm�1
sup
u?FkukD1

kCu C Kuk � kCkX 7!X C ˛m.K/:

Since K is a compact operator, we have that ˛m.K/ ! 0 as m ! 1 (see, e.g.,
TEMAM [216, Chapter V]). Thus, for some m we have that

kCkX 7!X C ˛m.K/ < 1:

Assume now that !m.L/ < 1 for some m. Since f˛n.L/g is a non-increasing
sequence, we have that ˛m.L/ < 1. It follows from results in TEMAM [216,
Chapter V, Section 1.3] that the space X can be split into the direct sum

X D X0 C X?
0 ;
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where X0 is spanned by an orthogonal family fejgm�1
jD1 of eigenvectors of the operator

.L�L/1=2. Moreover, we have that

kL�kX � ˛m.L/k�kX; � 2 X?
0 :

This means that the operator R D .L�L/1=2 is a sum of a contraction and a finite-
dimensional projector. Using the polar representation of a bounded operator (see,
e.g., DUNFORD/SCHWARTZ [89, Chapter 12, Section 7]), we can conclude that the
operator L has the same structure.

To state the main theorem of the volume contraction method, we need to extend the
characteristic!m.L/ defined for integers m on all non-negative reals by the following
interpolation formulas:

!0.L/ D 1; !d.L/ D !m.L/
1�s!mC1.L/s D !m.L/˛mC1.L/s;

for all d D m C s, m 2 ZC, 0 � s < 1. One can show that the function d 7! !d.L/
is non-increasing (see, e.g., TEMAM [216, Chapter 5]).

The proof of the following result can be found in TEMAM [216]; see also the
references therein.

Theorem 3.1.34 (Basic Hausdorff dimension bound). Let M be a compact set in
a Hilbert space X and V W M 7! X be uniformly quasi-differentiable on M. Assume
that VM D M and the quasi-derivative L.u/ possesses the properties

sup
u2M

kL.u/kX 7!X < C1

and

!d � sup
u2M

!d.L.u// < 1 for some d 2 RC: (3.1.41)

Then the Hausdorff dimension dimH M of M is finite and dimH M � d.

In contrast with the argument given in Theorem 3.1.21, which is based on covering
results for finite-dimensional balls (see Lemma 3.1.4), the proof of Theorem 3.1.34
involves more refined covering lemmas concerning ellipsoids. This is the main
reason why it is possible to obtain the relation (3.1.41) for the dimension, leading to
substantial improvement of the dimension bounds.

By Proposition 3.1.33 the requirement in (3.1.41) implies that the quasi-
derivative L.u/ for each u 2 M can be split as

L.u/ D C.u/C K.u/; (3.1.42)
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where C.u/ is a contraction and K is a finite-dimensional operator such that

sup
u2M

kC.u/kX 7!X � Œ!d�
1=d < 1; dim KX � d C 1:

However, in order to apply the quasi-stability method via Theorem 3.1.31 here, we
need to assume that in the splitting (3.1.42) the operators are continuous with respect
to u in the operator norm. In this sense the fact on the finite dimension cannot be
derived from Theorem 3.1.21.

A result similar to Theorem 3.1.34 is also valid for the fractal dimension. Namely,
we have the following assertion.

Theorem 3.1.35 (Basic fractal dimension bound). Let V be uniformly quasi-
differentiable on a compact set M in a Hilbert space X and M � VM. Assume
that

!j D sup
u2M

!j.L.u// < kj < 1; j D 1; 2; : : : ; n;

and for d D n C s with 0 � s < 1 we have

!d � sup
u2M

!d.L.u// � kd < 1:

Then the dimension dimf M of M is finite and admits the estimate

dimf M � d max
0�j�n

�
log kj

log.1=kd/
C j

d

�

:

For the proof we refer to CONSTANTIN/FOIAS/TEMAM [79]; see also CHEP-
YZHOV/VISHIK [31]. Another version of the corresponding statement concerning
fractal dimension can be found in TEMAM [216]. It is also possible to show
(see CHEPYZHOV/ILYIN [29]) that dimf M has the same bound as dimH M in
Theorem 3.1.34 under the additional hypotheses that VM D M and the quasi-
differential L.u/ is continuous with respect to u in the operator norm.

To control volume contractions and optimize bounds for dimension it is conve-
nient to use the uniform Lyapunov numbers introduced in CONSTANTIN/FOIAS [77]
and CONSTANTIN/FOIAS/TEMAM [79].

We first note that Vp D V ı : : : ı V is also uniformly quasi-differentiable with the
quasi-derivative

Lp.u/ D L.Vp�1u/L.Vp�2u/ : : : L.Vu/L.u/:

Thus, we can define the numbers

N!j.p/ D sup
u2M

!j.L
p.u//:
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One can show (see TEMAM [216, Chapter V]) that N!j.p/ is subexponential with
respect to p, i.e.,

N!j.p C q/ � N!j.p/ N!j.q/:

This implies that the values

˘j � lim
p!1

� N!j.p/
�1=p D inf

p2N
� N!j.p/

�1=p
(3.1.43)

exist. With this notation Theorems 3.1.34 and 3.1.35 lead to the following assertion.

Corollary 3.1.36. Let V W M 7! X be uniformly quasi-differentiable on a compact
set M in a Hilbert space X. Assume that VM D M and the quasi-derivative L.u/
possesses the property

sup
u2M

kL.u/kX 7!X < C1:

If ˘d < 1 for some d > 0, then

dimH M � d and dimf M � d max
0�j�n

�
log˘j

log.1=˘d/
C j

d

�

;

where n is the integer part of d.

The statement of Corollary 3.1.36 can be rewritten in another form. To do this,
following CONSTANTIN/FOIAS [77] and CONSTANTIN/FOIAS/TEMAM [79] we
introduce the notation

�1 D ˘1; �m D ˘m=˘m�1; m � 2:

We obviously have that

�m � lim
p!1

� N!m.p/

N!m�1.p/

�1=p

:

The numbers �m are called uniform Lyapunov numbers on M for the mapping V ,
and

�m D log�m are global Lyapunov exponents; m � 1:

The following result can be found in TEMAM [216].

Theorem 3.1.37. Let V W M 7! X be uniformly quasi-differentiable on a compact
set M in a Hilbert space X. Assume that VM D M and the quasi-derivative L.u/
possesses the property
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sup
u2M

kL.u/kX 7!X < C1:

If �1 C : : :C �nC1 < 0 for some n > 0, then

�nC1 < 0;
�1 C : : :C �n

j�nC1j < 1;

and

dimH M � dimLyap M � n0 C �1 C : : :C �n0

j�n0C1j
; (3.1.44)

where n0 is the minimal integer such that

�1 C : : :C �n0 � 0 and �1 C : : :C �n0C1 < 0:

The right-hand side dimLyap M in (3.1.44) is called the Lyapunov dimension of
the set M, and relation (3.1.44), which means that the Lyapunov dimension
dominates the Hausdorff dimension, is known as the Kaplan-Yorke formula. See
the references in CONSTANTIN/FOIAS [77] and CONSTANTIN/FOIAS/TEMAM [79]
or in CHEPYZHOV/VISHIK [31] and TEMAM [216]. We also mention that for the
fractal dimension the following bound:

dimf M � .n0 C 1/ max
1�j�n0




1C �1 C : : :C �j

j�1 C : : :C �n0C1j
�

(3.1.45)

is valid (see, e.g., TEMAM [216] and CHEPYZHOV/VISHIK [31]). Under some
conditions of a different nature concerning the mapping V and its (quasi-) deriva-
tive, one can show that the fractal dimension admits the same bound as the
Hausdorff one in the Kaplan-Yorke formula (3.1.44). See the discussions in
CHEPYZHOV/VISHIK [31] and also in CHEPYZHOV/ILYIN [29].

3.2 Exponential attractors for discrete systems

The dimension theorems discussed in the previous section pertain to negatively
or strictly invariant sets M (M � V.M/). As for positively invariant sets, the
finite dimensionality is not guaranteed. However, one can show that the latter sets
are attracted by finite-dimensional compacts at an exponential rate. For instance,
the method presented in the proof of Theorem 3.1.21 allows us to obtain the follow-
ing assertion, which is a version of the result proved in CHUESHOV/LASIECKA [56]
for metric spaces.
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Theorem 3.2.1. Let V W M 7! M be a mapping defined on a closed bounded set
M of a Banach space X. Assume that there exist a Lipschitz mapping K from M into
some Banach space Z and a compact seminorm nZ.x/ on Z such that

kVv1 � Vv2k � 
kv1 � v2k C nZ.Kv1 � Kv2/ (3.2.1)

for any v1; v2 2 M, where 0 < 
 < 1 is a constant. Then for any � 2 .
; 1/

there exists a positively invariant compact set A� � M of finite fractal dimension
satisfying

sup
˚

dist.Vku;A� / W u 2 M
� � r� k; k D 1; 2; : : : ; (3.2.2)

for some constant r > 0. Moreover,

dimf A� � ln mZ

�
2LK

� � 

�

:




ln
1

�

��1
; (3.2.3)

where, as in Theorem 3.1.21, LK is the Lipschitz constant for K (see (3.1.17)) and
mZ.R/ is the maximal number of elements zi in the ball fz 2 Z W kzikZ � Rg
possessing the property nZ.zi � zj/ > 1 when i ¤ j.

Note that the condition (3.2.2) means an exponential rate of attraction.

Proof. It follows from Lemma 3.1.22 that V is an ˛-contraction. Therefore, by
Exercise 2.3.8 the set M0 D \n�1VnM is a compact global attractor for the discrete
dynamical system .M;Vk/. By Theorem 3.1.21, dimf M0 < 1. We construct a set
A� as an extension of M0.

Since V is an ˛-contraction on M, due to invariance we can assume that
˛.M/ � 2 and thus N.M; 1/ < 1. Here and below N.B; "/ denotes the cardinality
of the minimal covering of B by its closed subsets of diameter equal to or less
than 2".

It follows from (3.1.24) that

N .VM; q"/ � exp
˚

�% .MI ı/� � N.M; "/

for any " > 0, where q D 
 C ı and �% .M; ı/ is given by (3.1.22) and admits the
estimate (3.1.23). Taking Vn�1M instead of M in the previous formula, we obtain

N .VnM; q"/ � exp
˚

�%
�

Vn�1M; ı
�� � N.Vn�1M; "/; n D 1; 2; : : :

Since Vn�1M � M, we have that

�%
�

Vn�1M; ı
� � �% .M; ı/ ; n D 1; 2; : : :

Thus, we have

N .VnM; q"/ � exp
˚

�% .M; ı/
� � N.Vn�1M; "/; n D 1; 2; : : : ;
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and hence

N .VnM; "n/ � exp
˚

n�%.M; ı/
� � N.M; "0/; n D 1; 2; : : : ; (3.2.4)

where we choose "n D qn"0 with some 1=2 � "0 � 1.
In the construction of inertial sets we rely on some ideas presented in EDEN

ET AL. [92]. For this we need the following assertion.

Lemma 3.2.2. Assume that � > 
. Then there exists a collection of finite sets
fEmg1

mD0 possessing the properties:

(i) Em � VmM for every m D 0; 1; : : : ; and

VmM �
[

v2Em

.VmM \ B2�m.v// ; m D 0; 1; : : : ; (3.2.5)

where B�.v/ D fw 2 X W kw � vk � �g is a ball with the center at v.
(ii) There exists a constant N0 > 0 such that for every m � 0 we have

Card Em � N.VmM; �m/ � N0 exp
�

m � �%.M; � � 
/� ; (3.2.6)

where �%.M; ı/ is given by (3.1.22) and admits estimate (3.1.23).

Proof. Let Em D fam
i W i D 1; : : : ;Nmg be a maximal set in VmM possessing the

property kam
i � am

j k > 2�m, i ¤ j. Then it is clear that (3.2.5) holds. To establish
relation (3.2.6) we note that the inequality

Nm � Card Em � N.VmM; �m/; m D 0; 1; : : : ; (3.2.7)

follows from the fact that two different elements from Em cannot belong to the same
set of diameter 2�m. By (3.2.4) this implies (3.2.6).

Completion of the proof of Theorem 3.2.1. We prove that the set

A� D M0 [ fVkEm W k;m D 0; 1; 2; : : :g

satisfies the conclusion of the theorem.
It is easy to see that A� is a compact, positively invariant set. By (3.2.5),

dist.Vmy;A� / � dist.Vmy;Em/ � 2�m; m D 0; 1; 2; : : : ;

for every y 2 M. This implies (3.2.2).
To estimate the fractal dimension of A� , we use the idea presented in the

monograph CHUESHOV/LASIECKA [56]. We first note that

A� � VnM [ fVkEm W k C m � n � 1; k;m � 0g
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for every n � 1. Therefore,

N.A� ; "/ � N.VnM; "/C
n�1X

mD0
.n � m/Card Em

for every n � 1 and " > 0. Consequently, choosing " D �n from Lemma 3.2.2, we
obtain

N.A� ; �
n/ � N0 exp

�

n � �%.M; � � 
/�
8

<

:
1C

1X

jD1
j exp

��j � �%.M; � � 
/�
9

=

;

D N0 exp
�

n � �%.M; � � 
/�
(

1C exp
�

�%.M; � � 
/�
�

exp
�

�%.M; � � 
/� � 1�2
)

for every n � 1. As in the proof of Theorem 3.1.21, we take 0 < " < 1 and choose
n D n" such that �n � " < �n�1. Thus,

ln N.A� ; "/ � ln N.A� ; �
n" / � n"�%.M; � � 
/C C.K;L; �; 
/:

Because n" � 1C ln.1="/ Œln.1=�/��1, this implies (3.2.3).

As an application of Theorem 3.2.1 we obtain the following assertion (which
was also established in CHUEHSOV/LASIECKA [56] and FEIREISL/PRAŽÁK [100]
by other methods).

Theorem 3.2.3. Let V W M 7! M be a mapping defined on a closed bounded set
M of a Banach space X. Assume that the Lipschitz condition for V in (3.1.6) holds,
and that there exist compact seminorms n1 and n2 on H such that

kVv1 � Vv2k � 
kv1 � v2k C c0 � Œn1.v1 � v2/C n2.Vv1 � Vv2/� (3.2.8)

holds for any v1; v2 2 M, where 0 < 
 < 1 and c0 > 0 are constants. Then for any
� 2 .
; 1/ there exists a positively invariant compact set A� � M of finite fractal
dimension satisfying (3.2.2). Moreover,

dimf A� � ln m0

�
2c0.1C L2/1=2

� � 

�

:




ln
1

�

��1
; (3.2.9)

where, as in Theorem 3.1.15, m0.R/ is the maximal number of pairs .xi; yi/ in X � X
possessing the properties

kxik2 C kyik2 � R2; n1.xi � xj/C n2.yi � yj/ > 1; i ¤ j:
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If X is a Hilbert space and n1.x/ D kP1xk and n2.x/ D kP2xk, where P1 and P2 are
finite-dimensional projectors in X, then

dimf A� � ln

 

1C 4
p
2.1C L2/1=2c0
� � 


!


ln
1

�

��1
.dim P1Cdim P2/: (3.2.10)

Proof. We have the same choice of Z, K and nZ as in the proof of Theorem 3.1.15.
Thus, in estimate (3.2.3) we need to set LK D c0.1 C L2/1=2. In the case when the
seminorms n1 and n2 are generated by orthogonal projectors, we use the observation
made in Remark 3.1.17.

As a consequence of Theorem 3.2.3 we can easily derive the following assertion,
which is compatible with the construction presented in EDEN ET AL. [92].

Corollary 3.2.4. Let V W M 7! M be a mapping defined on a closed bounded set M
of a Banach space X. Assume that the Lipschitz condition for V in (3.1.6) holds and
V possesses on M the Foias-Temam squeezing property: for some 
 < 1 and � > 0
there exists a finite-dimensional projector P on X such that for every v1; v2 2 M we
have either

k.I � P/.Vv1 � Vv2/k � �kP.v1 � v2/k;

or

kVv1 � Vv2k � 
kv1 � v2k:

Then for any � 2 .
; 1/ there exists a forward invariant compact finite-dimensional
set A� satisfying (3.2.2).

Proof. As in Corollary 3.1.20 we have relation (3.1.14), which allows us to apply
Theorem 3.2.3.

Another consequence of Theorem 3.2.1 is the following assertion.

Theorem 3.2.5. Let V W M 7! M be a mapping defined on a closed bounded set
M of a Banach space X. Assume that V admits the splitting V D S C K such that
relations (3.1.29) and (3.1.30) are in force. Then there exists a forward invariant
compact finite-dimensional set A� such that (3.2.2) holds for some 0 < � < 1 and
r > 0.

The proof of Theorem 3.2.5 follows from Theorem 3.2.1 and uses the same
observation as in Corollary 3.1.25. We also note that in the case when (3.1.29)
holds with 
 < 1=2 the statement of Theorem 3.2.5 is well known from the paper
EFENDIEV/MIRANVILLE/ZELIK [91].

Under the hypotheses of Theorem 3.2.1 the discrete dynamical system .M;Vk/

possesses a compact global attractor M0. This attractor uniformly attracts all
the trajectories of the system .M;Vk/, and by Theorem 3.1.21 dimf M0 < 1.
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Unfortunately, in general the rate of convergence to the attractor cannot be
estimated. This rate may be very slow. However, Theorem 3.2.1 attests that
the global attractor is contained in a finite-dimensional positively invariant set
which attracts M uniformly and exponentially fast. Thus, the dynamics of the
system becomes finite-dimensional exponentially fast independent of the speed
of convergence to the global attractor. Moreover, the reduction principle (see
Theorem 2.3.22) is applicable in this case. Thus, finite-dimensional, positively
invariant, exponentially attracting sets can be useful to describe the qualitative
behavior of infinite-dimensional systems. These sets are frequently called inertial
sets or fractal exponential attractors (see EDEN ET AL. [92] and also Section 3.4.1
below). In some cases they turn out to be surfaces in the phase space. For details
we refer to EDEN ET AL. [92] and to the references therein; see also the survey
MIRANVILLE/ZELIK [166].

3.3 Determining functionals

In many applications it is important to search for minimal (or close to minimal)
sets of natural parameters of the problem that uniquely determine the long-time
behavior of the system. This question was first discussed in FOIAS/PRODI [105]
and LADYZHENSKAYA [140] for the 2D Navier-Stokes equations. Later on, other
equations and models were considered (see, e.g., CONSTANTIN/DOERING/TITI

[76], FOIAS ET AL. [104], FOIAS/TEMAM [107], FOIAS/TITI [108], LADYZHEN-
SKAYA [141], SERMANGE/TEMAM [205] and the references quoted therein). The
concepts of determining nodes (FOIAS ET AL. [104], FOIAS/TEMAM [107], SER-
MANGE/TEMAM [205]) and determining local volume averages (FOIAS/TITI [108],
JONES/TITI [126, 127]) were also introduced. The general concept of determining
functionals in framework interpolation theory was introduced as well (see COCK-
BURN/JONES/TITI [73, 74]). These functionals can be interpreted as some kinds of
measurements of the state of the system. For further details we refer to the survey
CHUESHOV [38] and to the references quoted therein (see also CHUESHOV [39,
Chapter 5]). Recently the theory of determining functionals was applied in the
study of the (discrete) data assimilation problem, which originated from weather
prediction (see, e.g., HAYDEN/OLSON/TITI [122] and also CHUESHOV [44]).

3.3.1 Main concepts

The following definition is based on the property established in FOIAS/PRODI [105]
for the Fourier modes of solutions to the 2D Navier-Stokes system with periodic
boundary conditions.
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Definition 3.3.1. Let .X; St/ be a dynamical system in some Banach space X.
Assume that there exists a complete linear topological space V which is continu-
ously embedded into X (the case V D X is allowed) and for any x 2 X there exists a
moment t� such that Stx 2 V for all t � t�. Let L D flj W j D 1; : : : ;Ng be a set of
linear continuous functionals on V and let two semitrajectories fu.t/ D Stu W t > 0g
and fv.t/ D Stv W t > 0g be given. Then L is said to be a set of (asymptotically)
determining functionals on V for those trajectories of the system .X; St/ if the
condition

lim
t!1 jlj.u.t// � lj.v.t//j D 0 for j D 1; : : : ;N (3.3.1)

implies that

lim
t!1 k u.t/ � v.t/ kXD 0: (3.3.2)

If the implication above is true for any two semitrajectories fu.t/ D Stu W t > 0g and
fv.t/ D Stv W t > 0g, we call L determining on V for the system .X; St/.

Remark 3.3.2. 1. The property in (3.3.1) can be written as

lim
t!C1 nL .u.t/ � v.t// D 0 with nL .u/ D max

jD1;:::;N jlj.u/j:

It is clear that nL is a seminorm on L . This observation allows us to introduce
the notion of a determining seminorm: a continuous seminorm n on V is said to
be (asymptotically) determining for .X; St/ if the property n.u.t/ � v.t// ! 0 as
t ! 1 implies (3.3.2).

2. We note that sometimes it is convenient to use other types of convergence
in (3.3.1) and (3.3.2). For instance, instead of (3.3.1), in CHUESHOV [38,
Definition 1.1] (see also CHUESHOV [39, Chapter 5]) the following weaker
property is assumed:

lim
t!1

Z tC1

t
jlj.u.�// � lj.v.�//j2d� D 0 for j D 1; : : : ;N: (3.3.3)

We can also consider the convergence in (3.3.1) along some sequence ftng
tending to infinity. This can be interpreted as a measurement of the state of
the system made from time to time (for instance, every two hours in weather
prediction).

3. Other approaches and definitions characterizing determining functionals are
possible and have been used in the literature (see, e.g., LADYZHENSKAYA [140]
and COCKBURN/JONES/TITI [73, 74] and the references therein). For instance,
there is a definition (see CHUESHOV [38] or CHUESHOV [39, Chap. 5] and
also Remarks 3.3.14 and 3.4.13(2) below) based on an extension to a general
dynamical system of the property of finite-dimensional projections proved in
LADYZHENSKAYA [140] for trajectories lying in the global attractor of the 2D
Navier-Stokes equations.
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For characterization of a set of determining functionals it is convenient to use the
following concept of completeness defect which has been suggested in CHUESHOV

[37, 38] in the case of pairs of embedded Banach spaces. To consider a certain class
of quasi-stable systems (see Section 3.4 below), we introduce this notion in the case
of a single space equipped with an additional seminorm.

Definition 3.3.3. Let V be a Banach space and � be a seminorm on V . The
completeness defect of a set L of linear functionals on V with respect to � is the
value

�L .V; �/ D sup f�.w/ W w 2 V; l.w/ D 0; l 2 L ; kwkV � 1g : (3.3.4)

In the case when V is continuously and densely embedded into another Banach
space X (with the property k � kX � ck � kV ), the value

�L .V;X/ � �L .V; k � kX/

D supfkwkX W w 2 V; l.w/ D 0; l 2 L ; kwkV � 1g (3.3.5)

is said to be the completeness defect of a set L of linear functionals on V with
respect to X (see CHUESHOV [37, 38]).

We note that finite dimensionality of the SpanL of the set L is not assumed at this
point. It is also obvious that �L1 .V; �/ � �L2 .V; �/ provided SpanL1 � SpanL2.
In addition, �L .V; �/ D 0 if and only if �.w/ D 0 for every element

w 2 L ? D fw 2 V W l.w/ D 0;8l 2 L g:

Thus, if � is norm, then the relation �L .V; �/ D 0 is equivalent to the statement
that the class of functionals L is complete in V; that is, the following uniqueness
condition holds: l.w/ D 0 for all l 2 L implies w D 0.

The basic properties of completeness defect which we use in the subsequent
considerations are described in the following assertions (see CHUESHOV [38] and
[39, Chapter 5] for the case of pairs of spaces).

Proposition 3.3.4. Let �L D �L .V; �/ be the completeness defect of a finite
set L D flj W j D 1; : : : ;Ng of linear functionals on V with respect to some
seminorm �. Then there exists a positive constant CL such that

�.w/ � CL �maxfjlj.w/j W j D 1; : : : ;NgC�L �kwkV for any w 2 V: (3.3.6)

Proof. Obviously we can assume that fljg are linearly independent functionals. This
allows us to construct a biorthogonal system fej W j D 1; : : : ;Ng � V for L (i.e.,
we have that lj.vi/ D 0 if j ¤ i and lj.ej/ D 1). In this case for any w 2 V the
element v D w �PN

iD1 li.w/ei possesses the properties lj.v/ D 0 for j D 1; : : : ;N.
By the definition in (3.3.4) we have that �.v/ � �L kvkV . Therefore, from the
representation for v we obtain (3.3.6).
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The following assertion gives a condition under which the completeness defect is
small.

Proposition 3.3.5. Let V be a separable Hilbert space and � be a weakly continu-
ous seminorm on V, i.e., �.xn/ ! 0 when xn ! x weakly in V as n ! 1. Then

(1) For any " > 0 there exist a constant K" and finite-dimensional orthoprojectors
P" in V such that

�.v/ � "kvk C K"kP"vk; v 2 V: (3.3.7)

(2) For any " > 0 there exists a a finite family of functionals L D flj W j D
1; : : : ;Ng such that �L .V; �/ � ".

Proof. To establish the first statement we follow the line of argument given in
CHUESHOV/LASIECKA [58, Chapter 7]. Assume that (3.3.7) is not true. Then there
exist "0 > 0 and a sequence of orthoprojectors fPmg such that Pm ! I strongly in V
and

�.vm/ � "0 C cmkPmvmk; m D 1; 2; : : : ; (3.3.8)

for some sequence fvmg � V with the property kvmk D 1, where cm ! 1 as
m ! 1. We can also assume that vm ! v weakly in V for some v 2 V . It follows
from (3.3.8) that kPmvmk ! 0 as m ! 1.

Because

Pmv D Pm.v � vm/C Pmvm ! 0 weakly in V;

we conclude that v D 0. Since � is weakly continuous, this implies that �.vm/ ! 0

as m ! 1, which contradicts (3.3.8). Thus (3.3.7) holds.
To prove the second part we take a basis fekg in the finite-dimensional space P"V

and consider the functionals Lj.v/ D .v; ej/, j D 1; : : : ;N � dim P". The property
�L .V; �/ � " follows from (3.3.7).

Exercise 3.3.6. Show that any weakly continuous seminorm on a reflexive Banach
space is compact in the sense of Definition 3.1.14. We do not know whether the
inverse statement is valid.

Exercise 3.3.7. Let V � W � X be Banach spaces such that all the embeddings
are continuous and dense. Assume that the (interpolation) inequality

kukW � a�kuk�Xkuk1��V ; u 2 V;

is valid with some constants a� > 0 and 0 < � < 1. Then for any set L of the
linear functionals on W the following estimate holds:

�

a�1
� �L .V;W/

�1=� � �L .V;X/ � Œa� �L .W;X/�
1=.1��/ : (3.3.9)

Hint: See [38] or [39, Chapter 5].
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We also note that the completeness defect is closely related with some concepts
of the approximation theory (see CHUESHOV [38] or [39, Chapter 5] for details).
Below we use the so-called interpolation operators which are related with the set of
functionals given. To describe their properties we need the following notion.

Definition 3.3.8. Let V � H be separable Hilbert spaces and R be a linear operator
from V into H. As in AUBIN [5], the value

eH
V .R/ D supfku � RukH W kukV � 1g � kI � RkV 7!H

is said to be the global approximation error in H arising in the approximation of
elements v 2 V by elements Rv. Here and below k � kV 7!H denotes the operator
norm for linear mappings from V into H.

The following assertion (see CHUESHOV [38, 39] for the proof) shows that the
completeness defect provides us with a bound from below for the best possible
global approximation error.

Theorem 3.3.9. Let V and H be separable Hilbert spaces such that V is compactly
and densely embedded into H. Let L be a finite set of linear functionals on V. Then
we have the following relations:

�L .V;H/ D minfeH
V .R/ W R 2 RL g;

where RL is the family of linear bounded operators R W V 7! H and such that
Rv D 0 for all v 2 L ? D fv 2 V W l.v/ D 0; l 2 L g. Moreover, we have that

�L .V;H/ D eH
V .I � QL / D supfkQL ukH W kukV � 1g; (3.3.10)

where QL is the orthoprojector in V onto L ?.

One can show (see CHUESHOV [39]) that any operator R 2 RL has the form

Rv D
NX

jD1
lj.v/ j; 8 v 2 V; (3.3.11)

where f jg is an arbitrary finite set of elements from V . This is why RL is called
the set of interpolation operators corresponding to the set L . An operator R 2 RL

is called a Lagrange interpolation operator, if it has form (3.3.11) with f jg such
that lk. j/ D ıkj. In the case of Lagrange operators we have that R2 D R, i.e., R is a
projector.

We also note that the operator QL in (3.3.10) has the following structure:

QL D I � PL with PL v D
NX

jD1
.�j; v/V�j; 8 v 2 V;
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where f�jg is the orthonormal basis in the orthogonal supplement ML to the
annihilator L ? in V . We call PL the optimal interpolation operator corresponding
to the set L .

Example 3.3.10 (Modes). Let A be a positive operator with a discrete spectrum in
a separable Hilbert space H with domain D.A/; that is, there exists the orthonormal
basis fekg in H such that

Aek D !kek; 0 < !1 � !2 � � � � ; lim
k!1!k D 1: (3.3.12)

Let fHsgs2R be the scale of spaces generated by A; that is, Hs D D.As/ if s � 0 and
Hs is the completion of H with respect to the norm kAs � k when s < 0. Denote by
L the set of functionals L D flj.u/ D .u; ej/H W j D 1; 2; : : : ;Ng. A simple
calculation (see CHUESHOV [38] or [39, Chapter 5]) shows that �L .Hs;H� / D
!��s

NC1 for every s > � .

The following two families of functionals on the Sobolev spaces5 Hs.˝/ are
important from the point of view of applications.

Let ˝ be either a smooth domain or a parallelepiped in R
n. Assume that ˝ is

divided into subdomains f˝j W j D 1; 2; : : : ;Ng such that

˝ D
[

f˝ j W j D 1; 2; : : : ;Ng; ˝j

\

˝i D ;; j ¤ i;

where the bar denotes the closure of a set.

Example 3.3.11 (Generalized local volume averages). Assume that �j.x/ is a
function from L1.˝j/ such that

supp �j �� ˝ j;

Z

˝j

�j.x/dx D 1

and ˝j is a star-like domain with respect to the support supp �j.6 We define the set
L of generalized local volume averages as a family of functionals of the form

L D
(

lj.u/ D
Z

˝j

�j.x/u.x/ dx; j D 1; 2; : : : ;N

)

:

5We refer to ADAMS [1] or LIONS/MAGENES [152] for definitions and basic facts from the theory
of these spaces.
6This means that for every x 2 ˝j there is y 2 supp �j such that the interval f�x C .1��/y W 0 �
� � 1g lies in ˝j.
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It follows from CHUESHOV [38, Theorem 3.1] that there exist constants c1 and c2
depending on s; � , and˝ such that for �L .s; �/ � �L .Hs.˝/;H� .˝// the estimate

c1 �



max
j

dj

�s��
� �L .s; �/ � c2 �




max
j

dj

�s��
(3.3.13)

holds for every 0 � � � s, where dj D diam ˝j � supfjx � yj W x; y 2 ˝jg.

Example 3.3.12 (Nodes). Let the domain ˝ be divided into subdomains f˝jg as
described above. We choose the point xj in each subdomain ˝j and define the set of
functionals on Hm.˝/, m D Œn=2�C 1 (we call them nodes):

L D flj.u/ D u.xj/ W xj 2 ˝j; j D 1; 2; : : : ;Ng:

By Theorem 3.2 from CHUESHOV [38] estimate (3.3.13) remains true for s � m and
0 � � � s.

Below we present some results that involve the completeness defect to character-
ize sets of determining functionals.

3.3.2 A result on the existence of determining functionals

It is clear that to establish the existence of a finite number of determining functionals
we need to control the difference of two trajectories of the system. For different
classes this can be done in different ways depending on the properties of the system.
However, in all cases some basic stability (and quasi-stability) type calculations are
present in all approaches (we refer to CHUESHOV [38] and [39, Chapter 5] for a
survey). As an illustration we provide one particular result in which the spaces V
and X are the same.

Theorem 3.3.13. Let .X; St/ be a dynamical system in a Banach space X. Assume
that for two semitrajectories u.t/ and v.t/ there exist a seminorm � and a function
 .t/ 2 Lloc

1 .RC/ such that


 C
 � lim sup

t!1

Z tC1

t
j .�/j d� < 1

and

ku.t/ � v.t/k2 C
Z t

s
 .�/ � ku.�/ � v.�/k2 d�

� ku.s/ � v.s/k2 C
Z t

s
�.u.�/ � v.�//2 d� (3.3.14)
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holds for all t � s � 0. Then � is a determining7 seminorm for this couple of
solutions provided

�C
 � lim inf

t!1
1

a

Z tCa

t
 .�/ d� > 0 for some a > 0:

Let L D flj W j D 1; : : : ;Ng be a family of linear continuous functionals on
X. If we assume in addition that "2L .X; �/ < �C

 , then L is determining for the
semitrajectories u.t/ and v.t/.

Proof. For the proof we use the line of argument given in CHUESHOV [38].
Let h.t/ D ku.t/ � v.t/k2. Then (3.3.14) yields

h.t/C
Z t

s

Q .�/h.�/ d� � h.s/C
Z t

s
g.�/ d� (3.3.15)

for t � s � 0, where either

Q .�/ D  .�/ and g.�/ D �.u.�/ � v.�//2;

in the first case, or else

Q .�/ D  .�/ � .1C ı/"2L .X; �/ and g.�/ D Cı
L max

j
jlj.u.�/ � v.�//j2

with arbitrary ı > 0 in the second case (we also use Proposition 3.3.4).
Solving the inequality8 in (3.3.15), we obtain

h.t/ � h.s/ exp

�

�
Z t

s

Q .�/ d�

�

C
Z t

s
g.�/ exp

�

�
Z t

�

Q .�/d�
�

d� (3.3.16)

when t � s. One can see that there exists �� > 0 such that

Z �Ca

�

Q .�/ d� � aˇ > 0 for all t > � � ��;

where ˇ > 0 is any number less than �C
 in the first case and �C

 � "2L .X; �/ in
the second case. This implies that

Z t

�

Q .�/d� � ˇ .t � �/ � C for all t > � � ��;

7See the definition in Remark 3.3.2.
8See Section A.2 in the Appendix.
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where C depends on a, 
 C
 , and �C

 . Therefore, (3.3.16) yields

lim sup
t!1

h.t/ � lim sup
t!1

Z t

��

g.�/ exp

�

�
Z t

�

Q .�/d�
�

d�:

Since g.t/ ! 0 as t ! 1, this relation via l’Hôpital’s rule allows us to complete
the proof of the theorem.

Remark 3.3.14. Under the conditions of Theorem 3.3.13 the set L is also deter-
mining in the following Ladyzhenskaya type (see LADYZHENSKAYA [140]) sense:
for any two full trajectories u.t/ and v.t/ defined on the whole time axis and such
that

supfku.t/k C kv.t/k W �1 < t < 1g � R < 1
the condition

9 t� 2 R W lj.u.t// D lj.v.t// for almost all t < t� and j D 1; : : : ;N; (3.3.17)

implies that u.t/ � v.t/ for all t 2 R provided

��
 � lim inf

t!�1
1

a

Z tCa

t
 .�/ d� > "2L .X; �/ for some a > 0:

Indeed, it follows from (3.3.16) that

h.t/ � h.s/ exp

�

�
Z t

s

Q .�/ d�

�

for all � 1 < s � t < t�:

Thus, in the limit s ! �1 we obtain that u.t/ � v.t/ for all t < t�. Therefore,

u.t C �/ D S�u.t/ D S�v.t/ D v.t C �/; 8 t < t�; � � 0:

This implies the conclusion.
We note that the property above appeared for the first time in LADYZHEN-

SKAYA [140] (see also LADYZHENSKAYA [141, 142]) for the case of modes (see
Example 3.3.10) with t� D C1 as a statement that finite-dimensional projections
of full trajectories from the attractor of the 2D Navier-Stoke equations uniquely
determinate these trajectories.

3.4 Quasi-stable systems

We complete this chapter with a section which collects some general facts based
on unifying specific criteria that lead to the existence and desired properties of
attractors such as their finite dimension and the existence of exponential attractors.
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We single out a class of “quasi-stable” systems that enjoy some kind of stabiliz-
ability inequalities written in some general form. Although these inequalities are
often difficult to establish, once proved they provide a string of consequences that
describe various properties of attractors. For the first time this kind of stability
attracted attention in the paper of CHUESHOV/LASIECKA [51, Theorem 3.11],
devoted to dynamics of second order in time evolution equations. Later on the
quasi-stability method was developed in CHUESHOV/LASIECKA [56, 58] in order to
cover wave/plate-type models with nonlinear (CHUESHOV/LASIECKA [52, 56, 58])
and thermal (CHUESHOV/LASIECKA [57, 58]) damping. In that form the method
covers a large variety of hyperbolic-type models; see the discussion in Remark 7.9.3
of CHUESHOV/LASIECKA [58]. Here we extend the notion of quasi-stability to
include models with “parabolic”-type behavior. Then we specify two subclasses
of quasi-stable systems. Both are motivated by different evolution models and
demonstrate additional properties of dynamics such as smoothness of attractors and
existence of finite families of determining functionals. The first subclass is designed
mainly to cover some variety of semilinear parabolic-type problems. The second one
corresponds to models generated by the second order in time evolution equations.

3.4.1 General concept of a quasi-stable system

We start with quasi-stability inequality at fixed time. This (unified) notion was
motivated by several classes of PDE models, both parabolic and hyperbolic.
Moreover, the idea behind this notion can be applied in many other cases (see,
e.g., CHUESHOV/LASIECKA [56, 59]). Systems with delay/memory terms9 can
also be included in this framework (see, e.g., CHUESHOV/REZOUNENKO [66, 67],
FASTOVSKA [98, 99], POTOMKIN [186], RYZHKOVA [201] and also the proof
of Theorem 9.3.5 in CHUESHOV/LASIECKA [58]). The same idea was recently
applied in CHUESHOV/KOLBASIN [49] (see also Chapter 5) for the analysis
of long-time dynamics in a degenerate hyperbolic-type model. The quantum
Zakharov system (see CHUESHOV [43] and the references therein) and several
classes of fluid-structure interaction models (see, e.g., CHUESHOV [45, 46] and
CHUESHOV/RYZHKOVA [68, 69]) also demonstrate some applications of quasi-
stability idea.

Definition 3.4.1. Let .X; St/ be a dynamical system in some Banach space X. This
system is said to be quasi-stable on a set B � X (at time t�) if there exist (a) time
t� > 0, (b) a Banach space Z, (c) a globally Lipschitz mapping K W B 7! Z, and
(d) a compact seminorm10 nZ.�/ on the space Z, such that

9For more details in the case of delay models we refer to Chapter 6.
10See Definition 3.1.14.
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kSt� y1 � St�y2kX � q � ky1 � y2kX C nZ.Ky1 � Ky2/ (3.4.1)

for every y1; y2 2 B with 0 � q < 1. We emphasize that the space Z, the operator
K, the seminorm nZ , and the time moment t� may depend on B.

The definition of quasi-stability is rather natural from the point of view of long-
time behavior. It pertains to decomposition of the flow into exponentially stable and
compact parts (see (3.4.1)). This represents some sort of analogy with the “splitting”
method (BABIN/VISHIK [9] and TEMAM [216]); however, the decomposition refers
to the difference of two trajectories, rather than a single trajectory. We mention
that in the degenerate case when nZ � 0 the relation in (3.4.1) transforms into the
following one:

kSt�y1 � St� y2kX � q � ky1 � y2kX for every y1; y2 2 B: (3.4.2)

Thus, St� is a contraction on the closure B of B. If we assume that B is forward
invariant, then there is a unique fixed point Qy for St� in B. The invariance of B
implies that St Qy is also a fixed point for every t > 0. Thus, by the uniqueness we
have that St Qy D Qy for all t > 0, i.e., Qy is a unique equilibrium in B . Moreover, it
follows from (3.4.2) that this equilibrium is exponentially stable in B, i.e.,

kSty � QykX � Ce�˛t sup
�2Œ0;t��

kS�y � QykX for every y 2 B

with some ˛ > 0. This observation explains why the property in (3.4.1) is called
quasi-stability. We also refer to Remark 3.4.16 for a discussion of a quasi-stability
notion in the case when a model possesses some structural properties with a
particular form of the operator K.

In the following exercise we point out an important special case of the quasi-
stability introduced in Definition 3.4.1.

Exercise 3.4.2. Let Y be a Banach space compactly embedded in X. Instead
of (3.4.1), assume that St� is globally Lipschitz from B into Y . Show that .X; St/

is quasi-stable on B at time t�. Hint: See the argument in Corollaries 3.1.25
and 3.1.26.

In what follows our first task is to show that quasi-stable systems enjoy many
nice properties that include the existence of global finite-dimensional attractors and
fractal exponential attractors. Then we switch on particular forms of quasi-stability.

We first show that the fixed time quasi-stability property implies asymptotic
compactness.

Proposition 3.4.3 (Asymptotic smoothness). Let a dynamical system .X; St/ be
quasi-stable on every bounded forward invariant set B in X. Then .X; St/ is
asymptotically smooth.
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Proof. For every forward invariant set B there exists t� D t�.B/ > 0 such
that (3.4.1) holds. Therefore, we can apply Theorem 2.2.21 with g.s/ D qs, T D t�,
and %.y1; y2/ D nZ.Ky1 � Ky2/ to obtain the result.

Corollary 3.4.4 (Global attractor). Let a system .X; St/ be dissipative and satisfy
the hypothesis of Proposition 3.4.3. Then this system possesses a compact global
attractor.

Proof. Since by Proposition 3.4.3 the system .X; St/ is asymptotically smooth, the
result follows from Theorem 2.3.5.

The following assertion shows that quasi-stability implies the finite dimensionality
of a global attractor.

Theorem 3.4.5 (Finite-dimensional attractor). Assume that a system .X; St/ pos-
sesses a compact global attractor A and is quasi-stable on A at some point t� > 0

(see Definition 3.4.1). Then the attractor A has a finite fractal dimension dimfA
in X. Moreover, we have the estimate

dimf A �



ln
2

1C q

��1
� ln mZ

�
4LK

1 � q

�

; (3.4.3)

where LK > 0 is the Lipschitz constant for K (see (3.1.17)) and mZ.R/ is the maximal
number of elements zi in the ball fz 2 Z W kzikZ � Rg possessing the property
nZ.zi � zj/ > 1 when i ¤ j.

Proof. We apply Theorem 3.1.21 with V D St� .

For quasi-stable systems we have several results pertaining to (generalized)
fractal exponential attractors. We start with the following definition (see EDEN

ET AL. [92]).

Definition 3.4.6. A compact set Aexp � X is said to be inertial (or a fractal
exponential attractor) of the dynamical system .X; St/ if Aexp is a positively invariant
set of finite fractal dimension and for every bounded set D � X there exist positive
constants tD, CD, and �D such that

dXfStD j Aexpg � sup
x2D

distX.Stx; Aexp/ � CD � e��D.t�tD/; t � tD:

If the exponential attractor has finite fractal dimension in some extended space
QX 
 X, we frequently call this exponentially attracting set a generalized fractal
exponential attractor.

For more details concerning fractal exponential attractors we refer to EDEN
ET AL. [92] and also to the recent survey of MIRANVILLE/ZELIK [166]. We only
mention that (i) a global attractor can be non-exponential (see Exercise 2.3.29), and
(ii) an exponential global attractor is not unique, but contains the global attractor.
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We note that the standard technical tool (see, e.g., EDEN ET AL. [92] and a
discussion in MIRANVILLE/ZELIK [166]) in the construction of fractal exponential
attractors is the squeezing property in the Foias-Temam sense (see a discussion
and the references in CONSTANTIN/FOIAS/TEMAM [79] and TEMAM [216]). This
property says (see, e.g., the statement of Corollary 3.2.4), roughly speaking, that
either the higher modes are dominated by the lower ones or that the semiflow is
contracted exponentially. We also refer to the survey of MIRANVILLE/ZELIK [166]
for some generalization of this method. Instead our approach is based on the quasi-
stability property, which says that the semiflow is asymptotically contracted up to a
homogeneous compact additive term.

Theorem 3.4.7 (Fractal exponential attractor). Assume that a dynamical system
.X; St/ is dissipative and quasi-stable (in the sense of Definition 3.4.1) on some
bounded absorbing set B at some moment t� > 0. We also assume that

kSty1 � Sty2kX � CB � ky1 � y2kX for every y1; y2 2 B and t 2 Œ0; t�� (3.4.4)

and there exists a space QX 	 X such that t 7! Sty is Hölder continuous in QX for
every y 2 B in the sense that there exist 0 < � � 1 and CB;t� > 0 such that

kSt1y � St2ykQX � CBjt1 � t2j� ; t1; t2 2 Œ0; t��; y 2 B: (3.4.5)

Then the dynamical system .X; St/ possesses a (generalized) fractal exponential
attractor whose dimension is finite in the space QX.

Proof. We can assume that B is forward invariant. In this case V WD St� maps B
into itself, and we can apply Theorem 3.2.1. This theorem implies that the mapping
V possesses a fractal exponential attractor; that is, there exists a compact set A � B
and a number 0 < 
 < 1 such that dimX

f A < 1, VA � A , and

sup
˚

distX.V
kU;A / W U 2 B

� � C
k; k D 1; 2; : : : ; (3.4.6)

for some constant C > 0. One can also see that

Aexp D [ fStA W t 2 Œ0; t��g

is a compact forward invariant set with respect to St; that is, StAexp � Aexp.
Moreover, it follows from (3.4.5) and from Proposition 3.1.13 that

dimQX
f Aexp � ��1 �1C dimX

f A
�

< 1:

We also have from (3.4.6) and (3.4.4) that

sup
˚

distX.Sty;Aexp/ W y 2 B
� � Ce�ıt; t � 0;
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for some ı > 0. Thus, Aexp is a (generalized) fractal exponential attractor.

We do not know whether the finiteness of the fractal dimension dimQX
f Aexp holds

true without the Hölder continuity property (3.4.5) imposed in some vicinity of
Aexp. This is because Aexp is a uncountable union of (finite-dimensional) sets
StA . We also emphasize that fractal dimension depends on the topology; see
Remark 3.1.12.

The following assertion is a version of the theorem proved in CHUESHOV [39,
Chapter 1] (see also FABRIE ET AL. [94] for a similar approach to the construction
of exponential attractors).

Theorem 3.4.8 (Exponential attractors via transitivity). Assume that a dynam-
ical system .X; St/ on a separable Banach space X possesses the following
properties:

• There exist a positively invariant compact set F and positive constants C and �
such that

sup fdistX.Stx; F/ W x 2 Dg � C � e��.t�tD/

for every bounded set D � X and for t � tD.
• There exist a neighborhood O of the compact F and numbers �1 and ˛1 such

that

kStx1 � Stx2k � �1e
˛1tkx1 � x2k

provided that Stxi belongs to the closure O of O for all t � 0.
• The mapping t 7! Stx is uniformly Hölder continuous on F; that is, there exist

constants CF.T/ > 0 and 
 2 .0; 1� such that

kSt1x � St2xk � CF.T/jt1 � t2j
; t1; t2 2 Œ0;T�; x 2 F:

• The system .X; St/ is quasi-stable at some time t� > 0 on F.

Then there exists a fractal exponential attractor Aexp for .X; St/ whose dimension is
finite in X.

Proof. We consider the restriction .F; St/ of the system .X; St/ on the compact
invariant set F. As in the proof of Theorem 3.4.7, we can conclude that there exists
a compact forward invariant set Aexp with finite dimension dimX

f Aexp in X such that

sup
˚

distX.Sty;Aexp/ W y 2 F
� � Ce��t; t � 0;

for some � > 0. Therefore, we can apply Lemma 2.3.27 on reduction in the vicinity
O to obtain the conclusion.

We emphasize that the Hölder time continuity property in Theorem 3.4.8 is
imposed on some exponentially attracting set F only. In applications related to
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nonlinear evolutionary PDEs this set F can be some space of smooth functions.11 So
we deal with dynamics in a smoother space and there is a chance to estimate time
derivatives of solutions in norms which are stronger than in the case of energy-type
solutions. For parabolic problems this effect is demonstrated in Chapters 4 and 6.
We also refer FABRIE ET AL. [94] for a nontrivial application of this idea in the case
of wave dynamics.

We also note that after the basic monograph of EDEN ET AL. [92] expo-
nential attractors were studied by many authors for a large variety of PDE
systems, and the theory was refined in several directions (see the survey in
MIRANVILLE/ZELIK [166] and the references therein). Moreover, as was mentioned
in MIRANVILLE/ZELIK [166], there is a common opinion that exponential attractors
exist for all equations of mathematical physics for which it is possible to prove the
existence of a finite-dimensional compact global attractor.

Now we split our considerations into two special cases demonstrating additional
features of dynamics.

3.4.2 Quasi-stable systems: special case

Here we consider the quasi-stability inequality with a special choice of the space Z,
the seminorm nZ , and the operator K. This choice was motivated by several classes
of parabolic PDE problems (see Chapters 4 and 6 below). In the case considered we
can also show the existence of finite families of determining functionals.

Assumption 3.4.9. Let .X; St/ be a dynamical system in some Banach space X and
B � X. Assume that there exist (a) compact seminorms n1.�/ and n2.�/ on the space
X, and (b) numbers a�; t� > 0 and 0 � q < 1 such that

kSty1 � Sty2kX � a� � ky1 � y2kX for every y1; y2 2 B and t 2 Œ0; t�� (3.4.7)

and

kSt� y1 � St� y2kX � q � ky1 � y2kX C n1.y1 � y2/C n2.St� y1 � St� y2/ (3.4.8)

for every y1; y2 2 B.

Proposition 3.4.10. Under Assumption 3.4.9 the system .X; St/ is quasi-stable on
B � X.

Proof. We take Z D X � X, nz.x; y/ D n1.x/C n2.y/, and define K W X 7! Z by the
relation Kx D .xI St� x/.

11This is definitely true for parabolic models because they possess smoothening properties. See
Chapter 4.
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This simple observation allows us to apply the results presented in the previous
section to establish the following assertion.

Theorem 3.4.11 (Global and exponential attractor). Assume that a dynamical
system .X; St/ is dissipative and satisfies Assumption 3.4.9 on some bounded
absorbing set B. Then this system possesses a compact global attractor of finite
fractal dimension dimf A in X satisfying the estimate

dimf A �



ln
2

1C q

��1
� ln m0

�
4.1C a2�/1=2

1 � q

�

; (3.4.9)

where m0.R/ is the maximal number12 of pairs .xi; yi/ in X � X possessing the
properties

kxik2 C kyik2 � R2; n1.xi � xj/C n2.yi � yj/ > 1; i ¤ j:

If in addition we assume that there exists a space QX 	 X such that t 7! Sty is Hölder
continuous in QX for every y 2 B; that is, there exist 0 < � � 1 and CB;T > 0 such
that

kSt1y � St2ykQX � CB;T jt1 � t2j� ; t1; t2 2 Œ0;T�; y 2 B; (3.4.10)

then the dynamical system .X; St/ possesses a (generalized) fractal exponential
attractor whose dimension is finite in the space QX.

Proof. To prove the existence of a global attractor with estimate (3.4.9) for its
dimension we apply Corollary 3.4.4 and Theorem 3.4.5 with the same choice of Z,
nZ , and K as in Proposition 3.4.10. The existence of a fractal exponential attractor
follows from Theorem 3.4.7.

Using the structure of the quasi-stability inequality in (3.4.8), we can also
establish the following assertion on determining functionals.

Theorem 3.4.12 (Determining functionals). Assume that a system .X; St/ is dis-
sipative and satisfies Assumption 3.4.9 on some bounded absorbing set B. Let
L D flj W j D 1; : : : ;Ng be a set of linearly independent functionals on X. Assume
that

�L .n1/C �L .n2/ < 1 � q; (3.4.11)

where �L .nj/ � �L .X; nj/ is the completeness defect of the family L with respect
to the seminorm nj (see Definition 3.3.3), the constant q < 1, and the seminorms ni

are the same as in relation (3.4.7). Then L is the set of asymptotically determining
functionals, i.e., the relation

12This number is finite for every R. See Exercise 3.1.16 and Remark 3.1.17.
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lim
t!1 lj.Sty1 � Sty2/ D 0; j D 1; 2; : : : ;N; (3.4.12)

implies that limt!1 kSty1 � Sty2kX D 0.

Proof. By Proposition 3.3.4 we have that

ni.v/ � �L .ni/kvkX C CL max
jD1;:::;N jlj.v/j; 8 v 2 X: (3.4.13)

Let V D St� . We can assume that B is forward invariant with respect to V . Then
using (3.4.13), from (3.4.8) we obtain that

kVy1 � Vy2kX � 
 � ky1 � y2kX C N .y1 � y2/C N .Vy1 � Vy2/ (3.4.14)

for every y1; y2 2 B, where


 � Œq C �L .n1/�Œ.1 � �L .n2/��1 < 1 and N .v/ D CL max
jD1;:::;N jlj.v/j

for some positive constant CL . After iteration of (3.4.14) we obtain

kVmy1 � Vmy2kX �
m � ky1 � y2kX C
mX

kD1

k�1N .Vm�ky1 � Vm�ky2/

C
m�1X

kD0

kN .Vm�ky1 � Vm�ky2/; m D 1; 2; : : : (3.4.15)

By (3.4.12) we have that

N .Vny1 � Vny2/ ! 0 as n ! C1:

Therefore, one can see that

lim
m!1

(
mX

kD1

k�1N .Vm�ky1 � Vm�ky2/C

m�1X

kD0

kN .Vm�ky1 � Vm�ky2/

)

D 0:

Hence (3.4.15) yields

lim
m!1 kVmy1 � Vmy2kX D 0;

where Vm D Smt� . Using (3.4.7) we can conclude now that limt!1 kSty1�Sty2kX D
0 and complete the proof.
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Remark 3.4.13. 1. As one can see from the argument given in the proof of
Theorem 3.4.12, the conclusion follows if instead of (3.4.12) we assume that

lim
n!1 lj.Stn y1 � Stn y2/ D 0; j D 1; 2; : : : ;N;

where tn D nt�, i.e., it is sufficient to know that the corresponding measurements
become close to each other along some sequence of time moments. Moreover, if
the system .X; St/ is a point quasi-stable for some range of time moments, say
t� 2 Œ˛; ˇ� with ˛ > 0, we can take any sequence ftng satisfying the inequality
˛ � tnC1 � tn � ˇ in the relation above. We refer to Theorem 1.3 in Chapter 5
of CHUESHOV [39] for a discussion of a similar result.

2. Under the hypotheses of Theorem 3.4.12 we can prove that the set L of
functionals is also determining in the Ladyzhenskaya sense: for any two full
trajectories �j D fuj.t/ W t 2 Rg which belong to B the property

9 t� 2 R W l.u1.t// D l.u2.t// for every t < t�; l 2 L ;

implies that u1.t/ � u2.t/ for all t 2 R. Indeed, in this case instead of (3.4.15)
we can write

ku1.t/ � u2.t/kX � 
mku1.t � mt�/ � u2.t � mt�/kX � CB

m

for every m 2 ZC and t < t�. As in Remark 3.3.14, in the limit m ! 1 this
implies the conclusion.

3.4.3 Asymptotically quasi-stable systems

Now we discuss properties of quasi-stable systems whose phase space admits an
additional structure. Our main motivation is related to nonlinear PDEs of second
order in time possibly interacting with parabolic equations. The results presented
were established earlier in CHUESHOV/LASIECKA [58, Section 7.9] by another
method.

We assume the following structure of the model.

Assumption 3.4.14 (Structure). Let X, Y , and � be reflexive Banach spaces; X is
compactly embedded in Y . We endow the space H D X � Y �� with the norm

kyk2H D ku0k2X C ku1k2Y C k�k2Z ; y D .u0I u1I �0/:

The trivial case � D f0g is allowed. We assume that .H; St/ is a dynamical system
in H D X � Y �� with the evolution operator of the form

Sty D .u.t/I ut.t/I �.t//; y D .u0I u1I �0/ 2 H; (3.4.16)
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where the functions u.t/ and �.t/ possess the properties

u 2 C.RC;X/ \ C1.RC;Y/; � 2 C.RC; �/: (3.4.17)

The structure of the phase space H and the evolution operator St in Assump-
tion 3.4.14 is motivated by the study of some systems generated by equations of
the second order in time in X � Y possibly interacting with first order evolutions
in the space �. This type of interaction arises in modeling of thermoelastic plates
(see, e.g., CHUESHOV/LASIECKA [57] and [58, Chapters 5 and 11]). We also refer
to Section A.3 in the Appendix concerning the functional spaces in (3.4.17) and also
Lp-classes which we use below.

Definition 3.4.15 (Asymptotic quasi-stability). A dynamical system of the
form (3.4.16) is said to be asymptotically quasi-stable on a set B � H if there
exist a compact seminorm �X.�/ on the space X and non-negative scalar functions
a.t/, b.t/, and c.t/ on RC such that (i) a.t/ and c.t/ are locally bounded on Œ0;1/,
(ii) b.t/ 2 L1.RC/ possesses the property limt!1 b.t/ D 0, and (iii) for every
y1; y2 2 B and t > 0 the following relations:

kSty1 � Sty2k2H � a.t/ � ky1 � y2k2H (3.4.18)

and

kSty1 � Sty2k2H � b.t/ � ky1 � y2k2H C c.t/ � sup
0�s�t

�

�X.u
1.s/ � u2.s//

�2
(3.4.19)

hold. Here we denote Styi D .ui.t/I ui
t.t/I � i.t//, i D 1; 2.

Remark 3.4.16. Relation (3.4.19), in the context of long-time dynamics, was
introduced in CHUESHOV/LASIECKA [51] (see also ELLER/CHUESHOV/LASIECKA

[48] and the discussion in CHUESHOV/LASIECKA [56]). Roughly speaking, it
means asymptotic stability modulo compact terms. The inequality in (3.4.19) was
called a stabilizability estimate. To obtain such an estimate proves fairly technical
(in critical problems) and requires rather subtle PDE tools to prove it. Illustrations
of the method are given later in Chapters 5 and 6 for some abstract models
(see also Chapters 9 and 11 in CHUESHOV/LASIECKA [58] for a variety of von
Karman models and BUCCI/CHUESHOV/LASIECKA [19, 20], CHUESHOV ET AL.
[41, 48, 51, 54–56, 61, 62, 68], NABOKA [168] for similar considerations for other
models).

Proposition 3.4.17 (Quasi-stability). Let structural Assumption 3.4.14 be in force.
Assume that the dynamical system .H; St/ is asymptotically quasi-stable on some set
B in H. Then this system is quasi-stable on the set B at every time T > 0 such that
b.T/ < 1.

Proof. We first show that the seminorm � possesses the following property:

8 " > 0 9 C" > 0 W �X.u/ � "kukX C C"kukY for any u 2 X: (3.4.20)
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To see this we introduce the Banach space

QX D Closure
˚

v 2 X W kvkQX � �X.v/C kvkY < 1�

: (3.4.21)

One can see that X is compactly embedded in the Banach space QX. To prove (3.4.20)
we need to show that

8 " > 0 9 C" > 0 W kukQX � "kukX C C"kukY for any u 2 X: (3.4.22)

This can be done by the following argument (due to LIONS [151]). If (3.4.22) is not
true, then there exist "0 > 0 and a sequence fung � X such that

kunkQX � "0kunkX C nkunkY for every n D 1; 2; : : : :

Thus, for vn D unkunk�1
QX we have that

"0kvnkX C nkvnkY � 1 and kvnkQX D 1 for n D 1; 2; : : : :

Therefore, the sequence fvng is relatively compact in QX and kvnkY ! 0 as n !
1. This implies that fvng contains a subsequence which converges to 0 in QX. This
contradicts the fact kvnkQX D 1 for all n. Thus, the relation in (3.4.20) is proved.
Using this relation and also (3.4.18), we obtain

sup
0�s�T

Œ�X.u1.s/ � u2.s/�
2 � "ky1 � y2k2H C C.";T/ sup

0�s�T
ku1.s/ � u2.s/k2Y ;

where we use the notation yi D .ui
0I ui

1I � i
0/, i D 1; 2. This allows us to

rewrite (3.4.19) at the moment T in the following form:

kSTy1�STy2k2H � Œb.T/C"� � ky1�y2k2H CC";T sup
0�s�T

ku1.s/�u2.s/k2Y (3.4.23)

for every " > 0 with Styi D .ui.t/I ui
t.t/I � i.t//, i D 1; 2.

Now we take Z D W1.0;T/, where

W1.0;T/ D
�

z 2 L2.0;TI X/ W kzk2W1.0;T/ �
Z T

0

�kz.t/k2X C kzt.t/k2Y
�

dt < 1
�

(3.4.24)

and choose T and " > 0 such that b.T/C " < q < 1 in (3.4.23). We define operator
K W H 7! Z by the relation

.Ky/.t/ D PXSty; t 2 Œ0;T�; where y D .u0I u1I �0/ 2 H:
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Here PX is the projection in H on the first component; i.e., in the case when
Sty D .u.t/I ut.t/I �.t// we have that PXSty D u.t/. It follows from (3.4.18) that
K is globally Lipschitz.

By the Aubin-Dubinskii-Lions theorem (see Theorem A.3.7 in the Appendix)
the space W1.0;T/ is compactly embedded into C.0;TI Y/. This implies that the
seminorm nZ.z/ D C";T sup0�s�T kz.s/kY is compact on Z. Thus, the evolution
operator St given by (3.4.16) satisfies the requirements of Definition 3.4.1 for every
point t� D T with b.T/ < 1. This completes the proof of the proposition.

In the same way as in the previous section we can derive from the results of
Section 3.4.1 the following assertion.

Theorem 3.4.18 (Global and exponential attractor). Let Assumption 3.4.14 be
valid. Assume that the system .H; St/ is dissipative and asymptotically quasi-
stable on a bounded forward invariant absorbing set B in H. Then the system
.H; St/ possesses a compact global attractor A. This attractor A has a finite fractal
dimension dimH

f A.

Assume in addition that there exists a space QH 	 H such that t 7! Sty is Hölder
continuous in QH for every y 2 B; that is, there exist 0 < � � 1 and CB;T > 0 such
that

kSt1y � St2yk QH � CB;T jt1 � t2j� ; t1; t2 2 Œ0;T�; y 2 B: (3.4.25)

Then the dynamical system .H; St/ possesses a (generalized) fractal exponential
attractor whose dimension is finite in the space QH.

We note that this theorem was proved in CHUESHOV/LASIECKA [56, 58] by the
method of “short” trajectories initially suggested in some form in MÁLEK/NEČAS

[157] and MÁLEK/PRAŽÁK [158]; see also FEIREISL/PRAŽÁK [100]. We also note
that we can use the relation in (3.4.3) in Theorem 3.4.5 to provide some bounds
for the dimension dimH

f A. Similar estimates on the abstract level can be found in
CHUESHOV/LASIECKA [56, 58] or [60] for different situations.

The asymptotic quasi-stability allows us to obtain additional regularity of
trajectories lying on the global attractor. The theorem below provides regularity
for time derivatives. The needed “space” regularity usually follows from the
analysis of the respective PDE via elliptic theory (see the corresponding results in
CHUESHOV/LASIECKA [58]).

Theorem 3.4.19 (Regularity). Let Assumption 3.4.14 be valid. Assume that the
dynamical system .H; St/ possesses a compact global attractor A and is asymp-
totically quasi-stable on the attractor A. Moreover, we assume that (3.4.19) holds
with the function c.t/ possessing the property c1 D supt2RC

c.t/ < 1. Then any
full trajectory f.u.t/I ut.t/I �.t// W t 2 Rg that belongs to the global attractor enjoys
the following regularity properties:

ut 2 L1.RI X/ \ C.RI Y/; utt 2 L1.RI Y/; �t 2 L1.RI Z/ (3.4.26)
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Moreover, there exists R > 0 such that

kut.t/k2X C kutt.t/k2Y C k�t.t/k2Z � R2; t 2 R; (3.4.27)

where R depends on the constant c1, on the seminorm �X in Definition 3.4.15, and
also on the embedding properties of X into Y.

Proof. It follows from (3.4.19) that for any two full trajectories

� D fU.t/ � .u.t/I ut.t/I �.t// W t 2 Rg;
�� D fU�.t/ � .u�.t/I u�

t .t/I ��.t// W t 2 Rg

from the global attractor we have that

kZ.t/k2H � b.t � s/kZ.s/k2H C c.t � s/ sup
s���t

Œ�X.z.�//�
2 (3.4.28)

for all s � t, s; t 2 R, where Z.t/ D U�.t/ � U.t/ and z.t/ D u�.t/ � u.t/. In the
limit s ! �1 relation (3.4.28) gives us that

kZ.t/k2H � c1 sup
�1���t

Œ�X.z.�//�
2

for every t 2 R and for every couple of trajectories � and ��. Using relation (3.4.20)
we can conclude that

sup
�1���t

kZ.�/k2H � C sup
�1���t

kz.�/k2Y ; (3.4.29)

for every t 2 R and for every couple of trajectories � and �� from the attractor.
Now we fix a trajectory � and for 0 < jhj < 1 we consider the shifted trajectory

�� � �h D fy.t C h/ W t 2 Rg. Applying (3.4.29) for this pair of trajectories and
using the fact that all terms in (3.4.29) are quadratic with respect to Z, we obtain
that

sup
�1���t

˚kuh.�/k2X C kuh
t .�/k2Y C k�h

t .�/k2Z
� � C sup

�1���t
kuh.�/k2Y ; (3.4.30)

where uh.t/ D h�1 � Œu.t C h/ � u.t/� and �h.t/ D h�1 � Œ�.t C h/ � �.t/�. On the
attractor we obviously have that

kuh.t/kY � 1

h
�
Z h

0

kut.� C t/kYd� � C; t 2 R;
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with uniformity in h. Therefore, (3.4.30) implies that

kuh.t/k2X C kuh
t .t/k2Y C k�h

t .t/k2Z � C; t 2 R:

Passing with the limit on h this yields relations (3.4.26) and (3.4.27).

Another consequence of the quasi-stability estimate is the following assertion
borrowed from CHUESHOV/LASIECKA [58] and pertaining to determining func-
tionals (see Theorem 3.4.12 and also Section 3.3 for a general discussion of the
theory of determining functionals).

Theorem 3.4.20 (Determining functionals). Let Assumption 3.4.14 be valid.
Assume that the dynamical system .H; St/ is dissipative and asymptotically quasi-
stable on some bounded absorbing set B. Let L D flj W j D 1; : : : ;Ng be a set of
linearly independent functionals on X and �L .�X/ be its completeness defect with
respect to the seminorm �X (see Definition 3.3.3). If there exists � > 0 such that


� � b.�/C �2L .�X/c.�/ � sup
s2Œ0;��

a.s/ < 1; (3.4.31)

then the relation

lim
t!1 lj.u

1.s/ � u2.s// D 0; j D 1; 2; : : : ;N; (3.4.32)

implies that limt!1 kSty1 � Sty2kH D 0. Here Styi D .ui.t/I ui
t.t/I � i.t//, i D 1; 2.

Proof. We first note that the convergence in (3.4.32) is equivalent to the convergence

�L .t/ � sup
s2Œt;tC��

max
j

jlj.u1.s/ � u2.s//j D 0; t ! 1; (3.4.33)

for every fixed � > 0. Assume now that

Styi D .ui.t/I ui
t.t/I � i.t// 2 B for t � t0; i D 1; 2:

Then from (3.4.19) we have that

kStC�y1 � StC�y2k2H � b.�/kSty1 � Sty2k2H C c.�/ sup
t�s�tC�

�

�X.u
1.s/ � u2.s//

�2
;

(3.4.34)

for any t � t0. By Proposition 3.3.4 we have that

�X.v/ � �L .�X/kvkX C CL max
jD1;:::;N jlj.v/j; 8 v 2 X: (3.4.35)
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From (3.4.35) we have

Œ�X.v/�
2 � .1C ı/�2L .�X/kvk2X C CL ;◦ max

jD1;:::;N jlj.v/j2; 8 v 2 X;

for each ı > 0. By (3.4.18) this implies that

sup
t�s�tC�

�

�X.u
1.s/ � u2.s//

�2

�
"

.1C ı/�2L .�X/ sup
s2Œ0;��

a.s/

#

kSty1 � Sty2k2H C CL ;ı�
2
L .t/:

Consequently, (3.4.34) yields

kStC�y1 � StC�y2k2H � 
kSty1 � Sty2k2H C CL ;ı�
2
L .t/;

where 
 D .1C ı/�2L .�X/c.�/ � sups2Œ0;�� a.s/C b.�/. Under condition (3.4.31) we
can choose ı > 0 such that 
 < 1 and find that

kSt0Cn�y1 � St0Cn�y2k2H � 
n � kSt0y1 � St0y2k2H C C
n�1X

mD0

n�m�1�2

L .t0 C m�/:

It is easy to see now that limn!1 kSt0Cn�y1 � St0Cn�y2k2H D 0 under condi-
tions (3.4.31) and (3.4.33). Application of (3.4.18) completes the proof.



Chapter 4
Abstract Parabolic Problems

The main goal of this chapter is to show how the general methods developed in the
previous chapters can be applied in the study of properties of qualitative dynamics
for a class of abstract evolution equations of the form

ut C Au D B.u/; u
ˇ
ˇ
tD0 D u0 2 H;

in a Hilbert space H, where A is a positive self-adjoint operator and B.u/ is a
nonlinear mapping on H. This kind of model covers many classes of parabolic-type
equations including heat and reaction-diffusion models and also some hydrodynami-
cal problems. The first several sections are based on the substantially revised content
of CHUESHOV [39, Chapter 2] and present an approach involving the notion of
a mild solution. The final (hydrodynamical) sections are new. They use another
concept of a solution. We deal here with what are called weak (or variational)
solutions. In many cases weak and mild solutions lead to the same functions.
However, well-posedness statements for each of them require different tools.

Our considerations are concentrated around well-posedness and long-time
dynamics issues. In the latter case we apply the idea of the quasi-stability method.
For the considered class of models this method is based on the Ladyzhenskaya
squeezing property.

Many results presented in this chapter are known from other sources. Never-
theless, we include them in order to demonstrate the advantages of the developed
technology in the most transparent way.

4.1 Positive operators with discrete spectrum

In this section we consider properties of the linear part of the problem above. The
class of linear operators we deal with arises in many PDEs on bounded domains.
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146 4 Abstract Parabolic Problems

Definition 4.1.1. A linear self-adjoint positive densely defined operator A with
domain D.A/ on a separable Hilbert space H is said to be an operator with discrete
spectrum if there exists an orthonormal basis fekg in H consisting of the eigenvectors
of the operator A:

Aek D �kek; 0 < �1 � �2 � � � � ; lim
k!1�k D 1:

In this case for every element u 2 H we have the relations

u D
1X

kD1
.u; ek/ek and kuk2 D

1X

kD1
j.u; ek/j2;

where k � k and .�; �/ are the norm and scalar product in H. Moreover,

u 2 D.A/ if and only if
1X

kD1
�2k j.u; ek/j2 < 1;

and

Au D
1X

kD1
�k.u; ek/ek for u 2 D.A/:

This structure of the operator A allows us to define an operator f .A/ for a wide class
of functions f .s/ defined on the positive semi-axis RC. We can take

D.f .A// D
(

h D
1X

kD1
ckek 2 H W

1X

kD1
c2k jf .�k/j2 < 1

)

as a domain and assume that

f .A/h D
1X

kD1
ckf .�k/ek; h D

1X

kD1
ckek 2 D.f .A//:

In particular, one can define operators A˛ for every ˛ 2 R. This allows us to
introduce the space Hs (with s > 0) as the domain D.As/ equipped with the graph
norm k � ks D kAs � k. If s is negative, we define Hs as the completion of H with
respect to the norm k �ks D kA�jsj � k. We note that H0 D H and the spaces H�� with
� > 0 can be identified with the space of formal series f � P1

kD1 ckek such that

kf k2�� �
1X

kD1
c2k�

�2�
k < 1:
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Thus, we obtain the scale of spaces Hs with s 2 R, which possesses several
important properties. Some of them are collected in the following exercise.

Exercise 4.1.2. Prove the following statements.

(A) Each Hs is a separable Hilbert space with the inner product given by .u; v/s D
.Asu;Asv/.

(B) Hs � H� for every s > � , Moreover, Hs is dense in H� .
(C) The operator A can be extended on the whole scale fHsg as a bounded linear

operator from Hs into Hs�1.
(D) Similarly, the operator A�1 exists and is bounded from Hs into HsC1 for every

s 2 R.
(E) Prove the following interpolation inequality:

kA�uk � kAuk�kuk1�� ; 8 u 2 D.A/; � 2 Œ0; 1�: (4.1.1)

Moreover, if for some ˛; ˇ; � 2 R we have that � D �˛ C .1 � �/ˇ with
� 2 Œ0; 1�, then

kA�uk � kA˛uk�kAˇuk1�� ; 8 u 2 \nD.A
n/: (4.1.2)

Hint: Write the norm on the left-hand side of (4.1.1) in coordinates and apply
the Hölder inequality:

ˇ
ˇ
ˇ

X

xiyi

ˇ
ˇ
ˇ �

	X

jxijp

1=p 	X jyijq


1=q
;
1

p
C 1

q
D 1; 1 < p; q C 1;

with p D ��1 and q D .1 � �/�1. Then derive (4.1.2) from (4.1.1).
(F) Using the result in (4.1.1) and the inequality

jxyj � 1

p
jxjp C 1

q
jyjq; 1

p
C 1

q
D 1; 1 < p; q C 1;

show that

kA�uk � "kAuk C
�
�

"

��=.1��/
.1 � �/kuk; 8 u 2 D.A/; " > 0; � 2 .0; 1/:

The following exercise means that H�s is dual for Hs with respect to the inner
product in H.

Exercise 4.1.3. Let f 2 H� for � > 0. Show that the linear functional F.u/ D .f ; u/
can be continuously extended from the space H to H�� and j.f ; g/j � kf k�kgk��
for any f 2 H� and g 2 H�� . Moreover, for every � 2 R any continuous linear
functional F.u/ on H� has the form F.u/ D .u; g/, where g 2 H�� . Thus, H�� is
the space of continuous linear functionals on H� for every � 2 R.
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Remark 4.1.4. A similar scale of spaces Hs can be constructed based on a general
positive operator A. In this case the properties presented in Exercises 4.1.2 and 4.1.3
remain true. We can even consider more general operators for the generation of the
continuous scales of spaces (see, e.g., ENGEL/NAGEL [93] or HENRY [123]).

The following fact involves the discrete spectrum property.

Exercise 4.1.5. Show that the relation

PNu D
NX

kD1
.u; ek/ek; u 2 H� ; � 2 R; (4.1.3)

defines an orthoprojector onto Spanfek W k D 1; 2; : : : ;Ng in each space H� .
Moreover, PNu 2 \s>0Hs and kPNu � uk� ! 0 as N ! 1. Thus, we can
approximate any element from the scale by its smooth projections.

The following compactness statement is important in our further considerations.

Proposition 4.1.6. Let s > � . Then the space Hs is compactly embedded into H� .
This means that every sequence bounded in Hs is relatively compact in H� .

Proof. It is well known that every bounded set in a separable Hilbert space is
weakly relatively compact. Thus, it contains a weakly convergent sequence (see,
e.g., DUNFORD/SCHWARTZ [88, Chapter 5]). Therefore, it is sufficient to prove that
any sequence weakly tending to zero in Hs converges to zero with respect to the
norm of the space H� .

Let ffng be a sequence weakly convergent to zero in Hs. This means that

lim
n!1.fn; g/s D 0; 8 g 2 Hs; and cf � sup

n
kfnks < 1: (4.1.4)

For every N � 2 we obviously have

kfnk2� D
1X

kD1
�2�k j.fn; ek/j2 �

N�1X

kD1
�2�k j.fn; ek/j2 C 1

�
2.s��/
N

1X

kDN

�2s
k j.fn; ek/j2

�
N�1X

kD1
�2�k j.fn; ek/j2 C 1

�
2.s��/
N

kfnk2s

Therefore, it follows from (4.1.4) that

lim sup
n!1

kfnk� � cf

�s��
N

; N D 2; 3 : : :

Passing to the limit N ! 1 yields that limn!1 kfnk2� D 0. This completes the
proof of Proposition 4.1.6.
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Exercise 4.1.7. The resolvent R.�;A/ D .A � �/�1, � ¤ �k, is a compact operator
in each space H� .

Now we define an exponential function of A by the formula

e�tAu D
1X

kD1
e��kt.u; ek/ek for u D

1X

kD1
.u; ek/ek: (4.1.5)

Exercise 4.1.8. Show that St D e�tA is a strongly continuous contraction semigroup
on each space Hs whose generator is �A. This means (see, e.g., PAZY [181]) that

(i) the linear operators St are contractive on Hs for each t � 0, i.e., kStkHs 7!Hs � 1;
(ii) St satisfies the semigroup property

S0 D I; StC� D StS� for all t; � 2 RCI

(iii) any semitrajectory t 7! Stx is strongly continuous from RC into Hs for every
x 2 Hs; and

(iv) the function t 7! Stx is strongly differentiable in Hs for every x 2 H1Cs and
d
dt Stx

ˇ
ˇ
tD0 D �Ax. The latter property is equivalent to the relation

lim
t!C0

�
�
�
�

1

t
.St � I/ x C Ax

�
�
�
�

s

D 0; 8 x 2 HsC1:

For t > 0 we also have that e�tAH� � \s>0Hs for every � 2 R and e�tA is a
compact operator on each H� .

The following assertion describes the decay rates of e�tA.

Proposition 4.1.9. Let QN D I � PN, where PN is the projector defined in (4.1.3).
We also suppose that Q0 D I. Then for every ˛ � 0 the following inequality:

kA˛QNe�tAuk �
h	˛

t


˛ C �˛NC1
i

e�t�NC1kQNuk; u 2 H; N D 0; 1; : : : ;

(4.1.6)
holds. In the case ˛ D 0 we suppose that 00 D 0.

Proof. One can see that

kA˛QNe�tAuk2 D
1X

kDNC1
�2˛k e�2�ktj.u; ek/j2 � sup

k�NC1
�

�2˛k e�2�kt
�

1X

kDNC1
j.u; ek/j2:

This yields that

kA˛QNe�tAuk � 1

t˛
sup

��t�NC1

Œ�˛e��� kQNuk:
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Since the maximum of the function �˛e�� on RC is ˛˛e�˛ and is attained when
� D ˛, we can see that

sup
��t�NC1

Œ�˛e��� D
�
.t�NC1/˛e��NC1t; if t�NC1 � ˛;
˛˛e�˛; if t�NC1 < ˛,

� Œ˛˛ C .t�NC1/˛� e��NC1t:

This implies (4.1.6).

The estimate in (4.1.6) with N D 0 implies uniform stability of e�tA in each
space Hs with the estimate

kA˛e�tAk �
h	˛

t


˛ C �˛1

i

e�t�1 ; t > 0; 8˛ > 0: (4.1.7)

Here and below we denote the operator norm in the space H by k � k (if there is no
confusion) or k � kH 7!H .

We also have that

kA�ˇ.1 � e�tA/k � sup
�>0

1 � e�t�

�ˇ
� sup

�>0

minf1; t�g
�ˇ

D tˇ sup
�>0

minf1; �g
�ˇ

D tˇ; t > 0; 8ˇ 2 Œ0; 1�: (4.1.8)

This means that the semigroup e�tA is strongly continuous in H and uniformly
continuous (even Hölder) as a mapping from H into H�ˇ for ˇ > 0.

In some calculations (on finite time intervals near zero) it is convenient to use
another version of (4.1.7), which we show in the following exercise.

Exercise 4.1.10. Show that

kA˛e�tAk �
	 ˛

et


˛

; t > 0; (4.1.9)

where ˛ � 0 is arbitrary (with the rule that 00 D 1).

Below we also use the following inequality.

Exercise 4.1.11. Let 0 < ˛ < 1. Using Proposition 4.1.9, show that

Z t

0

kQNA˛e�.t��/Af kd� � 1C ~˛

�1�˛NC1
kf k; t > 0; (4.1.10)

where
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~˛ D ˛˛
Z 1

0

��˛e�� d�: (4.1.11)

Hint: After applying (4.1.6) change the integration variable � into � D .t � �/�NC1.

4.2 Well-posedness of semilinear parabolic equations

As we already mentioned, our main point of interest in this chapter is an abstract
parabolic problem of the form

ut C Au D B.u/; u
ˇ
ˇ
tD0 D u0 2 H; (4.2.1)

Our basic requirements concerning this model are listed below.

Assumption 4.2.1 (Basic hypotheses). We assume that H is a separable Hilbert
space and

(A) A is a positive self-adjoint operator with discrete spectrum on H (see
Definition 4.1.1);

(B) B is a (nonlinear) locally Lipschitz mapping from H˛ D D.A˛/ into H with
some 0 � ˛ < 1; i.e., we assume that for every � > 0 there exists L� such that

kB.u1/ � B.u2/k � L�kA˛.u1 � u2/k; ui 2 H˛; kA˛uik � �; i D 1; 2:

(4.2.2)

The requirements in Assumption 4.2.1 are used to show that equation (4.2.1)
generates a dynamical system with several important compactness properties.
When we are interested in solvability and/or uniqueness only, the hypotheses
in Assumption 4.2.1 can be relaxed. For instance, using the result presented in
Chapter 6 we can avoid the Lipschitz condition (4.2.2) in the local existence part.
Moreover, we can also show that the uniqueness is a generic property for non-
Lipschitz (but continuous) nonlinearities (see Section A.6 in the Appendix).

We already know that under Assumption 4.2.1(A) the operator �A generates a
strongly continuous compact semigroup e�tA of contractions (see Exercise 4.1.8 in
Section 4.1). This allows us, similar to HENRY [123], to introduce the following
definition.

Definition 4.2.2 (Mild solution). A function1 u 2 C.Œ0;T/I H˛/ is said to be a mild
solution to (4.2.1) on an interval Œ0;T/ if

1 We refer to Section A.3 in the Appendix for the description of the basic vector-valued functional
spaces which we use below.
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u.t/ D e�tAu0 C
Z t

0

e�.t��/AB.u.�// d�; t 2 Œ0;T/; (4.2.3)

and similarly for the closed interval Œ0;T�.

4.2.1 Basic well-posedness theorem

Our main result in this section is the following theorem.

Theorem 4.2.3 (Well-posedness). Let Assumption 4.2.1 be in force. Then

• Local solutions: For each element u0 2 H˛ we can find tmax � 1 such that there
is a unique mild solution u.t/ to problem (4.2.1) defined on Œ0; tmax/.

• We have limt!tmax k u.t/ k˛D 1, provided tmax < 1.
• Any two mild solutions u1.t/ and u2.t/ with initial data u10 and u20 on the joint

interval Œ0;T� of existence admit the estimate

k u1.t/ � u2.t/ k˛� CT.R/ k u10 � u20 k˛; t 2 Œ0;T�; (4.2.4)

under the condition supŒ0;T� kui.t/k˛ � R, i D 1; 2.
• Global solutions: Let u.t/ be a mild solution with some initial data u0. Assume

that there exist T > 0 and CT.u0/ such that

sup
Œ0;T�/

ku.t/k˛ � CT.u0/ (4.2.5)

for every interval Œ0;T�/ � Œ0;T� of the existence of the solution u.t/. Then the
solution u.t/ exists on Œ0;T�. Moreover, if for any T > 0 there exists CT.u0/ such
that (4.2.5) holds, then the solution u.t/ can be extended on Œ0;C1/; that is,
tmax D 1.

• If B.u/ is globally Lipschitz, i.e., (4.2.2) is satisfied with L� � L independent of
�, then for every u0 2 H˛ there exists a unique mild solution to (4.2.1) for every
interval Œ0;T�. In this case (4.2.4) can be written in the form

k u1.t/ � u2.t/ k˛� Ce!t k u10 � u20 k˛; t > 0; (4.2.6)

for every pair of mild solutions u1.t/ and u2.t/, where C > 0 and ! � 0 are
constants.

In the case ˛ D 0 the statement of Theorem 4.2.3 can be easily derived from
the results presented in PAZY [181, p. 184]. The case ˛ > 0 requires some
modifications.
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Proof. Step 1: B is globally Lipschitz. In this case we apply the standard fixed
point argument in a slightly modified form in comparison with PAZY [181]. Here
we briefly describe this argument.
Let WT D C.Œ0;T�;H˛/ endowed with the corresponding sup-norm. For a given
u0 2 H˛ we define a mapping B on WT by the formula

BŒu�.t/ D e�Atu0 C
Z t

0

e�.t��/AB.u.�// d�; t 2 Œ0;T�:

Using the relation (see Exercise 4.1.10)

kA˛e�tAk �
	 ˛

et


˛

; t > 0; ˛ > 0; (4.2.7)

where we suppose that 00 D 1, and also the estimate (see (4.1.8))

kA�ˇ.1 � e�tA/k � tˇ; t > 0; 8ˇ 2 Œ0; 1�; (4.2.8)

one can see that BŒu� 2 WT and thus B W WT 7! WT . Moreover, using (4.2.7)
we have that

kBŒu�.t/ � BŒv�.t/k˛ � L
	˛

e


˛

T1�˛.1 � ˛/�1ku � vkWT ; t 2 Œ0;T�;

and thus

kBŒu� � BŒv�kWT � q.T/ku � vkWT with q.T/ � L
	˛

e


˛

T1�˛.1 � ˛/�1:

Taking T such that q.T/ < 1, we obtain the existence and uniqueness of a
fixed point for B. This implies the local existence result with the time interval
independent of the initial data. This allows us to use the standard step-by-step
procedure to construct a global solution.
Step 2: Locally Lipschitz case. We define a truncating operator �R on H˛ by the
formula

�R.x/ D
�

x; if kxk˛ � R;
R x kxk�1

˛ ; if kxk˛ > R,
(4.2.9)

for R > 0 and introduce a (truncated) function BR.u/ by the relation

BR.u/ D B.�R.u//; u 2 H˛:

One can see that BR.u/ D B.u/ for kuk˛ � R. According to Lemma A.4.1
from the Appendix applied in the Hilbert space H˛ , the mapping BR is globally
Lipschitz for every R and the Lipschitz constant is LR. Thus, we can guarantee
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that for any u0 2 H˛ the equation

ut C Au D BR.u/ (4.2.10)

has a unique mild solution u on RC. By (4.2.3) and (4.2.7) we have that

ku.t/k˛ � ku0k˛ C c˛T1�˛



kB.0/k C LR max
Œ0;T�

ku.�//k˛
�

; t 2 Œ0;T�:

Thus,

kukWT � �ku0k˛ C c˛T1�˛kB.0/k� .1 � c˛LRT1�˛/�1; (4.2.11)

provided c˛LRT1�˛ < 1. Let u0 2 H˛ be arbitrary. We choose R such that
ku0k˛ < R and assume for now that u is a solution to (4.2.10). Due to (4.2.11)
we can choose T� such that ku.t/k � R for t � T�. Consequently, BR.u.t// D
B.u.t// for t � T�, and this means that u.t/ solves equation (4.2.1) on that
interval.
Step 3: Lipschitz continuity. To prove the Lipschitz properties in (4.2.4)
and (4.2.6), we note that (4.2.3) and also (4.2.2) and (4.2.7) imply that

ku1.t/ � u2.t//k˛ � ku10 � u20k˛ C CR;˛

Z t

0

1

.t � �/˛ ku1.�// � u2.�/k˛ d�:

Therefore, the Henry-Gronwall lemma (see Lemma A.2.3 in the Appendix)
yields

ku1.t/ � u2.t//k˛ � 2ea.R;˛/tku10 � u20k˛; 8 t 2 Œ0;T�;

where a.R; ˛/ is a positive constant. This implies (4.2.4) and also (4.2.6), because
in the latter case CR;˛ and hence a.R; ˛/ do not depend on R.
Step 4: Maximal existence interval. It is clear from the argument in Step 2 that if
u is a solution to (4.2.3) on Œ0; t��, it can be extended to a solution on the interval
Œ0; t�Cı� for some ı > 0. For this we use the same method as outlined above with
the initial value t� and with a larger R. Of course, ı depends on upper bounds for
ku.t�/k˛ .
Let Œ0; tmax/ be the maximal interval of existence of the solution. If tmax < 1,
then limt%tmax ku.t/k D 1. Otherwise there exists a sequence tn % tmax such
that ku.tn/k˛ � C. This would allow us to extend u as a solution to (4.2.3) to an
interval Œ0; tn C ı� with ı > 0 independent of n. Hence u can be extended beyond
tmax, which contradicts the construction of tmax.
To prove the global existence part we need only note that (4.2.5) allows us to
extend a solution inside the interval Œ0;T�with time steps independent of T� < T .
This completes the proof of Theorem 4.2.3.
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As we see from Theorem 4.2.3, to guarantee the global existence and uniqueness of
mild solutions it is sufficient to assume that B is globally Lipschitz. The following
exercise shows that this hypothesis can be slightly relaxed by assuming that B is
locally Lipschitz but linearly bounded.

Exercise 4.2.4. Let Assumption 4.2.1 be in force. Assume that B.u/ is linearly
bounded, i.e.,

kB.u/k � C1 C C2kA˛uk for all u 2 H˛:

Then problem (4.2.1) has a unique mild solution for every interval Œ0;T� and for
any initial data. Hint: Use the non-explosion criterion in (4.2.5) and also the Henry-
Gronwall lemma (see Lemma A.2.3 in the Appendix).

Remark 4.2.5. Theorem 4.2.3 can also be applied in the situation when, instead
of (4.2.2), we assume that B is a locally Lipschitz mapping from HsC˛ into Hs with
some s 2 R and 0 � ˛ < 1 and for every � > 0 there exists L� such that

kB.u1/�B.u2/ks � L�ku1�u2ksC˛; ui 2 H˛; kuiksC˛ � �; i D 1; 2: (4.2.12)

Indeed, in this case we can consider the problem in the space OH D Hs. The semi-
group e�At possesses the same properties in each space Hs, and thus Theorem 4.2.3
gives a result on well-posedness of problem (4.2.1) in the space C.Œ0;T�;HsC˛/.

We also note that if (4.2.12) holds for some ˛ D ˛�, then the same relation is true
for all ˛ 2 Œ˛�; 1/. Thus, using Theorem 4.2.3 we can conclude that a solution from
C.Œ0;T�;HsC˛�

/ belongs to C.Œ0;T�;HsC˛/ for every ˛ 2 Œ˛�; 1/ provided u0 2 H˛ .
Below we will see that this conclusion remains true even for u0 2 H˛�

but on the
intervals Œı;T� with ı > 0.

Finally we note that we can avoid the requirements of the discrete spectrum for
A by assuming that A is a positive self-adjoint operator only.

Exercise 4.2.6. Let u.t/ be a mild solution. Using the integral relation in (4.2.3)
and the smoothening estimate in (4.2.7), show that u.t/ 2 C..0;T�;Hˇ/ for every
ˇ 2 Œ˛; 1/ and

ku.t/kˇ � C˛;ˇ



1

tˇ�˛ ku0k˛ C mR

�

; t 2 .0;T�;

for every t 2 .0;T� and some constant mR under the condition that ku.t/k˛ � R.

Exercise 4.2.7. Using the same idea as in Exercise 4.2.6, show that the Lipschitz
property in (4.2.4) can be improved in the following way: for every ˇ 2 Œ˛; 1/

and every pair u1.t/ u2.t/ of mild solutions on Œ0;T� such that kuj.t/k˛ � R for all
t 2 Œ0;T�, we have the estimate

ku1.t/ � u2.t/kˇ � C˛;ˇ




aR.T/C 1

tˇ�˛

�

ku10 � u20k˛; t 2 .0;T�;

with positive constants C˛;ˇ and aR.T/.
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Exercise 4.2.8. Using (4.2.7) show that every mild solution u.t/ to (4.2.1) satisfies
the following inequality:

ku.t1/ � u.t2/kˇ � �
�
�

1 � e�jt1�t2jA�u0
�
�
ˇ

C C˛;ˇmRjt1 � t2j1�ˇ; t1; t2 2 .0;T�;

for every ˇ 2 Œ0; 1/ under the condition that ku.t/k˛ � R for every t 2 .0;T�. In
particular, by (4.2.8) this implies that u.t/ is Hölder continuous in each space H�

with � < ˛ and in H˛ if u0 2 H� with � > ˛.

Proposition 4.2.9. Let Assumption 4.2.1 be in force. Then any mild solution u.t/ is
also weak; i.e., it satisfies the relation

.u.t/; v/ D .u0; v/�
Z t

0

.u.�/;Av/ d�C
Z t

0

.B.u.�//; v/ d�; v 2 D.A/; (4.2.13)

for t from every existence interval Œ0;T�. Moreover, we have that

• u 2 L2.0;TI H1=2/,
• u.t/ is absolutely continuous in H�1=2,
• u.t/ satisfies (4.2.1) as an equality in H�1=2 for almost t 2 Œ0;T�,
• the following energy balance relation holds:

1

2
ku.t/k2 C

Z t

0

ku.�/k21=2d� D 1

2
ku0k2 C

Z t

0

.B.u.�//; u.�// d�: (4.2.14)

Proof. Let PN be the orthoprojector onto Span fe1; : : : ; eNg. Then uN D PNu.t/
satisfies the integral equation

uN.t/ D e�tAPNu0 C
Z t

0

e�.t��/AfN.�/ d� with fN.�/ D PNB.u.�//

in the finite-dimensional space PNH. Thus, the standard finite-dimensional calcula-
tions after the limit transition lead to the desired results.

Exercise 4.2.10. Show that under the conditions of Proposition 4.2.9 any mild
solution possesses the property ut 2 C..0;T/I H�ı/ for every ı > 0. Hint: Use
equation (4.2.1) and apply the result of Exercise 4.2.6.

4.2.2 A case study: Henry-Miklavčič model

To demonstrate different issues related to the well-posedness of mild solutions, we
consider an abstract version of the model considered in HENRY [123] (see also
CHUESHOV [39, Chapter 2]).
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Let A satisfy Assumption 4.2.1. Consider the problem

ut C Au D ��kA˛ukmu; u
ˇ
ˇ
tD0 D u0; (4.2.15)

where 0 � ˛ < 1, m � 1, and � 2 R. We note that a one-dimensional version of
this model was considered in Exercise 1.7.19.

Exercise 4.2.11. Make sure that problem (4.2.15) satisfies the Lipschitz condition
in (4.2.2) with L� D j�j��˛

1 .1C m/�m.

The model in (4.2.15) is exactly solvable. Indeed, any mild solution u.t/ can be seen
as a solution to the linear equation

ut C Au C f .t/u D 0; with f .t/ D �kA˛u.t/km: (4.2.16)

Thus, we can write

u.t/ D exp

�

�tA �
Z t

0

f .�/ d�

�

u0;

which implies that

kA˛e�tAu0km D kA˛u.t/km exp

�

�m
Z t

0

kA˛u.�/km d�

�

D 1

m�

d

dt
exp

�

�m
Z t

0

kA˛u.�/km d�

�

:

Therefore, after integration we obtain

exp

�

��
Z t

0

kA˛u.�/km d�

�

D 1



1C �m
Z t

0

kA˛e��Au0km d�

�1=m

and thus arrive at the following explicit formula for a mild solution:

u.t/ D exp f�Atg u0



1C �m
Z t

0

kA˛e��Au0km d�

�1=m
(4.2.17)

This formula allows us to state explosion criteria for solutions in the system. We
recall that explosion of a local solution u.t/ means that u.t/ is defined on some
interval Œ0;T/ and blows up at the end of the interval, i.e., ku.t/k˛ ! C1 as t ! T
with t < T .
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• Case � � 0: There is no explosion; a mild solution exists globally for every
initial data u0 2 H˛ .

• Case � < 0: In this case a solution u.t/ with initial data u0 blows up if and only
if

Z C1

0

kA˛e��Au0km d� >
1

j�jm : (4.2.18)

In particular, this means that solutions with small initial data exist globally and
solutions with large u0 blow up. This statement is confirmed by the following
exercises.

Exercise 4.2.12. Let� < 0. Show that solutions to (4.2.15) exist globally under the
condition ku0k˛ � .�1j�j�1/1=m. Hint: We know that ke�tAu0k˛ � e��1tku0k˛ .

Exercise 4.2.13. Let � < 0. Show that for every v0 2 H˛ there exists a positive
number 
� D 
.v0; ˛; �;m/ such that the solution to (4.2.15) with u0 D 
v0 exists
globally when 
 � 
� and this is not true when 
 > 
�. Calculate this critical
barrier 
�.

Exercise 4.2.14. Show that in the case m D 2 the explosion criterion in (4.2.18)
can be written as kA˛�1=2u0k > 1=

pj�j.
We note that the formula in (4.2.17) can also be used to construct solutions in the
case when u0 62 H˛ . Indeed, let u0 2 Hˇ for some 0 � ˇ < ˛ such that .˛�ˇ/m < 1.
In this case,

Z t

0

kA˛e��Au0km d� � C˛;ˇku0km
ˇ

Z t

0

�
1

�

�.˛�ˇ/m
d� D C˛;ˇku0km

ˇ

t1�.˛�ˇ/m

1 � .˛ � ˇ/m :

Thus, for every � 2 R there exists T� � C1 such that the function u.t/ given by
(4.2.17) possesses the property

u 2 C.Œ0;T�/;Hˇ/ \ C1..0;T�/;Hs/; 8 s 2 R:

The behavior of this function near zero is described in the following exercise.

Exercise 4.2.15. Show that lim supt!C0
˚

t˛�ˇkA˛u.t/k� < C1.

Thus, one can show that the integral in (4.2.3) for this u exists, and thus u.t/ satisfies
integral equation (4.2.3) with B.u/ D ��kA˛ukmu on the interval Œ0;T�/. Hence we
have a mild solution for the data u0 62 H˛ . Moreover, u.t/ satisfies (4.2.15) in the
classical sense.

In the case � < 0 we can observe the non-uniqueness effect when the initial data
do not belong to H˛ . Indeed, following an idea presented in HENRY [123], it is easy
to show that the function
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u.t/ D exp

�Z 1

t
f .�/ d�

�

v.t/ with v.t/ D e�Atv0

solves the differential equation in (4.2.15) on the interval .0; 1/. Here f .t/ is the
same as in (4.2.16). Thus, by the same calculations as used above, one can see that
any solution v.t/ to the equation vt C Av D 0 generates a solution to (4.2.15) on the
interval .0; 1/ by the formula

u.t/ D v.t/



1C j�jm
Z 1

t
kA˛v.�/km d�

�1=m
: (4.2.19)

We take v.t/ D e�tAv0, where v0 2 H. In this case, u 2 C1..0; 1�;Hs/ for all s 2 R.
Assume that

lim inf
t!C0

˚

tˇkA˛e�tAv0k
�

> 0 for some ˇ > 1=m: (4.2.20)

Then we have

lim inf
t!C0

�

tmˇ�1
Z 1

t
kA˛e��Av0km d�

�

> 0:

This implies u.t/ ! 0 in H as t ! C0. Thus, the function u given by (4.2.19)
possesses the property

u 2 L � C.Œ0; 1�;H/ \ C1..0; 1/;D.A//

and solves (4.2.15) with the zero initial data. Hence, under the condition (4.2.20),
we have non-uniqueness of mild solutions to (4.2.15) in the class L .

We note that the requirement in (4.2.20) can be satisfied if, for instance, we
assume that the spectrum of the operator A has the form �k D k2, k D 1; 2; : : :

(this corresponds to the spectrum of the 1D Laplace operator). Indeed, let � > 1=2;
then

v0 D
1X

kD1

1

k�
ek 2 H:

In this case with 4˛ � 2� > �1 we have that

kA˛e�tAv0k2 D
1X

kD1
k4˛�2�e�k2t � c0

Z 1

1

�4˛�2�e��2t d�
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D c0

�
1p

t

�4˛�2�C1 Z 1
p

t
s4˛�2�e�s2 d� � c1

�
1

t

�2˛��C1=2
:

Thus, we obtain (4.2.20) with ˇ D ˛� .��1=2/=2. Thus, in the case when ˛m > 1

we can choose � > 1=2 such that (4.2.20) holds.

4.2.3 Galerkin method

Well-posedness issues for the problem in (4.2.1) can also be studied with the help
of the Galerkin method.

Let PN be the orthoprojector in H onto Span fe1; : : : ; eNg. A Galerkin approxi-
mate solution to (4.2.1) of order N with respect to the basis fekg is defined as a
continuously differentiable function

uN.t/ D
NX

kD1
gk.t/ek;

with values in the finite-dimensional space PNH which satisfies the equations

uN
t C AuN D PNB.uN/; uN

ˇ
ˇ
tD0 D PNu0 2 H: (4.2.21)

In the exercises below we assume that Assumption 4.2.1 is in force.

Exercise 4.2.16. Show that (4.2.21) can be rewritten as a system of N ordinary
differential equations for the functions gk.t/. Using Theorem A.1.2 make sure that
for each N the problem in (4.2.21) is locally well-posed.

Exercise 4.2.17. Show that problem (4.2.21) is equivalent to the problem of finding
a continuous function uN with values in PNH satisfying the integral equation

uN.t/ D e�tAPNu0 C
Z t

0

e�.t��/APNB.uN.�// d�: (4.2.22)

Exercise 4.2.18. Let u0 2 H˛ . Using the same method as in Theorem 4.2.3, prove
the local solvability well-posedness of problem (4.2.22) on a segment Œ0;T�, where
the parameter T can be chosen to be independent of N. Moreover, the following
uniform estimate is valid:

sup
N

max
t2Œ0;T� kuN.t/k˛ � R for some R > 0: (4.2.23)

The parameter R depends on ku0k˛ .
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Theorem 4.2.19. Let Assumption 4.2.1 be in force and u0 2 H˛ . Assume that a
sequence of approximate solutions uN admits estimate (4.2.23) on some interval
Œ0;T�. Then there exists a mild solution u.t/ to problem (4.2.1) on the segment Œ0;T�
and

max
t2Œ0;T� ku.t/ � uN.t/k˛ � C

 

k.1 � PN/u0k C 1

�1�˛NC1

!

; (4.2.24)

where C D C.T;R; ˛/ > 0 is a constant independent of N.

Proof. It follows from (4.2.21) that

uN.t/ D e�.t�s/AuN.s/C
Z t

s
e�.t��/APNB.uN.�// d�; N D 1; 2; : : : :

Therefore, using Proposition 4.1.9 and also estimate (4.2.7), we can see that for
N < M:

kuM.t/ � uN.t/k˛ �kuM.s/ � uN.s/k˛

C
Z t

s

h	 ˛

t � �

˛ C �˛NC1

i

e�.t��/�NC1kB.uN.�//k d�

C
Z t

s

�
˛

e.t � �/
�˛

kB.uN.�// � B.uM.�//k d�

for all 0 � s < t � T . This implies that

kuM.t/ � uN.t/k˛ �kuM.s/ � uN.s/k˛ C M.R/JN.t; s/

C LR

	˛

e


˛ jt � sj1�˛
1 � ˛ max

�2Œs;t� kuN.�/ � uM.�/k˛ (4.2.25)

for all 0 � s < t � T , where M.R/ D kB.0/k C LRR and

JN.t; s/ D
Z t

s

h	 ˛

t � �

˛ C �˛NC1

i

e�.t��/�NC1 d�; t > s: (4.2.26)

Introducing the new variable � D .t � �/�MC1, one can see that

JN.t; s/ � JN.t;�1/ D ��1C˛
NC1




1C ˛˛
Z 1

0

��˛e�� d�

�

� ��1C˛
MC1 Œ1C ~˛� :

(4.2.27)

Thus, it follows from (4.2.25) that there exists T� D T�.R; ˛/ � T such that

max
t2Œs;sCT��

kuM.t/ � uN.t/k˛ � 2kuM.s/ � uN.s/k˛ C C.R; ˛/��1C˛
NC1
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for all s 2 Œ0;T/ such that s C T� � T . Hence the step-by-step procedure leads to
the relation

max
t2Œ0;T� kuM.t/ � uN.t/k˛ � C

	

kPM � PN/u0k C �
�.1�˛/
NC1




for all M > N and for any interval Œ0;T� for which (4.2.23) holds. Thus, there exists
a function u 2 C.0;TI H˛/ such that (4.2.24) holds. It is easy to see that this u is a
mild solution to (4.2.1).

4.2.4 Nonlinearity with the main potential part

Now we consider a case in which we can guarantee the global solvability of
problem (4.2.1). We impose the following hypothesis.

Assumption 4.2.20. Assumption 4.2.1 holds with ˛ D 1=2, i.e.,

(i) A is a positive self-adjoint operator with discrete spectrum on H (see Defini-
tion 4.1.1);

(ii) B is a locally Lipschitz mapping from H1=2 D D.A1=2/ into H such that for
every � > 0 there exists L� such that

kB.u1/ � B.u2/k � L�ku1 � u2k1=2; ui 2 H1=2; kuik1=2 � �; i D 1; 2:

(4.2.28)

Assume in addition that

B.u/ D �B0.u/C B1.u/;

where B1 W H1=2 7! H is continuous and linearly bounded, i.e.,

kB1.u/k � c1 C c2kuk1=2; u 2 H1=2; (4.2.29)

and B0 W H1=2 7! H is a potential operator on the space H1=2. This means (see
Section A.5 in the Appendix) that there exists a Frechét differentiable functional
˘.u/ on H1=2 such that B0.u/ D ˘ 0.u/, i.e.,

lim
kvk1=2!0

1

kvk1=2
h

˘.u C v/ �˘.u/ � .B0.u/; v/
i

D 0: (4.2.30)

Remark 4.2.21. We note that under Assumption 4.2.20 it follows from Proposi-
tion A.5.2 in the Appendix (see also (A.5.4)) that for every u 2 C1.Œa; b�;H1=2/ the
scalar function t 7! ˘.u.t// is a C1 function on Œa; b� and
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d

dt
˘.u.t// D .B0.u.t//; ut.t//; t 2 Œa; b�: (4.2.31)

Moreover, the relation in (A.5.5) in this case gives us that

˘.u C v/ �˘.u/ D
Z 1

0

.B0.u C �v/; v/ d� for every u; v 2 H1=2:

This formula with u D 0 yields

sup
˚j˘.v/j W kvk1=2 � R

�

< 1 for every R > 0

under the condition that supfkB0.v/k W kvk1=2 � R
�

< 1 for every R > 0.

Theorem 4.2.22. Let Assumption 4.2.20 be in force. Assume that the functional
˘.u/ possesses the following property: there exist ˇ < 1=2 and � � 0 such that

ˇkA1=2uk2 C˘.u/C � � 0; 8 u 2 H1=2: (4.2.32)

Then for every u0 2 H1=2 problem (4.2.1) has a unique mild solution u.t/ in the
space C.RCI H1=2/. Moreover, there exists the time derivative ut which belongs to
L2.0;TI H/ for every T > 0, and the following balance relation:

E.u.t//C
Z t

0

kut.�/k2d� D E.u0/C
Z t

0

.B1.u.�//; ut.�//d� (4.2.33)

holds for every t > 0. Here

E.u/ D 1

2
kA1=2uk2 C˘.u/; u 2 H1=2:

Proof. To obtain the result we use Theorem 4.2.19 on approximations.
Let

uN.t/ D
NX

kD1
gk.t/ek

be the Galerkin approximation of order N. Then uN.t/ solves problem (4.2.21); i.e.,
we have that

uN
t C AuN D PNB.uN/; uN

ˇ
ˇ
tD0 D PNu0 2 H:

To apply Theorem 4.2.19 we need to check (4.2.23). To do this we multiply the
equation above by uN

t . This yields
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kuN
t k2 C d

dt



1

2
kA1=2uNk2 C˘.uN/

�

D.B1.uN/; uN
t /

� 1

2
kuN

t k2 C c21 C c22kA1=2uNk2;

where c1 and c2 are the constants from (4.2.29). By (4.2.32),

W.uN/ WD 1

2
kA1=2uNk2 C˘.uN/C � �

�
1

2
� ˇ

�

kA1=2uNk2:

It is also easy to see that

1

2
kuN

t k2 C d

dt
W.uN/ � a1W.u

N/C a2

on any interval Œ0;T�with some ai > 0. This relation allows us to obtain the estimate

kA1=2uN.t/k2 C
Z t

0

kuN
t .�/k2d� D CT

�

1C E.PNu0/
� � CR;T (4.2.34)

for every initial data u0 2 H1=2 such that ku0k1=2 � R. This allows us to apply
Theorem 4.2.19 and show the existence of a mild solution. Moreover, using (4.2.34)
we have that fuN

t g is a weakly compact sequence in L2.0;TI H/ for every T > 0.
Therefore, the convergence uN ! u given by Theorem 4.2.19 implies that the
generalized time derivative ut exists and belongs to L2.0;TI H/.

To prove (4.2.33), we note that from (4.2.13) in Proposition 4.2.9 it follows that
w.t/ D PNu.t/ solves the following finite-dimensional equation:

wt C Aw D fN.t/ � �PNB0.u.t//C PNB1.u.t//:

Thus, using the multiplier wt we obtain

E.PNu.t//C
Z t

0

kPNut.�/k2d� DE.PNu0/C
Z t

0

.B1.u.�//;PNut.�//d�

C
Z t

0

.B0.PNu.�// � B0.u.�//;PNut.�//d�:

After the limit transition N ! 1, we obtain (4.2.33).

Remark 4.2.23. By Proposition 4.2.9 the solution u.t/ given by Theorem 4.2.22 is
also weak. Moreover, it follows from (4.2.33) that ut.t/ 2 H for almost all t, and the
equation in (4.2.1) is satisfied as an equality in H. In particular, this allows us to see
that the mild solution possesses the properties

u 2 L2.0;TID.A//; ut 2 L2.0;TI H/; 8 T > 0:

Following PAZY [181] it is natural to call this solution strong.
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The method which leads to the a priori estimate (4.2.34) and the balance relation
in (4.2.33) is very close to the approach developed in Chapter 5 for second order in
time models. The multiplier ut is crucial in both cases. We refer to Section 5.1.3 for
a further discussion of this issue.

4.2.5 Semilinear heat (reaction-diffusion) equation

One of the standard applications of the results presented above is a semilinear heat
equation.

In a bounded domain ˝ � R
d we consider the following problem:

ut.x; t/ ��u.x; t/C f .u.x; t/;ru.x; t// D 0 (4.2.35)

endowed with boundary and initial conditions

u
ˇ
ˇ
@˝

D 0; u
ˇ
ˇ
tD0 D u0: (4.2.36)

Here f .u; �/ is a function on R
1Cd which is specified below.

We consider (4.2.35) in the space H D L2.˝/ and suppose A D �� on the
domain

D.A/ D H2.˝/ \ H1
0.˝/ � ˚

u 2 L2.˝/ W @xixj u 2 L2.˝/; u
ˇ
ˇ
@˝

D 0
�

;

where we use the notation Hs.˝/ for the Sobolev space of order s and Hs
0.˝/

denotes the closure of C1
0 .˝/ in Hs.˝/. It is well known that D.A1=2/ D H1

0.˝/.
The nonlinear mapping B is defined by the relation

ŒB.u/�.x/ D f .u.x/;ru.x//; u 2 H1
0.˝/:

There are two important cases in which B satisfies (4.2.2) with ˛ D 1=2:

• f W R
1Cd 7! R is globally Lipschitz. In this case (4.2.2) holds with L�

independent of �.
• f W R

1Cd 7! R possesses a polynomially bounded main part, i.e.,

f .u; �/ D �f0.u/C f1.u; �/; (4.2.37)

where f1 W R
1Cd 7! R is globally Lipschitz and f0 W R

1 7! R satisfies the
inequality

jf0.u/ � f0.v/j � C.1C jujr C jvjr/ju � vj; (4.2.38)
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where r 2 Œ0;C1/ when d � 2 and r � 2.d � 2/�1 for d � 3. To prove (4.2.2)
with ˛ D 1=2 for this case, we use the following embedding (see ADAMS [1]):

H1.˝/ � Lp.˝/ if

�
d � 2; 8 p < 1I
d > 2; p � 2d.d � 2/�1:

Under the conditions above, B0.u/ D f0.u.x// has a potential ˘.u/ which is
given by

˘.u/ D
Z

˝

"
Z u.x/

0

f0.�/ d�

#

dx; u 2 H1
0.˝/:

The condition in (4.2.32) is satisfied when

lim inf
jsj!1

f0.s/

s
> ��1; (4.2.39)

where �1 is a first eigenvalue of the operator �� with the Dirichlet boundary
conditions.

The conditions above can be relaxed in several directions. For instance, for d D 3we
know from ADAMS [1] that Hs.˝/ � L1.˝/ when s > 3=2. Thus, if f0 2 C1.R/,
then

kf0.u1/�f0.u2/k2L2.˝/

�
Z

˝


Z 1

0

jf 0
0.�u1.�/C .1 � �/u2.x//j d�

�2

ju1.x/ � u2.x/j2dx

� sup
˚jf 0.s/j W jsj � c0

�ku1kHs.˝/ C ku2kHs.˝/

�� ku1 � u2k2L2.˝/
for every s > 3=2. This observation makes it possible to show that the corresponding
operator B is locally Lipschitz from D.A˛/ into H for every 3=4 < ˛ < 1.
Thus, we can apply Theorem 4.2.3 to prove the local well-posedness of the
problem in (4.2.35) and (4.2.36) without any growth requirements like (4.2.38).
For more details and other examples we refer to HENRY [123] and CHUESHOV

[39, Chapter 2].
In particular, we can consider a vector version of the model considered in (4.2.35)

by assuming that

u D .u1I : : : I um/; f .u/ D .f 1.u/I : : : I f m.u//:

This situation describes a reaction-diffusion process of m reagents with concentra-
tions u1; u2; : : : ; um, whose diffusion coefficients can also be different. Thus (see,
e.g., HENRY [123]) we obtain the system
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ui
t � �i�u C f i.u1; : : : ; um/ D 0; i D 1; 2; : : : ;m: (4.2.40)

In this case the Neumann boundary condition

@ui

@n
D 0; on @˝; i D 1; 2; : : : ;m; (n is outward normal to @˝); (4.2.41)

is more natural than the Dirichlet condition in (4.2.36), because the former states
the absence of flows of reagents crossing @˝.

We mention that the dynamics in system (4.2.40) and (4.2.41) can present
rather complicated behaviors. For instance, every bifurcation picture discussed in
Section 1.9 can be detected in some reaction-diffusion system of the form (4.2.40)
and (4.2.41). The point is that the subspace L0 of the constant (independent of x)
vectors is invariant with respect to the dynamics governed by (4.2.40) and (4.2.41).
The restriction of (4.2.40) and (4.2.41) on the subspace L0 is an ODE of the form
Pu C f .u/ D 0. We also refer to the survey of POLÁČEK [185] and the references
therein for general results on the realization of ODE dynamics by several classes of
parabolic PDEs.

4.3 Long-time dynamics in semilinear parabolic equations

In this section we continue our studies of the qualitative properties of parabolic
systems which are modeled by equation (4.2.1). We concentrate on long-time
dynamics and attractors. To proceed we assume that problem (4.2.1) has a unique
mild solution on RC.2 By Theorem 4.2.3 this solution is continuous both in time
and initial data. Thus, we can define a dynamical system .H˛; St/ on H˛ with an
evolution operator St given by the formula

Stu0 D u.t/; where u.t/ solves (4.2.1).

Our goal in this section is to apply the method developed in Chapters 2 and 3 to
describe the asymptotic properties of the dynamical system .H˛; St/.

4.3.1 Dissipativity and compactness

We start with the following assertion, which shows that dissipativity implies
compactness.

2We refer to Theorem 4.2.22, which provides sufficient conditions for this global well-posedness.
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Proposition 4.3.1. Assume that the problem (4.2.1) satisfies Assumption 4.2.1
and generates a dynamical system .H˛; St/ in H˛ . Then .H˛; St/ is conditionally
compact (see Definition 2.2.1). If this system is dissipative, then it is compact
(see Definition 2.2.1). Moreover, if the ball B0 D fu 2 H˛ W kuk˛ � R0g
is absorbing, then for every � 2 Œ0; 1/ there exists R� > 0 such that the set
B� D fu 2 H� W kuk� � R�g is also absorbing for .H˛; St/. The latter property
with � 2 .˛; 1/ means that the system has a compact absorbing set.

Proof. First we prove that dissipativity implies compactness. Due to the compact-
ness statement in Proposition 4.1.6, it is sufficient to show that the ball B� with some
radius R� > 0 is absorbing when � 2 .˛; 1/.

It follows from (4.2.3) and (4.1.9) that u.t/ D Stu0 satisfies the relation

ku.t/k� �
�
� � ˛

e.t � s/

���˛
ku.s/k˛ C

Z t

s

�
�

e.t � �/
��

kB.u.�//k d� (4.3.1)

for all t > s. Let D be a bounded set in H˛ and u0 2 D. We have u.t/ D Stu0 2 B0
for t � tD. Thus,

ku.t/k� �
�
� � ˛

e.t � s/

���˛
R0 C L.R0;B/

�
�

e

�� jt � sj1��
1 � � (4.3.2)

for all t > s � tD, where L.R0;B/ D supfkB.u/k W u 2 B0g. Thus taking t D s C 1

we obtain that the set B� D fu 2 H� W kuk� � R�g is absorbing with the radius

R� D
�
� � ˛

e

���˛
R0 C L.R0;B/

�
�

e

��
1

1 � � :

To prove the conditional compactness of .H˛; St/, we note that for every bounded
forward invariant set D we have that kB.u.�/k � CD for all � � 0. Therefore,
the conclusion follows from (4.3.1) with s D 0 in the same manner as above. This
concludes the proof.

The following theorem gives some conditions under which equation (4.2.1)
generates a dissipative dynamical system.

Theorem 4.3.2. Assume that Assumption 4.2.20 is in force; that is,

(i) A is a positive self-adjoint operator with discrete spectrum on H;
(ii) B is a locally Lipschitz mapping from H1=2 D D.A1=2/ into H such that for

every � > 0 there exists L� such that (4.2.28) holds;
(iii) B.u/ D �B0.u/ C B1.u/, where B1 W H1=2 7! H is continuous and linearly

bounded, i.e., (4.2.29) holds, and B0 � ˘ 0 W H1=2 7! H is a potential operator
on the space H1=2.
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Assume in addition that

(iv) there exist ˇ < 1=2 and � � 0 such that (4.2.32) holds, i.e.,

ˇkA1=2uk2 C˘.u/C � � 0; 8 u 2 H1=2I (4.3.3)

(v) there exist � < 1 and ı > 0 such that

.B0.u/; u/C �kA1=2uk2 C ı � 0; 8 u 2 H1=2I (4.3.4)

(vi) for every ~ > 0 there exists C~ such that

kB1.u/k � C~ C ~kA1=2uk for all u 2 H1=2: (4.3.5)

Then problem (4.2.1) generates a dissipative dynamical system .H1=2; St/ in H1=2.

Proof. By Theorem 4.2.22 problem (4.2.1) possesses a unique global solution u.t/
and generates a dynamical system in H1=2. Using the balance relation in (4.2.14),
we obtain that

1

2

d

dt
kuk2 C kA1=2uk2 C .B0.u/; u/ D .B1.u/; u/ � 
kA1=2uk2 C C
; (4.3.6)

for every 
 > 0 and for almost all t � 0. The balance relation in (4.2.33) yields

kutk2 C d

dt



1

2
kA1=2uk2 C˘.u/

�

D .B1.u/; ut/ � 1

2
kutk2 C 
kA1=2uk2 C C


(4.3.7)

for almost all t � 0. On the space H1=2 we define the functional

W .u/ WD 1

2
kuk2 C 1

2
kA1=2uk2 C˘.u/C �:

Since by Remark 4.2.21 ˘.u/ is bounded on every bounded set, we conclude
from (4.3.3) that

a1kA1=2uk2 � W .u/ � �.kA1=2uk/; (4.3.8)

where a1 > 0 and �.r/ D � C a2r2 C supfj˘.u/j W kuk1=2 � rg. It also follows
from (4.3.6), (4.3.7), and (4.3.4) that

d

dt
W .u.t//C �kA1=2u.t/k2 � b; t > 0; (4.3.9)



170 4 Abstract Parabolic Problems

for some �; b > 0. The relations in (4.3.8) and (4.3.9) allow us to apply
Theorem 2.1.2 (see also Exercise 2.1.3) and conclude that .H1=2; St/ is a dissipative
system.

Exercise 4.3.3. Show that (4.3.5) is valid when B1 has sublinear growth; i.e., there
exists � 2 Œ0; 1/ such that kB1.u/k � c1 C c2kA1=2uk� for all u 2 H1=2.

Exercise 4.3.4. Show that the conditions of Theorem 4.3.2 are valid for the heat
equation in (4.2.35) when f has the form (4.2.37), where (i) f0 satisfies (4.2.38)
and (4.2.39); (ii) f1 is globally Lipschitz and has sublinear growth

jf1.u; �/j � c1 C c2.juj C j�j/� with � 2 Œ0; 1/.

Corollary 4.3.5. Under the hypotheses of Theorem 4.3.2, the system .H1=2; St/

generated by (4.2.1) is compact. Thus, it possesses a compact global attractor.

Proof. By Theorem 4.3.2 the system is dissipative. Hence by Proposition 4.3.1 the
system is compact. Thus, the existence of a compact global attractor follows from
Theorem 2.3.5.

As we will see below, the global attractor given by Corollary 4.3.5 is finite-dimen-
sional. We derive this fact from quasi-stability properties of the system considered,
which we establish in Section 4.3.3 below.

4.3.2 Stationary solutions

Under the hypotheses of Theorem 4.3.2 we can also establish the existence of
stationary solutions (which definitely belong to the attractor).

Proposition 4.3.6. Let B.u/ D �B0.u/ C B1.u/ and let Assumption 4.2.20 be in
force. Assume in addition that relations (4.3.4) and (4.3.5) hold. Then the set

N D ˚

u 2 H1=2 W Au C B0.u/ D B1.u/
�

(4.3.10)

of stationary solutions is a nonempty bounded set in H1 (hence it is compact in
H1=2).

We note that the hypotheses in Proposition 4.3.6 are not optimal and can be relaxed
substantially (see, e.g., LIONS [151] or SHOWALTER [210]). Our motivation behind
Proposition 4.3.6 is to describe equilibria in the case when the system .H1=2; St/

possesses a global attractor.

Proof. We consider a sequence fuNg of Galerkin approximations which are defined
as elements in PNH satisfying the equation

AuN C PNB0.u
N/ D PNB1.u

N/; N D 1; 2; : : : (4.3.11)

To show the existence of these solutions, we apply the following “acute angle”
lemma (see, e.g., SHOWALTER [210, Proposition 2.1, p. 37]).
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Lemma 4.3.7. Let f W BR WD fx 2 Rd W jxj � Rg 7! R
d be a continuous mapping

such that .f .x/; x/Rd � 0 for every x 2 @BR. Then f has a zero in the ball BR.

Exercise 4.3.8. State and prove Lemma 4.3.7 in the 1D case (d D 1).

To check the conditions of Lemma 4.3.7, we note that (4.3.4) and (4.3.5) with an
appropriate ~ > 0 imply that

.AuN C PNB0.u
N/ � PNB1.u

N/; uN/ � 1

2
.1 � �/kA1=2uNk2 � c.ı; �/:

By Lemma 4.3.7 this implies that for every N there exists at least one solution
to (4.3.11) satisfying the estimate

kA1=2uNk2 � R � 2.1 � �/�1c.ı; �/

This yields that

kAuNk2 � kB0.u
N/k C kB1.u

N/k � CR:

Thus, the set fuNg is bounded in H1 and hence compact in H1=2. This allows us to
make the limit transition (along a subsequence) and prove the existence of stationary
solutions. It is clear that the set N of all stationary solutions is bounded in H1.

As we know from Chapter 2, except for equilibria the global attractor may also
contain periodic orbits. In this relation we note that, similar to finite-dimensional
Theorem 1.8.8 on periodic orbits, we can give a low bound for possible periods of
orbits of the system generated by (4.2.1) (see ROBINSON [196, p. 156]). However,
it seems that the bound in ROBINSON [196] is not sharp.

4.3.3 Squeezing and quasi-stability

Two facts presented in this section allow us to involve the powerful tools developed
in Chapter 3 for studies of parabolic models. The first fact is the following
Ladyzhenskaya squeezing property (see LADYZHENSKAYA [142] and the references
therein) of the evolution operator St. This is an important component of many
qualitative considerations for parabolic PDEs. It can be treated as a strong form
of quasi-stability.

Proposition 4.3.9 (Ladyzhenskaya squeezing property). Let Assumption 4.2.1
be in force. Assume that (4.2.1) generates a dynamical system .H˛; St/. We denote
QN D I � PN, where PN is the orthoprojector onto Span fe1; : : : ; eNg in H. Then for
every 0 < q < 1, 0 < a � b < C1, and R > 0 there exists N� D N.a; b;R; q/
such that
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kQN ŒStu � Stu��k˛ � qku � u�k˛; 8 t 2 Œa; b�; 8 N � N�; (4.3.12)

for any u and u� from the set

D D fu 2 H˛ W kStuk˛ � R for all t 2 Œ0; b�g :

Proof. Let u.t/ D Stu and u�.t/ D Stu� . Using Proposition 4.1.9, one can see that

kQN.u.t/ � u�.t//k˛ � e�t�NC1kQN.u.0/ � u�.0//k˛

C LR

Z t

0

h	 ˛

t � �

˛ C �˛NC1

i

e�.t��/�NC1ku.�// � u�.�/k˛ d� (4.3.13)

for all t 2 Œ0; b�. It follows from (4.2.4) (see also (4.2.6) in the case of globally
Lipschitz B) that there exists a constant C.R; b/ > 0 such that

ku.t/ � u�.t/k˛ � C.R; b/ku.0/ � u�.0/k˛; t 2 Œ0; b�; u.0/; u�.0/ 2 D :

Therefore, (4.3.13) yields

kQN.u.t/ � u�.t//k˛ � �

e�t�NC1 C LRC.R; b/JN.t; 0/
� ku.0/ � u�.0/k˛;

(4.3.14)

where JN.t; 0/ is defined in (4.2.26). Thus, using (4.2.27) we obtain that

kQN.Stu � Stu�/k˛ � �

e�t�NC1 C C�.R; b/��1C˛
NC1

� ku � u�k˛ (4.3.15)

for all t 2 Œ0; b� and u; u� 2 D . This inequality implies that for every q < 1,
0 < a � b < C1, and R > 0 we can choose N� such that (4.3.12) holds.

Exercise 4.3.10. If B.u/ is a globally Lipschitz function, then (4.3.12) is valid for
every u; u� 2 H˛ with N� independent of R.

Proposition 4.3.11 (Quasi-stability). Let the hypotheses of Proposition 4.3.9 be in
force. Then for every q < 1, 0 < a � b < C1, and forward invariant bounded set
B there exists N D N.a; b; q;B/ such that

kStu � Stu�k˛ � qku � u�k˛ C kPN ŒStu � Stu��k˛; 8 t 2 Œa; b�; (4.3.16)

for all u; u� 2 B. This means that the system .H˛; St/ satisfies Assumption 3.4.9 with
arbitrary t� > 0 and implies that .H˛; St/ is quasi-stable on B at every time t�.

Proof. We have that

kStu � Stu�k˛ � kQN ŒStu � Stu��k˛ C kPN ŒStu � Stu��k˛:

Thus (4.3.16) follows from (4.3.12).
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It is clear that kPN Œ � �k˛ is a compact seminorm on H˛ . Thus (3.4.8) in Assump-
tion 3.4.9 holds with X D H˛ , n1 � 0, and n2 D kPN Œ � �k˛ . The Lipschitz property
in (3.4.7) follows from (4.2.4). Therefore, we can apply Proposition 3.4.10.

Exercise 4.3.12. Show that the relation in (4.3.16) can be written in the following
uniform form:

kStu � Stu�k˛ � qkSru � Sru�k˛ C kPN ŒStu � Stu��k˛; u; u� 2 B; (4.3.17)

for all r � 0 and t 2 Œa C r; b C r� with q and N independent of r.

Remark 4.3.13. It follows from Exercise 4.2.7 that for every forward invariant
bounded set B in H˛ the evolution operator St is a Lipschitz mapping from B into
Hˇ with ˇ 2 Œ˛; 1/. More precisely, for every ˇ 2 Œ˛; 1/ and 0 < a � b < C1 and
forward invariant bounded set B there exists a constant C D CB.˛; ˇI a; b/ such
that

kStu � Stu�kˇ � CB.˛; ˇI a; b/ku � u�k˛; 8 t 2 Œa; b�; 8 u; u� 2 B: (4.3.18)

Since Hˇ is compactly embedded into H˛ for ˇ > ˛, the inequality in (4.3.18)
allows us to establish another form of quasi-stability of the system .H˛; St/ using
the same idea as in Corollaries 3.1.25 and 3.1.26.

Remark 4.3.14 (Foias-Temam squeezing property). The Ladyzhenskaya squeezing
inequality (4.3.12) implies that for every � > 0 the following property holds: for
each t 2 Œa; b� and u; u� 2 D we have either

kQN.Stu � Stu�/k˛ � �kPN ŒStu � Stu��k˛; (4.3.19)

or else

kStu � Stu�k˛ � q

�

1C 1

�

�

ku � u�k˛: (4.3.20)

Indeed, if (4.3.19) is not true for some t and u; u�, then

kPN.Stu � Stu�/k˛ < 1

�
kQN ŒStu � Stu��k˛:

Thus,

kStu � Stu�k˛ �kPN.Stu � Stu�/k˛ C kQN ŒStu � Stu��k˛

�
�

1C 1

�

�

kQN ŒStu � Stu��k˛:
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Therefore, (4.3.12) implies (4.3.20). In the case when q.1C ��1/ < 1, the property
above is a dynamical form of the Foias-Temam squeezing property restricted to the
interval Œa; b�; see CONSTANTIN/FOIAS/TEMAM [79] or TEMAM [216].

The results of Propositions 4.3.9 and 4.3.11 allow us to make several important
conclusions concerning the long-time dynamics of .H˛; St/.

4.3.4 Global and exponential attractors

The following assertion is a consequence of Theorem 3.4.11.

Theorem 4.3.15 (Global and exponential attractor). Let Assumption 4.2.1 be in
force. Assume that (4.2.1) generates a dissipative dynamical system .H˛; St/. Then
this system possesses a compact global attractor A of finite fractal dimension dimfA
in H˛ . This attractor is a bounded set in H1, and for any full trajectory fu.t/ W t 2
Rg from the attractor we have that u.t/ is an absolutely continuous function with
values in Hˇ for every ˇ < 1 and

sup
t2R

˚kut.t/kˇ C kAu.t/ � B.u.t//kˇ
� � C: (4.3.21)

Moreover, the system .H˛; St/ possesses a fractal exponential attractor Aexp (whose
dimension is finite in the phase space H˛).

We note that the bounds for the dimensions of A and Aexp can be derived from
Theorems 3.4.11 and 3.2.3.

Proof. By Proposition 4.3.11 the system satisfies Assumption 3.4.9 on every
bounded forward invariant set. Thus, we can apply Theorem 3.4.11 to conclude
the existence of finite-dimensional global attractor A.

To prove the claimed smoothness of the attractor, we first note that, by Proposi-
tion 4.3.1, for each ˇ < 1 there is an absorbing set which is bounded in Hˇ . Thus,
the attractor is bounded in Hˇ for every ˛ � ˇ < 1. Next, we can restrict the system
.H˛; St/ on the space Hˇ with ˛ < ˇ < 1 and apply Proposition 4.3.11 on the set A.
It follows from (4.3.17) that

ku.t C h/ � u.t/kˇ � qku.t C h � 1/ � u.t � 1/kˇ C �Nku.t C h/ � u.t/k�1Cˇ

for every t 2 R and for any full trajectory fu.t/ W t 2 Rg from the attractor. Since
on the attractor

ku.t C h/ � u.t/k�1Cˇ �
Z tCh

t

�ku.�/kˇ C kB.u.�//k� d� � CAjhj;
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we obtain that

.1 � q/ sup
t2R

ku.t C h/ � u.t/kˇ � CA�N jhj:

After the limit transition h ! 0 this yields (4.3.21), which, in particular, means that
A is a bounded subset of H1.

To prove the existence of the fractal exponential attractors Aexp, we use the sec-
ond part of Theorem 3.4.11. For this we need to check the Hölder continuity prop-
erty (3.4.10) on some absorbing set for .H˛; St/ with QX D H˛ . To do this, we note
that by Proposition 4.3.1 there exists an absorbing set B� which is bounded in H�

with some � > ˛. Therefore, Exercise 4.2.8 yields the desired Hölder continuity.

Corollary 4.3.16. Let the hypotheses of Theorem 4.3.2 be in force. Then the
system .H1=2; St/ generated by (4.2.1) possesses a finite-dimensional compact global
attractor A which is a bounded set in H1. There also exists a fractal exponential
attractor Aexp (with finite dimension in H1=2).

Proof. We apply Theorem 4.3.2 to show that the system .H1=2; St/ is dissipative.
Thus, the result follows from Theorem 4.3.15.

4.3.5 Gradient structure and rates of stabilization to equilibria

In this section we consider the situation presented in Corollary 4.3.16 under
additional conditions which guarantee a gradient structure of the system.

Theorem 4.3.17. Let the hypotheses of Theorem 4.3.2 be in force and B1.u/ � 0.
Then the system .H1=2; St/ generated by (4.2.1) is gradient, and thus the global
attractor given by Corollary 4.3.16 has a regular structure, i.e., A D M u.N /,
where M u.N / denotes the unstable manifold emanating from the set

N D fu 2 H˛ W Au C B0.u/ D 0g

of stationary points (see Definition 2.3.10). The global attractor A consists of full
trajectories � D fu.t/ W t 2 Rg such that

lim
t!�1 distX.u.t/;N / D 0 and lim

t!C1 distX.u.t/;N / D 0: (4.3.22)

For any u 2 H1=2 we have

lim
t!C1 distX.Stu;N / D 0; (4.3.23)

that is, any trajectory stabilizes to the set N of stationary points. In particular, if
the set N is finite, then for every u 2 H1=2 there exists � 2 N such that
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lim
t!C1 kStu � �k˛ D 0: (4.3.24)

Proof. Due to the balance relation (4.2.33) with B1 � 0, the functional

E.u/ D 1

2
kA1=2uk2 C˘.u/;

is a strict Lyapunov function for .H1=2; St/. Thus, the structure of the attractor
follows from Theorem 2.4.5. The convergence property in (4.3.24) follows from
Theorem 2.4.7.

Under additional conditions one can show that the convergence to an equilibrium
in (4.3.24) takes place at an exponential rate.

Theorem 4.3.18 (Rate of stabilization). In addition to the hypotheses of Theo-
rem 4.3.17, we assume that the set N of stationary points is finite and B0.u/ is
Fréchet differentiable on H1=2 at every stationary point. This means3 that for every
� 2 N there exists a bounded linear operator B0

0.�/ W H1=2 7! H such that

lim
kvk1=2!0

kB0.� C v/ � B0.�/ � B0
0.�/vk

kvk1=2 D 0:

Let all equilibria be hyperbolic in the sense that the equation Au C B0
0.�/u D 0

has only a trivial solution for each � 2 N . Then for any u 2 H1=2 there exist an
equilibrium � 2 N and constants � > 0, C > 0 such that

kStu � �k1=2 � Ce�� t for all t > 0: (4.3.25)

We note that this type of stabilization theorem is well known in the literature
for different classes of gradient systems, and several approaches to the ques-
tion of stabilization rates are available (see, e.g., BABIN/VISHIK [9] and also
CHUESHOV/LASIECKA [51, 56, 58] and the references therein). The approach
presented in BABIN/VISHIK [9] relies on the analysis of linearized dynamics near
each equilibrium and requires the hyperbolicity condition in a dynamical form (we
need this condition in a weaker form). Here we use the method developed for second
order in time evolution equations in CHUESHOV/LASIECKA [51, 56] (see also the
discussion in Chapter 5).

Proof. Let u 2 H1=2 and u.t/ D Stu. Then by Theorem 4.3.17 there exists an
equilibrium � 2 N satisfying (4.3.24). Thus, we need only to prove that Stu tends
to � with the stated rate. We can assume that supt�0 kStuk1=2 � R for some R > 0.

The function z.t/ D u.t/ � � solves the following equation:

3 For details see Definition A.5.1 in the Appendix.
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zt.t/C Az.t/C B0.� C z.t// � B0.�/ D 0; t > 0; (4.3.26)

in both the mild and the weak sense. Let

E .t/ D 1

2
kz.t/k21=2 C ˚.t/;

where

˚.t/ D ˘.� C z.t// �˘.�/ � .B0.�/; z/ �
Z 1

0

.B0.� C �z/ � B0.�/; z/d�:

In the same way as in Theorem 4.2.22 one can see that

E .t/C
Z t

0

kzt.�/k2d� D E .0/: (4.3.27)

In particular, E .t/ is non-increasing. Moreover, since z ! 0 in H1=2 as t ! C1,
we have that E .t/ ! 0 when t ! C1. Thus E .t/ � 0 for all t � 0. Since

j˚.t/j � CRkz.t/k1=2kz.t/k � "kz.t/k21=2 C CR"
�1kz.t/k2; 8 " > 0;

we have that

1

4
kz.t/k21=2 � CRkz.t/k2 � E .t/ � kz.t/k21=2 C CRkz.t/k2; 8 " > 0; (4.3.28)

Multiplying (4.3.26) by z one can show that

kz.t/k2 C
Z t

0

kz.�/k21=2d� � kz.0/k2 C CR

Z t

0

kz.�/k2d�:

Since E .t/ is monotone, we have that

TE .T/ �
Z T

0

E .t/dt �
Z T

0

kz.t/k21=2dt C CR

Z T

0

kz.t/k2dt:

Thus, we obtain that

TE .T/C
Z T

0

kz.t/k21=2dt � CR;T max
Œ0;T�

kz.t/k2 for every T � 0. (4.3.29)

Now we prove the following lemma.

Lemma 4.3.19. Let z.t/ be a mild solution to (4.3.26) such that
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Z T

T�1
kz.t/k21=2dt � ı and sup

t2RC

kz.t/k1=2 � % (4.3.30)

with some ı; % > 0 and T > 1. Then there exists ı0 > 0 such that

max
Œ0;T�

kz.t/k2 � C
Z T

0

kzt.t/k2dt (4.3.31)

for every 0 < ı � ı0, where the constant C may depend on ı, %, and T.

Proof. Assume that (4.3.31) is not true. Then for some ı > 0 small enough there
exists a sequence of solutions fzn.t/g satisfying (4.3.30) and such that

lim
n!1

(

max
Œ0;T�

kzn.t/k2

Z T

0

kzn
t .t/k2dt

��1)
D 1: (4.3.32)

By (4.3.30) maxŒ0;T� kzn.t/k2 � C% for all n. Thus (4.3.32) implies that

lim
n!1

Z T

0

kzn
t .t/k2dt D 0: (4.3.33)

Therefore,

max
Œ0;T�

kzn.t/ � zn.0/k � p
T


Z T

0

kzn
t .t/k2dt

�1=2

! 0; n ! 1:

Thus, due to (4.3.30) we can assume that there exists z� 2 H1=2 such that

zn.�/ ! z� 
-weakly in L1.0;TI H1=2/: (4.3.34)

It follows from (4.3.33), (4.3.26), and (4.3.30) that

Z T

0

kAzn.t/k2dt � C


Z T

0

kzn
t .t/k2dt C

Z T

0

kzn.t/k21=2dt

�

� CT.%/

for every n. Thus, we can see that u� D � C z� 2 H1 solves the problem
Au C B0.u/ D 0. From (4.3.30) we have that kA1=2.u� � �/k2 � ı. If we choose
ı0 > 0 such that kA1=2.�1 � �2/k2 > 2ı0 for every couple �1 and �2 of stationary
solutions (we can do it because the set N is finite), then we can conclude that
u� D � provided ı � ı0. Thus we have z� D 0 in (4.3.34). Moreover, applying
Theorem A.3.7 on compactness, we can conclude that
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max
Œ0;T�

kzn.t/k2 C
Z T

0

kzn.t/k21�
dt C
Z T

0

kzn
t .t/k2dt ! 0; n ! 1; 8 
 > 0:

(4.3.35)
Now we normalize the sequence zn by defining

Ozn � c�1
n zn with cn D max

Œ0;T�
kzn.t/k:

By (4.3.35), cn ! 0 as n ! 1. The relation in (4.3.32) yields

Z T

0

kOzn
t .t/k2dt ! 0 as n ! 1: (4.3.36)

It follows from (4.3.27) and (4.3.28) that

1

4
kA1=2zn.t/k2 � En.t/C CRkzn.t/k2 � En.T/C

Z T

0

kzn
t .�/k2d� C CRkzn.t/k2;

for all t 2 Œ0;T�. Hence using (4.3.29) we obtain that

1

4
sup

t2Œ0;T�
kA1=2zn.t/k2 �En.T/C

Z T

0

kzn
t .�/k2d� C CR max

Œ0;T�
kzn.t/k2;

� CR;T max
Œ0;T�

kzn.t/k2; T > 1:

Therefore, (4.3.35) implies that

sup
t2Œ0;T�

kA1=2zn.t/k ! 0; n ! 1;

and also the following uniform estimate:

sup
t2Œ0;T�

kA1=2Ozn.t/k2 � C; n D 1; 2; : : : :

Using (4.3.26) we can conclude that

kAOzn.t/k2 �2kOzn
t .t/k2 C 2

c2n
kB.� C zn.t// � B.�/k2

�2kOzn
t .t/k2 C CR;TkA1=2Ozn.t/k2:

This implies that

Z T

0

kAOzn.t/k2dt � CR;T ; n D 1; 2; : : : :
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Thus, relying on (4.3.36) we can assume that there exists Oz� 2 H1 such that

Ozn.�/ ! Oz� 
-weakly in L2.0;TI H1/: (4.3.37)

Moreover, by the Aubin-Dubinskii-Lions theorem (see Theorem A.3.7 in the
Appendix),

Z T

0

kOzn.t/ � Oz�k21�
dt ! 0; n ! 1; 8 
 > 0: (4.3.38)

The function Ozn satisfies the equation

Ozn
t C AOzn C 1

cn
ŒB0.� C zn/ � B0.�/� D 0: (4.3.39)

It follows from (4.3.38) that

1

cn
ŒB0.� C zn/ � B0.�/� ! B0

0.�/Oz� strongly in L2.0;TI H/:

Therefore, after the limit transition in (4.3.39) we have that Oz� satisfies

AOz� C B0
0.�/Oz� D 0

and, by hyperbolicity of �, we conclude that Oz� D 0. Thus (4.3.38) with Oz� D 0

and (4.3.36) imply that

max
Œ0;T�

kOznk ! 0 as n ! 1;

which is impossible.

Completion of the proof of Theorem 4.3.18. By (4.3.24) we can choose T0 > 0 such
that (4.3.30) holds with ı � ı0 and T > T0. Lemma 4.3.19, inequality (4.3.29), and
the energy relation in (4.3.27) imply that

TE .T/ � CR;T

Z T

0

kzt.t/k2dt � CR;T ŒE .0/ � E .T/� : (4.3.40)

Therefore, E .T/ � �RE .0/ for some 0 < �R < 1. This yields that E .mT/ � �m
R E .0/

for m D 1; 2; : : :. We also have that

kz.mT/k21=2 � 4E .mT/C CR max
ŒmT;.mC1/T� kzn.t/k2 � CRE .mT/; m D 1; 2; : : :

Thus, kz.mT/k21=2 � CR�
m
R for m D 1; 2; : : :. This implies (4.3.25) and completes

the proof.
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4.3.6 Determining functionals

We now present several results on determining functionals. For a general discussion
of the theory of determining functionals we refer to Section 3.3 and to the references
therein. As was already mentioned in that section, finite families of determining
functionals provide an important tool for parameterizing the long-time dynamics.

We start with a result based on quasi-stability which specifies the method
suggested in Theorem 3.4.12 for the case of abstract parabolic problems.

Theorem 4.3.20 (Determining functionals). Let Assumption 4.2.1 be in force.
Assume that (4.2.1) generates a dissipative system .H˛; St/.

• Modes: There exists N� > 0 such that the modes fek W k D 1; 2; : : : ;Ng are
determining for every N � N�; i.e., for every y1; y2 2 H˛ the property

lim
t!1.Sty1 � Sty2; ej/ D 0; j D 1; 2; : : : ;N; (4.3.41)

implies

lim
t!1 kSty1 � Sty2k˛ D 0: (4.3.42)

Here fekg1
kD1 is the eigenbasis of the operator A.

• General functionals: Let L D flj W j D 1; : : : ;Ng be a set of linearly indepen-
dent functionals on H˛ and �L .H˛;H/ be the corresponding completeness defect
(see Definition 3.3.3). Then there exists �� > 0 such that under the condition
�L .H˛;H/ � �� the set L is determining; i.e., the relation

lim
t!1 lj.Sty1 � Sty2/ D 0; j D 1; 2; : : : ;N; (4.3.43)

implies (4.3.42).

Proof. In the case of modes, the statement is a direct consequence of (4.3.16)
and the argument given in the proof of Theorem 3.4.12. In the case of general
functionals, we note that (4.3.16) implies the quasi-stability in (3.4.8) with X D H˛ ,
n1 � 0, and n2.y/ D �˛Nkyk. In the case considered, �L .n2/ D �˛N�L .H˛;H/.

Another kind of result on determining functionals is based on the following
observation, which involves functionals defined on a certain model space. This
structure allows us to cover several situations which are important from an
applications point of view (see below).

As above, we consider an abstract parabolic equation defined on a separable
Hilbert space H of the form

ut C Au D B.u/; t > 0; ujtD0 D u0: (4.3.44)

Here A is a positive operator with discrete spectrum; see Definition 4.1.1.
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Theorem 4.3.21. Let Assumption 4.2.1 be in force with ˛ D 1=2. Assume that
problem (4.3.44) is uniquely solvable within the class W D C.RCI H1=2/ and it is
point dissipative; that is, there exists R > 0 such that

kA1=2u.t/k � R; when t � t0.u0/; for every u.t/ 2 W : (4.3.45)

Let Z0 and Z1 denote Hilbert spaces with the norms k � kZ0 and k � kZ1 such that
Z1 � Z0. Assume that there exists a linear operator J W V D H1=2 7! Z1 such that
kJukZ1 � K � kuk1=2, and the following monotonicity-type inequality:

1

2
kA1=2.u1 � u2/k2 � .B.u1/� B.u2/; u1 � u2/ � �C.R/kJ.u1 � u2/k2Z0 (4.3.46)

is fulfilled for all uj 2 H1=2 possessing the properties kA1=2ujk � R, where R > 0

is the constant from (4.3.45) and C.R/ is a positive number. Let L D fli W i D
1; : : : ;Ng be a set of linear continuous functionals on Z1. Then the set

J�L D flJi .w/ D li.Jw/ W li 2 L g

is determining for problem (4.3.44) provided �L .Z1;Z0/ < .2C.R/K2/�1=2.

Proof. For the proof we use the line of argument given in CHUESHOV [38]. One can
see that

1

2

d

dt
kw.t/k2 C .Aw.t/;w.t// D .B.u1.t// � B.u2.t//;w.t//

for the difference w.t/ D u1.t/ � u2.t/ of two solutions u1.t/ and u2.t/ from W .
Hence the condition in (4.3.46) gives

d

dt
kw.t/k2 C kA1=2w.t/k2 � 2C.R/kJw.t/k2Z0

for t large enough. Proposition 3.3.4 implies that

kJwkZ0 � K�L .Z1;Z0/kA1=2wk C CL � max
i

jli.Jw/j:

Therefore,

d

dt
kw.t/k2 C ˇL � kA1=2w.t/k2 � CL ;
 � max

i
jli.Jw.t//j2

for t large enough, where

ˇL D 1 � 2.1C 
/�2L .Z1;Z0/C.R/K
2
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with arbitrary 
 > 0. Obviously we can choose 
 > 0 such that ˇL > 0. Applying
Gronwall’s lemma, we obtain

kw.t/k2 � kw.s/k2 expf��1ˇL .t � s/g

C C


Z t

s
expf��1ˇL .t � �/gNL Œw.�/� d� (4.3.47)

for t � s with s > 0 large enough, where NL Œw� D maxi jli.Jw/j2. This implies that

lim sup
t!1

kw.t/k2 � Cı lim sup
t!1

Z t

s
expf�ˇL .t � �/gNL Œw.�/� d�:

Thus, l’Hôpital’s rule yields kw.t/k ! 0 as t ! 1.
By interpolation (see Exercise 4.1.2(E)), using (4.3.45) we have that kw.t/ks ! 0

as t ! 1 for every s < 1=2. To obtain the result in H1=2 we need to use the fact of
the smoothening of the trajectories (see Exercises 4.2.6 and 4.2.7). This completes
the proof.

Exercise 4.3.22. Show that in the case when the condition (4.3.46) is met with the
constant C independent of R, we can get rid of the dissipativity condition (4.3.45)
in Theorem 4.3.21.

Remark 4.3.23. Under the conditions of Theorem 4.3.21, the set L is also deter-
mining in the Ladyzhenskaya sense (see Remark 3.3.2(3) and also Remark 3.3.14):
for any two solutions u1.t/ and u2.t/ to problem (4.3.44) defined on the whole time
axis and such that

supfkA1=2ui.t/k W �1 < t < 1g � R; i D 1; 2;

the condition

9 t� 2 R W lj.u1.t// D lj.u2.t// for almost all t < t� and j D 1; : : : ;N

implies that u1.t/ � u2.t/ for all t 2 R. The proof of this assertion follows from
relation (4.3.47), which gives us

kw.t/k2 � kw.s/k2 expf�ˇL .t � s/g for all � 1 < s < t < t�:

As in Remark 3.3.14, in the limit s ! �1 this implies the conclusion. Similar
determining properties can also be established in the quasi-stability framework of
Theorem 4.3.20; see Remark 3.4.13(2).

We note that the standard situation covered by the framework of Theorem 4.3.21
is the case of boundary determining functionals, that is, the case when Z1 � Z0
are Sobolev-type spaces on the boundary of nonlinear parabolic PDEs in a bounded
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domain (see CHUESHOV [38] and [39, Section 5.8] for details). However, we can
also apply this theorem in the following situation.

Corollary 4.3.24. Let Assumption 4.2.1 with ˛ D 1=2 be in force. Assume that
problem (4.3.44) is uniquely solvable within the class W D C.RCI H1=2/ and it is
point dissipative;4 i.e., it satisfies (4.3.45). Let L D flj W j D 1; : : : ;Ng be a set of
linear continuous functionals on the space H1=2. Then L is a set of asymptotically
determining functionals for problem (4.3.44) provided the completeness defect
�L .H1=2;H/ fulfills the inequality

"L � �L .H1=2;H/ < L�1
R ; (4.3.48)

where LR and R are the same as in (4.2.2) and (4.3.45).

Proof. We show that the condition in (4.3.46) of Theorem 4.3.21 holds with Z0 D
H, Z1 D H1=2, and J D Id. Indeed, it is clear that

1

2
kA1=2.u1 � u2/k2 � .B.u1/ � B.u2/; u1 � u2/

� 1

2
kA1=2.u1 � u2/k2 � LRkA1=2.u1 � u2/k � ku1 � u2k � �L2R

2
ku1 � u2k2:

This implies (4.3.46) with C.R/ D L2R=2 and concludes the proof.

For other applications and generalizations of the idea presented in Theorem 4.3.21
and Corollary 4.3.24, we refer to CHUESHOV [38] and [39, Chapter 5].

4.3.7 Discrete data assimilation

The data assimilation problem is the question of how to incorporate available obser-
vation data into computational schemes to improve the quality of the predictions
of the future evolution of the corresponding dynamical system. This problem has
a long history and has been studied by many authors at different levels (see, e.g.,
the monographs of LAHOZ ET AL (EDS) [82], KALNAY [129] and the references
therein).

We consider the case when observations of the system are made in some sequence
ftng of moments of time and use the same formulation of the data assimilation
problem as in HAYDEN/OLSON/TITI [122].

Our main goal is to demonstrate the role of the Ladyzhenskaya squeezing
property (see Proposition 4.3.9) in the solving of data assimilation problems. As in

4As above (see Exercise 4.3.22), we can avoid this condition in the case when (4.2.2) holds with
L� independent of �.
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HAYDEN/OLSON/TITI [122], we also involve the notion of determining modes or,
more generally, determining functionals. However, our method is different from
the approach developed in HAYDEN/OLSON/TITI [122] for the 2D Navier-Stokes
equations.

We assume that Assumption 4.2.1 is in force and problem (4.2.1) generates a
dynamical system .H˛; St/. Let L D flj W j D 1; : : : ;Ng be a finite family of
functionals on H˛ (each functional lj can be interpreted as a single observational
measurement). Let RL be some Lagrange interpolation operator related with L ,
i.e.,

RL v D
NX

jD1
lj.v/ j; 8 v 2 H˛; (4.3.49)

where f jg is a finite set of elements from H˛ such that lk. j/ D ıkj (in this case
R2L D RL , i.e., RL is a projector). We refer to Section 3.3 for further details
concerning interpolation operators.

Definition 4.3.25 (Data assimilation). For a given solution U.t/ D StU0 to (4.2.1)
with initial data U0, we consider the sequence frn

L � RL U.tn/g which represents
the (joint) observational measurements of the solution U.t/ at a sequence ftng of
times. The sequence frn

L g is called a sequence of observation values. Now we can
construct prognostic values at time tn for U.t/ by the formula

un D .1 � RL /Stn�tn�1un�1 C rn
L ; n D 1; 2; : : : ; (4.3.50)

where u0 is an (unknown) vector, which, according to HAYDEN/OLSON/TITI [122],
corresponds to an initial guess U0 of the reference solution. We can also define the
prognostic (piecewise continuous) trajectory as

u.t/ D St�tn un for t 2 Œtn; tnC1/; n D 0; 1; 2; : : : : (4.3.51)

We say that the prognosis is asymptotically reliable at a sequence of times tn if

kU.tn/ � unk˛ ! 0 as n ! C1:

Our goal is to find conditions on RL and tn which guarantee that the prognosis based
on a finite number of single observations L D flj W 1 � j � Ng is asymptotically
reliable.

We assume that 0 < a � tnC1 � tn � b < C1 for some positive a and b.
The following assertion is our main result concerning problem (4.2.1).

Theorem 4.3.26. Let Assumption 4.2.1 be in force with a globally Lipschitz B (i.e.,
L� in (4.2.2) is independent of �). Assume that L is a finite family of functionals



186 4 Abstract Parabolic Problems

on H˛ and there is a Lagrange interpolation operator RL of the form (4.3.49) with
 j 2 Hˇ for some ˇ 2 .˛; 1/ possessing the property

k1 � RL kHˇ 7!Hˇ � c0 (4.3.52)

with the constant c0 independent of L . Let U.t/ D StU0 with U0 2 Hˇ . Then
there exists �� > 0 such that under the condition5 �.Hˇ;H˛/ � �� the prognosis in
(4.3.50) is asymptotically reliable for every u0 2 Hˇ .

In the case of the modes described in Example 3.3.10 and based on the
eigen-elements of A there exists N� D N�.˛/ such that the prognosis (4.3.50) is
asymptotically reliable for every ˇ 2 Œ˛; 1/ with RL D PL , where PL is given by

PL v D
NX

jD1
.ej; v/ej; 8 v 2 H˛; (4.3.53)

with some N � N�, where fekg is the eigenbasis of A.

Proof. We note that in the globally Lipschitz case problem (4.2.1) generates a
dynamical system .Hˇ; St/ for each ˇ 2 Œ˛; 1/, see Theorem 4.2.3 and Remark 4.2.5.
In each space Hˇ we obviously have that

U.tn/ � un D .1 � RL /ŒStn�tn�1U.tn�1/ � Stn�tn�1un�1�:

In the case of modes we have that I � RL D QN , where QN is the orthoprojector
onto Span fek; k � N C 1g in H. Therefore, using the squeezing property given in
Proposition 4.3.9 (see also Exercise 4.3.10), we can choose N� such that

kU.tn/ � unkˇ � qkU.tn�1/ � un�1kˇ with q < 1.

This implies that

kU.tn/ � unkˇ ! 0 as n ! C1; 8ˇ 2 Œ˛; 1/;

with exponential speed. Therefore, the statement of the theorem is valid in the case
of modes.

In the general case, Proposition 4.3.9 (see also Exercise 4.3.10 and Proposi-
tion 4.3.11) implies that

kS�n U.tn�1/ � S�n un�1kˇ
� qNkU.tn�1/ � un�1kˇ C �

ˇ�˛
N kS�n U.tn�1/ � S�n un�1k˛ (4.3.54)

5�.Hˇ;H˛/ denotes the corresponding completeness defect; see Definition 3.3.3.
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with�n D tn � tn�1, where qN < 1 can be chosen as small as we need at the expense
of N. By the Lipschitz property in (4.2.6) of the evolution operator St, we have that

kS�n U.tn�1/ � S�n un�1k˛ � Ce!bkU.tn�1/ � un�1k˛:

Since lj.U.tn�1// D lj.un�1/, this gives

kS�n U.tn�1/ � S�n un�1k˛ � �.Hˇ;H˛/Ce!bkU.tn�1/ � un�1kˇ:

Thus (4.3.54) yields

kU.tn/ � unkˇ � QqkU.tn�1/ � un�1kˇ;

where

Qq D kI � RL kHˇ 7!Hˇ

h

qN C �
ˇ�˛
N �.Hˇ;H˛/Ce!b

i

:

Hence we can choose N and �.Hˇ;H˛/ such that Qq < 1. Therefore, the prognosis is
asymptotically reliable with exponential speed.

We conclude our considerations with the following remark.

Remark 4.3.27. 1. As an example of set L functionals fljg satisfying (4.3.52),
we can consider generalized modes which are defined by the formulas:

lj.u/ D .Kej; u/; j D 1; : : : ;N;

where fejg is the eigenbasis of the operator A and K is a linear invertible self-
adjoint operator in H such that K and K�1 map Hˇ into itself. In this case the
operator RL has the form (4.3.49) with  j D K�1ej.

2. Under the conditions of Theorem 4.3.26, we also have that

lim
t!C1 kU.t/ � u.t/kˇ D 0

for the prognostic trajectory given by (4.3.51). Thus, the prognosis is also
reliable in the sense used in HAYDEN/OLSON/TITI [122].

3. The most restrictive hypothesis of Theorem 4.3.26 is the global Lipschitz
property for B. To overcome this restriction for general models we need to
establish additional dissipativity-type properties for every sequence of prognos-
tic values. This requires additional structural properties of the corresponding
system. We demonstrate this approach below in the case of two-dimensional
hydrodynamical systems.
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4.4 Abstract model for 2D hydrodynamical systems

Now we consider another class of parabolic-type models. Namely, we deal with
a certain abstract situation which covers a wide variety of models arising in two-
dimensional hydrodynamics. The main advantage of the scheme developed here is
that we do not use specific functional spaces of particular hydrodynamical models;
we rely on general properties of abstract operators and spaces. We note that a similar
approach to hydrodynamical problems was realized earlier by TEMAM [215, 216].

In contrast with the previous sections, our further considerations are based on the
notion of a weak (variational) solution, demonstrating another approach to dynamics
in parabolic models.

4.4.1 Abstract hypotheses and motivation

As above, let H denote a separable Hilbert space with the norm k � k and the inner
product .:; :/. Assume that A is a self-adjoint positive linear operator on H. We set
V D H1=2 D D.A1=2/ and denote kvkV D kA1=2vk for v 2 V . Let V 0 D H�1=2
be the dual of V (with respect to .:; :/). Thus, we have the triple V � H � V 0. The
duality between u 2 V and v 2 V 0 is denoted by the same symbol as the inner
product in H.

The goal is to study the following abstract model in H:

ut.t/C Au.t/C B
�

u.t/; u.t/
�C Ku.t/ D f ; u

ˇ
ˇ
tD0 D u0; (4.4.1)

where f 2 V 0 is given and B W V � V 7! V 0 and K W H 7! H are continuous
mappings satisfying the following hypotheses (for the basic motivation we refer to
Example 4.4.4 below).

Assumption 4.4.1. • The operator A D A� > 0 has a discrete spectrum (see
Section 4.1).

• B W V � V ! V 0 is a bilinear continuous mapping.
• The trilinear form b.u1; u2; u3/ D .B.u1; u2/; u3/ possesses the following skew-

symmetric property

.B.u1; u2/ ; u3/ D � .B.u1; u3/ ; u2/ for ui 2 V , i D 1; 2; 3. (4.4.2)

• There exists a Banach (interpolation) space H possessing the properties

(i) V � H � HI
(ii) there exists a constant a0 > 0 such that

kvk2H � a0kvk kvkV for any v 2 VI (4.4.3)



4.4 Abstract model for 2D hydrodynamical systems 189

(iii) there exists a constant C > 0 such that

j.B.u1; u2/ ; u3/j � C ku1kH ku2kV ku3kH ; for ui 2 V; i D 1; 2; 3:

(4.4.4)
1. K W H 7! H is globally Lipschitz.

Remark 4.4.2. (1) The relation in (4.4.3) holds true in the case when H D H1=4.
However, sometimes it can be another type of space. See the examples below.

(2) The relation in (4.4.4) means that B maps H � V into H 0 � V 0 and also
H � H into V 0 continuously. In particular, we have that

kB.u1; u2/kV0 � kA�1=2B.u1; u2/k � C ku1kH ku2kH for u1; u2 2 H :

(4.4.5)
(3) Since the operator A has a discrete spectrum, by Proposition 4.1.6 the space V

is compactly embedded into H. This property implies that V is also compactly
embedded into H . Indeed, if fung is a sequence in V which is weakly
convergent to zero in V , then due to the compactness of the embedding V � H
we have that

lim
n!1 kunk D 0 and sup

n
kunkV < 1:

Therefore (4.4.3) yields that kunkH ! 0 as N ! 1. This means that the
embedding V � H is also compact. Due to (4.4.5) this implies that the
mapping

.u1I u2/ 7! B.u1; u2/

is weakly continuous from V � V into V 0 equipped with the strong topology.
This observation is important for 2D hydrodynamical PDE models in bounded
domains.

Exercise 4.4.3. Using relations (4.4.2), (4.4.3), and (4.4.4), show that for every

 > 0 there exists C
 > 0 such that

j.B.u1; u2/; u3/j � 
 ku3k2V C C
 ku1k2H ku2k2H ; ui 2 V; i D 1; 2; 3; (4.4.6)

j.B.u1/ ; u2/j � 
 ku1k2V C C
 ku1k2 ku2k4H ; u1; u2 2 V; (4.4.7)

and also

j.B.u1/ � B.u2/ ; u1 � u2/j D j.B.u1 � u2/; u2/j (4.4.8)

� 
ku1 � u2k2V C C
 ku1 � u2k2 ku2k4H ; u1; u2 2 V:

In the last two relations we use the notation B.u/ D B.u; u/.
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The main motivation for the conditions in Assumption 4.4.1 is that it covers a
wide class of 2D hydrodynamical models. In this section we mention only one of
them; for others we refer to Section 4.6.

Example 4.4.4 (2D Navier-Stokes equation). Let D be a bounded simply connected
domain of R2. We consider the Navier-Stokes equation with the Dirichlet (no-slip)
boundary conditions:

@tu ���u C uru Crp D f ; div u D 0 in D; u D 0 on @D; (4.4.9)

where u D .u1.x; t/I u2.x; t// is the velocity of a fluid, p.x; t/ is the pressure, x D
.x1I x2/ 2 D, � > 0 is the kinematic viscosity, and f .x/ represents external forces.
We also use the notation

uru D
 
X

iD1;2
ui@i

!

u and div u D
X

iD1;2
@iui:

Let n denote the outward normal to @D and let

H D ff 2 �L2.D/�2 W div f D 0 in D and .f ; n/ D 0 on @Dg

be endowed with the usual L2 scalar product. Projecting on the space H of
divergence-free vector fields, problem (4.4.9) can be written in the form (4.4.1)
(with K � 0) in the space H (see, e.g., [215]), where A is the Stokes operator
generated by the bilinear form

a.u1; u2/ D �

2X

jD1

Z

D
ruj

1 � ruj
2 dx; (4.4.10)

with u1; u2 2 V D �

H1
0.D/

�2 \ H. Here H1.D/ is the first order Sobolev space on
D; see [1]. The map B � QB W V � V ! V 0 is defined by

. QB.u1; u2/ ; u3/ D
Z

D
Œu1.x/ru2.x/� u3.x/dx �

2X

i;jD1

Z

D
uj
1 @ju

i
2 ui

3 dx (4.4.11)

for ui 2 V . Using integration by parts, and Schwarz’s and Young’s inequalities,
one checks that this map QB satisfies Assumption 4.4.1 with H D �

L4.D/
�2 \ H.

The inequality in (4.4.3) is the well-known Ladyzhenskaya inequality (see, e.g.,
CONSTANTIN/FOIAS [78] or TEMAM [215]).

We can also include in (4.4.9) a Coriolis-type force by changing f into f � Ku,
where K.u1; u2/ D c0.�u2; u1/, for some constant c0. In this case we get (4.4.1)
with K ¤ 0.
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4.4.2 Well-posedness

In this section we prove that the problem in (4.4.1) is well-posed in the class of weak
(variational) solutions. To do this, we use the Galerkin method in combination with
compactness6 properties discussed in Remark 4.4.2(3). Note also that we cannot
apply the result from Section 4.2. The point is that, from Assumption 4.4.1, the
nonlinearity is locally Lipschitz from H 
 V D H1=2 into V 0 D H�1=2. Thus, in
general, B does not map HsC˛ into Hs for some s 2 R and ˛ 2 Œ0; 1/. Hence we
cannot guarantee the main requirement of Section 4.2 concerning the nonlinearity
(cf. Assumption 4.2.1 and Remark 4.2.5).

We start with the notion of a weak solution for the model in (4.4.1).

Definition 4.4.5. A function7 u 2 L2.0;TI V/ is said to be a weak solution
for (4.4.1) on an interval Œ0;T� if the following relation is satisfied:

�
Z T

0

.u.t/; vt.t//dt C
Z T

0

Œ.Au.t/; v.t//C .B.u.t//C K.u.t//; v.t//� dt

D .u0; v.0//C
Z T

0

.f ; v.t//dt (4.4.12)

for any function v from the class

WT D fv 2 L2.0;TI V/ W vt 2 L2.0;TI H/; v.T/ D 0g :
Here and below we use the notation B.u/ D B.u; u/.

The following exercise provides another form of relation (4.4.12).

Exercise 4.4.6. Using a test function of the form

v.t/ D

Z T

t
�.�/d�

�

� v with � 2 C.Œ0;T�/; v 2 V;

show that any weak solution satisfies the relation

.u.t/; v/ D .u0; v/�
Z t

0

Œ.Au.�/; v/C .B.u.�//C K.u.�// � f ; v/� d� (4.4.13)

for every v 2 V and for almost all t from the interval Œ0;T�.

Our main result in this section is the following theorem.

6In the Appendix we present another approach (based on the monotonicity idea presented in
MENALDI/SRITHARAN [165]) which does not involve discreteness of the spectrum of the operator
A and compactness of embeddings.
7 See the Appendix for the basic definitions and properties of measurable vector functions.
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Theorem 4.4.7 (Well-posedness). Let Assumption 4.4.1 be in force. Then for any
f 2 V 0 and u0 2 H, problem (4.4.1) has a unique weak solution u on any interval
Œ0;T�. This solution (i) belongs to C.0;TI H/\L2.0;TI V/, (ii) satisfies the following
energy balance relation:

1

2
ku.t/k2 C

Z t

0

ku.�/k2Vd� D 1

2
ku.0/k2 C

Z t

0

.f � K.u.�//; u.�//d�; t > 0;

(4.4.14)
(iii) possesses the properties

ku.t/k2C
Z t

0

ku.�/k2Vd�C
Z t

0

ku.�/k4H d� � CT.kf kV0 ; �/; t 2 Œ0;T�; (4.4.15)

for every ku0k � �, and

ku1.t/ � u2.t/k2 C
Z t

0

kju1.�/ � u2.�/k2Vd�

� c0ku1.0/ � u2.0/k2 exp

�

c1t C c2

Z t

0

ku1.�/k4H d�

�

(4.4.16)

for every pair of solutions u1.t/ and u2.t/, where ci are absolute constants.

Proof. We use the Galerkin method. Let f'kgk�1 be an orthonormal basis8 of the
Hilbert space H such that 'k 2 D.A/. We denote by uN.t/ D PN

kD1 gk.t/'k a
function satisfying the relations

.uN
t CAuN CG.uN/; 'k/ D 0; k D 1; : : : ;N; and uN

ˇ
ˇ
tD0 D PNu0 2 H; (4.4.17)

where PN is the orthogonal projector in H on HN D Spanf'1; � � � ; 'Ng and G W V !
V 0 is defined by

G.u/ D B.u; u/C K.u/ � f ; 8u 2 V:

One can see that Galerkin approximate solutions uN exist at least locally. Moreover,
multiplying the first relation (4.4.17) by gk.t/ after summation we obtain the balance
relation in (4.4.14) with uN instead of u on every existence interval Œ0;T�. This leads
to the following a priori estimate:

kuN.t/k2 C
Z t

0

kuN.�/k2Vd� � CT.f ; u0/; t 2 Œ0;T�;

which, due to (4.4.3), yields

8We can use the eigenbasis fekg of A. However, this is not necessary.
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kuN.t/k2C
Z t

0

kuN.�/k2Vd�C
Z t

0

kuN.�/k4H d� � CT.f ; u0/; t 2 Œ0;T�: (4.4.18)

From (4.4.17) using (4.4.5) we obtain

kuN
t .�/kV0 � kA�1=2uN

t .�/k � c0kuN.�/kV C c1kuN.�/k2H C c2:

Thus, we arrive at the following additional a priori estimate:

Z T

0

kuN
t .�/k2V0d� � CT.f ; u0/: (4.4.19)

The estimates in (4.4.18) and (4.4.19) imply the global existence of approximate
solutions and also the existence of the function

u.t/ 2 L1.0;TI H/\L2.0;TI V/\L4.0;TIH / with ut 2 L2.0;TI V 0/ (4.4.20)

such that along a subsequence we have

(i) uN ! u weakly in L2.0;TI V/ and in L4.0;TIH /, *-weakly in L1.0;TI H/;
(ii) uN

t ! ut weakly in L2.0;TI V 0/.

By Proposition A.3.3 from the Appendix, u.t/ 2 C.Œ0;T�I H/. Moreover, since the
embedding V � H is compact, using the Aubin-Dubinskii-Lions theorem (see
Section A.3.3 in the Appendix) we conclude that

max
Œ0;T�

kuN.�/ � u.�/k2V0 C
Z T

0

kuN.�/ � u.�/k2H d� ! 0; N ! 1:

Using (4.4.5) we also have that

Z T

0

kB.uN.�//�B.u.�//k4=3H d� � C
Z T

0

kuN.�/k4=3H kuN.�/ � u.�/k4=3H d�

�C


Z T

0

kuN.�/k4H d�

�1=3 
Z T

0

kuN.�/ � u.�/k2H d�

�2=3

! 0;

as N ! 1. All these convergences stated above allow us to make the limit transition
N ! 1 in the integral form of (4.4.17) and show that u.t/ is a weak solution to
problem (4.4.1) satisfying (4.4.15).

It follows from (4.4.20) that u satisfies (4.4.1) as an equality in V 0. This implies
the balance relation in (4.4.14) and also allows us to prove (4.4.16). Indeed, the
function u.t/ D u1.t/ � u2.t/ satisfies the equation

ut C Au C B
�

u1.t/; u1.t/
� � B

�

u2.t/; u2.t/
�C K.u1.t// � K.u2.t// D 0:
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Therefore, multiplying9 the equation by u.t/ and relying on (4.4.8) with 
 D 1=2,
one can see that

d

dt
ku.t/k2 C ku.t/k2V � 2

�

R1 C C1=2ku1.t/k4H
� ku.t/k2:

Thus, the standard argument via Gronwall’s lemma yields (4.4.16).
Uniqueness of solutions to (4.4.1) follows from (4.4.16).

4.4.3 Generation of C1 dynamical system

By Theorem 4.4.7 problem (4.4.1) generates a dynamical system .H; St/ with
evolution operator defined by weak solutions according to the formula

Stu0 D u.t/; where u.t/ solves (4.4.1).

Our goal in this section is to show that the semiflow St is C1 with respect to initial
data (the corresponding definitions can be found in Section A.5 in the Appendix).

Theorem 4.4.8. Let Assumption 4.4.1 be in force. Assume for simplicity that K is
a linear operator. Then the semiflow St generated by (4.4.1) is C1 in the sense that
u 7! Stu has a Fréchet derivative10 S0

tŒu� for each u 2 H which depends continuously
on u in the operator norm. This derivative S0

tŒu� is a linear bounded mapping on
H and can be calculated by the formula S0

tŒu�w0 D w.t/, where w.t/ is a weak
(variational) solution to the following linear nonautonomous problem:

wt C Aw C B
�

w; u.t/
�C B

�

u.t/;w
�C Kw D 0; w

ˇ
ˇ
tD0 D w0; (4.4.21)

with u.t/ D Stu.

The main ingredient in the proof of this theorem is the following assertion.

Lemma 4.4.9. Let the hypotheses of Theorem 4.4.8 be in force. Then for every
u.t/ 2 C.0;TI H/ \ L2.0;TI V/ and w0 2 H, problem (4.4.21) has a unique weak
solution w on the interval Œ0;T�. This solution possesses the property

w.t/ 2 C.0;TI H/ \ L2.0;TI V/

and satisfies the following estimate:

9This multiplication can be justified via Proposition A.3.3.
10See details in the Appendix, Section A.5.
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kw.t/k2 C
Z t

0

kw.�/k2Vd� � kw.0/k2 exp

�

2t kKkH 7!H C c
Z t

0

ku.�/k2Vd�

�

(4.4.22)

for all t 2 Œ0;T�. If w.t/ and Nw.t/ are solutions to (4.4.21) with different u.t/ and
Nu.t/, then

kw.t/ � Nw.t/k2 C
Z t

0

kw.�/ � Nw.�/k2Vd�

� c1e.t; u; Nu/kw0k2

Z t

0

ku.�/ � Nu.�/k4H d�

�1=2

; (4.4.23)

where

e.t; u; Nu/ � exp

�

4t kKkH 7!H C c2

Z t

0

�ku.�/k2V C kNu.�/k2V
�

d�

�

:

Proof. To obtain the result we can use the Galerkin method, and for this we need
some a priori estimates. We obtain them at the formal level. They can be justified in
the standard way (see, e.g., LIONS [151]). Multiplying (4.4.21) by w.t/ in H yields

1

2

d

dt
kwk2 C kwk2V C .B.w; u.t//;w/C .Kw;w/ D 0:

Using (4.4.4) and the interpolation inequality in (4.4.3), one can see that

d

dt
kwk2 C kwk2V � 2

�kKkH 7!H C c1ku.t/k2V
� kwk2:

This implies (4.4.22) and provides an appropriate a priori estimate.
To establish (4.4.23) we note that z D w � Nw satisfies the equation

zt C Az C B
�

z; u.t/
�C B

�

u.t/; z
�C B

� Nw; u.t/� Nu.t/�C B
�

u.t/� Nu.t/; Nw�C Kz D 0:

Using (4.4.4) we obtain

d

dt
kzk2 C kzk2V � 2

�kKkH 7!H C c1ku.t/k2V
� kzk2 C c2k Nwk2H ku.t/ � Nu.t/k2H :

Therefore, using Gronwall’s lemma and also the estimate in (4.4.22) for Nw, we can
obtain (4.4.23).

To conclude the proof of Theorem 4.4.8, we follow the standard scheme (see,
e.g., BABIN/VISHIK [9]). Let w.t/ � w.tI u0;w0/ solve (4.4.21) with u.t/ D Stu0.
Then the function
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z.t/ D StŒu0 C w0� � StŒu0� � w.t/

satisfies the equation

zt C Az C F.t/ D 0 (4.4.24)

with

F.t/ D B
�Nu; Nu� � B

�

u; u
� � B

�

u;w
� � B

�

w; u/C Kz;

where Nu.t/ D StŒu0 C w0� and u.t/ D StŒu0�.
One can see that F.t/ can be written in the form

F D B
�

z; Nu�C B
�

u; z
�C B

�

w; Nu � u
�C Kz:

Therefore, using the skew symmetry of B, we have that

.F; z/ D �

B
�

z; Nu�; z�C �

B
�

w;w
�

; z
�C .Kz; z/:

Hence by (4.4.3) and (4.4.4) we obtain that

j.F; z/j � 1

2

�kzk2V C c0
�

1C kNuk2V
�kzk2 C c1kwk4H

�

for some constants c0; c1 > 0. Therefore, multiplying (4.4.24) by z we obtain

d

dt
kzk2 C kzk2V � c0

�

1C kNuk2V
�kzk2 C c1kwk4H :

Thus, Gronwall’s lemma yields

kz.t/k2 C
Z t

0

kz.�/k2Vd� � c1 exp

�

c0

Z t

0

�

1C kNuk2V
�

d�

� Z t

0

kwk4H d�:

Therefore, by the estimate in (4.4.15) and Lemma 4.4.9 we obtain that

kStŒu0 C w0� � StŒu0� � w.tI u0;w0/k2 � CR.T/kw0k4

for every t 2 Œ0;T� and ku0 C w0k; kw0k � R. Thus w.tI u0;w0/ D S0
tŒu0�w0. This

implies the conclusion of Theorem 4.4.8.
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4.5 Long-time dynamics in 2D hydrodynamical systems

In this section we study asymptotic properties of the system .H; St/ generated
by problem (4.4.1). We follow the schemes and rely on the results presented in
Chapters 2 and 3.

4.5.1 Dissipativity

In the following assertion we collect several preliminary dissipativity properties of
the system.

Proposition 4.5.1 (Primitive dissipativity estimates). Let Assumption 4.4.1 be in
force. Assume that K is skew-symmetric; i.e., .Ku; u/ D 0 for all u 2 H. Let �1 be
the minimal eigenvalue of the operator A. Then for any solution u.t/ to (4.4.1) we
have

ku.t/k2 � ku0k2e��1t C kf k2V0

�1

�

1 � e��1t
�

; 8 t � 0: (4.5.1)

Moreover,

ku.t C 1/k2 C
Z tC1

t
ku.�/k2Vd� � ku0k2e��1t C kf k2V0

�

1C 1

�1

�

; 8 t � 0:

(4.5.2)
and also

Z tC1

t
ku.�/k4H d� � a20




ku0k2e��1t C kf k2V0

�

1C 1

�1

��2

; 8 t � 0: (4.5.3)

Proof. The standard multiplication by u gives that

1

2

d

dt
kuk2 C .Au; u/ D .f ; u/: (4.5.4)

Since j.f ; u/j � .kf k2V0 C kuk2V/=2, this implies that

d

dt
ku.t/k2 C �1ku.t/k2 � kf k2V0 :

Applying a Gronwall-type argument we have (4.5.1). Similarly, after integration
from (4.5.4), we have that

ku.t C 1/k2 C
Z tC1

t
ku.�/k2Vd� � ku.t/k2 C kf k2V0 :

Thus, (4.5.2) follows from (4.5.1).
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To prove (4.5.3) we use two previous estimates and also the interpolation
inequality in (4.4.3).

Remark 4.5.2 (Absorbing properties). Proposition 4.5.1 implies the following
absorbing properties: for every � > 0 there exists a time t� such that we have

ku.tC1/k2C
Z tC1

t
ku.�/k2Vd� � R2f � 1Ckf k2V0

�

1C 1

�1

�

; 8 t � t�; (4.5.5)

and

Z tC1

t
ku.�/k4H d� � a20R

4
f ; 8 t � t�; (4.5.6)

for all u0 with the property that ku0k � �. In particular, the system .H; St/ generated
by (4.4.1) is dissipative; see Definition 2.1.1.

4.5.2 Determining functionals

The dissipativity properties established above make it possible to obtain the
existence of a finite number of (asymptotically) determining functionals (for the
definitions we refer to Section 3.3), even without any compactness assumptions.

Theorem 4.5.3. Assume that the hypotheses of Proposition 4.5.1 hold. Let u1 and
u2 be two solutions to problem (4.4.1) with different initial data. Let L D fli W i D
1; : : : ;Ng be a set of the linear continuous functionals on V such that

lim
t!1 lj.u1.t/ � u2.t// D 0; j D 1; 2; : : : ;N: (4.5.7)

Assume that one of the solutions (say, u1) possesses the property

lim sup
t!C1

Z tC1

t
ku1.�/k4H d� � R4�: (4.5.8)

Then the set L is asymptotically determining for these two solutions in the sense
that ku1.t/ � u2.t/k ! 0 as t ! 1, provided the completeness defect �L �
�L .V;H/ satisfies the condition

"L < "� � �

2R1 C 2C1=2R
4�
��1=2

; (4.5.9)

where R1 is the Lipschitz constant of K and C1=2 is the constant in (4.4.7) with

 D 1=2.
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Proof. Let u D u1 � u2. It follows from (4.4.8) with 
 D 1=2 that

d

dt
kuk2 C kuk2V � 2

�

R1 C C1=2ku1k4H
� kuk2; (4.5.10)

where R1 and C1=2 are the same as in the statement.
By Proposition 3.3.4,

jjA1=2uk2 � 1

.1C ı/�2L
kuk2 � CL ;ıN

2
L .u/; NL .u/ D max

j
jlj.u/j;

for every ı > 0. Thus, we obtain

d

dt
kuk2 C



1

.1C ı/�2L
� 2�R1 C C1=2ku1.t/k4H

�
�

kuk2 � CL ;ıN
2

L .u.t//:

(4.5.11)
This allows us to complete the proof. Indeed, it follows from (4.5.11) that

ku.t/k2 C
Z t

s
 .�/ � ku.�/k2 d� � ku.s/k2 C CL ;ı

Z t

s
N 2

L .u.�// d� (4.5.12)

holds for all t � s � 0, where

 .t/ D 1

.1C ı/�2L
� 2�R1 C C1=2ku1.t/k4H

�

:

Under the condition (4.5.9) we have that

 1 � lim inf
t!1

Z tC1

t
 .�/ d� � 1

.1C ı/�2L
� 2�R1 C C1=2R

4�
�

> 0:

for some ı > 0. Thus, we can apply Theorem 3.3.13 to obtain the conclusion.

4.5.3 Compactness of the semiflow and a global attractor

The proof of the existence of global attractors requires some compactness properties
of semiflow, and for this we need to impose additional requirements concerning the
system. These conditions are motivated by the hydrodynamical systems considered
in Section 4.6.

Proposition 4.5.4. In addition to basic Assumption 4.4.1, we assume that

H1=4 � H and kukH � Ckuk1=4; u 2 H1=4: (4.5.13)

Let f 2 H�1=4. Then H1=4 is invariant with respect to the semiflow St. Moreover, for
every T > 0 and R > 0 there exists a constant C.T;R/ such that
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kA1=4Stu0k2 � 1p
t

C.T;R/ for all t 2 .0;T�; (4.5.14)

provided ku0k � R.

Remark 4.5.5. The condition in (4.5.13) is true in the case of the 2D Navier-Stokes
equations (see Example 4.4.4). The point is that in this case we have

D.A1=4/ � �

L4.D/
�2 \ H D H : (4.5.15)

This fact relies on space interpolation theory and certain embedding theorems (see,
e.g., TRIEBEL [220]). Some self-contained details concerning (4.5.15) can be found
in CONSTANTIN/FOIAS [78].

Proof. The following argument can be justified on the Galerkin approximations.
Multiplying (4.4.1) by A1=2u we obtain

1

2

d

dt
kA1=4uk2 C kA3=4uk2 C .B.u/;A1=2u/C .K.u/ � f ;A1=2u/ D 0:

By (4.4.4) and (4.5.13) we have

j.B.u/;A1=2u/j � CkukH kukV kA1=2ukH � C kA3=4ukkukH kukV :

By interpolation, kukV � kA1=4uk1=2kA3=4uk1=2. Thus,

j.B.u/;A1=2u/j � 1

4
kA3=4uk2 C CkA1=4uk2kuk4H :

We also have that

j.K.u/ � f ;A1=2u/j � 1

4
kA3=4uk2 C C1kA1=4uk2 C C2.1C kf k2�1=4/:

Consequently,

d

dt
kA1=4uk2CkA3=4uk2 � c1

�

1C kuk4H
� kA1=4uk2C c2.1Ckf k2�1=4/: (4.5.16)

Introducing

�.t/ D kA1=4u.t/k2 C
Z t

0

kA3=4u.�/k2 d�;

we can rewrite (4.5.16) as
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d

dt
�.t/ � c1

�

1C ku.t/k4H
�

�.t/C c2.1C kf k2�1=4/:

Thus, Gronwall’s lemma yields

kA1=4u.t/k2 C
Z t

0

kA3=4u.�/k2 d�

�
h

kA1=4u0k2 C c0.1C kf k2�1=4/
i

exp

�

c1




t C
Z t

0

kuk4H d�

��

:

This implies that H1=4 is forward invariant with respect to St.
To obtain the smoothening property in (4.5.14), we multiply (4.5.16) by t. This

allows us to show that the function  .t/ WD tkA1=4u.t/k2 satisfies the relation

d

dt
 .t/ � c1

�

1C kuk4H
�

 .t/C kA1=4u.t/k2 C c2t.1C kf k2�1=4/:

Applying Gronwall’s lemma we obtain that

tkA1=4u.t/k2 � h.t/ exp

�

c1




t C
Z t

0

kuk4H d�

��

;

where

h.t/ Dc2t
2.1C kf k2�1=4/C

Z t

0

kA1=4u.�/k2 d�

�c2t
2.1C kf k2�1=4/C p

t max
Œ0;T�

ku.�/k

Z T

0

kA1=2u.�/k2 d�

�1=2

:

Here above we have used the Hölder inequality and also the interpolation relation
kA1=4uk2 � kukkA1=2uk. Thus, by (4.4.15) we obtain that

h.t/ � C.T; f ;R/
p

t; t 2 .0;T�:

This implies (4.5.14).

Another possibility to get the smoothening property is to impose additional hypothe-
ses concerning the nonlinearity B (again, the condition below is motivated by the 2D
Navier-Stokes system; see, e.g., TEMAM [215]).

Proposition 4.5.6. In addition to basic Assumption 4.4.1, we assume that f 2 H
and B W V � D.A/ 7! H and also that there exists a constant C > 0 such that

kB.u1; u2/k � C ku1kH ku2k1=2V k Au2k1=2; for u1 2 V; u2 2 D.A/: (4.5.17)



202 4 Abstract Parabolic Problems

Then H1=2 is invariant with respect to semiflow St and for every T > 0 and R > 0

there exists a constant C.T;R/ such that

kA1=2Stu0k2 � 1

t
C.T;R/ for all t 2 .0;T�; (4.5.18)

provided ku0k � R.

Proof. As in Proposition 4.5.4, our argument is formal. For justification we can use
the Galerkin approximations.

Multiplying (4.4.1) by Au and using (4.5.17), we obtain that

d

dt
kA1=2uk2 C kAuk2 � c1

�

1C kuk4H
� kA1=2uk2 C c2.1C kf k2/: (4.5.19)

Therefore, the same argument as in Proposition 4.5.4 makes it possible to show that
H1=2 is forward invariant with respect to St.

Multiplying (4.5.19) by t, we obtain that the function �.t/ WD tkA1=2u.t/k2
satisfies the relation

d

dt
�.t/ � c1

�

1C kuk4H
�

�.t/C kA1=2u.t/k2 C c2t.1C kf k2/:

Gronwall’s lemma yields

kA1=2u.t/k2 � t�1g.t/ exp

�

c1




t C
Z t

0

ku.�/k4H d�

��

;

where

g.t/ D c2t
2.1C kf k2/C

Z t

0

kA1=2u.�/k2 d�:

Relation (4.4.15) yields g.t/ � C.T; f ;R/ for t 2 .0;T�. Thus (4.5.18) follows.

Now we are in position to formulate hypotheses which guarantee the existence of a
compact global attractor for the system considered.

Assumption 4.5.7. In addition to the requirements in Assumption 4.4.1, we assume
that

• f 2 H and .K.u/; u/ D 0 for every u 2 V;
• one of the assumptions in (4.5.13) or in (4.5.17) holds.

Under this assumption we can apply either Proposition 4.5.4 or Proposition 4.5.6
and show that there exists R� such that the set

B D fu 2 H W kA1=4u.t/k � R�g
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is an absorbing set for the system .H; St/. Since A has a discrete spectrum and,
by Proposition 4.1.6, H1=4 is compactly embedded into H, the set B is compact.
Thus, the system .H; St/ is compact and from Theorem 2.3.5 we have the following
assertion.

Theorem 4.5.8 (Global attractor). Let Assumption 4.5.7 be in force. Then the
system .H; St/ generated by (4.4.1) has a compact global attractor. This attractor is
a bounded set in H1=4 (in H1=2 when (4.5.17) holds).

4.5.4 Squeezing, quasi-stability, and finite-dimensional
attractors

In this section we establish the Ladyzhenskaya squeezing property and also
quasi-stability for 2D hydrodynamical-type systems. As was already mentioned in
Section 4.3.3, the squeezing property demonstrates a strong form of quasi-stability.
In principle this property allows us to study the long-time dynamics of the system
directly (as was done in LADYZHENSKAYA [142], for instance). However, the
quasi-stability method incorporates this class of models in a more general unified
framework and provides useful tools for the further studies.

Proposition 4.5.9 (Ladyzhenskaya squeezing property). Let Assumption 4.5.7
be in force and QN D I �PN, where PN is the orthoprojector onto Span fe1; : : : ; eNg
in H, where fekg is the eigenbasis of the operator A. Then for every 0 < q < 1,
0 < a � b < C1, and R > 0 there exists N� D N.a; b;R; q/ such that

kQN ŒStu � Stu��k � qku � u�k; 8 t 2 Œa; b�; 8 N � N�; (4.5.20)

for any u and u� from the set D , where

D D ˚

u 2 H1=4 W kStuk1=4 � R for all t 2 Œ0; b��

in the case when (4.5.13) holds and

D D ˚

u 2 H1=2 W kStuk1=2 � R for all t 2 Œ0; b��

when (4.5.17) is valid.

Proof. Let u.t/ D Stu and u�.t/ D Stu�. Then w.t/ D u.t/ � u�.t/ satisfies the
equation

wt C Aw C B.w; u/C B.u�;w/C K.u/ � K.u�/ D 0: (4.5.21)
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Using (4.4.4) and (4.4.3) we have that

j.B.w; u/;QNw/j �CkwkH kukH kQNwkV � "kQNwk2V C C"kwk2H kuk2H
�".kQNwk2V C kwk2V/C C"kwk2kuk4H

for every " > 0, and, similarly,

j.B.u�;w/;QNw/j � ".kQNwk2V C kwk2V/C C"kwk2ku�k4H :

Therefore, multiplying (4.5.21) by QNw we obtain that

d

dt
kQNwk2 C kA1=2QNwk2 � "kwk2V C C"kwk2.kuk4H C ku�k4H /C Ckwk2;

(4.5.22)
for every " > 0. Thus, for u; u� 2 D we have that

d

dt
kQNwk2 C �NC1kQNwk2 � "kwk2V C C".R/kwk2 (4.5.23)

for every " > 0. Therefore,

kQNw.t/k2 �kQNw.0/k2e��NC1t

C "

Z t

0

kw.�/k2Ve��NC1.t��/ d� C C".R/
Z t

0

kw.�/k2e��NC1.t��/ d�

�kw.0/k2e��NC1t C "

Z t

0

kw.�/k2V d� C C".R/

�NC1
max
�2Œ0;t� kw.�/k2:

Using (4.4.16) we obtain that

kQNw.t/k2 �



e��NC1t C
�

"C C".R/

�NC1

�

ec.R/t

�

kw.0/k2

for every " > 0. This implies (4.5.20).

In the same way as in Section 4.3.3 we can prove quasi-stability.

Proposition 4.5.10 (Quasi-stability). Let Assumption 4.5.7 be in force. Then for
every 0 < q < 1, 0 < a � b < C1, and a forward invariant set B which is
bounded in H1=4 (in H1=2 if (4.5.17) holds), there exists N D N.a; b; q;B/ such that

kStu�Stu�k � qkSru�Sru�kCkPN ŒStu�Stu��k; 8 t 2 ŒaCr; bCr�; (4.5.24)

for all u; u� 2 B and r � 0. This means that the system .H; St/ is quasi-stable on B
at every time t�. Moreover, .H; St/ satisfies Assumption 3.4.9 with arbitrary t� > 0.
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Proof. Exactly as in the proof of Proposition 4.3.11 (see also Exercise 4.3.12), we
can see that (4.5.24) follows from (4.5.20) and Assumption 3.4.9 holds with X D H,
n1 � 0, and n2 D kPN Œ � �k.

Similar to the techniques in Section 4.3.4, we can derive from Propositions 4.5.9
and 4.5.10 several conclusions concerning global and exponential attractors of
.H; St/.

The following assertion is based on Theorem 3.4.11.

Theorem 4.5.11 (Global and exponential attractor). Let Assumption 4.5.7 be in
force. Then the global attractor A of the system .H; St/ generated by (4.4.1) is a
bounded set in H1=4 (in H1=2 if (4.5.17) holds) and possesses the properties:

• A has finite fractal dimension dimfA in H.
• For any full trajectory fu.t/ W t 2 Rg from the attractor, u.t/ is an absolutely

continuous function with values in H and

sup
t2R

˚kut.t/k C jjA1=2u.t/k C kAu.t/C B.u.t//k� � C: (4.5.25)

Moreover, the system .H; St/ possesses a fractal exponential attractor Aexp (whose
dimension is finite in the phase space H).

The bounds for the dimensions of A and Aexp can be derived from Theorems 3.4.11
and 3.2.3.

Proof. The existence of a global attractor A and the basic smoothness was proved
in Theorem 4.5.8.

By Proposition 4.5.10 the system satisfies Assumption 3.4.9 on every forward
invariant set which is bounded in H1=4 (or in H1=4). Thus, we can apply Theo-
rem 3.4.11 to conclude finite dimensionality of the global attractor.

To prove the claimed smoothness of the attractor, we note that it follows
from (4.5.24) that

ku.t C h/ � u.t/k � qku.t C h � 1/ � u.t � 1/k C kPN Œu.t C h/ � u.t/�k

for every t 2 R and for any full trajectory fu.t/ W t 2 Rg from the attractor. One
can see that

kPN Œu.t C h/ � u.t/�k �
Z tCh

t
kPN ŒB.u.�//C K.u.t// � f �k d� � CN

Ajhj:

Substituting this in the previous formula, we obtain that

.1 � q/ sup
t2R

ku.t C h/ � u.t/k � CN
Ajhj:

After the limit transition h ! 0 this yields (4.5.25).
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To prove the existence of the fractal exponential attractors Aexp, we use the
second part of Theorem 3.4.11. For this we need to check the Hölder continuity
property (3.4.10) on some forward invariant absorbing set for .H; St/. On an
absorbing set in H1=4 (the case when (4.5.13) is valid) or in H1=2 (if (4.5.17) holds)
we definitely have that kut.t/k�3=4 is bounded. Thus, interpolation gives that u.t/ is
a Hölder function in H.

Remark 4.5.12 (Dimension via volume contraction method). Since the semiflow
St is C1 in the case considered with linear operator K, we can use the volume
contraction method presented in Section 3.1.3. This method is based on a Liouville-
type formula for the limiting volume contraction coefficients ˘j given by (3.1.43)
and constructed with the help of the evolution V D S1. Namely (see, e.g., one
of the monographs BABIN/VISHIK [9], CHEPYZHOV/VISHIK [31], ROBINSON

[195, 196], TEMAM [216]), using the structure of the derivative S0
tŒu� for Stu given

in Theorem 4.4.8, one can show that

˘j � exp

(

lim sup
t!1

sup
u02A

1

t

Z t

0

Trj L.u0; �/d�

)

;

where the operator L.u0; t/ is given by

L.u0; t/w D �Aw � B.u.t/;w/ � B.w; u.t// � Kw; w 2 D.A/;

with u.t/ D Stu0. The m-dimensional trace of the linear operator L is defined by the
relation

Trm L D sup

�

Tr .LQ/ W Q is orthoprojector in H;
QH � D.A/; dim Q D m

�

:

Let

qj D lim sup
t!1

sup
u02A

1

t

Z t

0

Trj L.u0; �/d�:

It follows from the results in Section 3.1.3 that if j0 is the smallest number such that
qj0 < 0 and qj0�1 � 0, then

dimH A � j0:

In the concrete 2D hydrodynamical models this formula usually leads to the best
possible estimate for the Hausdorff dimension (see, e.g., BABIN/VISHIK [9] and
TEMAM [216] in the case of the 2D Navier-Stokes equations). However, at the
abstract level considered, we can perform the following calculations only.
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It follows from the basic Assumption 4.4.1 and the properties of the trace
operation that

Trj .L.u0; �/ � �1
2

j
X

kD1
�k C j

�

c1 C c2ku.�/k2V
�

for some constants c1 and c2. Therefore, using (4.5.2) one can see that

qj � �1
2

j
X

kD1
�k C j




c1 C c2kf k2V0

�

1C 1

�1

��

:

Since �k ! C1 as k ! 1, we can conclude that there exists j0 such that
qj0 < 0. To obtain a more explicit form of bounds for j0, we need additional
information about the behavior of the spectrum �k when k ! 1 and also more
sophisticated estimates for the trace of linearization of the nonlinear term (see
the corresponding calculations BABIN/VISHIK in [9], CHEPYZHOV/VISHIK [31],
TEMAM [216]). Thus, as we already mentioned, the optimal estimates for dimension
require more detailed information and involve model-dependent techniques.

4.5.5 Data assimilation

The main goal in this section11 is to demonstrate some additional properties
of dynamics which directly follow from the Ladyzhenskaya squeezing property.
We deal with a (hydrodynamical) data assimilation problem which is important
from the point of view of weather prediction (see, e.g., KALNAY [129] and also
HAYDEN/OLSON/TITI [122] where the 2D Navier-Stokes equations are considered).

As in Section 4.3.7, we consider the discrete data assimilation problem in the
sense due to HAYDEN/OLSON/TITI [122]. We suppose that Assumption 4.5.7 is
valid with the compactness condition (4.5.13). Instead of (4.5.13) we can also
assume (4.5.17); however, the argument is different in the latter case at the final
stage.

Let L D flj W j D 1; : : : ;Ng be a finite family of functionals on H1=2 and RL be
a Lagrange interpolation operator related to L of the form

RL v D
NX

jD1
lj.v/ j; 8 v 2 H; (4.5.26)

where f jg is a finite set of elements from H1=2 such that lk. j/ D ıkj.
For a given solution U.t/ D StU0 to (4.4.1) with initial data U0, we consider the

sequence frn
L � RL U.tn/g of observation values and define prognostic values at

time tn for U.t/ by the formula

11This section can be omitted at the first reading.



208 4 Abstract Parabolic Problems

un D .1 � RL /Stn�tn�1un�1 C rn
L ; n D 1; 2; : : : ; (4.5.27)

where u0 is an initial guess of the reference solution U0 (see [122]). We recall (see
Definition 4.3.25) that the prognosis is asymptotically reliable at a sequence of times
tn if

kU.tn/ � unk ! 0 as n ! C1:

We are looking for conditions on RL and tn which guarantee that the prognosis
based on observations L D flj W 1 � j � Ng is asymptotically reliable. To obtain
results we follow the same line of argument as in CHUESHOV [44]. We also note
that the approach here is different from the method applied in Section 4.3.7 in the
case of globally Lipschitz nonlinearities.

We assume that 0 < a � tnC1 � tn � b < C1 for some positive a and b.
The following assertion gives us a dissipativity property for prognostic values,

which is important for our application of the Ladyzhenskaya squeezing property.

Lemma 4.5.13. Let Assumption 4.5.7 be valid. Assume that kU.t/k1=4 � ~ for all
t � t0 and

kRL kH 7!H � c0 and k1 � RL kH 7!H � c1 with c1 < e�1a=2:

Then there exists n� > 0 such that

kunk � 1C %� for all n � n�; (4.5.28)

where

%� D �

c1kf kV0�
�1=2
1 C c0�

�1=4
1 ~

��

1 � c1e
��1a=2

��1
:

If we assume in addition that k1 � RL kH1=4 7!H1=4 � c2, then there exists C.a; b; %�/
such that

kunk1=4 � % � c2C.a; b; %�/C .1C c2/~ for all n � m� � 1C n�: (4.5.29)

Proof. One can see from Proposition 4.5.1 that

kunk � c1e
��1a=2kun�1k C c1kf kV0�

�1=2
1 C c0�

�1=4
1 ~; n D 1; 2; : : :

This implies that

kunk � qn�ku0k C %�; n D 1; 2; : : :

where q� D c1e��1a=2. This yields (4.5.28).
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To prove (4.5.29) we note that

kunk1=4 � c2kStn�tn�1un�1k1=4 C .1C c2/~; n D 1; 2; : : :

Hence (4.5.29) follows from (4.5.28) and (4.5.14) or (4.5.18).

In the case of (spectral) modes we have the following assertion.

Corollary 4.5.14 (Modes). We take the functionals lk.v/ D .v; ek/ and thus the
interpolation operator RL in (4.5.27) is given by (4.3.53), i.e.,

RL v D
NX

jD1
.ej; v/ej; 8 v 2 H; (4.5.30)

with some N. Here fekg is the eigenbasis of A. Then there exist positive constants
C.kf kV ; ~; a; b/ and m� such that

kunk1=4 � % � C.kf kV0 ; ~; a; b/ for all n � m�:

Proof. In this case c0 D c1 D c2 D 1.

Now we are in position to obtain the main results. We start with the case of
modes.

Theorem 4.5.15 (Modes). Let Assumption 4.5.7 be valid with the compactness
condition (4.5.13). Then there exists N� such that the prognosis (4.5.27) is asymp-
totically reliable with RL given by (4.5.30) with arbitrary N � N�.

Proof. We obviously have that

U.tn/ � un D .1 � RL /ŒStn�tn�1U.tn�1/ � Stn�tn�1un�1�; 8 n � 1: (4.5.31)

In the case of modes we have that I � RL D QN . Therefore, using Corollary 4.5.14,
by Proposition 4.5.9 we can choose N� such that

kU.tn/ � unk D qkU.tn�1/ � un�1k; n � m�;

with q < 1. This implies that

kU.tn/ � unk ! 0 as n ! C1

with exponential speed. Thus, the prognosis is asymptotically reliable.

The next result deals with general functionals.

Theorem 4.5.16. Let Assumption 4.5.7 be in force with the compactness condition
(4.5.13). Assume that L is a finite family of functionals on H and there is a
Lagrange interpolation operator RL possessing the properties:
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k1 � RL kH 7!H � c1 and k1 � RL kH1=4 7!H1=4 � c2

with the constants c1 and c2 independent of L such that c1 < e�1a=2. Then there
exists �� > 0 such that under the condition �L .H;H�ı/ � �� for some 0 < ı <

1=4 the prognosis in (4.5.27) is asymptotically reliable for every u0 2 H. Here
�L .H;H�ı/ denotes the corresponding completeness defect for the set L .

Proof. Proposition 4.5.10 and Lemma 4.5.13 imply that

kS�n U.tn�1/ � S�n un�1k
� qNkU.tn�1/ � un�1k C �ıNkPN ŒS�n U.tn�1/ � S�n un�1�k�ı (4.5.32)

for n � m� with�n D tn � tn�1, where qN < 1 can be chosen as small as we need at
the expense of N. Now we apply the following lemma (its proof will be given later).

Lemma 4.5.17. Let u1.t/ D Stu1 and u2.t/ D Stu2 be such that kui.t/k1=4 � ~ for
all t 2 Œ0;T� and 0 < ı � 1=4. Then

kA�ıŒStu
1 � Stu

2�k � CT;~kA�ıŒu1 � u2�k for t 2 Œ0;T�:

This lemma implies that

kS�n U.tn�1/ � S�n un�1k�ı � C.b; %/kU.tn�1/ � un�1k�ı; n � m�:

Since lj.U.tn�1// D lj.un�1/, this gives

kS�n U.tn�1/ � S�n un�1k�ı � �L .H;H�ı/C.b; %/kU.tn�1/ � un�1k; n � m�:

Thus (4.5.31) and (4.5.32) yield

kU.tn/ � unk � QqkU.tn�1/ � un�1k

for n � m�, where

Qq D kI � RL kH 7!H
�

qN C �ıN�L .H;H�ı/C.b; %/
�

:

We can choose N and �L .H;H�ı/ such that Qq < 1. Therefore, the prognosis is
asymptotically reliable with exponential speed.

Remark 4.5.18. The number of functionals which provides an asymptotically
reliable prognosis according to Theorems 4.5.15 and 4.5.16 is finite. However, the
estimates for this number which follow from the statement of the theorem are not
optimal and not constructive. The derivation of optimal bounds for the number
requires more careful analysis of constants related to dissipativity and squeezing
properties of individual trajectories. We refer to HAYDEN/OLSON/TITI [122] for a
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more constructive approach based on the multipliers technique and developed in the
case of the 2D Navier-Stokes equations for the reference solution from the global
attractor.

Proof of Lemma 4.5.17. The function u.t/ D u1.t/ � u2.t/ satisfies the equation

ut C Au C B
�

u1.t/; u1.t/
� � B

�

u2.t/; u2.t/
�C K.u1.t// � K.u2.t// D 0:

This allows us to multiply the equation by A�2ıu.t/ and to show that

1

2

d

dt
kA�ıu.t/k2 C kA1=2�ıu.t/k2

� jB.u; u2/;A�2ıu/j C jB�u1; u/;A�2ıu/j C CkukkA�2ıuk2:

It follows from (4.4.4) that

jB.u; u2/;A�2ıu/j C jB�u1; u/;A�2ıu/j � C.ku1kH C ku2kH /kukH kA1=2�2ıuk:

Using the fact that kukH � Ckuk1=4 and the interpolation we conclude that

kukH kA1=2�2ıuk � CkA�ıuk1=2kA1=2�ıuk3=2:

This implies

d

dt
kA�ıu.t/k2 � C.1C ku1k4H C ku2k4H /kA�ıuk2;

which allows us to make the conclusion via Gronwall’s lemma.

4.6 Hydrodynamical applications

In this section we discuss several important hydrodynamical models for which we
can apply the theory we have developed.

4.6.1 2D magnetohydrodynamic equations

We consider magnetohydrodynamic (MHD) equations for a viscous incompressible
resistive fluid in a 2D bounded domain D, which have the form (see, e.g., MOREAU

[167]):
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@tu � �1�u C uru D �r
	

p C s

2
jbj2




C sbrb C f ; (4.6.1)

@tb � �2�b C urb D bru C g; (4.6.2)

div u D 0; div b D 0; (4.6.3)

where u D .u1.x; t/I u2.x; t// and b D .b1.x; t/I b2.x; t// denote velocity and
magnetic fields, p.x; t/ is a scalar pressure, and x D .x1I x2/ 2 D. We recall that
the term vrw for different 2D fields v and w has the form

vrw D
 
X

iD1;2
vi@i

!

w for v D .v1I v2/; w D .w1I w2/:

We consider the following boundary conditions:

u D 0; .b; n/ D 0; @x1b
2 � @x2b

1 D 0 on @D: (4.6.4)

In the equations above �1 is the kinematic viscosity, �2 is the magnetic diffusivity
(which is determined from magnetic permeability and conductivity of the fluid),
the positive parameter s is defined by the relation s D Ha2�1�2, where Ha is
the Hartmann number, and n is the outer normal vector. The given functions
f D f .x; t/ and g D g.x; t/ represent external volume forces and the curl of external
current applied to the fluid. We refer to LADYZHENSKAYA/SOLONNIKOV [143],
DUVAUT/LIONS [90], and SERMANGE/TEMAM[205] for the mathematical theory
for the MHD equations.

The above equations are a particular case of equation (4.4.1) for some choice of
spaces and operators which satisfy Assumption 4.4.1. To see this, we first note that
without loss of generality we can assume that s D 1 in (4.6.1) (indeed, if s ¤ 1

we can introduce a new magnetic field b WD p
sb and rescale the curl of the current

g WD p
sg). For the velocity part of the MHD equations, we use the same spaces as

in Example 4.4.4. We denote them as H.1/ and V1:

H.1/ D ff 2 �L2.D/�2 W div f D 0 in D and.f ; n/ D 0 on@Dg

endowed with the usual L2 scalar product and

V1 � �

H1
0.D/

�2 \ H.1/:

We denote by A the Stokes operator on H.1/ generated by the bilinear form defined
by (4.4.10) with � D �1.

For the magnetic part we set H.2/ D H.1/ and V2 D �

H1.D/
�2 \ H.2/ and define

another Stokes operator A2 as an unbounded operator on H.2/ generated by the
form (4.4.10) with � D �2 considered on the space V2.
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We can write (4.6.1)–(4.6.4) in the form (4.4.1) in the space H D H.1/ � H.2/

with A D A1 � A2, K � 0. We also set V D V1 � V2 and define B W V � V ! V 0 by
the relation

.B.z1; z2/; z3/ D. QB.u1; u2/; u3/ � . QB.b1; b2/; u3/
C . QB.u1; b2/; b3/ � . QB.b1; u2/; b3/

for zi D .uiI bi/ 2 V D V1 � V2, where QB is given by (4.4.11). The conditions in
Assumption 4.4.1 are satisfied with H D � �

L4.D/
�2 � �L4.D/�2 �\ H. In the same

way as in Remark 4.5.5 we can conclude that (4.5.13) holds for this case.

4.6.2 2D Boussinesq model for the Bénard convection

The next example is the following coupled system of Navier-Stokes and heat
equations from the Bénard convection problem (see, e.g., FOIAS/MANLEY/TEMAM

[103] and the references therein). Let D D .0; l/� .0; 1/ be a rectangular domain in
the vertical plane, fe1; e2g the standard basis in R

2, and x D .x1I x2/ an element of
R
2. Denote by p.x; t/ the pressure field, f ; g external forces, u D .u1.x; t/I u2.x; t//

the velocity field, and � D �.x; t/ the temperature field satisfying the following
system:

@tu C uru � ��u C rp D �e2 C f ; div u D 0; (4.6.5)

@t� C ur� � u2 � ��� D g; (4.6.6)

with boundary conditions

u D 0; � D 0 on x2 D 0 and x2 D 1;

u; p; �; ux1 ; �x1 are periodic in x1 with period l:12

Here � is the kinematic viscosity, and � is the thermal diffusion coefficient. Let

H.3/ D
n

u 2 �L2.D/�2 W div u D 0; u2jx2D0 D u2jx2D1 D 0; u1jx1D0 D u1jx1Dl

o

and H.4/ D L2.D/. We also denote

V3 D
n

u 2 H.3/ \ �

H1.D/
�2 W ujx2D0 D ujx2D1 D 0; u is l-periodic in x1

o

;

12Here and below this means that �jx1D0 D �jx1Dl for the corresponding function.
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V4 D ˚

� 2 H1.D/ W � jx2D0 D � jx2D1 D 0; � is l-periodic in x1
�

:

Let A3 be the Stokes operator in H.3/ generated by the bilinear form (4.4.10)
considered on V3 and A4 be the operator in H.4/ generated by the Dirichlet form

a.�1; �2/ D �

Z

D
r�1 � r�2 dx; �1; �2 2 V4:

Again, the above equations are a particular case of equation (4.4.1) for the following
spaces and operators which satisfy Assumption 4.4.1. We assume H D H.3/ � H.4/

and V D V3 � V4. We set A.u; �/ D .A3u I A4�/, K.u; �/ D �.�e2 I u2/, and define
the mapping B W V � V ! V 0 by the relation

.B.z1; z2/; z3/ D . QB1.u1; u2/; u3/C
X

iD1;2

Z

D
ui
1 @i �2 �3 dx

for zi D .uiI �i/ 2 V D V3 � V4, where QB is given by (4.4.11). With this
notation, the Boussinesq equations for .u; �/ are a particular case of (4.4.1) with
Assumption 4.4.1 for H D � �

L4.D/
�2 � L4.D/

� \ H. As above, (4.5.13) holds for
this case.

4.6.3 2D magnetic Bénard problem

This is the Boussinesq model coupled with a magnetic field (see GALDI/PADULA

[109]). As above, let D D .0; l/ � .0; 1/ be a rectangular domain in the vertical
plane, fe1; e2g the standard basis in R

2. We consider the equations

@tu C uru � �1�u C r
	

p C s

2
jbj2




� sbrb D �e2 C f ; div u D 0;

@t� C ur� � u2 � ��� D f ;

@tb � �2�b C urb � bru D h; div b D 0;

with boundary conditions

u D 0; � D 0; b2 D 0; @2b
1 D 0 on x2 D 0 and x2 D 1;

u; p; �; b; ux1 ; �x1 ; bx1 are periodic in x1 with period l:

As for the MHD case we can assume that s D 1. In this case we have (4.4.1) for
the variable z D .uI � I b/ with H D H.3/ � H.4/ � H.5/, where H.3/ and H.4/ are the
same as in the previous example and H.5/ D H.3/. We also set V D V3 � V4 � V5,

where V3 and V4 are the same as above and V5 D H.3/ \ �

H1.D/
�2

. The operator A
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is generated by the bilinear form

a.z1; z2/ D �1

2X

jD1

Z

D
ruj

1 � ruj
2 dx C �

Z

D
r�1 � r�2 dx C �2

2X

jD1

Z

D
rbj

1 � rbj
2 dx

for zi D .ui; �i; bi/ 2 V . The bilinear operator B is defined by

.B.z1; z2/; z3/ D . QB.u1; u2/; u3/ � . QB.b1; b2/; u3/

C . QB.u1; b2/; b3/ � . QB.b1; u2/; b3/C
X

iD1;2

Z

D
ui
1 @i �2 �3 dx

for zi D .uiI �iI bi/ 2 V , where QB is given by (4.4.11). We also set K.u; �; b/ D
�.�e2 I u2I 0/. It is easy to check that this model is an example of equation (4.4.1)
with Assumption 4.4.1, where H D � �

L4.D/
�2 � L4.D/ � �

L4.D/
�2 � \ H. The

condition in (4.5.13) is also valid for this model.

4.6.4 3D Leray ˛-model for Navier-Stokes equations

The theory can also be applied to some 3D models. As an example we consider
the 3D Leray ˛-model (see LERAY [149]; for recent developments of this model
we refer to CHEPYZHOV/TITI/VISHIK [30], CHESKIDOV ET AL. [34] and to the
references therein). In a bounded 3D domain D we consider the following equations:

@tu � ��u C vru C rp D f ; (4.6.7)

.1 � ˛�/v D u; div u D 0; div v D 0 in D; (4.6.8)

v D u D 0 on @D: (4.6.9)

where u D .u1I u2I u3/ and v D .v1I v2I v3/ are unknown fields, and p.x; t/ is the
pressure. In the space

H D fu 2 �L2.D/�3 W div u D 0 in D and .u; n/ D 0 on @Dg

problem (4.6.7)–(4.6.9) can be written in the form

ut C Au C B.G˛u; u/ D Qf ;

where A is the corresponding 3D Stokes operator (defined similarly as in the 2D
case) by the form
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a.u1; u2/ D �

3X

jD1

Z

D
ruj

1 ruj
2 dx

on V � H \ �

H1
0.D/

�3
/, G˛ D �

Id C ˛��1A
��1

is the Green’s operator, and

.B.u1; u2/ ; u3/ D
3X

i;jD1

Z

D
uj
1 @ju

i
2 ui

3 dx; ui 2 V D H \ �

H1
0.D/

�3
:

Note that the embedding H1=2.D/ � L3.D/ with dim D D 3 (see TRIEBEL

[220]) implies that inequality (4.4.3) holds true for H D �

L3.D/
�3 \ H.

Furthermore, Hölder’s inequality and the embedding H1.D/ � L6.D/ imply that for
u1; u2; u3 2 V ,

j.B.G˛u1; u2/ ; u3/j � Cku2kV kG˛u1kL6.D/ ku3kL3.D/

� Cku2kV kG˛u1kV ku3kL3.D/

� Cku2kV ku1kL3.D/ ku3kL3.D/;

where the last inequality comes from the fact that A
1
2 G˛ is a bounded operator on

H, so that

kG˛u1kV D kA
1
2 G˛u1k � Cku1k � Cku1kL3.D/:

This implies Assumption 4.4.1 for B˛.u1; u2/ WD B.G˛u1; u2/. Condition (4.5.13)
follows from the embedding H1=2.D/ � L3.D/.

4.6.5 Shell model of turbulence

Let H be a set of all sequences u D fu1; u2; : : :g of complex numbers such that
P

n junj2 < 1. We consider H as a real Hilbert space endowed with the inner
product .�; �/ and the norm j � j of the form

.u; v/ D Re
1X

nD1
unv

�
n ; juj2 D

1X

nD1
junj2;

where v�
n denotes the complex conjugate of vn. In this space H we consider the

evolution equation (4.4.1) with K D 0 and with linear operator A and bilinear
mapping B defined by the formulas
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.Au/n D �k2nuu; n D 1; 2; : : : ; D.A/ D
(

u 2 H W
1X

nD1
k4njunj2 < 1

)

;

where � > 0, kn D k0�n with k0 > 0 and � > 1, and

ŒB.u; v/�n D �i
�

aknC1u�
nC1v�

nC2 C bknu�
n�1v�

nC1 � akn�1u�
n�1v�

n�2 � bkn�1u�
n�2v�

n�1
�

for n D 1; 2; : : :, where a and b are real numbers (here we also assume that u�1 D
u0 D v�1 D v0 D 0). This choice of A and B corresponds to what is called the GOY
model (see, e.g., OHKITANI/YAMADA [173]). If we take

ŒB.u; v/�n D �i
�

aknC1u�
nC1vnC2 C bknu�

n�1vnC1 C akn�1un�1vn�2 C bkn�1un�2vn�1
�

;

then we obtain the Sabra shell model introduced in LVOV ET AL. [155]. In both
cases the equation (4.4.1) is an infinite sequence of ODEs.

One can easily show (see BARBATO ET AL. [10] for the GOY model and
CONSTANTIN/LEVANT/TITI [80] for the Sabra model) that the trilinear form

hB.u; v/;wi � Re
1X

nD1
ŒB.u; v/�n w�

n

possesses the property (4.4.2) and also satisfies the inequality

j.B.u; v/;w/j � CkukkA1=2vkkwk; 8u;w 2 H; 8v 2 D.A1=2/:

The conditions in Assumption 4.4.1 hold with H D D.As/ for any choice of s 2
Œ0; 1=4�. For any case D.A1=4/ � H is also in force.

We can also consider the dyadic model (see, e.g., KATZ/PAVLOVIĆ [133] and the
references therein), which can be written as an infinite system of real ODEs of the
form

@tun C ��2˛nun � �nu2n�1 C �nC1ununC1 D fn; n D 1; 2; : : : ; (4.6.10)

where �; ˛ > 0, � > 1, u0 D 0. Simple calculations show that under the condition
˛ � 1=2 the system (4.6.10) can be written as (4.4.1) and that Assumption 4.4.1
holds for ŒB.u; v/�n D ��nun�1vn�1 C �nC1 un vnC1 and .Au/n D � �2˛n un.

4.6.6 Hopf model of turbulence

This model was suggested in 1948 by E. Hopf (see the references in HENRY

[123]) as an illustration of one of the possible scenarios (which is known now as



218 4 Abstract Parabolic Problems

the Landau-Hopf scenario) of the turbulence appearance in fluids. The model is
described by the following equations:

8

ˆ̂
<

ˆ̂
:

ut D �uxx � v 
 v � w 
 w � u 
 1;
vt D �vxx C v 
 u C v 
 a C w 
 b;

wt D �wxx C w 
 u � v 
 b C w 
 a;

(4.6.11)

where the unknown functions u, v, w are even and 2�-periodic with respect to x and
the convolution w 
 u defined as follows:

.w 
 u/.x/ D 1

2�

Z 2�

0

w.x � y/u.y/ dy:

A phase space for this model is the space

H D
n

U D .uI vI w/ 2 �Lloc
2 .R/

�3 W U.x/ D U.�x/ D U.x C 2�/
o

endowed with the L2-norm:

kUk2 D
Z 2�

0

�ju.x/j2 C jv.x/j2 C jw.x/j2� dx; U D .uI vI w/:

The operator A is defined on D.A/ D ŒH2
loc.R/

�3 \ H; and has the form

A.uI vI w/ D .u � �uxxI v � �vxxI w � �uxx/; .uI vI w/ 2 D.A/:

The corresponding bilinear mapping B has the form

B. QU;U/ D . Qv 
 v C Qw 
 wI � Qv 
 uI � Qw 
 u/;

where QU D .QuI QvI Qw/ and where U D .uI vI w/. The operator K is given by

KU D �.u � u 
 1I v C v 
 a C w 
 bI w � v 
 b C w 
 a/

where U D .uI vI w/. One can see that Assumption 4.4.1 is satisfied here. For
detailed calculations relating to this model, we refer to CHUESHOV [39, Chapter 2].



Chapter 5
Second Order Evolution Equations

In this chapter we show how the general ideas developed in Chapters 2 and 3 can
be applied to second order in time evolution equations with damping and source
terms of various structure, whose abstract form is the following Cauchy problem in
a separable Hilbert space H:

�utt C K.u/ut C Au C B.u/ D 0; t > 0I ujtD0 D u0; utjtD0 D u1: (5.0.1)

We also consider by means of an example the case when the main elliptic part
A is nonlinear. The model in (5.0.1) represents nonlinear wave dynamics with
the damping (operator) coefficient K.u/, which depends on the displacement u
(but not on the velocity ut). This type of model was studied by many authors for
different classes of equations; see, e.g., CHUESHOV/KOLBASIN [49], GATTI/PATA

[111], PATA/ZELIK [178, 180] and the references therein. We note that there is a
wide class of models with velocity-dependent damping (D.ut/ in (5.0.1) instead
of K.u/ut), but we do not discuss them here, and refer the reader to the surveys
in CHUESHOV/LASIECKA [56, 58]. We also mention that models with different
types of strong (linear) damping in wave equations have been considered by
many authors; see, e.g., CARVALHO/CHOLEWA [23], CHOLEWA/DLOTKO [35],
KALANTAROV/ZELIK [128], PATA/ZELIK [177], and also the literature quoted in
these references. This class of models corresponds to the case when K.u/ � K
is a non-negative operator independent of u and hence can be included in our
framework. Under some additional hypotheses (see, e.g., LASIECKA/TRIGGIANI

[145, Chapter 3] and the references therein), the corresponding linearization
generates an analytical semigroup. This situation was studied by many authors (see,
e.g., the discussion in LASIECKA/TRIGGIANI [145, Chapter 3]). In principle, this
allows us to use the “parabolic” methods presented in Chapter 4. However, our main
examples are related to the case when K.u/ depends nonlinearly on u, and thus it is
problematic to use analyticity of the linearization.

© Springer International Publishing Switzerland 2015
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The main topics in this chapter deal with the existence of a compact finite-
dimensional attractor for different situations. In the case when the set of equilibria is
finite and hyperbolic, we show that every trajectory is attracted by some equilibrium
at an exponential rate. We also consider dynamics in the inertial zero limit � ! 0,
and show how the results can be extended to the case when we have the nonlocal
nonlinear Kirchhoff operator instead of A in (5.0.1).

Our arguments involve the method based on quasi-stability estimates (see
Section 3.4.3). We first prove that the corresponding system is asymptotically quasi-
stable in the sense of Definition 3.4.15, and then we apply general theorems on
properties of quasi-stable systems.

To obtain the results concerning equilibria, we rely on some type of observability
inequality and use the same idea as in CHUESHOV/LASIECKA [56, Section 4.3]
(see also CHUESHOV/LASIECKA [51, 58]) and the argument given in the proof of
Theorem 4.3.18.

The main applications, which we keep in mind, are concerned with a class
of elastic plate models with different types of boundary conditions. The results
presented can also be applied to nonlinear wave equations.

5.1 Generation of a dynamical system

In this section we impose our main hypotheses and show that problem (5.0.1)
generates a dynamical system. Our presentation mainly follows the ideas presented
in CHUESHOV/KOLBASIN [49, 50].

5.1.1 Main hypotheses and motivation

Assumption 5.1.1. We impose the following set of hypotheses.

(A) The operator A is a linear self-adjoint positive operator densely defined on a
separable Hilbert space H possessing a discrete spectrum (see Definition 4.1.1).
Below we denote by fekg the orthonormal basis in H consisting of the
eigenvectors of the operator A:

Aek D �kek; 0 < �1 � �2 � � � � ; lim
k!1�k D 1:

We denote by k � k and .�; �/ the norm and the scalar product in H. As in the
previous chapter, we denote by Hs (with s > 0) the domain D.As/ equipped
with the graph norm k � ks D kAs � k. As above, H�s denotes the completion of
H with respect to the norm k � k�s D kA�s � k.

(D) For some value � 2 Œ0; 1=2� the damping operator K.u/ maps H� into H�� and
possesses the properties:
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(i) For each u 2 D.A1=2/ the operator K.u/ generates a symmetric bilinear form
bu.v;w/ D .K.u/v; v/ on H� � H� and for every % > 0 there exist ˛% > 0 and
ˇ% > 0 such that1

˛%kvk2� � .K.u/v; v/ � ˇ%kvk2� ; 8 kA1=2uk � %; v 2 H� : (5.1.1)

(ii) For every % > 0 there exists C% > 0 such that

kK.u1/�K.u2/kH� 7!H��
� C%kA1=2.u1�u2/k; 8kA1=2uik � %; (5.1.2)

where k �kX 7!Y stands for the operator norm of linear mappings from X into Y .
(iii) We also have that

kŒK.u1/ � K.u2/� k�� � C%kA1=2�ı.u1 � u2/kkAl k (5.1.3)

for some ı > 0 and for all kA1=2uik � % and  2 D.Al/ with some l � 0.

(B) There exists ı � 0 such that the nonlinear operator B maps H1=2�ı into H��
and is locally Lipschitz, i.e.,

kB.u1/ � B.u2/k�� � L.%/ku1 � u2k1=2�ı; 8kA1=2uik � %: (5.1.4)

In addition we assume:

(i) The mapping B is weakly continuous2 from H1=2 into H�l for some l � � ,
i.e.,

j.B.un/ � B.u/;  /j ! 0 for every  2 Hl (5.1.5)

provided un ! u weakly in H1=2.
(ii) B.u/ D ˘ 0.u/, where ˘.u/ is a C1 functional3 on H1 D D.A1=2/, and 0

stands for the Fréchet derivative (see the definition in (A.5.3)). We assume
that there exist 
 < 1=2 and C � 0 such that


kA1=2uk2 C˘.u/C C � 0 ; u 2 H1=2 D D.A1=2/ : (5.1.6)

Remark 5.1.2. As already mentioned, our main goal is to demonstrate the method
but not to obtain the best possible result for the considered class of abstract systems.
However, we note that our conditions can be relaxed in different directions; see,

1It is allowed that ˛% ! 0 and ˇ% ! 1 as % ! 1.
2We need this property in order to make limit transitions on the Galerkin approximations in the
nonlinear term. We also note that this property is valid in the case when (5.1.4) holds with ı > 0.
3 We note that ˘.u/ is locally bounded on H1=2, see Remark 4.2.21.
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e.g., CHUESHOV/KOLBASIN [50] for some details and discussions. We note that
our damping term D.u; ut/ D K.u/ut is positive (in the sense that .D.u; ut/; ut/ � 0,
see the left inequality in (5.1.1)) but not monotone in general. Thus, we cannot
apply the theory developed in HARAUX [119] and CHUESHOV/LASIECKA [56]. We
also mention that problem (5.0.1) was studied in CARVALHO/CHOLEWA/DLOTKO

[24] in the Banach space setting for a constant operator K.u/ D A2� with
1=4 � � � 1=2 (in contrast with our case of 0 � � � 1=2). The situation in
CARVALHO/CHOLEWA/DLOTKO [24] corresponds to the case when the linear part
of the problem generates an analytic semigroup.

Our main motivation is related to plate models (with hinged boundary conditions,
for definiteness). In this case the middle surface of a plate is a domain ˝ in R

2, and
u.t/ D u.x; t/, x 2 ˝, t > 0, is the transverse displacement of this middle surface at
point x and time t. In these models we have the following.

• A D .��D/
2, where �D is the Laplace operator in a bounded smooth domain ˝

in R
2 with Dirichlet boundary conditions. We then have that H D L2.˝/ and

D.A/ D ˚

u 2 H4.˝/ W u D �u D 0 on @˝
�

:

Here H� .˝/ is the L2-based Sobolev space of the order � .
• The damping operator K.u/ may have the form

K.u/ut D � Œ�0.u/�ut� � div Œ�1.u;ru/rut�C �2.u/ut; (5.1.7)

where �0.s1/, �1.s1; s2; s3/ and �2.s1/ are non-negative locally Lipschitz func-
tions of si 2 R, i D 1; 2; 3, satisfying some growth conditions (for a
more detailed discussion of properties of the damping functions we refer to
CHUESHOV/KOLBASIN [50]). We note that every term in (5.1.7) represents a
different type of damping mechanism. The first one is viscoelastic Kelvin-Voight
damping, the second one represents structural damping , and the term �2.u/ut is
the dynamical friction (or viscous damping). We refer to LASIECKA/TRIGGIANI

[145, Chapter 3] and to the references therein for a discussion of stability
properties caused by each type of damping term in the case of linear systems.

• The nonlinear feedback (elastic) force F.u/may have one of the following forms
(which represent different plate models):

(a) Kirchhoff model : B.u/ is the Nemytskii operator

u 7! �� � div fjrujqru � �jrujrrug � p.x/; (5.1.8)

where � � 0, q > r � 0, � 2 R are parameters, p 2 L2.˝/.
(b) Von Karman model (see LIONS [151] and also CHUESHOV/LASIECKA [58]):

B.u/ D �Œu; v.u/C F0� � p.x/;
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where F0 2 H4.˝/ and p 2 L2.˝/ are given functions, the von Karman
bracket Œu; v� is given by

Œu; v� D @2x1u � @2x2v C @2x2u � @2x1v � 2 � @2x1x2u � @2x1x2v;

and the Airy stress function v.u/ solves the following elliptic problem:

�2v.u/C Œu; u� D 0 in ˝;
@v.u/

@n
D v.u/ D 0 on @˝: (5.1.9)

(c) Berger model: In this case the feedback force has the form

B.u/ D �



�

Z

˝

jruj2dx � 

�

�u � p.x/;

where � > 0 and 
 2 R are parameters, p 2 L2.˝/; for more details and
references see, e.g., CHUESHOV [39, Chapter 4] and CHUESHOV/LASIECKA

[56, Chapter 7].

We do not provide full details concerning these models and refer to CHUESHOV/
KOLBASIN [49, 50] and to the references therein. We also refer to CIARLET [72]
for a general presentation of the plate theory.

As an example, we can also consider the following wave equation on a bounded
domain ˝ in R

3 with a nonlocal damping coefficient:

utt C �.kukHs.˝//ut ��u C '.u/ D f .x/; u
ˇ
ˇ
@˝

D 0: (5.1.10)

One can see that Assumption 5.1.1 is valid if we assume that (a) s < 1 and � is a
positive and locally Lipschitz function, and (b) the source term ' 2 C2.R/ possesses
the properties

lim inf
jsj!1

˚

'.s/s�1� > ��1; j'00.s/j � C.1C jsj/; s 2 R;

where �1 is the first eigenvalue of the minus Laplace operator with Dirichlet
boundary conditions.

In a similar way, we can consider the wave model (5.1.10) in an arbitrary spatial
dimension and with another form of the damping operator and cover the case when
s D 1 in (5.1.10); see Section 5.4 below.

We refer to PATA/ZELIK [178, 180] for the case when the damping coefficient
has the form �.u.t; x// with some scalar function � and mention the recent papers
SAVOSTIANOV/ZELIK [202, 203] which deal with wave models damped by linear
terms of the form .��/2�ut with � 2 Œ0; 1=2�. The results in these papers involve
specific properties of wave dynamics, and it seems that they cannot be derived at the
abstract level.
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5.1.2 Well-posedness: nondegenerate case

We first prove the existence and uniqueness of weak solutions to problem (5.0.1) in
the case of the positive inertial parameter �.

Definition 5.1.3. A function u.t/ is said to be a weak solution to (5.0.1) on an
interval Œ0;T� if

u 2 L1.0;TID.A1=2//; ut 2 L1.0;TI H/ \ L2.0;TID.A� //

and (5.0.1) is satisfied in the sense of distributions, i.e., u.0/ D u0 and

��
Z T

0

.ut; vt/dtC
Z T

0

.K.u/ut; v/dtC
Z T

0

.Au; v/dtC
Z T

0

.B.u/; v/dt D �.u1; v.0//;

(5.1.11)

for every v 2 WT , where

WT D ˚

v 2 L1.0;TID.A1=2//; vt 2 L1.0;TI H/; v.T/ D 0
�

:

For a description of the functional Lp spaces involved above, see Section A.3 in the
Appendix.

The main statement in this section is the following assertion, which also contains
some auxiliary solution properties needed for the results on asymptotic dynamics.

Theorem 5.1.4. Let Assumption 5.1.1 be in force and .u0I u1/ 2 H � D.A1=2/ �
H. Then the following assertions hold.

1. Problem (5.0.1) has a unique weak solution u.t/ on RC. This solution belongs to
the class

W � C.RCID.A1=2// \ C1.RCI H/;

and the following energy relation:

E .u.t/; ut.t//C
Z t

0

.K.u.�//ut.�/; ut.�//d� D E .u0; u1/ (5.1.12)

holds for every t > 0, where the energy E is defined by the formula

E .u0; u1/ D E.u0; u1/C˘.u0/ � 1

2

	

�ku1k2 C �
�A1=2u0

�
�
2



C˘.u0/:



5.1 Generation of a dynamical system 225

Moreover, this solution u.t/ satisfies the estimate

sup
t�0

E.u.t/; ut.t//C
C1Z

0

kA�ut.t/k2dt � CR when E.u0; u1/ � R2; (5.1.13)

where CR > 0 does not depend on �.
2. If u1.t/ and u2.t/ are two weak solutions such that E.ui.0/; ui

t.0// � R2, i D 1; 2,
then their difference z.t/ D u1.t/ � u2.t/ satisfies the relation

E.z.t/; zt.t//C
tZ

0

kA� zt.�/k2d� � aRE.z.0/; zt.0//e
bRt (5.1.14)

for some constants aR; bR > 0 independent of �.

Proof. To prove the existence of solutions, we use the standard Galerkin method,
seeking approximations of the form

uN.t/ D
NX

kD1
yk.t/ek; N D 1; 2; : : : ; (5.1.15)

that solve the finite-dimensional projections of (5.0.1):

�uN
tt CPNK.uN/uN

t CAuN CPNB.uN/ D 0; t > 0I uN jtD0 D PNu0; uN
t jtD0 D PNu1;

(5.1.16)

where PN is the orthoprojector onto Spanfek W k D 1; 2; : : : ;Ng.

Exercise 5.1.5. Show that problem (5.1.16) has a unique local solution. Hint:
Rewrite (5.1.16) as a first order equation and apply Theorem A.1.2.

Multiplying (5.1.16) by uN
t , we get that uN.t/ satisfies the energy relation (5.1.12).

By (5.1.6) we obtain that

c0E.u0; u1/ � c1 � E .u0; u1/ � C.R/

whenever E.u0; u1/ � R2. Therefore, by (5.1.1) the energy relation for uN.t/ yields
the a priori estimate, which implies the global existence of approximate solutions.
Moreover, estimate (5.1.13) holds with constant C.R/ independent of N for these
solutions. Using the equation for uN.t/ and also the conditions (5.1.1) and (5.1.4), it
can be shown in the standard way that

�2
TZ

0

kA�1=2uN
tt .t/k2dt � CT.R/; N D 1; 2; : : : ;
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for every T > 0. These a priori estimates show that .uN I uN
t I uN

tt / is *-weakly
compact in

YT WD L1.0;TI H1=2/ � ŒL1.0;TI H/ \ L2.0;TI H� /� � L2.0;TI H�1=2/; 8 T > 0:

The Aubin-Dubinskii-Lions theorem (see SIMON [213, Corollary 4] and also
Theorem A.3.7 in the Appendix) yields that .uN I uN

t / is compact in C.Œ0;T�I H1=2�"�
H�"/ for every " > 0. Thus there exists u.t/ 2 L1.0;TI H/ such that

.uI utI utt/ 2 YT ; .uI ut/ 2 C.Œ0;T�I H1=2�" � H�"/; 8 " > 0;

and, along a subsequence, we have

• uN ! u *-weakly in L1.0;TI H1=2/ and strongly in C.Œ0;T�I H1=2�"/;
• uN

t ! ut *-weakly in L1.0;TI H/ \ L2.0;TI H� / and strongly in C.Œ0;T�I H�"/;
• uN

tt ! utt weakly in L2.0;TI H�1=2/.

It is also clear from Lions’ lemma (see, e.g., LIONS/MAGENES [152] and
Lemma A.3.1 in the Appendix) that t 7! .u.t/I ut.t// is a weakly continuous
function in H D H1=2 � H. Therefore, the uniform convergence

kuN.t/ � u.t/k1=2�" C kuN
t .t/ � ut.t/k�" ! 0; t 2 Œ0;T�

yields .uN.t/I uN
t .t// ! .u.t/I ut.t// weakly in H1=2 � H for every t 2 Œ0;T�.

In particular, this and also (5.1.5) imply that

.B.uN.t// � B.u.t//;  / ! 0 for every  2 Hl; t 2 Œ0;T�:

For the damping term we have that

.K.uN/uN
t � K.u/ut; v/ D .uN

t � ut;K.u/v/C .uN
t ; ŒK.u

N/ � K.u/�v/:

The weak convergence uN
t ! ut in L2.0;TI H� / yields

Z T

0

.uN
t � ut;K.u/v/ d� ! 0 as N ! 1

for every v 2 WT . As for the second term, by (5.1.3)

j.uN
t ; ŒK.u

N/ � K.u/�v/j � CkuN
t k�kuN � uk1=2�ıkvkl:

This implies that

Z T

0

.uN
t ; ŒK.u

N/ � K.u/�v/ d� ! 0 as N ! 1; 8 v 2 WT :
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All of these convergence properties make it possible to show that u.t/ is a weak
solution satisfying (5.1.13).

To obtain the energy relation in (5.1.12), we note that the function un.t/ D Pnu.t/
for every n D 1; 2; : : : solves an equation of the form

�@ttu
n C Aun D h.t/ with h.t/ D �.PnK.u/ut C PnB.u// 2 L2.0;TI H/:

Therefore, using the multiplier ut we can obtain that

E.u.t/; ut.t//C
Z t

0

.K.u/ut; ut/d� C
Z t

0

.B.u/; ut/d� D E.u0; u1/ (5.1.17)

where the energy E.u; ut/ is given by

E.u; ut/ D 1

2

�

�kutk2 C kA1=2uk2� :

In particular, this implies that t 7! E.u.t/; ut.t// is continuous and thus the weak
continuity of t 7! .u.t/I ut.t// implies its strong continuity in D.A1=2/ � H, i.e.,
u.t/ 2 W . Now using approximations and relation (4.2.31) in Remark 4.2.21, we
can derive the energy relation in (5.1.12) from (5.1.17).

To prove (5.1.14), we note that z.t/ D u1.t/ � u2.t/ solves the equation

�ztt C K.u1/u1t � K.u2/u2t C Az C B.u1/ � B.u2/ D 0: (5.1.18)

Thus, multiplying this equation by zt and integrating from s to t, we have

Ez.t/C
tZ

s

.K.u1/u1t �K.u2/u2t ; zt/d� D Ez.s/�
tZ

s

�

B.u1/�B.u2/; zt
�

d� (5.1.19)

for any 0 � s < t, where Ez.t/ D E.z.t/; zt.t//. Using Assumption 5.1.1D(i,ii) and
(5.1.13), we obtain that

Ez.t/C �R

tZ

s

kA� ztk2d� � Ez.s/C cR

tZ

s

�

1C �
�u2t

�
�
2

�

�kA1=2zk2d�;

for all s < t and for some �R; cR > 0. Now we can apply Gronwall’s lemma to
obtain (5.1.14), which, in particular, implies the uniqueness of weak solutions.

Remark 5.1.6. Under additional hypotheses concerning K and B, we can also estab-
lish the existence of more regular solutions. We do not pursue these generalizations
at the abstract level, and refer to CHUESHOV/KOLBASIN [49] and the references
therein for some results in this direction.
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Applying Theorem 5.1.4, we obtain the following assertion.

Proposition 5.1.7. Let Assumption 5.1.1 be in force. Then problem (5.0.1) gener-
ates a dynamical system in the space H D D.A1=2/�H with the evolution operator
S�t given by

S�t y D .u.t/I ut.t//; where y D .u0I u1/ and u.t/ solves (5.0.1).

This system is gradient (see Definition 2.4.1) with the full energy E .u0I u1/ as a
strict Lyapunov function (this follows from the energy relation in (5.1.12)).

5.1.3 Well-posedness: degenerate case

One of our goals is to study asymptotic properties of the system .H ; S�t / in the
zero mass density limit � ! 0. To describe these properties we need to consider the
model (5.0.1) in the degenerate case � D 0. Thus, we arrive at the problem

K.u/ut C Au C B.u/ D 0; ujtD0 D u0: (5.1.20)

In the case when K.u/ D Id this equation belongs to the class of models studied in
Chapter 4. Our conditions in Assumption 5.1.1 concerning A and B are very close to
the hypotheses of Theorem 4.2.22. However, we cannot apply the theory developed
in Chapter 4 for generic operators K. Equation (5.1.20) does not contain a naturally
separated linear part, and thus it is problematic to use the idea of a mild solution
for (5.1.20). On the other hand, the result established for � D 0 in this chapter can
be applied to the models studied in Sections 4.2 and 4.3. Thus, in addition to the
method based on mild formulation, we can use the approach presented here.

It is remarkable that many steps in the well-posedness argument for (5.1.20)
repeat the corresponding argument for the second order in time model in (5.0.1).
To realize this analogy, it is convenient to accept the following definition.

Definition 5.1.8. A function u.t/ is called a strong solution to (5.1.20) on an
interval Œ0;T�, if

u 2 L1.0;TI H1=2/; ut 2 L2.0;TI H� /; u.0/ D u0;

and

TR

0

�

K.u/ut; v
�

dt C
TR

0

�

A1=2u;A1=2v
�

dt C
TR

0

�

B.u/; v
�

dt D 0 (5.1.21)

holds for all v 2 L2.0;TI H1=2/.
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Although we define solutions in the variational sense, we apply the term “strong”
because, from Theorem 5.1.9 below (in the case � D 0), these solutions possess
values in D.A/ for almost all t 2 Œ0;T� and satisfy (5.1.20) in H. We do not work
with the standard weak solutions, because their uniqueness seems to be out of reach
under the conditions imposed.

Theorem 5.1.9. Let Assumption 5.1.1 be in force and u0 2 H1=2 D D.A1=2/. Then
problem (5.1.20) has a unique strong solution u.t/ on any interval Œ0;T� such that

u.t/ 2 C
�

Œ0;T�I H1=2/
� \ L2

�

0;TI H1��
�

(5.1.22)

and the following balance relation holds:

˘�.u.t//C
Z t

0

�

K.u.�//ut.�/; ut.�/
�

d� D ˘�.u0/; (5.1.23)

where ˘�.u/ D 1
2

�
�A1=2u

�
�
2 C˘.u/. Moreover,

sup
t2RC

�
�A1=2u.t/

�
�
2 C sup

t2RC

tC1Z

t

�
�A1��u.�/

�
�
2
d� C

Z 1

0

kA�ut.�/k2d� � cR;

(5.1.24)

provided u0 2 B1=2.R/ � fu 2 D.A1=2/ W kA1=2uk � Rg. If u1.t/ and u2.t/ are
strong solutions with initial data u10 and u20 from the ball B1=2.R/, then

ku1.t/ � u2.t/k21=2 C
Z t

0

ku1t .�/ � u2t .�//k2�d� � aRku10 � u20k21=2ebRt; (5.1.25)

for all t � 0. Thus, problem (5.1.20) generates a dynamical system
�

H1=2; St
�

with the evolution operator defined as Stu0 D u.t/, where u.t/ is the solution to
problem (5.1.20) with the initial condition u.0/ D u0 2 H1=2. This system is gradient
with ˘�.u/ as a strict Lyapunov function.

Proof. We adopt the approach presented in the proof of Theorem 5.1.4 and rely on
some ideas presented in BABIN/VISHIK [9] and CHUESHOV [39].

Step 1: Existence. Let uN.t/ be a Galerkin approximate solution of (5.1.20), i.e.,
a function uN.t/ with values in PNH D Spanfe1; : : : ; eNg solving the problem

PNK.uN/uN
t C AuN C PNB.uN/ D 0; uN.0/ D PNu0: (5.1.26)

Since the matrix
�

.K.v/ek; ej/
�

N�N is strictly positive for every v 2 D.A1=2/
and, by (5.1.2), is Lipschitz with respect to v, we can guarantee the existence
of uN.t/ at least locally on some interval Œ0;T�/ (see, e.g., Theorem A.1.2 in the
Appendix).
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Multiplying (5.1.26) by uN
t , we obtain (5.1.23) with uN.t/ instead of u.t/.

Relation (5.1.23) leads to the following a priori estimate:

kA1=2uN.t/k2 � CR; t 2 Œ0;T�/;

under the condition kA1=2uN.0/k � R. By (5.1.1) we also have that

�

K.uN/uN
t ; u

N
t

� � aRkuN
t k2� :

Thus, we arrive at an a priori estimate of the form

kA1=2uN.t/k2 C
Z t

0

kA�uN
t .�/k2d� � CR; t 2 Œ0;T�/;

which implies the existence of approximate solutions on the semi-axis RC with
the following uniform estimate:

sup
t2RC

kA1=2uN.t/k2 C
Z 1

0

kA�uN
t .t/k2dt � CR; N D 1; 2; : : : : (5.1.27)

Since AuN D �PN
�

K.uN/uN
t C B.uN/

�

, from (5.1.27) we obtain

sup
t2RC

tC1Z

t

�
�uN.�/

�
�
2

1��d� � CR: (5.1.28)

It follows from (5.1.27) and (5.1.28) that there exists

u.t/ 2 L1.RCI H1=2/ \ Lloc
2 .RCI H1�� /

with ut 2 L2.RCI H� / such that along a subsequence

uN ! u.t/ *-weakly in L1.0;TI H1=2/ \ L2.0;TI H1�� /;

uN
t ! ut.t/ weakly in L2.0;TI H� /;

as N ! 1 for every T > 0. By the Aubin-Dubinskii-Lions theorem (see
Theorem A.3.7 in the Appendix),

uN ! u in C.Œ0;T�I H1=2��/ \ L2.0;TI H1����//; 8� > 0: (5.1.29)

Moreover, by Proposition A.3.3 with V D H1�� , H D H1=2, and V D H� , one
can see that u.t/ belongs to C.Œ0;T�I H1=2/. It is also clear that uN.t/ satisfies the
variational form in (5.1.21) with

v � vM 2 L2.0;TI PMD.A
1=2//;
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where M � N. Therefore, passing to the limit (sequentially as N ! 1
and M ! 1) one can see that u.t/ is a strong solution to problem (5.1.20)
satisfying (5.1.22) and (5.1.24). The subcritical estimate in (5.1.3) for K and the
weak convergence in (5.1.5) for B along with (5.1.29) make it possible to pass to
the limit in the nonlinear terms.
Step 2: Energy balance relation. In the following lemma we prove that any strong
solution satisfies (5.1.23) and obeys some estimates which we need to prove
(5.1.25).

Lemma 5.1.10. Any strong solution u.t/ to (5.1.20) on an interval Œ0;T� possesses
property (5.1.22) and satisfies the energy balance relation in (5.1.23) for t 2 Œ0;T�.
Moreover,

ku.t/k21=2 C
Z t

0

kut.�/k2�d� � CR; t 2 Œ0;T�; (5.1.30)

and also

sup
t2RC

tCTZ

t

ku.�/k21��d� � CR.1C T/; (5.1.31)

provided kA1=2u0k � R, where CR does not depend on T.

Proof. One can see from (5.1.21) that u.t/ 2 L2.0;TI H1�� / and the relation (5.1.20)
holds in H�� for almost all t 2 Œ0;T�. Thus, by Proposition A.3.3 any strong solution
satisfies (5.1.22). Multiplying (5.1.20) by PNut.t/ 2 L2.0;TI PNH/, after integration
we obtain that

1

2

�kPNA1=2u.t/k2 � kPNA1=2u.0/k2�C
tZ

0

�

K.u/ut C B.u/;PNut
�

d� D 0:

Since PN ! I strongly, using the smoothness property (5.1.22) and the relation
B.u/ D ˘ 0.u/, we can pass to the limit N ! 1 and obtain (5.1.23). Rela-
tions (5.1.30) and (5.1.31) follow from (5.1.23) in the same way as in the proof
of (5.1.27) and (5.1.28).

Step 3: Uniqueness and Lipschitz property. It is obvious that the uniqueness of
strong solutions follows from the Lipschitz property in (5.1.25).
Let u1.t/ and u2.t/ be two strong solutions to problem (5.1.20) with different
initial data such that kA1=2ui.0/k � R. Then z.t/ D u1.t/ � u2.t/ solves the
equation

�

K.u1/u1t � K.u2/u2t
�C Az C �

B.u1/ � B.u2/
� D 0:
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In the same way as in the proof of Lemma 5.1.10, using the test function PNzt

and then passing to the limit as N ! 1, we get that

1

2

�kA1=2z.t/k2 � kA1=2z.0/k2�

C
tZ

0

�

K.u1/u1t � K.u2/u2t ; zt
�

d� C
tZ

0

�

B.u1/ � B.u2/; zt
�

d� D 0:

By the properties (5.1.2) and (5.1.4) of B and K, this implies that

kA1=2z.t/k2C˛R

tZ

0

kztk2�d� �kA1=2z.0/k2 C
tZ

0

h

kK.u1/ � K.u2/kH� 7!H��
ku2t k�

C kB.u1/ � B.u2/k��
i

kztk�d�

�kA1=2z.0/k2 C CR

tZ

0

kA1=2zk �1C ku2t k�
� kztk�d�:

Thus,

kz.t/k21=2 C ˛R

2

tZ

0

kztk2�d� � kz.0/k21=2 C CR

tZ

0

kzk21=2
�

1C ku2k2�
�

d�;

(5.1.32)

which implies (5.1.25). This completes the proof of Theorem 5.1.9.

5.2 Global attractors

In this section we prove the existence of global attractors for the dynamical systems
.H ; S�t / and .H1=2; St/ and study their properties. As was shown in the previous
section, these systems are gradient, and thus we can use the criterion of the global
attractor existence for gradient systems stated in Theorem 2.4.16.

We also apply a weak quasi-stability method based on Theorem 2.2.17 and
Proposition 2.2.18. To implement the method for the models with state-dependent
damping coefficient, we need additional hypotheses.

Assumption 5.2.1. We assume the following.

(1) The family of operators K.u/ is subcritical in the sense that

kK.u1/� K.u2/kH� 7!H��
� C%kA1=2�ı.u1 � u2/k; 8kA1=2uik � %; (5.2.1)

for some ı > 0.
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(2) Also,

• either 0 � � � 1=2 and B is subcritical, i.e., (5.1.4) holds with some ı > 0;
• or else 0 � � < 1=2 and the mapping u 7! ˘.u/ is continuous with respect

to convergence in H1=2�ı for some ı > 0.

(3) There exist � < 1 and C > 0 such that

�kA1=2uk2 C .B.u/; u/C C � 0; u 2 H1=2:

We need the last requirement to obtain the following fact.

Exercise 5.2.2. The set N� D fu 2 H1=2 W Au C B.u/ D 0g of stationary solutions
is bounded. Hint: Use the same idea as in the proof of Proposition 4.3.6.

5.2.1 Existence of regular attractors

Our goal is to prove the following result on attractors.

Theorem 5.2.3. Let Assumptions 5.1.1 and 5.2.1 be in force. Then the dynamical
systems .H ; S�t / and .H1=2; St/ possess compact global attractors A� and A, which
have the form A� D M u.N / and A D M u.N�/, where

N D f.uI 0/ 2 H W u 2 N�g and N� D fu 2 D.A1=2/ W Au C B.u/ D 0g

are the corresponding sets of equilibria for .H ; S�t / and .H1=2; St/. Moreover,

distH .S
�
t y;N / � inf

˚kS�t y � ekH W e 2 N
� ! 0 as t ! C1 (5.2.2)

for every y 2 H and

distH1=2 .Stu;N�/ � inf
˚kSty � ek1=2 W e 2 N�

� ! 0 as t ! C1 (5.2.3)

for every u 2 H1=2.

We recall (see Definition 2.3.10) that M u.N / denotes the unstable set emanating
from N which is a subset of H such that for each z 2 MC.N / there exists a full
trajectory fy.t/ W t 2 Rg satisfying u.0/ D z and distX.y.t/;N / ! 0 as t ! �1.

The proof of Theorem 5.2.3 consists of several steps. We start with some
preliminary remarks.

As we know from Proposition 5.1.7 and Theorem 5.1.9, both systems .H ; S�t /
and .H1=2; St/ are gradient. Moreover, by Assumption 5.1.1 one can see that the
corresponding Lyapunov functions satisfy the following requirements: (i) ˚.x/ is
bounded from above on any bounded set; (ii) the set ˚R D fx 2 X W ˚.x/ � Rg is
bounded for every R, where X D H or X D H1=2. The sets of stationary points are
bounded under Assumption 5.2.1(3); see Exercise 5.2.2.
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Therefore, in order to apply Theorem 2.4.16 we need only to check that the
corresponding system is asymptotically smooth. For this we use Proposition 2.2.18
based on weak quasi-stability.

We start with two preliminary lemmas.

Lemma 5.2.4. Let � 2 Œ0; �0� for some �0 > 0. Under Assumption 5.1.1 there
exist T0 > 0 and a constant c > 0 independent of T and � such that for any pair u1

and u2 of weak solutions to (5.0.1) (to (5.1.20) in the case when � D 0) we have the
following relation:

TE�z .T/C
Z T

0

E�z .t/dt C
Z T

0

dt
Z T

t
.D.�/; zt/d� (5.2.4)

�c

�Z T

0

kzt.t/k2dt C
Z T

0

j.D.t/; zt/jdt C
Z T

0

j.D.t/; z/j dt C �T.u
1; u2/

�

for every T � T0, where z.t/ D u1.t/ � u2.t/, and the functionals4 E�z , D, and �T

are defined as

E�z .t/ D E�0 .z.t/; zt.t// D 1

2

�

�kzt.t/k2 C kA1=2z.t/k2� ;

D.t/ D K.u1.t//u1t .t/ � K.u2.t//u2t .t/;

�T.u
1; u2/ D

ˇ
ˇ
ˇ
ˇ

Z T

0

.G.�/; zt.�//d�

ˇ
ˇ
ˇ
ˇ
C
ˇ
ˇ
ˇ
ˇ

Z T

0

.G.t/; z.t//dt

ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇ

Z T

0

dt
Z T

t
.G.�/; zt.�//d�

ˇ
ˇ
ˇ
ˇ

with G.t/ D B.u1.t// � B.u2.t//.

Proof. We use the standard arguments involving the multipliers zt and z for (5.1.18).
We refer to the proof of Lemma 3.23 in CHUESHOV/LASIECKA [56] and also
to CHUESHOV/LASIECKA [58, Lemma 8.3.1], where this lemma is proved under
another set of hypotheses concerning the damping operator. However, the corre-
sponding argument does not depend on the structure of the damping operator. For
self-containment, we sketch the argument.

The variable z satisfies the equation

�ztt C Az C D.t/C G.t/ D 0; (5.2.5)

and hence we have the following energy relation:

E�z .T/C
Z T

t
.D.�/; zt.�//d� D E�z .t/C

Z T

t
.G.�/; zt.�//d�: (5.2.6)

4To emphasize the uniform dependence of bounds on �, we use the notation E�z instead of Ez.
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Multiplying (5.2.5) by z after integration we obtain

Z T

0

E�z .t/dt �c0
p
�
�

E�z .T/C E�z .0/
�C �

Z T

0

kzt.s/k2ds

C 1

2

Z T

0

j.D.s/; z.s//jds C 1

2

Z T

0

.G.s/; z.s//ds: (5.2.7)

By (5.2.6),

E�z .0/ D E�z .T/C
Z T

0

.D.�/; zt.�//d� �
Z T

0

.G.�/; zt.�//d�:

This relation allows us to exclude E�z .0/ from (5.2.7). Integrating (5.2.6) from 0

to T , we obtain

TE�z .T/C
Z T

0

dt
Z T

t
.D.�/; zt.�//d� �

Z T

0

E�z .t/dt C
Z T

0

dt
Z T

t
.G.�/; zt.�//d�:

Therefore, (5.2.4) with T0 and c depending on �0 follows from (5.2.7).

Remark 5.2.5. The inequality stated in Lemma 5.2.4 constitutes a common first
step in the proofs of several assertions on the existence and finite dimensional-
ity of global attractors for second order in time evolution equations (see, e.g.,
CHUESHOV/LASIECKA [56, 58]). In the terminology of CHUESHOV/LASIECKA

[58], the inequality in (5.2.4) represents equipartition of the energy. The potential
energy is reconstructed from the kinetic energy and the nonlinear quantities entering
the equation (see CHUESHOV/LASIECKA [58] for some details for other models).
Eventually, these quantities will need to be absorbed (“modulo” lower order terms)
by the damping. The realization of this step depends heavily on the assumptions
imposed on the model. Although this approach was originally designed for second
order in time evolution equations (see, e.g., CHUESHOV/LASIECKA [56] and
the references therein), we can also apply the same idea for the parabolic-like
problem (5.1.20).

Lemma 5.2.6. Let u1 and u2 be two solutions to (5.0.1) with initial data .ui
0I ui

1/.
We assume that �kui

1k2 C kui
0k21=2 � R2. Then

max
Œ0;T�

E�z .t/ � E�z .T/C
Z T

0

j.D.t/; zt/jdt C CR


Z T

0

kztk2�dt C
Z T

0

kA1=2zk2dt

�

;

with z D u1 � u2, where E�z and D.t/ are the same as in Lemma 5.2.4.
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Proof. It follows from (5.2.6) that

max
Œ0;T�

E�z .t/ � E�z .T/C
Z T

0

j.D.�/; zt.�//jd� C
Z T

0

j.G.�/; zt.�//jd�:

Using (5.1.4) and (5.1.13) we have

j.G; zt/j � CRkA1=2zkkztk� � CR
�kA1=2zk2 C kztk2�

�

:

Substitution in the previous formula yields the conclusion.

Now we simplify the representation in Lemma 5.2.4. Namely, we prove the
following assertion.

Lemma 5.2.7. Let � 2 Œ0; �0� for some �0 > 0. Under Assumptions 5.1.1 and
5.2.1, there exist T0 > 0 and a constant c > 0 independent of T and � such that for
any pair u1 and u2 of weak solutions to (5.0.1) (to (5.1.20) in the case when � D 0)
possessing the properties E�.uj.0/; uj

t.0// � R we have

TE�z .T/C
Z T

0

E�z .t/dt � CR;T max
Œ0;T�

kzk2 C CR

Z T

0

kztk2�dt C c�T.u
1; u2/;

(5.2.8)

where z D u1 � u2, and Ez and �T.u1; u2/ are the same as in Lemma 5.2.4. The
constants in (5.2.8) do not depend on � 2 Œ0; �0�.
Proof. Using (5.2.1) we obtain that

j.D.t/; zt/j � CR;"kztk2� C "kzk21=2�ıku2t k2� (5.2.9)

for any " > 0 and

.D.t/; zt/ � �Rkztk2� � CRkzk21=2�ıku2t k2� :

We also have that

j.D.t/; z/j � "kzk2� C CR;"
�kzk21=2�ıku2t k2� C kztk2�

�

for any " > 0. Therefore, after choosing " in an appropriate way, Lemma 5.2.4
implies

TE�z .T/C
Z T

0

E�z .t/dt �CR.1C T/
Z T

0

kzk21=2�ıku2t k2�dt

C CR

Z T

0

kztk2�dt C c�T.u
1; u2/
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for every T � T0. Thus, using the interpolation (see Exercise 4.1.2(E,F))

kA1=2�ızk2 � kA1=2zk2�4ıkzk4ı � "kzk2 C C"kzk2; 0 < ı � 1=2; 8 " > 0;

we obtain

TE�z .T/C
Z T

0

E�z .t/dt � "

Z T

0

kzk21=2ku2t k2�dt

C CR;";T

Z T

0

kzk2ku2t k2�dt C CR

Z T

0

kztk2�dt C c�T.u
1; u2/

Next, it follows from Lemma 5.2.6 and (5.2.9) that

max
Œ0;T�

E�z .t/ � E�z .T/C CR;�

TZ

0

kztk2�dt

C�
TZ

0

kA1=2zk2ku2t k2dt C CR

TZ

0

kA1=2zk2dt:

We note that due to (5.1.13) (or (5.1.24) in the case � D 0),

TZ

0

kA1=2zk2ku2t k2�dt � max
Œ0;T�

E�z .t/ �
TZ

0

ku2t k2�dt � CRmax
Œ0;T�

E�z .t/:

Choosing � D �.R/ in an appropriate way, we have the bound

max
Œ0;T�

E�z .t/ � 2E�z .T/C CR

TR

0

kztk2�dt C CR

TR

0

kA1=2zk2dt: (5.2.10)

This gives us

TE�z .T/C
Z T

0

E�z .t/dt �CR;T

Z T

0

kzk2ku2t k2�dt

C CR

Z T

0

kztk2�dt C c�T.u
1; u2/ (5.2.11)

for T > T0. Therefore, (5.2.8) follows.

Proof of Theorem 5.2.3. As we mentioned above, we need only to prove that the
corresponding system is asymptotically smooth.
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Let u1 and u2 be weak solutions to (5.0.1) (to (5.1.20) in the case when � D 0)
possessing the properties E�.uj.0/; uj

t.0// � R. We also suppose z D u1 � u2.

The case � < 1=2 with a critical force B. We recall that the criticality of the force
B means that (5.1.4) holds with ı D 0. In this case,

ˇ
ˇ
ˇ
ˇ

Z T

0

.G.t/; z.t//dt

ˇ
ˇ
ˇ
ˇ

�CR

Z T

0

kzk1=2kzk�dt � CR

Z T

0

kzk1C2�1=2 kzk1�2�dt

�"
Z T

0

kzk21=2dt C TCR;" max
Œ0;T�

kzk2:

Therefore by Lemma 5.2.7,

TE�z .T/ � CR;T max
Œ0;T�

kzk2 C CR

Z T

0

kztk2�dt C c�0
T .u

1; u2/; (5.2.12)

where

�0
T .u

1; u2/ D
ˇ
ˇ
ˇ
ˇ

Z T

0

.G.�/; zt.�//d�

ˇ
ˇ
ˇ
ˇ
C
ˇ
ˇ
ˇ
ˇ

Z T

0

dt
Z T

t
.G.�/; zt.�//d�

ˇ
ˇ
ˇ
ˇ
: (5.2.13)

Under the conditions of Lemma 5.2.4, by Theorems 5.1.4 and 5.1.9 we have that

Z T

0

kztk2�dt � 2

Z T

0

.ku1t k2� C ku2t k2� /dt � CR:

Therefore, relation (5.2.12) gives us that for any � > 0 there exists T D T.R; �/
such that

Ez.T/ � � C CR;�max
Œ0;T�

kz.t/k2 C CR;��
0
T .u1; u2/:

The case � > 0. Let fyn D .un
0I un

1/g be a bounded sequence in the space H ,
i.e., E�.un

0; u
n
1/ � R2 for some R. Let .un.t/I un

t .t// be the corresponding solution
to (5.0.1). Then by estimate (5.1.13) in Theorem 5.1.4 we can assume that

.un.t/I un
t .t// ! .u.t/I ut.t// *-weakly in L1.0;TID.A1=2/ � H/: (5.2.14)

In particular, by the Aubin-Dubinskii-Lions theorem (see Theorem A.3.7), this
implies that

max
Œ0;T�

kun.t/ � um.t/k2
 ! 0 as n;m ! 1; 8 0 � 
 < 1=2: (5.2.15)
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Thus, to apply Proposition 2.2.18 we need only to prove

lim inf
m!1 lim inf

n!1 �0
T .u

n; um/ D 0 (5.2.16)

for every T > 0, where �0
T .w; v/ is given by (5.2.13).

We claim that

lim
m!1 lim

n!1

Z T

t
.Gn;m.�/; un

t .�/ � um
t .�//d� D 0 (5.2.17)

for any t < T , where Gn;m.t/ D B.un.t// � B.um.t//. Indeed, since

Z T

t
.Gn;m.�/; un

t .�/ � um
t .�//d�

D ˘.un.T// �˘.un.t//C˘.um.T// �˘.um.t// � I T
t .n;m/;

where

I T
t .n;m/ D

Z T

t

�

.˘ 0.un.�//; um
t .�//C .˘ 0.um.�//; un

t .�//
�

d�;

by Assumption 5.2.1(2) and (5.2.15) we have that

lim
m!1 lim

n!1

Z T

t
.Gn;m.�/; un

t .�/ � um
t .�//d�

D 2˘.u.T// � 2˘.u.t// � lim
m!1 lim

n!1I T
t .n;m/: (5.2.18)

It follows from (5.2.15) and Assumption 5.1.1(B) that

˘ 0.un.t// ! ˘ 0.u.t// *-weakly in L1.0;TI H�� /:

Therefore, using (5.2.14) we obtain that

lim
m!1 lim

n!1

Z T

t
.˘ 0.un.�//; um

t .�//d� D lim
m!1

Z T

t
.˘ 0.u.�//; um

t .�//d�

D
Z T

t
.˘ 0.u.�//; ut.�//d�

In a similar way, we also have that

lim
m!1 lim

n!1

Z T

t
.˘ 0.um.�//; un

t .�//d� D lim
m!1

Z T

t
.˘ 0.um.�//; ut.�//d�

D
Z T

t
.˘ 0.u.�//; ut.�//d�:
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Therefore,

lim
m!1 lim

n!1I T
t .n;m/ D 2

Z T

t
.˘ 0.u.�//; ut.�//d�: (5.2.19)

Hence after substituting (5.2.19) in (5.2.18), we get (5.2.17).
To conclude the proof, we note that (5.2.16) follows from (5.2.13) and (5.2.17)

and also from the Lebesgue dominated convergence theorem. Thus, we can apply
Proposition 2.2.18 and obtain asymptotic compactness for the case � > 0.

The case � D 0. Now we have the relation

kA1=2z.T/k2 � � C CR;�max
Œ0;T�

kz.t/k2 C CR;��
0
T .u1; u2/:

Let fun
0g be a sequence in D.A1=2/ such that kA1=2un

0k � R for some R. Let
un.t/ be the corresponding solution to (5.1.20). In this case by estimate (5.1.24)
in Theorem 5.1.9 we can assume that .un.t/I un

t .t// is a *-weakly convergent
sequence in

�

L1.0;TI H1=2/ \ L2.0;TI H1�� //
� � L2.0;TI H� /:

In particular, this implies the strong convergence of un.t/ in

C.Œ0;T�ID.A1=2�ı// \ L2.0;TID.A1���ı//; 8 ı > 0:

These convergence properties allow us to apply the same argument as in the
case � > 0 to prove that limn!1 limm!1 �0

T .T; u
n; um/ D 0. This implies the

asymptotic smoothness in the case � D 0.

The case � � 1=2 with a subcritical force B. Now the case � D 1=2 is included
at the expense that B is subcritical in the sense that (5.1.4) holds with ı > 0.

The subcritical estimate in (5.1.4) with ı > 0 yields

j�T j � CR

Z T

0

kztk2�dt C "

Z T

0

kzk21=2dt C CR;";T

Z T

0

kzk2dt for every " > 0:

Therefore, by (5.2.8)

TEz.T/C
Z T

0

Ez.t/dt � CR

Z T

0

kztk2�dt C CR;T max
Œ0;T�

jz.t/k2: (5.2.20)

Thus, as above, we obtain

Ez.T/ � � C CR;�max
Œ0;T�

kz.t/k2 for T � T":

This implies the desired conclusion on asymptotic compactness.
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5.2.2 Rate of stabilization to equilibria

Using the same idea as in CHUESHOV/LASIECKA [51, 56, 58], we can establish
the following result on convergence of individual solutions to equilibria at an
exponential rate.

Theorem 5.2.8 (Rate of stabilization). In addition to Assumption 5.1.1 and 5.2.1,
we assume that B.u/ is Fréchet differentiable5 and its derivative B0.u/ possesses the
properties

kB0.u/wk�1=2 � CRkwk1=2; w 2 H�1=2; (5.2.21)

and

kŒB0.u/ � B0.v/�wk�1=2 � CRku � vk1=2�ı � kwk1=2; w 2 H1=2; (5.2.22)

for any u; v 2 H1=2 such that kuk1=2 � R and kvk1=2 � R with ı > 0. Let the set

N� D fu 2 D.A1=2/ W Au C B.u/ D 0g

of stationary solutions be finite and all equilibria be hyperbolic in the sense that the
equation Au C B0.�/u D 0 has only a trivial solution for each � 2 N�. Then

• Case � > 0: For any y D .u0I u1/ 2 H there exist a stationary solution � 2 N�
and constants � > 0, C > 0 such that

�kut.t/k2 C ku.t/ � �k21=2 � Ce�� t; t > 0; (5.2.23)

where .u.t/I ut.t// D S�t y is the flow generated by (5.0.1) on H .
• Case � D 0: For any u0 2 H1=2 there exist a stationary solution � 2 N� and

constants � > 0, C > 0 such that

kStu0 � �k21=2 � Ce�� t; t > 0; (5.2.24)

where St is the evolution operator for (5.1.20) on H1=2.

As we mentioned in Chapter 4, rate stabilization theorems are well known for
different classes of gradient systems, and several approaches to this question are
available (see, e.g., BABIN/VISHIK [9] and also CHUESHOV/LASIECKA [51, 56,
58]). Here we use the method developed in CHUESHOV/LASIECKA [51, 56] (see
also the discussion in CHUESHOV/LASIECKA [58]), and we use (in contrast with
BABIN/VISHIK [9]) the static form of the hyperbolicity condition. A parabolic
realization of this method was already applied in the proof of Theorem 4.3.18.

5 See Section A.5 in the Appendix for the definitions.



242 5 Second Order Evolution Equations

Proof. Let u.t/ be a solution (5.0.1) for some fixed � 2 Œ0; �0�. Since N� is
finite by (5.2.2) and (5.2.3) in Theorem 5.2.3, we have that there exists a stationary
solution � 2 N� such that

�kut.t/k2 C ku.t/ � �k21=2 ! 0; t ! 1: (5.2.25)

Thus, we need only to prove that u.t/ tends to � at the stated rate.
We can assume that

sup
t�0

n

�kut.t/k2 C ku.t/k21=2
o

� R for some R > 0:

The function z.t/ D u.t/ � � satisfies the following equation:

�ztt.t/C K.� C z.t//zt.t/C Az.t/C B.� C z.t// � B.�/ D 0; t > 0: (5.2.26)

Let QE .t/ D E�z .t/C ˚.t/, where Ez.t/ is the same as in Lemma 5.2.4, and

˚.t/ D ˘.� C z.t// �˘.�/ � .B.�/; z.t// �
Z 1

0

.B.� C �z/ � B.�/; z/d�:

One can see that

QE .t/C
Z t

0

.K.� C z.�//zt.�/; zt.�//d� D QE .0/: (5.2.27)

In particular, we have that QE .t/ is non-increasing. Moreover, since .zI zt/ ! 0 in
H1=2 � H as t ! C1, we have that QE .t/ ! 0 when t ! C1. Thus QE .t/ � 0 for
all t � 0. It is also clear from (5.1.4) that

j QE .t/ � E�z .t/j � CRkz.t/k1=2�ıkz.t/k� � "jjz.t/jj21=2 C CR;"kz.t/k2; 8 " > 0;
(5.2.28)

under the conditions imposed on B in Assumptions 5.1.1 and 5.2.1.
Using the multiplier z in (5.2.26), we obtain

�
d

dt
.zt; z/ � �kztk2 C .K.� C z/zt; z/C kA1=2zk2 C .B.� C z/ � B.�/; z/ D 0:

Therefore,

Z T

0

kA1=2zk2dt �c0.E
�
z .T/C E�z .0//C �

Z T

0

kztk2dt

C CR

Z T

0

kztk�kzk�dt C CR

Z T

0

kztk1=2�ıkzk�dt;
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where ı D 0 is allowed when � < 1=2. The constants may depend on �0. This
implies that

Z T

0

E�z .t/dt �2c0.E
�
z .T/C E�z .0//C CR

Z T

0

kztk2�dt C CR

Z T

0

kzk2dt:

By (5.2.28),

QE .t/ � 2E�z .t/C CRkz.t/k2 and E�z .t/ � 2 QE .t/C CRkz.t/k2

for all t 2 RC. Since

QE .0/ D QE .T/C
Z T

0

.K.� C z.�//zt.�/; zt.�//d� � QE .T/C CR

Z T

0

kzt.�/k2�d�

and

T QE .T/ �
Z T

0

QE .t/dt � 2

Z T

0

E�z .t/dt C CR

Z T

0

kz.t/k2dt;

we have that

T QE .T/C 2

Z T

0

QE .t/dt � c0 QE .T/C CR

Z T

0

kzt.t/k2�dt C CR;T max
Œ0;T�

kz.t/k2:

This implies that

TE�z .T/C
Z T

0

E�z .t/dt � CR

Z T

0

kzt.t/k2�dt C CR;T max
Œ0;T�

kz.t/k2 (5.2.29)

for T � T0 with some T0 > 0.
A parabolic analog of the following lemma with K.u/ D Id and � D 0 was

already proved in Chapter 4 (see Lemma 4.3.19). Here we apply the same idea.

Lemma 5.2.9. Let z.t/ be a weak solution to (5.2.26) such that

Z T

T�1
E�z .t/dt � ı and sup

t2RC

E�z .t/ � % (5.2.30)

with some ı; % > 0 and T > 1. Then there exists ı0 > 0 such that

max
Œ0;T�

kz.t/k2 � C
Z T

0

kzt.t/k2�dt (5.2.31)

for every 0 < ı � ı0, where the constant C may depend on ı, %, and T.
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Proof. Assume that (5.2.31) is not true. Then for some ı > 0 small enough there
exists a sequence of solutions fzn.t/g satisfying (5.2.30) and such that

lim
n!1

(

max
Œ0;T�

kzn.t/k2

Z T

0

kzn
t .t/k2�dt

��1)
D 1: (5.2.32)

By (5.2.30), maxŒ0;T� kzn.t/k2 � C% for all n. Thus, (5.2.32) implies that

lim
n!1

Z T

0

kzn
t .t/k2�dt D 0: (5.2.33)

Therefore, we can assume that there exists z� 2 H1=2 such that

zn ! z� *-weakly in L1.0;TI H1=2/: (5.2.34)

It follows from (5.1.1) and (5.2.33) that for un.t/ D � C zn.t/ we have the relation

lim
n!1

Z T

0

j.K.� C zn.t//zn
t .t/;  .t//jdt D 0 for any  2 L2.0;TI H� /.

This allows us to conclude that u� D � C z� 2 H1=2 solves the problem
Au C B.u/ D 0. From (5.2.30) we have that kA1=2.u� � �/k2 � 2ı. If we choose
ı0 > 0 such that kA1=2.�1 � �2/k2 > 2ı0 for every pair �1 and �2 of stationary
solutions (we can do this because the set N� is finite), then we can conclude that
u� D �, provided ı � ı0. Thus, we have z� D 0 in (5.2.34).

Now we normalize the sequence zn by defining

Ozn � c�1
n zn with cn D max

Œ0;T�
kzn.t/k;

where we account only for a suitable subsequence of nonzero terms in cn. By the
compactness embedding properties (see Theorem A.3.7), it is clear from (5.2.33)
and (5.2.34) with z� D 0 that cn ! 0 as n ! 1. By (5.2.32),

Z T

0

kOzn
t .t/k2�dt ! 0 as n ! 1: (5.2.35)

Relations (5.2.29) and (5.2.35) imply the following uniform estimate:

sup
t2Œ0;T�

˚

�kOzn
t .t/k2 C kA1=2Ozn.t/k2� � C; n D 1; 2; : : : :

Thus, we can suppose that there exists Oz� 2 H1 such that

.OznI p
�Ozn

t / ! .Oz�I 0/ 
-weakly in L1.0;TI H1=2 � H/; � � 0: (5.2.36)
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The function Ozn satisfies the equation

�Ozn
tt C 1

cn
K.� C zn/zn

t C AOzn C 1

cn

�

B.� C zn/ � B.�/
� D 0: (5.2.37)

As above, from (5.1.1) and (5.2.35) we conclude that

1

cn

Z T

0

j.K.� C zn/zn
t ;  /jdt ! 0 as n ! 1 for any  2 L2.0;TI H� /.

It also follows from (5.2.21) and (5.2.22) that

1

cn

�

B.� C zn/ � B.�/
� ! B0.�/Oz� weakly in L2.0;TI H�1=2/:

Therefore, after the limit transition in (5.2.37) we conclude that Oz� satisfies the
equation AOz� C B0.�/Oz� D 0 and, by hyperbolicity of �, we have that Oz� D 0.
Thus, (5.2.36) (we use also (5.2.35) in the case � D 0) and the Aubin-Dubinskii-
Lions theorem (see Theorem A.3.7) imply that maxŒ0;T� kOznk ! 0 as n ! 1, which
is impossible.

Remark 5.2.10. In the parabolic case (� D 0) with � < 1=2, we can avoid the
hypotheses in (5.2.21) and (5.2.22) concerning the derivative B0. To do this, we can
use the same idea as in the proof of Lemma 4.3.19.

Completion of the proof of Theorem 5.2.8. By (5.2.25) we can choose T0 > 0 such
that (5.2.30) holds with ı � ı0 and T > T0. From (5.2.28) we have that QE .T/ �
CREz.T/. The energy relation in (5.2.27) and the lower bound in (5.1.1) yield that

Z T

0

kzt.t/k2�dt � CR

h QE .0/ � QE .T/
i

: (5.2.38)

Therefore, Lemma 5.2.9, relation (5.2.29), and the energy relation in (5.2.27) imply
that QE .T/ � �R

QE .0/ for some 0 < �R < 1. This implies that QE .mT/ � �m
R

QE .0/ for
m D 1; 2; : : :. By (5.2.28), (5.2.31), and (5.2.38) we have

Ez.mT/ � 2 QE .mT/C CR max
ŒmT;.mC1/T� kz.t/k2 � CR

QE .mT/; m D 1; 2; : : : :

Thus, Ez.mT/ � CR�
m
R for m D 1; 2; : : :. Now using (5.1.14) and (5.1.25), we

obtain (5.2.23) and (5.2.24). The proof is complete.
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5.3 Properties of the attractor

Our main goal in this section is to demonstrate how the quasi-stability method
developed in Chapter 3 can be applied to the systems generated by second order
evolution equations with a state-dependent damping coefficient. To cover the critical
case of the force term B, we need some structural hypotheses concerning B.
We impose them in Assumption 5.3.1 below.

5.3.1 Finite dimension and smoothness

The proof of finiteness of the fractal dimension of the global attractors for .H ; S�t /
and .H1=2; St/ requires the following additional hypotheses concerning the nonlinear
force B.u/ in the critical case.

Assumption 5.3.1. Assume that

• B.u/ D ˘ 0.u/ with the functional ˘ W D.A1=2/ 7! R which is a (Fréchet) C3

mapping. See Section A.5 in the Appendix for the definition.
• The second ˘.2/.u/ and the third ˘.3/.u/ derivatives of ˘.u/ satisfy the

conditions6

ˇ
ˇh˘.2/.u/I v; viˇˇ � C�kA�vk2; v 2 D.A1=2/; (5.3.1)

for some � < 1=2, and

ˇ
ˇh˘.3/.u/I v1; v2; v3i

ˇ
ˇ � C�kA1=2v1kkA1=2v2kkv3k� ; vi 2 D.A1=2/;

(5.3.2)

for all u 2 D.A1=2/ such that kA1=2uk � �, where � > 0 is arbitrary and C� is
a positive constant. Here h˘.k/.u/I v1; : : : ; vki denotes the value of the derivative
˘.k/.u/ on elements v1; : : : ; vk.

This assumption concerning nonlinear feedback force B.u/ appeared earlier for
systems with monotone velocity-dependent damping (see CHUESHOV/LASIECKA

[56, p. 98]) to cover the case of critical nonlinearities.
Recall (see Proposition A.5.3 in the Appendix) that the derivatives ˘.k/.u/ of

the functional ˘ are symmetric k-linear continuous forms on D.A1=2/. Moreover, if
˘ 2 C3, then .B.u/; v/ � h˘ 0.u/I vi is a C2 functional for every fixed v 2 D.A1=2/,
and the following Taylor’s expansion holds:

6Another version of the condition in (5.3.1) is possible; see (5.4.45) below.
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.B.u C w/ � B.u/; v/ D h˘.2/.u/I w; vi C
Z 1

0

.1 � �/h˘.3/.u C �w/I w;w; vid�
(5.3.3)

for any u; v 2 D.A1=2/. See Theorem A.5.4.
Let us assume that u.t/ and z.t/ belong to the class C1

�

Œa; b�ID.A1=2/� for some
interval Œa; b� � R. Then, by the differentiation rule for composition of mappings
(Proposition A.5.2) and using the symmetry of the form ˘.2/.u/, we have that

d

dt
h˘.2/.u/I z; zi D h˘.3/.u/I ut; z; zi C 2h˘.2/.u/I z; zti:

Therefore, from (5.3.3) we obtain the representation

.B.u.t/C z.t// � B.u.t//; zt.t// D d

dt
Q.t/C R.t/; t 2 Œa; b� � R; (5.3.4)

with

Q.t/ D 1

2
h˘.2/.u.t//I z.t/; z.t/i (5.3.5)

and

R.t/ D �1
2

h˘.3/.u/I ut; z; zi C
Z 1

0

.1 � �/h˘.3/.u C �z/I z; z; ztid�: (5.3.6)

The representation in (5.3.4) leads to the following assertion which, in fact, is proved
in [56] (see (4.38), p. 99).

Proposition 5.3.2. Let Assumptions 5.1.1 and 5.3.1 be in force. Assume that
functions .u1I u1t / and .u2I u2t / from C.RCID.A1=2// � Lloc

2 .RCI H/ possess the
property

max
s2RC

˚kA1=2u1.s/k2 C kA1=2u2.s/k2� � R2 (5.3.7)

for some R > 0. Let

Gu1u2 .t/ D B.u1.t// � B.u2.t//: (5.3.8)

Then for any " > 0 and T > 0 there exist a.R/ and b.R/ independent of � 2 .0; �0�
such that for z.t/ D u1.t/ � u2.t/ we have the following relation:

sup
t2Œ0;T�

ˇ
ˇ
ˇ
ˇ

Z sCT

sCt
.Gu1u2 .�/; zt.�//d�

ˇ
ˇ
ˇ
ˇ

� "

Z sCT

s
kA1=2z.�/k2d� (5.3.9)
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C a.R/

�

Z sCT

s
d.�/kA1=2z.�/k2d� C b.R/ sup

�2Œ0;T�
kA� z.s C �/k2

for all s � 0 and � > 0, where � < 1=2 and

d.t/ � d.tI u1; u2/ D ku1t .t/k2� C ku2t .t/k2� : (5.3.10)

Proof. Using (5.3.4) and also (5.3.1) and (5.3.2), we have

ˇ
ˇ
ˇ

Z sCT

sCt

�

Gu1u2 ; zt
�

d�
ˇ
ˇ
ˇ �jQ.s C T/j C jQ.s C t/j C

Z sCT

sCt
jR.�/jd�

�CR sup
Œs;sCT�

kA� z.�/k2 C CR

Z sCT

sCt
.ku1t k� C ku2t j� /kA1=2zk2d�;

which implies (5.3.9).

Remark 5.3.3. If the nonlinear force B.u/ is subcritical; i.e., instead of (5.1.4) with
ı D 0 we have

kB.u1/ � B.u2/k�� � L.%/kA� .u1 � u2/k; 8kA1=2uik � %; (5.3.11)

for some � < 1=2, then we can avoid the hypotheses listed in Assumption 5.3.1.
Indeed, under the condition in (5.3.7), relation (5.3.11) implies that

sup
t2Œ0;T�

ˇ
ˇ
ˇ
ˇ

Z sCT

sCt
.Gu1u2 .�/; zt.�//d�

ˇ
ˇ
ˇ
ˇ

� "

Z sCT

s
kzt.�/k2�d� C b.R/T

�
sup
�2Œ0;T�

kA� z.s C �/k2 (5.3.12)

for all s � 0 and � > 0. As we see below, this inequality can be used in the next
proposition instead of (5.3.9).

The following proposition establishes the quasi-stability estimate for the dynamical
systems .H ; S�t / and .H1=2; St/.

Proposition 5.3.4 (Quasi-stability estimate). Let � 2 Œ0; �0�. In addition to
Assumptions 5.1.1 and 5.2.1, we suppose that either Assumption 5.3.1 or else
relation (5.3.11) holds. Let ui; i D 1; 2 be two solutions either to (5.0.1) (� > 0)
with the initial data such that kA1=2ui

0k2 C �kui
1k2 � R2 or to (5.1.20) with

kA1=2ui
0k � R, i D 1; 2. Let z D u1 � u2. Then there exist C.R/; �.R/ > 0

independent of � 2 Œ0; �0� such that

E�z .t/ � C.R/E�z .0/e
��.R/t C C.R/max

Œ0;t�
kz.�/k2; 8t > 0; (5.3.13)

where E�z .t/ D 1
2

�

�kz.t/k2 C kA1=2z.t/k2�.
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Proof. Using Lemma 5.2.7 and either estimate (5.3.9) from Proposition 5.3.2 or
relation (5.3.12) from Remark 5.3.3, we obtain that

TE�z .T/C
TZ

0

E�z .�/d�

� CR

TZ

0

kztk2�d� C CR;T

2

4sup
Œ0;T�

kA� z.�/k2 C
TZ

0

d.�/kA1=2z.�/k2d�
3

5 ; (5.3.14)

where d.t/ is defined in (5.3.10).
From (5.2.6) we have that

TZ

0

kztk2�dt � CR

2

4Ez.0/ � Ez.T/C
TZ

0

kA1=2zk2ku2t k2�dt C
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

TZ

0

�

Gu1u2 ; zt
�

dt

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

3

5

Therefore, using either (5.3.9) or (5.3.12) we obtain that

TZ

0

kztk2�dt �CREz.0/C CR;�

TZ

0

d.t/kA1=2zk2dt

C CR;T;�max
Œ0;T�

kA� z.t/k2 C �

TZ

0

kA1=2zk2dt;

where d.t/ is given by (5.3.10). Inserting this estimate for zt in (5.3.14), we get

TE�z .T/C
Z T

0

kztk2�d� C
Z T

0

E�z .�/d� �

CRE�z .0/C CR;T

2

4sup
Œ0;T�

kA� z.�/k2 C
TZ

0

d.�/kA1=2z.�/k2d�
3

5 : (5.3.15)

This inequality holds for � D 0 as well. Indeed, by interpolation,

sup
Œ0;T�

kA� zk2 � �sup
Œ0;T�

kA1=2zk2 C C�sup
Œ0;T�

kzk2; 8� > 0:

The term � sup kA1=2zk2 is controlled by (5.2.10); therefore, after an appropriate
choice of �, we obtain (5.3.15) with � D 0. As a consequence,
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TE�z .T/ � CRE�z .0/C CR;Tsup
Œ0;T�

kz.t/k2 C CR;T

TR

0

d.t/E�z .t/dt

for T large enough. This implies

E�z .T/ � ~RE�z .0/C CR;T

TZ

0

�ku1t k2� C ku2t k2�
�

E�z .t/dt C CR;Tsup
Œ0;T�

kz.t/k2;

(5.3.16)
where ~R < 1 and T � T0.R/.

To conclude the proof of Proposition 5.3.4, we apply the same argument as in
CHUESHOV/LASIECKA [56, p. 62] (see also CHUESHOV/LASIECKA [58, p. 414]).
First we note that (5.3.16) yields

E�z ..m C 1/T/ � ~RE�z .mT/C cR;Tbm; m D 0; 1; 2; : : : ;

with ~R < 1, where

bm � sup
ŒmT;.mC1/T�

kz.t/k2 C
Z .mC1/T

mT

�ku1t k2� C ku2t k2�
�

E�z .�/d�:

This yields

Ez.mT/ � ~m
R Ez.0/C c

mX

lD1
�m�l

R bl�1:

Because ~R < 1, we can see that there exists � > 0 such that

E�z .t/ � C1e
�� tEz.0/

CC2

(

sup
Œ0;t�

kz.�/k2 C
Z t

0

e��.t��/d.� I u1; u2/E�z .�/d�

)

for all t � 0, where

d.� I u1; u2/ D ku1t .�/k2� C ku2t .�/k2� ;

Therefore, applying Gronwall’s lemma to the function E�z .t/e� t, we find that

Ez.t/ �
"

C1Ez.0/e
�� t C C2 sup

Œ0;t�
kz.�/k2

#

exp

�

C2

Z t

0

d.� I u1; u2/ d�

�

:

Now using the finiteness of the dissipation integrals in (5.1.13) and (5.1.24), we
obtain estimate (5.3.13). This concludes the proof of Proposition 5.3.4.
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Now we are in position to prove our main result on the finiteness of the fractal
dimension of the attractors.

Theorem 5.3.5. Let Assumptions 5.1.1 and 5.2.1 be in force. Concerning the
forcing term B.u/, we assume that either B.u/ is subcritical (i.e., (5.3.11) holds)
or B.u/ satisfies Assumption 5.3.1. Then

Case � > 0:

1. The global attractor A� of the system .H ; S�t / has a finite fractal dimension
dimfA

� with upper bound independent of � 2 .0; �0�.
2. The global attractor A� lies in D.A1�� /�D.A1=2/ and for any full trajectory
.u.t/I ut.t// from the attractor we have that

kA1��u.t/k2C
Z 1

�1
kutk2�d�C�kA1=2ut.t/k2C�2kutt.t/k2 � R20 (5.3.17)

for all t 2 R. Moreover, the (uniform) Hölder condition

1

h

�kA1=2.u.t C h/ � u.t//k2 C �kut.t C h/ � ut.t/k2
� � R20 (5.3.18)

holds for every t 2 R and h > 0. Here R0 does not depend on �.
3. Assume in addition that K W H1=2 7! L .H� ;H�� / and B W H1=2 7! H�� are

C1 Fréchet smooth mappings such that their derivatives satisfy the relations

khK0.u/I viwk�� � C%kA1=2vkkwk� ; v 2 D.A1=2/; w 2 H� ; (5.3.19)

and there exist ı > 0 such that

khB0.u/I vik�� � C%kA1=2�ıvk; v 2 D.A1=2/; (5.3.20)

for any u 2 D.A1=2/ such that kA1=2uk � %, where % is arbitrary. Here we
denote by h˚ 0.u/I vi the value of the derivative ˚ 0.u/ on the element v. Then
the uniform (in �) bounds in (5.3.17) and (5.3.18) can be improved in the
following way:

kA1=2ut.t/k2 C �kutt.t/k2 � R20; 8t 2 R: (5.3.21)

Case � D 0:

4. The global attractor A of the system .H1=2; St/ has a finite fractal dimension
dimfA.

5. For any full trajectory u.t/ from the attractor A we have that
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kA1=2u.t/k2 C
Z 1

�1
kutk2�d� � c0; kA1=2.u.t C h/ � u.t//k � c0h

1=2

(5.3.22)
for all t 2 R and h > 0.

Proof. We apply the quasi-stability method developed in Section 3.4.3. Its realiza-
tion is based on the estimate in (5.3.13).

The case � > 0: To obtain the independence of a bound for the dimension, it
is convenient to introduce the scaled dynamical system .H ; QS�t / with the evolution
operator QS�t defined by the formula

QS�t D M� ı S�t ı M�1
� with M� D

�
1 0

0
p
�

�

: (5.3.23)

It is clear that .H ; QS�t / possesses a global attractor QA� and QA� D M�A
�, where A�

is the global attractor for .H ; S�t /.
It follows from (5.1.14) and (5.3.13) that

kQS�t y1 � QS�t y2k2H � aRky1 � y2k2H ebRt (5.3.24)

and

kQS�t y1 � QS�t y2k2H � cRky1 � y2k2H e��.R/t C cRmax
Œ0;t�

ku�1 .�/ � u�2 .�/k2 (5.3.25)

for all t > 0, where yi D .u0i I u1i / is such that kyik2H � ku1i k2 C kA1=2u0i k2 < R2

and the positive constants in (5.3.24) and (5.3.25) do not depend on �. We also use
the notation QS�t y1 D .u�i .t/I

p
�@tu

�
i .t//, where u�i .t/ solves (5.0.1) with initial data

yi D .u0i I��1=2u1i /.
Relations (5.3.24) and (5.3.25) mean that the system .H ; QS�t / is asymptotically

quasi-stable (see Definition 3.4.15), and thus by Proposition 3.4.17 this system is
quasi-stable at some time moment. Therefore, to prove the finiteness (with a uniform
bound) of the fractal dimension of the global attractor QA�, we apply Theorem 3.4.18
and the bound for its dimension given in Theorem 3.4.5, see (3.4.3). Since the
constants in (5.3.24) and (5.3.25) do not depend on �, we can conclude that there is
a bound for dimH

f A� which does not depend on �.
To prove the second statement of Theorem 5.3.5, we note that by Theorem 5.2.3

A� D M u.N /. Since the system is gradient and the energy functional E .u; v/ is a
strict Lyapunov function, we conclude that

sup
.uIv/2A�

E .u; v/ � sup
.uIv/2N

E .u; v/ D sup
u2N�

�
1

2
kA1=2uk2 C˘.u/

�

� c0;
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where c0 does not depend on �. Therefore by (̃5.1.13),

kA1=2u.t/k2 C
Z 1

�1
kutk2�d� C �kut.t/k2 � R2; 8t 2 R; (5.3.26)

for any full trajectory .u.t/I ut.t// from A�. Applying the quasi-stability estimate in
(5.3.13) to this and the shifted trajectory .u.t C h/I ut.t C h//, in the same way as
we did in the proof of Theorem 3.4.19, we can conclude that

1

h

�kA1=2.u.t C h/ � u.t//k2 C �kut.t C h/ � ut.t/k2
�

� CR sup
�1<�<t

Z �Ch

�

kut.�/k2d�: (5.3.27)

Using the estimate kut.t/k2 � R2=� (which follows from (5.3.26)) and also the
relation

kA1��u.t/k2 � C
�

�2kuttk2 C kK.u/utk2�� C kB.u/k2��
�

which follows from (5.0.1), we can easily obtain (5.3.17). Relation (5.3.27) with the
integral bound for kutk2 in (5.3.26) yields (5.3.18).

To prove the third statement in Theorem 5.3.5, we restrict ourselves to the case
of small intervals .0; �0�. To prove the desired smoothness we consider the equation
for w D ut on the attractor A�:

�wtt C K.u.t//wt C Aw C hK0.u.t//I wiut C hB0.u/I wi D 0: (5.3.28)

We multiply (5.3.28) by wt in H. Using (5.3.19) and (5.3.20) we have that

d

dt
E.w;wt/C .K.u.t//wt;wt/ � 


�kwtk2� C kA1=2wk2�

C CR;
kut.t/k2�kA1=2wk2 C CR;
kwk2� (5.3.29)

for any 
 > 0, where

E.w;wt/ D 1

2

�

�kwtk2 C kA1=2wk2� :

This implies that

d

dt
E.w;wt/C ˛0kwtk2� � 1

4
kA1=2wk2 C C0kut.t/k2�

�

1C kA1=2wk2� (5.3.30)
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for the trajectory .u.t/I ut.t// from A�. Multiplying (5.3.28) by w and using (5.3.19)
and (5.3.20), one can also see that

�
d

dt
.w;wt/ � �1

2
kA1=2wk2 C �kwtk2 C �kwtk2�

C C1;�kut.t/k2� � kA1=2wk2 C C2kwk2�
for � > 0 with arbitrary � > 0. Therefore, with an appropriate choice of �0 > 0

and � > 0 (both small), the function

V.t/ D 1

2

�

�kwtk2 C kA1=2wk2�C �.w;wt/

satisfies the relations

1

2

�

�kwtk2 C kA1=2wk2� � V.t/ � 2.�kwtk2 C kA1=2wk2/

and

d

dt
V.t/C c0V.t/ � c1kut.t/k2� � V.t/C c2kut.t/k2� ;

where the constants ci do not depend on �. Using the boundedness of the integral
term in (5.3.26), by a Gronwall-type argument we conclude that

V.t/ � C1e
��.t�s/V.s/C C2; t > s;

with the constants independent of �. In the limit s ! �1 this yields

�kutt.t/k2 C kA1=2ut.t/k2 � C; t 2 R;

which implies (5.3.21).
The case � D 0: We first note that by (5.1.24) on the attractor A we have

sup
t2R

kA1=2u.t/k2 C sup
t2R

tC1Z

t

kA1��u.�/k2d� C
Z 1

�1
kA�ut.�/k2d� � C: (5.3.31)

For dimension we use the same quasi-stability idea as above.
Let ui

0, i D 1; 2, be two elements from the attractor A. We denote ui.t/ D Stui
0

and z.t/ D u1.t/ � u2.t/. By (5.3.13) with � D 0 we have

kA1=2z.t/k2 � C1kA1=2z.0/k2e��0t C C2max
Œ0;t�

kz.�/k2; 8t > 0: (5.3.32)
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This implies that .H1=2; St/ is quasi-stable on the attractor A with Z D W1.0;T/,
where

W1.0;T/ D
�

z.t/ W jzj2W1.0;T/ �
Z T

0

�kA1=2z.t/k2 C jzt.t/k2
�

dt < 1
�

: (5.3.33)

In Definition 3.4.1 we also choose the operator K W H1=2 7! Z according to the
formula

Ku0 D fu.t/ W t 2 Œ0;T�g ; where u.t/ D Stu0;

and suppose nZ.u/ D C2max
Œ0;T�

ku.�/k2. By (5.1.25) the operator K is a Lipschitz

mapping from H1=2 into Z. The seminorm nZ is compact on Z by the compactness
Theorem A.3.7. Thus, we can apply Theorem 3.4.5 to prove the finiteness of the
fractal dimension of A.

To obtain (5.3.22) we use (5.3.31) and the quasi-stability estimate in (5.3.32) for
the trajectories u.t/ and u.t C h/, i.e., with z.t/ D u.t C h/ � u.t/.

Remark 5.3.6. Using Theorem 3.4.7 one can show the existence of a (generalized)
fractal exponential attractor for the systems considered. We can also establish
criteria for the existence of finite families of determining functionals. For this
we can use the idea presented in Theorem 3.4.20. However, we do not pursue
these directions for the model considered in (5.0.1). The corresponding arguments
are standard. We refer to CHUESHOV/LASIECKA [56, 58] for similar approaches
and results for second order in time models with other damping mechanisms.

5.3.2 Upper semicontinuity of attractors

Now we show that the attractors A� for problem (5.0.1) in some sense converge to
the attractor of the system generated by (5.1.20) as � ! 0. If � < 1=2 and the
conditions in (5.3.19) and (5.3.20) are valid, we can apply abstract Theorem 2.3.31.
However, we prefer to establish a slightly more general result to demonstrate a direct
approach to upper semicontinuity.

Theorem 5.3.7. Let Assumptions 5.1.1 and 5.2.1 be in force and � < 1=2. Assume
in addition that the forcing term B.u/ either is subcritical (i.e., (5.3.11) holds) or
satisfies Assumption 5.3.1. Let A be the attractor of the system .H1=2; St/ generated
by (5.1.20). Then

lim
�!0

�

sup
˚

distH .y; QA/ W y 2 QA��� D 0; (5.3.34)

where QA D ˚

.uI 0/ W u 2 A
�

and QA� is the global attractor for the dynamical system
.H ; QS�t / with the evolution operator QS�t given by (5.3.23).
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If we assume in addition that (5.3.19) and (5.3.20) hold, then

lim
�!0

�˚

distH .y;A
�/ W y 2 A�

�� D 0; (5.3.35)

where A� is the attractor of system .H ; S�t / generated by (5.0.1) and

A� D ˚

.uI v/ W u 2 A; v D K�1.u/
�

Au C F.u/
��

:

Proof. We first note that by the compactness Theorem A.3.7 in the Appendix it
follows from (5.3.17) and (5.3.18) that for any trajectory

fy�.t/ D .u�.t/I p
�u�t .t// W t 2 Rg � QA�

the family fy�.t/g�>0 is relatively compact in the space

C.Œa; b�ID.A1���
/ � D.A1=2�
//; 8 a < b; 
 > 0:

Moreover, we have that
p
�u�t ! 0 in L2.RI H� / as � ! 0.

These observations allow us to obtain (5.3.34) by the standard contradiction
argument (see BABIN/VISHIK [9], CHUESHOV [39], RAUGEL [188], for instance).
Indeed, assume that (5.3.34) is not valid. Then there exist sequences �n ! 0 and
yn 2 QA�n such that

distH .y
n; QA/ � ı; n D 1; 2; : : : (5.3.36)

Let �n D fyn.t/g be a full trajectory for .H ; QS�t / in the attractor QA�n such that
yn.0/ D yn. Such a trajectory exists due to Exercise 2.3.4(B). By the observations
made we can assume that yn.t/ D .un.t/I p

�nun
t .t// is convergent in the space

C.Œa; b�I H1���
 � H1=2�
/; 8 a < b; 
 > 0:

Thus, there exists u 2 Cb.RI H1���
/ such that

max
Œa;b�

h

kun.t/ � u.t/k21=2C
 C �nkun
t k21=2�


i

! 0; n ! 1; (5.3.37)

for every interval Œa; b� and for all 
 > 0 small enough. Moreover, we have that ut 2
L2.RI H� / and un

t ! ut weakly in L2.RI H� /. Passing to the limit in the variational
form of equation (5.0.1), we can see that u.t/ is a strong solution to problem (5.1.20)
on R which is bounded in H1=2. Therefore, applying Exercise 2.3.4(B) again, we
obtain that fu.t/g is a full trajectory which lies in the attractor A. Thus, (5.3.37)
implies that yn ! .u.0/I 0/ 2 QA, which contradicts (5.3.36).
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To prove (5.3.35) we note that in this case from (5.3.21) we additionally have that
�ku�tt .t/k ! 0 uniformly in t. This observation makes it possible to obtain (5.3.35)
in the same way as (5.3.34).

5.3.3 A model with noncompact global attractor

We conclude this section with an example which shows that a second order in time
model with a degenerate damping coefficient may possess a global attractor which
is not compact in the phase space. This means that the requirement of boundedness
(instead of compactness) in Definition 2.3.1 of a global attractor is reasonable.

We consider the following infinite-dimensional version of the Krasovskii system
(see Exercises 1.8.22 and 2.1.10):

utt CAuCk.kut.t/k2CkA1=2u.t/k2/ut D 0; u
ˇ
ˇ
tD0 D u0; ut

ˇ
ˇ
tD0 D u1; (5.3.38)

in a separable Hilbert space H, where, as above, A is a positive operator with a
discrete spectrum. The intensity k of the damping is determined by the energy of the
system. We suppose that k.�/ is a scalar bounded Lipschitz function on RC such that
k.1/ D 0 and k.s/ is strictly increasing for s > 1. On the interval Œ0; 1� the function
k.s/ can be arbitrary. For instance, we can take

k.s/ D k0

�

1 � 2

1C s

�

or k.s/ D
(

0; if 0 � s � 1I
k0
�

1 � s�1� ; if s > 1:

Similar to Definition 5.1.3, we introduce the notion of a weak solution to (5.3.38)
on an interval Œ0;T� which we define as a function

u 2 L1.0;TID.A1=2//; ut 2 L1.0;TI H/

such that u.0/ D u0 and

�
Z T

0

.ut; vt/dt C
Z T

0

.k.kutk2 C kA1=2uk2//ut; v/dt C
Z T

0

.Au; v/dt D .u1; v.0//;

for every v 2 WT , where

WT D ˚

v 2 L1.0;TID.A1=2//; vt 2 L1.0;TI H/; v.T/ D 0
�

:

For a description of the functional spaces above, see Section A.3 in the Appendix.
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Proposition 5.3.8. For every .u0I u1/ 2 H � H1=2 � H, problem (5.3.38) has a
unique weak solution u.t/ on RC. This solution belongs to the class

C.RCI H1=2/ \ C1.RCI H/

and the energy relation

E.u.t/; ut.t//C
Z t

0

.k.2E.u.�/; ut.�///kut.�/k2d� D E.u0; u1/ (5.3.39)

holds for every t > 0, where the energy E is defined by the formula

E.u0; u1/ D 1

2

	

ku1k2 C �
�A1=2u0

�
�
2



:

Moreover, for every pair u1.t/ and u2.t/ of weak solutions such that

E.ui.0/; ui
t.0// � R2; i D 1; 2;

we have that z.t/ D u1.t/ � u2.t/ satisfies the relation

E.z.t/; zt.t// � bT;RE.z.0/; zt.0//; t 2 Œ0;T�; 8 T > 0; (5.3.40)

for some constant bT;R > 0.

Proof. We cannot directly refer here to the standard compactness method as in
Theorem 5.1.4, because the nonlinear term in (5.3.38) is critical and cannot be
defined as a weakly continuous mapping from H1=2 � H in some negative order
space. However, we can use the structure of the problem, which provides an
important invariance property.

Let PN be the orthoprojector onto Span fe1; : : : ; eNg, where fekg is the eigenbasis
for A. It is easy to see that for every initial data .u0I u1/ 2 HN � PNH1=2 � PNH
there exists a solution u to (5.3.38) which takes its values PNH1=2. In fact, this means
that the Galerkin approximate solutions satisfy the equation in (5.3.38). Using
this observation, we take arbitrary .u0I u1/ 2 H and denote by uN the solution
to (5.3.38) with the initial data .PNu0I PNu1/. Every solution uN satisfies the energy
relation in (5.3.39) with .PNu0I PNu1/ instead of .u0I u1/. This implies that

kuN
t .t/k2 C �

�A1=2uN.t/
�
�
2 � kPNu1k2 C �

�A1=2PNu0
�
�
2 C 2k0

Z t

0

kuN
t .�/k2d�;

where k0 D � inffk.s/ W s � 0�g. Thus, Gronwall’s lemma yields

kuN
t .t/k2 C �

�A1=2uN.t/
�
�
2 �

h

kPNu1k2 C �
�A1=2PNu0

�
�
2
i

e2k0t � 2E.u0; u1/e
2k0t:
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Now we consider the difference zN;M D uN �uM for different N and M. This function
solves the equation

zN;M
tt C Au C k.kuN

t .t/k2 C kA1=2uN.t/k2/zN;M
t

D � �k.kuN
t .t/k2 C kA1=2uN.t/k2/ � k.kuM

t .t/k2 C kA1=2MN.t/k2/� uM
t :

Multiplying this equation by zN;M
t in H and using the notation

ZN;M D .zN;MI zN;M
t / and UN D .uN I uN

t /

and the relations

kZk2H D kztk2 C kA1=2zk2 D 2E.z; zt/;

we obtain t

1

2

d

dt
kZN;M.t/k2H � k0kZN;Mk2H C CkuM

t k � kzN;M
t k �kUNkH C kUMkH

� kZN;MkH
� CT.E.u0I u1//kZN;Mk2H :

Thus, Gronwall’s lemma yields

max
Œ0;T�

h

kzN;M
t .t/k2 C �

�A1=2zN;M.t/
�
�
2
i

� CT.u0; u1/
h

k.PN � PM/u1k2 C �
�A1=2.PN � PM/u0

�
�
2
i

:

This implies that fuN.t/g is a Cauchy sequence in

C.Œ0;T�I H1=2/ \ C1.Œ0;T�I H/; 8 T > 0:

This allows us to pass to the limit N ! 1 and prove the existence of weak
solutions possessing the required smoothness. The uniqueness of weak solutions
and the Lipschitz property in (5.3.40) can be achieved in the standard way.

By Proposition 5.3.8, problem (5.3.38) generates an evolution operator in the space
H D H1=2 � H by the formula St.u0I u1/ D .u.t/I ut.t//, where u.t/ solves (5.3.38).

We note that the change of the time variable t 7! �t in equation (5.3.38) gives us
the same problem but with damping function �k.s/ instead of k.s/ in (5.3.38). Since
k.s/ is bounded, we can use the same argument as in Proposition 5.3.8 to prove well-
posedness for the inverse time problem. This allows us to state that the evolution
operator St is invertible and thus fStg is an evolution group. This observation is
important below, where we discuss the invariance properties of sets in H .
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Our main result concerning the system .H ; St/ is the following assertion.

Proposition 5.3.9. The global attractor of the system .H ; St/ generated by the
equation in (5.3.38) is the ball

B D
n

U0 � .u0I u1/ 2 H W kU0k2H � ku1k2 C �
�A1=2u0

�
�
2 � 1

o

:

Proof. The linear problem

utt C Au D 0; u
ˇ
ˇ
tD0 D u0; ut

ˇ
ˇ
tD0 D u1;

has a unique solution u.t/ such that E.u.t/I ut.t// D E.u0; u1/ for all t 2 R. Thus,
by the uniqueness statement in Proposition 5.3.8, due to the property k.1/ D 0,
this implies that the unit sphere @B is a strictly invariant set with respect to St.
Therefore, one can show that both sets B and Closure.H n B/ are also strictly
invariant.

It is also easy to see from the energy relation that any ball

BR D
n

U0 � .u0I u1/ 2 H W kU0k2H � ku1k2 C �
�A1=2u0

�
�
2 � R2

o

is a forward invariant set for every R > 1. Thus, we need only to prove that StBR

goes to B uniformly in u 2 BR for every R > 1.
First we show that for every U0 … B we have kStU0kH ! 1 as t ! 1. Assume

that this is not true. By the energy relation and the invariance of Closure.H n B/
the function t 7! kStU0kH is non-increasing. This means that there exists R0 > 1

such that

kStU0kH � R0; 8 t > 0; and lim
t!1 kStU0kH D R0:

In this case the damping coefficient satisfies the inequality

k.kStU0k2H / � k.R20/ � k� > 0 for all t � 0:

This implies that

d

dt
kStU0k2H C 2k�kutk2 � 0;

where StU0 D .u.t/I ut.t//. We also have that

d

dt
.u; ut/ Dkutk2 � kA1=2uk2 � k.kStU0k2H /.ut; u/

�
�

1C k21
2�1

�

kutk2 � 1

2
kA1=2uk2;
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where k1 D supfk.s/ W s � 1g. The relations above allow us to state that there are
parameters � > 0 and 
 > 0 such that the function

V.t/ D kStU0k2H C 
.u; ut/

possesses the properties

d

dt
V.t/C �V.t/ � 0 and

1

2
kStU0k2H � V.t/ � 2kStU0k2H :

This implies

kStU0k2H � 4kU0k2H e�� t as long as kStU0k2H � R0 > 1; (5.3.41)

which contradicts the initial guess that kStU0kH � R0 > 1 for all t > 0. Thus,

lim
t!1 kStU0kH D 1:

One can show that this convergence is uniform with respect to U0 2 BR n
interior.B/. The point is that the relation in (5.3.41) yields that for any R1 � R2 > 1
there exists t� D t�.R1;R2/ > 0 such that StBR1 � BR2 for all t � t�.

To conclude the proof of convergence StBR ! B, we note that

distH .StU0;B/ �
�
�
�StU0 � StU0

kStU0kH
�
�
�
H

D kStU0kH � 1

for every U0 2 BR n interior.B/. Therefore,

distH .StU0;B/ ! 0 as t ! 1

uniformly for every U0 2 BR n interior.B/. This means that the ball B is a global
attractor for the system generated by (5.3.38).

5.4 Kirchhoff wave models with a structural
nonlinear damping

In this section our main goal is to illustrate the previously developed methods by
means of an abstract second order evolution equation with nonlinearity in the main
part. As a model we choose the following Cauchy problem:

(

utt C �.kA1=2uk2/Au C �.kA1=2uk2/A2�ut C B.u/ D 0; t > 0;

u.0/ D u0; ut.0/ D u1;
(5.4.1)

with � 2 Œ1=4; 1=2/ under the following set of hypotheses.
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Assumption 5.4.1. (i) The operator A is a linear positive self-adjoint operator
with domain D.A/ in a separable Hilbert space H (we denote by k � k and .�; �/
the norm and the inner product in this space). We assume that A has a discrete
spectrum (see Definition 4.1.1):

Aek D �kek; 0 < �1 � �2 � � � � ; lim
k!1�k D 1:

As above, we denote by PN the orthoprojector onto Spanfek W k D 1; 2; : : : ;Ng
and by Hs (with s > 0) the domain D.As/ equipped with the graph norm k�ks D
kAs � k. In this case H�s denotes the completion of H with respect to the norm
k � k�s D kA�s � k.

(ii) The damping (� ) and the stiffness (�) factors are positive C1 functions on the
semi-axis RC D Œ0;C1/. Moreover, we assume that � 2 Œ1=4; 1=2/ and

˚.s/ �
Z s

0

�.�/d� ! C1 as s ! C1:7 (5.4.2)

(iii) The nonlinear operator B maps H1=2 into H�� and is locally Lipschitz, i.e.,

kB.u1/ � B.u2/k�� � L.%/ku1 � u2k1=2; 8kA1=2uik � % : (5.4.3)

We also assume that (a) B.u/ D ˘ 0.u/, where ˘.u/ is a C1 functional on
H1=2 D D.A1=2/, and 0 stands for the Fréchet derivative, and (b) there exist

 < 1=2 and C � 0 such that


˚.kA1=2uk2/C˘.u/C C � 0 ; u 2 H1=2 D D.A1=2/ : (5.4.4)

Our main motivating example is the case when H D L2.˝/, where ˝ is a bounded
smooth domain in R

d, A is the minus Dirichlet Laplace operator, and B.u/ is a
Nemytskii operator generated by an appropriate C1 function f (see Section 5.4.4 for
more details). This kind of second order evolution model goes back to G. Kirchhoff
(d D 1, �.s/ D '0C'1s, �.s/ � 0, f .u/ � 0) and has been studied by many authors
under different types of hypotheses starting with the pioneering papers BERNSTEIN

[12], LIONS [153], POHOZHAEV [184] (see also the literature cited in the survey
MEDEIROS/FERREL/MENEZES [163] and the discussion below).

Remark 5.4.2. We concentrate on the case when 1=4 � � < 1=2. The case of
strong damping (� D 1=2) requires a separate consideration and has been studied
in CHUESHOV [42]. This paper covers the case of possibly non-positive stiffness
coefficients � and supercritical source terms B (in the sense that B.u/ 62 H�1=2 is

7 This coercive behavior holds if lim infs!C1 fs�.s/g > 0, for instance. The standard example is
�.s/ D �0 C �1s˛ with �0 > 0, �1 � 0, and ˛ � 1. However, we can also take a decreasing �.s/
like .1C s/�1.



5.4 Kirchhoff wave models with a structural nonlinear damping 263

allowed for some u 2 H1=2). This became possible due to the fact that the damping
operator has the same regularity order as the main elastic part. For the case 0 �
� < 1=4, to the best of our knowledge, the uniqueness theorem for this model is not
established for initial data from the natural energy space H D H1=2 � H (see the
discussion in MEDEIROS/MILLA MIRANDA [164]). Thus, we are not able to apply
here the approaches from the theory of single-valued dynamical systems.

In this section we study well-posedness and long-time dynamics for general
nonlinear stiffness and damping coefficients. Then we show the existence of a
compact global attractor possessing some regularity and structural properties. Under
some additional conditions concerning the source term B, we prove that the attractor
has a finite fractal dimension. Moreover, in this case we prove the existence of
a fractal exponential attractor and give conditions for the existence of finite sets
of determining functionals. As in the case of the constant stiffness coefficient, we
rely on the quasi-stability method developed in Chapter 3. As an application of
the results obtained in Section 5.4.4 we consider the Kirchhoff wave equation in a
bounded domain in R

d with d � 1. Our presentation is partially based on the paper
of CHUESHOV [40].

5.4.1 Well-posedness

Well-posedness issues for Kirchhoff-type models like (5.4.1) have been studied
intensively in past years. The primary focus was the case when � D 0 or
� D 1=2, the damping coefficient � � 0 is a constant, and the source term
B.u/ is either absent or subcritical. For the case � D 0 we refer to GHISI

[112], MATSUYAMA/IKEHATA [162], ONO [174], TANIGUCHI [214] and also
to the survey MEDEIROS/FERREL/MENEZES [163]. In these papers the authors
have studied sets of initial data for which solutions exist and are unique. The
papers of MATSUYAMA/IKEHATA [162] and TANIGUCHI [214] also consider the
case of nonlinear viscous damping. For the case � D 1=2 of strong (Kelvin-
Voigt) damping the global well-posedness results are available in the literature
(see, e.g., AUTUORI/PUCCI/SALVATORI [6], CAVALCANTI ET AL. [27], KALAN-
TAROV/ZELIK [128], MEDEIROS/MILLA MIRANDA [164], NAKAO/ZHIJIAN [170],
ONO [175] and the references therein). All these publications assume that the
damping coefficient �.s/ � �0 > 0 is a constant.

The case of a structural damping with 0 < � < 1=2 was considered in
MEDEIROS/MILLA MIRANDA [164] with the constant damping coefficient � and
B � 0. The main result in that paper states the existence of weak solutions for
� 2 .0; 1=2� with initial data .u0I u1/ from Hmaxf1=4;�g � H and their uniqueness for
� 2 Œ1=4; 1=2�. We also mention the recent paper LAZO [147], which deals with
nonlinear damping of the form �.kA˛uk2/A˛ut with 0 < ˛ � 1. The main result
of LAZO [147] states only the existence of weak solutions for uniformly positive �
and � in the case when B.u/ � 0.
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Our main result in this section is Theorem 5.4.4 on the well-posedness of
problem (5.4.1). This theorem also contains some auxiliary properties of weak
solutions which we need for the results on the asymptotic dynamics. We start with
the following notion which repeats Definition 5.1.3 with obvious changes.

Definition 5.4.3. A function u.t/ is said to be a weak solution to (5.4.1) on an
interval Œ0;T� if

u 2 L1.0;TI H1=2/; ut 2 L1.0;TI H/ \ L2.0;TI H� / (5.4.5)

and (5.4.1) is satisfied in the sense of distributions, i.e., u.0/ D u0 and

�
Z T

0

.ut; vt/dt C
Z T

0

�.kA1=2u.t/k2/.A�ut;A
�v/dt

C
Z T

0

�.kA1=2u.t/k2/.Au; v/dt C
Z T

0

.B.u/; v/dt D .u1; v.0//; (5.4.6)

for every v 2 WT , where

WT D ˚

v 2 L1.0;TID.A1=2//; vt 2 L1.0;TI H/; v.T/ D 0
�

:

Theorem 5.4.4 (Well-posedness). Let Assumption 5.4.1 be in force and .u0I u1/ 2
H D H1=2 � H. Then for every T > 0 problem (5.4.1) has a unique weak solution
u.t/ on Œ0;T�. This solution possesses the following properties:

1. The function t 7! .u.t/I ut.t// is strongly continuous in H . Moreover,

u 2 L2.0;TI H1�� /; 8 T > 0; (5.4.7)

utt 2 L1.0;TI H�2� / \ L2.0;TI H�� /; 8 T > 0; (5.4.8)

and there exists a constant CR > 0 such that

kutt.t/k2�2� C kut.t/k2 C ku.t/k21=2 C
Z t

0

kut.�/k2�d�

C 1

1C t

Z t

0

�ku.�/k21�� C kutt.�/k2��
�

d� � CR (5.4.9)

for every t 2 RC and initial data such that k.u0I u1/kH � R.
2. The energy identity

E .u.t/; ut.t//C
Z t

s
�.ku.�/k21=2/kut.�/k2�d� D E .u.s/; ut.s// (5.4.10)
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holds for every t > s � 0, where the energy E is defined by the relation

E .u0; u1/ D 1

2

�ku1k2 C ˚
�kA1=2u0k2

��C˘.u0/; .u0I u1/ 2 H ;

with ˚ and ˘ defined in Assumption 5.4.1.
3. If u1.t/ and u2.t/ are two weak solutions such that k.ui.0/I ui

t.0//kH � R, i D
1; 2, then there exists bR;T > 0 such that the difference z.t/ D u1.t/ � u2.t/
satisfies the relation

kzt.t/k2Ckz.t/k21=2C
Z t

0

kzt.�/k2�d� � bR;T
�kzt.0/k2 C kz.0/k21

�

(5.4.11)

for all t 2 Œ0;T�.
Proof. As in Section 5.1.2, to prove the existence of solutions, we use the standard
Galerkin method.

We assume that k.u0I u1/kH � R for some R > 0 and seek approximate solutions
uN.t/, N D 1; 2; : : :, with values in PNH which solve the corresponding finite-
dimensional projections of (5.4.1). Such solutions exist (at least locally), and after
multiplication of the corresponding projection of (5.4.1) by uN

t .t/ we get that uN.t/
satisfies the energy relation in (5.4.10). By the coercivity requirements in (5.4.2)
and (5.4.4), we conclude that

k.uN.t/I uN
t .t//kH � CR for all t 2 Œ0;T�; N D 1; 2; 3 : : : : (5.4.12)

Since �.s/ > 0, this implies that �.kuN.t/k21=2/ � �R > 0 for all t 2 Œ0;T�.

Therefore, the energy relation (5.4.10) for uN yields that

Z T

0

kuN
t .t/k2�dt � C.R/; N D 1; 2; : : : ; for any T > 0. (5.4.13)

The next a priori estimate involves the fact that � � 1=4. We use the multiplier
A1�2�uN to obtain

d

dt




.A1�2�uN ; uN
t /C 1

2
˙.kuNk21=2/

�

C �.kuNk21=2/kuNk21��

D �.B.uN/;A1�2�uN/C kuN
t k21=2�� ;

where ˙.s/ D R s
0
�.�/d� . It follows from (5.4.12) (and a posteriori from the

requirements in (5.4.2) and (5.4.4)) that �.kuNk21=2/ � �R > 0 and

j.B.w/;A1�2�u/j � kB.w/k��kuk1�� � "kuk21�� C C"kB.w/k2�� (5.4.14)
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for all w 2 H1=2 and u 2 H1�� . Therefore, using (5.4.12), (5.4.3), and the relation

kuN
t k21=2�� � �1�4�1 kuN

t k2� ; � � 1=4;

we have

d

dt




.A1�2�uN ; uN
t /C 1

2
˙.kuNk21=2/

�

C �R

2
kuNk21�� � �1�4�1 kuN

t k2� C C.R/;

for t 2 Œ0;T�. Since j.A1�2�uN ; uN
t /j � �

1=2�2�
1 kA1=2uNkkuN

t k � CR in our case
(when � � 1=4), this and (5.4.13) imply the following a priori estimate:

Z T

0

kuN.t/k21��dt � C.R/.1C T/; N D 1; 2; : : : ; for any T > 0. (5.4.15)

The above a priori estimates show that .uN I uN
t / is *-weakly compact in

WT � �

L1.0;TI H1=2/ \ L2.0;TI H1�� //
� � ŒL1.0;TI H/ \ L2.0;TI H� /�

(5.4.16)

for every T > 0. Moreover, using the equation for uN.t/ we see that

sup
t2Œ0;T�

kuN
tt .t/k2�2� � CR; N D 1; 2; : : : ; (5.4.17)

and also

Z T

0

kuN
tt .t/k2��dt � CR

Z T

0

�

1C kuN.t/k21�� C kuN
t .t/k2�

�

dt � CR.1C T/

for N D 1; 2; : : :. Thus, the Aubin-Dubinskii-Lions compactness theorem (see
Section A.3.3 in the Appendix) yields that .uN I uN

t / is also compact in

ŒC.0;TI H1=2��/ \ L2.0;TI H1����/� � ŒC.0;TI H��/ \ L2.0;TI H���/�

for every � > 0. Hence there exists an element .uI ut/ in WT (see (5.4.16)) such that
(along a subsequence) the following convergence holds:

max
Œ0;T�

kuN.t/ � u.t/k21=2�"

C
Z T

0

kuN.t/ � u.t/k21���"dt C
Z T

0

kuN
t .t/ � ut.t/k2��"dt ! 0
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as N ! 1. In particular, due to the fact that � < 1=2, this implies that

Z T

0

kB.uN.t// � B.u.t//k2�� � CR

Z T

0

kuN.t/ � u.t/k21=2dt ! 0 as N ! 1,

and also

Z T

0

j .kuN.t/k21=2/� .ku.t/k21=2/j2 � CR

Z T

0

kuN.t/�u.t/k21=2dt ! 0 as N ! 1,

where  is either � or � . These observations allow us to make a limit transition in
nonlinear terms and prove the existence of weak solutions. One can see that these
solutions possess the properties stated in (5.4.7), (5.4.8), and (5.4.9).

To prove the uniqueness statement, we first show that any weak solution u.t/
satisfies (5.4.7). Indeed, since

PNu 2 ˚v 2 C1.0;T;PNH/ W vtt 2 L1.0;T;PNH/
�

and PNH � D.A/;

we can use the element A1�2�PNu.t/ as a multiplier for (5.4.1). This yields

d

dt
.A1�2�PNu;PNut/C �.kuk21=2/.APNu;PNut/

C �.kuk21=2/kPNuk21�� C .B.u/;A1�2�PNu/ D kPNutk21=2�� :

Therefore, using (5.4.5), (5.4.14), and also the relation

j.Aw; v/j � "kwk21�� C C"kvk2� ; 8" > 0; 0 � � < 1;

we obtain the uniform estimate

Z T

0

kPNu.t/k21��dt � CT ; N D 1; 2; : : :

This implies (5.4.7) for the solution u.t/.
We also note that

ku.t/k21=2 � ku.s/k21=2 D 2

Z t

s
.A�ut.�/;A

1��u.�//d�

for almost all t; s 2 Œ0;T�, where u.t/ is an arbitrary weak solution to (5.4.1). Thus,
by (5.4.5) and (5.4.7) we can assume that t 7! ku.t/k21=2 is an absolutely continuous
function.

Now we prove that (5.4.11) holds for every pair u1.t/ and u2.t/ of weak solutions.
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One can see that z.t/ D u1.t/ � u2.t/ solves the equation

ztt C 1

2
�12.t/A

2� zt C 1

2
�12.t/Az C G.u1; u2I t/ D 0; (5.4.18)

where �12.t/ D �1.t/C �2.t/ and �12.t/ D �1.t/C �2.t/ with

�i.t/ D �.kui.t/k21=2/; �i.t/ D �.kui.t/k21=2/; i D 1; 2; (5.4.19)

and

G.u1; u2I t/ D1

2

˚

Œ�1.t/ � �2.t/�A2� .u1t C u2t /C Œ�1.t/ � �2.t/�A.u1 C u2/
�

C B.u1/ � B.u2/: (5.4.20)

It is clear that G 2 Lloc
2 .RCI H�� /. Since t 7! ku.t/k21=2 is an absolutely

continuous function, the same property holds for �12.t/. Therefore, we can multiply
equation (5.4.18) by PNzt and obtain that

1

2

d

dt




kPNztk2 C 1

2
�12.t/kPNzk21=2

�

C 1

2
�12.t/kPNztk2�CGN.t/ D 1

4
�0
12.t/kPNzk21=2:

(5.4.21)
Here

�0
12.t/ D �0

1.t/C �0
2.t/ with �0

i .t/ D 2�0.kui.t/k21=2/.Aui; ui
t/; i D 1; 2;

and

GN.t/ � .G.u1; u2I t/;PNzt/ D HN
1 .t/C HN

2 .t/C HN
3 .t/; (5.4.22)

where

HN
1 .t/ D 1

2
Œ�1.t/ � �2.t/�.A2� .u1t C u2t /;PNzt/;

HN
2 .t/ D 1

2
Œ�1.t/ � �2.t/�.A.u1 C u2/;PNzt/

HN
3 .t/ D .B.u1/ � B.u2/;PNzt/:

One can see that

j�0
12.t/j � CR

�ku1t k�ku1k1�� C ku2t k�ku2k1��
�

: (5.4.23)

Since

�1.t/ � �2.t/ D 2.A.u1 C u2/; z/ � Q�12.t/; (5.4.24)
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where Q�12 is given by

e�12.t/ D 1

2

Z 1

0

�0.�ku1.t/k21=2 C .1 � �/ku2.t/k21=2/d� (5.4.25)

and a similar relation holds true for �1.t/ � �2.t/, we have that

jHN
1 .t/j � �kPNztk2� C C�;R

�ku1t k2� C ku2t k2�
� kzk21=2;

jHN
2 .t/j � �kPNztk2� C C�;R

�ku1k21�� C ku2k21��
� kzk21=2;

jHN
3 .t/j � �kPNztk2� C C�;Rkzk21=2;

with the constant C�;R independent of N. This implies

d

dt




kPNztk2 C 1

2
�12.t/kPNzk21=2

�

C aRkPNztk2� � bR .1C d12.t// kzk21=2;
(5.4.26)

where d12.t/ D ku1t k2� C ku2t k2� C ku1k21�� C ku2k21�� . By (5.4.5) and (5.4.7),

Z t

0

d12.�/d� � CR;T ; t 2 Œ0;T�:

Therefore, writing (5.4.26) in integral form after the limit transition N ! 1 via a
Gronwall’s-type argument we obtain (5.4.11).

By (5.4.11) we have the uniqueness statement for weak solutions.
The continuity in H and the energy relation for weak solutions follow from the

corresponding properties of solutions to some nonautonomous linear problem which
we state in the following assertion.

Lemma 5.4.5. Assume that �.s/ and �.s/ are strictly positive absolutely contin-
uous scalar functions and �0 2 Lloc

1 .RC/. Let f 2 Lloc
2 .RC;H�� / and .u0I u1/ 2

H D H1=2 � H. Then the linear Cauchy problem

utt C �.t/Au C �.t/A2�ut D f .t/; t > 0; u.0/ D u0; ut.0/ D u1; (5.4.27)

has a unique weak solution u.t/. This solution possesses the properties

.u.t/I ut.t// 2 V � C.RCI H1=2 � H/ \ Lloc
2 .RCI H1�� � H� /; (5.4.28)

and

kut.t/k2 C ku.t/k21=2 C
Z t

0

�ku.�/k21�� C kut.�/k2�
�

d�

� CT




ku1k2 C ku0k21=2 C
Z t

0

kf .�/k2��d�

�

(5.4.29)
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for every t 2 Œ0;T�, and satisfies the energy relation

E�.tI u.t/; ut.t//C
Z t

0

�.�/kut.�/k2�d�

D E�.0I u0; u1/C 1

2

Z t

0

�0.�/ku.�/k21=2d� C
Z t

0

.f .�/; ut.�//d�; (5.4.30)

where the energy E�.tI u.t/; ut.t// is defined by the relation

E�.tI u.t/; ut.t// D 1

2

h

kut.t/k2 C � .t/ ku.t/k21=2
i

:

Proof. We use the Galerkin method. Approximate solutions uN.t/ with values in
PNH exist and, since problem (5.4.27) is linear, the differences uN;M.t/ D uN.t/ �
uM.t/ satisfy the energy relation of the form

d

dt
E�.tI uN;M.t/; uN;M

t .t//C �.t/kuN;M
t .t/k2�

D 1

2
�0.t/kuN;M.t/k21=2 C .f .t/; uN;M

t .t//:

This implies that

sup
t2Œ0;T�

n

kuN;M
t .t/k2 C kuN;M.t/k21=2

o

C
Z T

0

kuN;M
t .�/k2�d�

� CT




k.PN � PM/u1k2 C kPN � PM/u0k21=2 C
Z t

0

k.PN � PM/f .�/k2��d�

�

(5.4.31)

for every T > 0. Moreover, using the multiplier A1�2�uN;M we can also find that

Z T

0

kuN;Mk21��d� � CT

h

k.PN � PM/u1k2 C kPN � PM/u0k21=2

C
Z t

0

kPN � PM/f .�/k2��d�
i

: (5.4.32)

Thus, by (5.4.31) and (5.4.32) the approximate solutions .uN I uN
t / converge to a

weak solution in the space V defined in (5.4.28). It is also clear that relation (5.4.29)
holds and the energy relation in (5.4.30) is satisfied.
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Remark 5.4.6. We note that in the case of “frozen” coefficients � and � (i.e., when
�.t/ � �0 > 0 and �.t/ � �0 > 0), problem (5.4.27) generates an analytic
semigroup (see, e.g., LASIECKA/TRIGGIANI [145, Chapter 3] and the references
therein). In particular, this allows us to apply general results (see LUNARDI [154],
for instance) on evolution families generated by time-dependent sectorial operators
to obtain further regularity properties of solutions to (5.4.27).

Lemma 5.4.5 implies the corresponding continuity properties for the original
nonlinear problem and also the energy relation (5.4.10). For this we consider u.t/
as a solution to (5.4.27) with �.t/ D �.ku.t/k21=2/, �.t/ D �.ku.t/k21=2/, and f .t/ D
�B.u.t//. To obtain the energy relation we also use the obvious equality

�0.t/ku.t/k21=2 D d

dt

n

�.t/ku.t/k21=2 � ˚.ku.t/k21=2/
o

:

The proof of Theorem 5.4.4 is complete.

Remark 5.4.7. It follows from (5.4.9) that

sup
t2RC

n

kutt.t/k2�2� C kut.t/k2� C ku.t/k21=2
o

C
Z 1

0

kut.�/k2�d� � CR (5.4.33)

for any initial data such that k.u0; u1/kH � R. The finiteness of the dissipation
integral in (5.4.33) is important for the study of long-time dynamics.

Remark 5.4.8. In the case when 0 < � < 1=4, from the energy relations for
approximate solutions uN.t/ we can obtain the same a priori estimate as in (5.4.12)
and (5.4.13). Then using the multiplier A2�uN we find that

d

dt
.A2�uN ; uN

t /C �.kuNk21=2/.A2�uN ;A2�uN
t /

C �.kuNk21=2/kuNk21=2C� C .B.uN/;A2�uN/ D kuN
t k2� :

This and also estimates (5.4.12) and (5.4.13) yield the relation

Z T

0

kuN.t/k21=2C�dt � C.R/.1C T/; N D 1; 2; : : : ; for any T > 0.

This bound allows us to make the limit transition in nonlinear terms for 0 < � < 1=4
and to prove the existence of weak solutions u.t/ such that

.uI ut/ 2 L1.0;TI H1=2 � H/ \ L2.0;TI H1=2C� � H� /:

We do not know how to prove the uniqueness of weak solutions in the case 0 < � <
1=4. The point is that the estimate in (5.4.15) is possible in the case � � 1=4 only.



272 5 Second Order Evolution Equations

5.4.2 Smooth solutions

Now we prove additional smoothness of weak solutions. To do this, we need
additional requirements concerning the nonlinear force B.u/.

Assumption 5.4.9. We assume that B W H1=2 7! H�� has a Fréchet derivative B0.u/
which is a linear operator from H1=2 into H�� for each u 2 H1=2 and there exists
c� � 0 such that

.B0.u/v; v/ � �c�kvk2� and kA�2�B0.u/vk � c�kvk�
for every u; v 2 H1=2; kuk1=2 � �.

Proposition 5.4.10 (Regularity). Let Assumptions 5.4.1 and 5.4.9 be in force.
Then for every weak solution u.t/ with initial data .u0I u1/ 2 H we have the
following additional regularity:

.uI ut/ 2 L1.a;TI H1�� � H� /; utt 2 L1.a;TI �H�� / \ L2.a;TI H/

for every 0 < a < T. Moreover, there exists cR;T > 0 such that

kutt.t/k2�� C kut.t/k2� C ku.t/k21�� C
Z tC1

t
kutt.�/k2d� � cR;T

t2
(5.4.34)

for every t 2 .0;T� under the condition k.u0I u1/kH � R.
If we assume in addition that .u0I u1/ 2 H1�� � H� , then

kutt.t/k2�� C kut.t/k2� C ku.t/k21�� C
Z t

0

kutt.�/k2d� � cR;T
�

1C ku1k2� C ku0k21��
�

(5.4.35)

for every t 2 .0;T�.
Proof. The argument below can be justified by considering Galerkin
approximations.

Let u.t/ be a solution such that k.u.t/I ut.t//kH � R for t 2 Œ0;T�. Formal
differentiation gives that v D ut.t/ solves the equation

vtt C �.kuk21=2/A2�vt C �.kuk21=2/Av C B0.u/v C G�.u; utI t/ D 0; (5.4.36)

where

G�.u; utI t/ D 2
h

� 0.kuk21=2/A2�ut C �0.kuk21=2/Au
i

.Au; ut/:
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Thus, multiplying equation (5.4.36) by v and using (5.4.9), we have that

d

dt




.v; vt/C 1

2
�.kuk21=2/kvk2�

�

C �.kuk21=2/kvk21=2 C .B0.u/v; v/

� kvtk2 C CR
�j.Au; v/j2 C j.Au; v/jkvk2�

�

:

This implies that

d

dt




.v; vt/C 1

2
�.kuk21=2/kvk2�

�

C �Rkvk21=2C

C .B0.u/v; v/ � kvtk2 C CR
�kuk21�� C kutk�kuk1��

� kvk2� :

Using the multiplier A�2�vt in (5.4.36) we obtain

1

2

d

dt

h

kvtk2�� C �.kuk21=2/kvk21=2��
i

C �.kuk21=2/kvtk2

� CR

h

kvk�kvtkkuk1�� C kvk21=2��kutk�kuk1��
i

C ˇ
ˇ.A�2�B0.u/v; vt/

ˇ
ˇ :

Here we also use the fact that � � 1=4. Let

��.t/ D 1

2

h

kvtk2�� C �.kuk21=2/kvk21=2��
i

C 





.v; vt/C 1

2
�.kuk21=2/kvk2�

�

for 
 > 0 small enough. It is obvious that there exists 
0 > 0 such that


aR
�kvtk2�� C kvk2�

� � ��.t/ � bR
�kvtk2�� C kvk2�

�

;

for 0 < 
 � 
0. Moreover,

d

dt
��.t/C 
.B0.u/v; v/C cRkvtk2

� CR.kutk2� C kuk21�� /kvk2� C j.A�2�B0.u/v; vt/j

Thus, by Assumption 5.4.9,

d

dt
��.t/C cRkvtk2 � CR.1C kutk2� C kuk21�� /kvk2� : (5.4.37)

Using the finiteness of the integrals in (5.4.9) and a Gronwall’s-type argument,
we obtain that

kutt.t/k2��Ckut.t/k2�C
Z t

0

kutt.�/k2d� � CR;T
�kutt.0/k2�� C kut.0/k2�

�

(5.4.38)
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for t 2 .0;T�. It follows from (5.4.1) and (5.4.9) that

kutt.t/k2�� � CR
�

1C ku.t/k21�� C kut.t/k2�
�

; (5.4.39)

ku.t/k21�� � CR
�

1C kutt.t/k2�� C kut.t/k2�
�

(5.4.40)

for all t � 0 under the condition k.u0I u1/kH � R. Therefore, (5.4.38)
implies (5.4.35).

To obtain (5.4.34) we multiply (5.4.37) by t2. This yields

d

dt
Œt2���C ˛Rt2kvtk2 � CR

�

1C kutk2� C kuk21��
�

Œt2���C 2tbR
�kvtk2�� C kvk2�

�

:

(5.4.41)

One can see that

2tkvk2� � 1C t2kutk2�kvk2� � CRŒ1C kutk2� .t2��/�; t 2 Œ0;T�;

and

kvtk2�� � Ckvtkkuttk�2� ; t 2 Œ0;T�:

The relation

A�2�utt D ��.kuk21=2/ut � �.kuk21=2/A1�2�u � A�2�B.u/

yields kA�2�uttk � CR. Therefore,

tkvtk2�� � CRtkvtk � "t2kvtk2 C CR;"; t 2 Œ0;T�:

Thus, from (5.4.41) we have

d

dt
.t2��/ � CR C CR

�

1C kutk2� C kuk21��
�

Œt2���:

Using the finiteness of the integrals in (5.4.9) and also relation (5.4.40), we
obtain (5.4.34).

In further considerations we need the following properties of stationary solutions.

Proposition 5.4.11. In addition to Assumption 5.4.1 we assume that

lim inf
kuk1=2!1

n

�.kuk21=2/kuk21=2 C .B.u/; u/
o

> 0: (5.4.42)

Then the set
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N� D
n

u 2 H1=2 W �.kuk21=2/Au C B.u/ D 0
o

(5.4.43)

of stationary solutions is a nonempty compact set in H1=2. Moreover, N� is bounded
in H1�� .

Proof. One can see from (5.4.42) and from Lemma 4.3.7 on the “acute angle” that
there exists a sequence fuNg of approximate stationary solutions (with values in
PNH) which is bounded in H1=2: kuNk1=2 � R for some R > 0. From the equation
for uN we have

cRkuNk21�� � �.kuNk21=2/kuNk21�� � kB.uN/k��kuNk1�� � CRkuNk1��

for positive cR and CR. This implies that kuNk1�� � CR. Since H1�� is compactly
embedded in H1=2, we can make the limit transition along a subsequence of fuNg
and conclude the proof.

Remark 5.4.12. The condition in (5.4.42) holds true, if s�.s/ ! C1 as s ! C1
and .B.u/; u/ � �c for all u 2 H1=2, for instance. Another possibility for (5.4.42) in
the case of the wave model in R

d is shown in Section 5.4.4 below.

5.4.3 Long-time dynamics

In this section we deal with a global attractor for the dynamical system gen-
erated by (5.4.1). There are many papers on stabilization to zero equilibrium
for Kirchhoff-type models (see, e.g., AUTUORI/PUCCI/SALVATORI [6], CAVAL-
CANTI ET AL. [27], MATSUYAMA/IKEHATA [162], MEDEIROS/FERREL/MENEZES

[163], MEDEIROS/MILLA MIRANDA [164], TANIGUCHI [214] and the references
therein) and only a few recent results devoted to (nontrivial) attractors for systems
like (5.4.1). We refer to NAKAO [169] for studies of local attractors in the case of
viscous (� D 0) linear damping. The global attractors were studied only in the
case of a strong damping (� D 1=2); see CHUESHOV [42] and also FAN/ZHOU

[96], NAKAO/ZHIJIAN [170], YANG ET AL. [225–227] in the case � D const > 0

possibly perturbed by nonlinear viscous damping terms.
We concentrate on the case 1=4 � � < 1=2 with nontrivial stiffness � and

damping � factors.
By Theorem 5.4.4 problem (5.4.1) generates an evolution semigroup St in the

space H D H1=2 � H by the formula

Sty D .u.t/I ut.t//; where y D .u0I u1/ 2 H and u.t/ solves (5.4.1). (5.4.44)

One can see from the energy relation in (5.4.10) that the dynamical system .H ; St/

is gradient on H (see Definition 2.4.1). The full energy E .u0I u1/ is a strict



276 5 Second Order Evolution Equations

Lyapunov function. Thus, we can use the criterion of the existence of global
attractors for gradient systems (see Theorem 2.4.16).

To prove finiteness of the fractal dimension of global attractors, we use the quasi-
stability method based on an appropriate stabilizability estimate. For this we need
additional hypotheses concerning nonlinear force B.u/. In fact, they require some
smoothness of the potential mapping B.�/ (see Section A.5 for the basic definitions)
and are almost the same8 as those in Assumption 5.3.1.

Assumption 5.4.13. Assume that

• B.u/ D ˘ 0.u/ with the functional ˘ W H1=2 7! R, which is a Fréchet C3

mapping.
• The second ˘.2/.u/ and the third ˘.3/.u/ Fréchet derivatives of ˘.u/ satisfy the

conditions

ˇ
ˇh˘.2/.u/I v; viˇˇ � "kvk21=2 C C%;"kvk2; v 2 H1=2; 8 " > 0; (5.4.45)

and

ˇ
ˇh˘.3/.u/I v1; v2; v3i

ˇ
ˇ � C�kv1k1=2kv2k1=2kv3k� ; vi 2 H1; (5.4.46)

for all u 2 H1�� such that kuk1�� � �, where � > 0 is arbitrary and C� is a
positive constant. Here h˘.k/.u/I v1; : : : ; vki denotes the value of the derivative
˘.k/.u/ on elements v1; : : : ; vk. For details concerning the Fréchet calculus we
refer to Section A.5 in the Appendix.

Assume now that u1.t/ and u2.t/ belong to the class C1
�

Œa; b�I H1

�

for some interval
Œa; b� � R. Let z.t/ D u1.t/� u2.t/. Then, by the same argument as in Section 5.3.1,
we can obtain the representation

.B.u1.t// � B.u2.t//; zt.t// D d

dt
Q.t/C R.t/; t 2 Œa; b� � R; (5.4.47)

with

Q.t/ D 1

2
h˘.2/.u2.t//I z.t/; z.t/i (5.4.48)

and

R.t/ D �1
2

h˘.3/.u2/I u2t ; z; zi C
Z 1

0

.1 � �/h˘.3/.u2 C �z/I z; z; ztid�:

8 The main difference is that relation (5.4.45) and (5.4.46) hold for u 2 H1�� in the present case.
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If we assume in addition that kui.t/k1�� � R for all t 2 Œa; b�, i D 1; 2, then by
Assumption 5.4.13 we have the estimates

jQ.t/j � "kz.t/k21=2 C CR;"kz.t/k2; 8 " > 0; (5.4.49)

and

jR.t/j � CR.ku1t k� C ku2t k� /kz.t/k21=2: (5.4.50)

Our main result in this section is the following theorem.

Theorem 5.4.14. Let Assumptions 5.4.1 and 5.4.9 be in force and relation (5.4.42)
be valid. Then the following assertions hold.

(1) The evolution semigroup St possesses a compact global attractor A in H which
is a bounded set in H1�� � H� . Moreover,

sup
t2R

�

ku.t/k21�� C kut.t/k2� C kutt.t/k2�� C
Z tC1

t
kutt.�/k2d�

�

� CA

(5.4.51)
for any full trajectory � D f.u.t/I ut.t// W t 2 Rg from the attractor A. Moreover,

A D M u.N /; where N D f.uI 0/ 2 H W �.kA1=2uk2/Au C B.u/ D 0g
(5.4.52)

and distH .y;N / ! 0 as t ! 1 for any y 2 H .
(2) Assume in addition that either B.u/ is subcritical 9 on H1�� in the sense that

there exists ı > 0 such that

kB.u1/ � B.u2/k�� � L.%/ku1 � u2k1=2�ı; 8kuik1�� � %; (5.4.53)

or else Assumption 5.4.13 holds. Then the attractor A has a finite fractal
dimension and the following hold.

(a) Any trajectory � D f.u.t/I ut.t// W t 2 Rg from the attractor A possesses the
properties

.uI utI utt/ 2 L1.RI H1�� � H1=2 � H/ (5.4.54)

and there is R > 0 such that

sup
��A

sup
t2R

	

ku.t/k21�� C kut.t/k21=2 C kutt.t/k2



� R2: (5.4.55)

9 As we will see in Section 5.4.4, the mapping B can be subcritical on H1�� and critical (or even
supercritical) on the potential energy space H1=2.
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(b) There exists a fractal exponential attractor Aexp in H .
(c) Let L D flj W j D 1; : : : ;Ng be a finite set of functionals on H1=2 with the

completeness defect �L D �L .H1=2;H/. Then there exists "0 > 0 such that
under the condition �L � "0 the set L is (asymptotically) determining in the
sense that the property

lim
t!1 max

j
jlj.u1.t/ � u2.t//j D 0

for a pair of weak solutions u1.t/ and u1.t/ implies that

lim
t!1

n

ku1t .t/ � u2t .t/k2 C ku1.t/ � u2.t/k21=2
o

D 0:

Proof of Theorem 5.4.14. Let

ER D f.u0I u1/ 2 H W E .u0; u1/ � Rg ; (5.4.56)

where E .u0; u1/ is the energy defined in the statement of Theorem 5.4.4. It
follows from Assumption 5.4.1 that ˘.u/ is bounded on every bounded set (see
Remark 4.2.21), and for every bounded set B � H there exists RB such that
B � ERB . By (5.4.2) and (5.4.4) the set ER is bounded for every R, and by the
energy relation in (5.4.10) ER is a positively invariant set in H . This implies that
�0.B/ D S

t�0 StB is bounded for every bounded set B. The smoothness result stated

in Proposition 5.4.10 implies that E .1/
R WD S1ER is a compact set for every R > 0.

Therefore, St is asymptotically smooth (even compact) on every set ER. Thus, the
first part of the theorem follows from Theorem 2.4.16 and Proposition 5.4.10.

To prove the second part of Theorem 5.4.14, we first note that the set ER given
by (5.4.56) is absorbing for R large enough; i.e., there exists R� such that for any
bounded set B � H one can find tB � 0 such that StB � ER�

for all t � tB.
This follows from the existence of a global attractor. By Proposition 5.4.10 the set
E
.1/

R�
D S1ER�

is bounded in H1�� �H� . Since ER�
is a positively invariant absorbing

set, the same property is true for E .1/
R�

. We use this observation in the proof of a quasi-
stability property of St in the energy space H , which is stated in the following
assertion.

Proposition 5.4.15 (Quasi-stability). Let the hypotheses of the second part of
Theorem 5.4.14 be in force. Assume that u1.t/ and u2.t/ are two weak solutions
such that

kui.t/k21�� C kui
t.t/k2� � R2 for all t > 0 and for some R > 0: (5.4.57)
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Then the difference z.t/ D u1.t/ � u2.t/ satisfies the relation

kzt.t/k2 C kz.t/k21=2 � aR

	

kzt.0/k2 C kz.0/k21=2



e��Rt C bR

Z t

0

e��R.t��/kz.�/k2d�;
(5.4.58)

where aR; bR; �R are positive constants.

Proof. We start with the following lemma.

Lemma 5.4.16. Let u1.t/ and u2.t/ be two weak solutions to (5.4.1) satisfying
(5.4.57). Then for z.t/ D u1.t/ � u2.t/ we have the relation10

d

dt
.z; zt/C cRkzk21=2 � c0kztk2� C CRkzk2 (5.4.59)

for all t 2 Œ0;T�, where c0 D 1C ���
1 .

Proof. The difference z.t/ D u1.t/ � u2.t/ solves (5.4.18). Therefore, multiplying
equation (5.4.18) by z in H yields

d

dt
.z; zt/C 1

2
�12.t/ � .A2� z; zt/C 1

2
�12.t/ � kzk21=2 C .G.u1; u2; t/; z/ D kztk2;

where

�12.t/ D �1.t/C �2.t/; �12.t/ D �1.t/C �2.t/

with �i.t/ and �i.t/ given by (5.4.19), and G.u1; u2; t/ is defined by (5.4.20).
Using (5.4.24) and (5.4.49) under the condition (5.4.57), we have that

j�1.t/ � �2.t/j � CRkzk� ;

and hence

jŒ�1.t/ � �2.t/�.A.u1 C u2/; z/j � CRkzk2� � �kzk21=2 C C�;Rkzk2; 8 � > 0:

Similarly,

jŒ�1.t/ � �2.t/�.A2� .u1t C u2t /; z/j � CRkzk2� � �kzk21=2 C C�;Rkzk2; 8 � > 0:

We also have that

j.B.u1/ � B.u2/; z/j � kB.u1/ � B.u2/k��kzk� � "kzk21=2 C C";Rkzk2

10 It is easy to show that the product .z; zt/ is absolutely continuous with respect to t for every pair
of weak solutions, and thus the relation in (5.4.59) has meaning.
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and

j.A2� zt; z/j � kztk�kzk� � "
	

kztk2� C kzk21=2



C C"kzk2:

Thus, using the structure (5.4.20) of the term G.u1; u2I t/ in (5.4.18) we
obtain (5.4.59).

Now we multiply (5.4.18) by zt and obtain that

1

2

d

dt




kztk2 C 1

2
�12.t/kzk21=2

�

C 1

2
�12.t/kztk2� C G.t/ D 1

4
�0
12.t/kzk21=2 (5.4.60)

with

G.t/ � .G.u1; u2I t/; zt/ D H1.t/C H2.t/C H3.t/;

where

H1.t/ D 1

2
Œ�1.t/ � �2.t/�.A2� .u1t C u2t /; zt/;

H2.t/ D 1

2
Œ�1.t/ � �2.t/�.A.u1 C u2/; zt/

H3.t/ D .B.u1/ � B.u2/; zt/:

One can see that under the condition in (5.4.57),

jHi.t/j � �.kztk2� C kzk21=2/C C�;Rkzk2; 8 � > 0; i D 1; 2:

If B is subcritical on H1�� in the sense of (5.4.53), then the estimate for H3.t/ is
direct and the same as that for H1 and H2:

jH3.t/j � CRkztk�kzk1=2�ı � "
	

kztk2� C kzk21=2



C CR;"kzk2; 8 � > 0:

Therefore, in the argument below we concentrate on the case described in Assump-
tion 5.4.13. In this case we use relation (5.4.47) and introduce the energy-type
functional

E�.t/ D 1

2




kztk2 C 1

2
�12.t/kzk21=2 C Q.t/

�

;

where Q.t/ is given by (5.4.48). From (5.4.60) and (5.4.50) using the calculations
above, we obviously have

d

dt
E�.t/C cRkztk2� � �

"C CR;".ku1t k2� C ku2t k2� /
� kzk21=2 C CR;"kzk2:



5.4 Kirchhoff wave models with a structural nonlinear damping 281

Therefore, using Lemma 5.4.16 and relation (5.4.49), we obtain that the function

W�.t/ D E�.t/C 
.z; zt/C Kkz.t/k2; 
 > 0;

with appropriate K > 0 and 
 > 0 small enough, satisfies the relations

aR

	

kzt.t/k2 C kz.t/k21=2



� W�.t/ � bR

	

kzt.t/k2 C kz.t/k21=2



and

d

dt
W�.t/C cRW�.t/ � CR.ku1t k2� C ku2t k2� /W�.t/C CRkz.t/k2

with positive constants. Thus, the finiteness of the dissipation integral in (5.4.33)
and the standard Gronwall’s argument imply the result in (5.4.58) in the case when
Assumption 5.4.13 holds. In the subcritical case (5.4.53) we use the same argument
but for the functional E� without the term containing Q.

Completion of the proof of Theorem 5.4.14. We first note that Proposition 5.4.15
means that the semigroup St is (asymptotically) quasi-stable in the sense of
Definition 3.4.15 on the positively invariant absorbing set E .1/

R�
D S1ER�

, where
ER is defined in (5.4.56) and R� is sufficiently large.

To obtain the result on regularity stated in (5.4.54) and (5.4.55), we first apply
Theorem 3.4.19, which gives us

sup
t2R

	

kut.t/k21=2 C kutt.t/k2



� CA

for any trajectory � D f.u.t/I ut.t// W t 2 Rg � A. Therefore, applying (5.4.51) we
obtain (5.4.54) and (5.4.55).

By (5.4.35) any weak solution u.t/ possesses the property

jju.t/k21�� C jjut.t/k2� C
Z tC1

t
kutt.�/k2d� � CR�;T for t 2 Œ0;T�; 8 T > 0;

provided .u0I u1/ 2 E
.1/

R�
. This implies that t 7! .u.t/I ut.t// � Sty is a 1=4-

Hölder continuous function with values in H for every y 2 E
.1/

R�
. Indeed, using

the interpolation inequality (4.1.2) with � D 1=2, ˛ D 1 � � , ˇ D � , we have

ku.t C h/ � u.t/k1=2 � Œku.t C h/k1�� C ku.t/k1�� �1=2 ku.t C h/ � u.t/k1=2�

�CR�;T

ˇ
ˇ
ˇ
ˇ

Z tCh

t
kut.�/k�d�

ˇ
ˇ
ˇ
ˇ

1=2

� Cjhj1=4;
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and similarly for kut.t C h/ � ut.t/k. Since E
.1/

R�
is a positively invariant absorbing

set, the existence of a fractal exponential attractor follows from Theorem 3.4.18.
To prove the statement concerning determining functionals, we use the same idea

as in the proof of Theorem 3.4.20.

5.4.4 An application

In a bounded smooth domain ˝ � R
d, d D 1; 2; 3, we consider the following

Kirchhoff wave model with a structural nonlinear damping:

(

utt C �.kruk2/Œ��D�
2�ut � �.kruk2/�u C f .u/ D 0; x 2 ˝; t > 0;

uj@˝ D 0; u.0/ D u0; @tu.0/ D u1:
(5.4.61)

Here Œ��D�
2� is the power of a (positive self-adjoint) operator ��D generated by

the Laplacian� with Dirichlet boundary conditions and k �k is the L2-norm. We can
represent this problem in the abstract form (5.4.1) by setting H D L2.˝/, A D ��D

and with B.u/ the Nemytskii operator generated by the function f .u/. We note that
the presence of the parameter � in the model allows us to control the “strength” of
the dissipative mechanism between the viscoelastic Kelvin-Voight damping (� D
1=2) and the dynamical friction (� D 0). We do not know whether all values of
0 < � < 1=2 can be realized in real physical situations.

One can show (see CHUESHOV [40] for details) that Assumption 5.4.1 is satisfied
if we impose the following hypotheses.

• The damping (� ) and the stiffness (�) factors are positive C1 functions on the
semi-axis RC D Œ0;C1/. Moreover,

Z s

0

�.�/d� ! C1 as s ! C1;

and 1=4 < � < 1=2.
• f .u/ is a C1 function such that f .0/ D 0 (without loss of generality) and (a) if

d D 1, then f is arbitrary; (b) if d D 2, then

jf 0.u/j � C
�

1C jujp�1� for some p � 1I

(c) if d D 3, then

jf 0.u/j � C
�

1C jujp�1� with some 1 � p � p� < 2C 3

4� � 1 :
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• O���1 C �f > 0, where �1 is the first eigenvalue of the operator ��D and

O�� WD lim inf
s!C1 �.s/ > 0 and �f WD lim inf

jsj!1
˚

s�1f .s/
�

> 0

(if O�� D C1, then �f > �1 can be arbitrary).

These hypotheses imply the statement of Theorem 5.1.4 for the model in (5.4.61).
Moreover, this is the subcritical case, i.e., (5.4.53) holds. To employ Assump-
tion 5.4.9, we need to assume only that

inf
˚

f 0.u/ W u 2 R
�

> �1:

Therefore, we have that both Proposition 5.4.10 and Theorem 5.4.14 hold true
for the Kirchhoff wave model in (5.4.61). For more details concerning this example,
we refer to [40].



Chapter 6
Delay Equations in Infinite-Dimensional Spaces

Our main goal in this chapter is to demonstrate how the method developed in
Chapters 2 and 3 can be applied to study qualitative dynamics of abstract evolu-
tion equations containing delay terms. These equations naturally arise in various
applications, such as viscoelasticity, nuclear reactors, heat flow, neural networks,
combustion, interaction of species, microbiology, and many others. The theory
of delay, or more generally, functional differential equations has been developed
by many authors (see, e.g., the discussion and the references in the monographs
DIEKMANN ET AL. [84], HALE [115] and WU [224]).

The general theory of delay equations in infinite-dimensional spaces started
with FITZGIBBON [101] and TRAVIS/WEBB [218] at the abstract level and was
developed in the last decades mainly for parabolic-type models with constant and
time-dependent delays (see, e.g., the monograph WU [224] and the survey RUESS

[200]). Abstract approaches for C-type (FITZGIBBON [101], TRAVIS/WEBB [218])
and Lp-type (KUNISCH/SCHAPPACHER [138]) phase spaces are available.

In this chapter we deal with two classes of models.
One of them is represented by a first order equation whose linear stationary part

is a positive self-adjoint operator. In fact we consider some delay perturbations of
the model studied in Sections 4.2 and 4.3. We deal with two types of perturbations.
The first type is represented by Lipschitz mappings defined on the natural “history”
space. The perturbations of the second type are more singular and include a case of
a discrete state-dependent delay.

The second class of models is represented by second order in time evolution
equations, which are similar to the ones considered in Chapter 5, but perturbed by
delay terms. The hypotheses imposed on the delay forces in the latter case allow us
to cover an important class of models with state-dependent delay.

In all cases, to study the long-time dynamics we rely on the quasi-
stability method. In the delay case this method was applied earlier in

© Springer International Publishing Switzerland 2015
I. Chueshov, Dynamics of Quasi-Stable Dissipative Systems, Universitext,
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CHUESHOV/LASIECKA/WEBSTER [63, 64] and CHUESHOV/REZOUNENKO [66]
for second order models and in CHUESHOV/REZOUNENKO [67] for parabolic
equations.

6.1 Models with parabolic main part and Lipschitz
delay term

We consider abstract evolution equations of the form

ut C Au D B.ut/; u.s/
ˇ
ˇ
s2Œ�h;0� D u0.s/ D '.s/; (6.1.1)

in a Hilbert space H, where A is a positive self-adjoint operator and B.ut/ is a
nonlinear mapping which is defined on pieces ut WD fu.t C s/ W s 2 Œ�h; 0�g of
an unknown function u and has its values in H, ' W Œ�h; 0� 7! H is a given (initial)
function.

Here and below h represents the (maximal) delay effect. We deal with arbitrary
(but fixed) 0 < h < C1. The case h D C1 is beyond the scope of the theory
developed here.

Our main motivating example is a reaction-diffusion equation with (discrete)
delay time h in the reaction term of the form

ut.x; t/ D �u.x; t/C f .u.x; t � h//; x 2 ˝ � R
d; t > 0:

We note that in order to state the problem rigorously for all time moments t > 0 we
need to know prehistory, i.e., the values of the concentration u.x; t/ for t 2 Œ�h; 0�.
This leads to a Cauchy problem of the form (6.1.1) with initial data imposed on the
interval Œ�h; 0� and with nonlinear term B which is determined at given time t by
the values of solutions in the time interval t � h; t�.

To obtain our well-posedness result below, we mainly follow the method
suggested in TRAVIS/WEBB [219]; see also FITZGIBBON [101], TRAVIS/WEBB

[218] and WU [224].

6.1.1 Well-posedness and generation of a dynamical system

Similar to Chapter 4 we impose the following hypotheses.

Assumption 6.1.1. We assume that H is a separable Hilbert space with the norm
k � k and the inner product .�; �/ and

(A) A is a linear positive self-adjoint operator with discrete spectrum on H (see
Definition 4.1.1). As in Section 4.1 we consider the scale of spaces Hs

generated by powers As of the operator A.
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(B) B is a (nonlinear) continuous1 mapping from C˛ into H with 0 � ˛ < 1, where
C˛ D C.Œ�h; 0�;H˛/ is a Banach space endowed with the norm

jvjC˛ � supfk A˛v.�/ kW � 2 Œ�h; 0�g:

We also assume that B is bounded on bounded sets in C˛ , i.e.,

8 R > 0; 9 CR W kB.v/k � CR for all jvjC˛ � R:

As in Chapter 4 we introduce the following definition.

Definition 6.1.2 (Mild solution). A function u 2 C.Œ�h;T/I H˛/ is said to be a
mild solution to (6.1.1) on an interval Œ0;T/ if u.t/ D '.t/ for all t 2 Œ�h; 0� and

u.t/ D e�tAu.0/C
Z t

0

e�.t��/AB.u� / d�; t 2 Œ0;T/: (6.1.2)

Similarly we can define this notion for the closed interval Œ0;T�. Here and below
we denote by ut an element in C˛ D C.Œ�h; 0�I H˛/ of the form ut.�/ � u.t C �/,
� 2 Œ�h; 0�.

In the standard way (see TRAVIS/WEBB [219]) we can prove the following result on
the existence of local solutions, which is the main ingredient of the well-posedness
result stated later.

Proposition 6.1.3 (Local existence). Let Assumption 6.1.1 be in force. Then for
every ' 2 C˛ we can find 0 < Tmax � 1 such that

(a) there is a mild solution u.t/ to problem (6.1.1) defined on Œ�h;Tmax/;
(b) we have that either Tmax D 1 or limt!Tmax�0 ju.t/jC˛ D 1.

Proof. We use the same idea as in TRAVIS/WEBB [219] (see also WU [224,
Section 2.2]) and, in contrast with the non-delay result presented in Theorem 4.2.3,
we involve Schauder’s fixed point theorem (see, e.g., ZEIDLER [231, Volume I,
Chapter 2]) instead of the contraction principle. The point is that we now do not
assume any Lipschitz conditions concerning B. In some sense this proposition is an
infinite-dimensional analog of Theorem A.1.2.

Let WT D C.Œ�h;T�;H˛/ endowed with the corresponding sup-norm. For a
given ' 2 C˛ we define an element in WT by the formula

�.t/ D
8

<

:

'.t/; if t 2 Œ�h; 0�I

e�At'.0/; if t 2 .0;T�:

1In contrast with Assumption 4.2.1, at this point we do not assume any Lipschitz properties for
B.u/. See the comments in Remark 6.1.4.



288 6 Delay Equations in Infinite-Dimensional Spaces

It is obvious that j�jWT � j'jC˛ . Now we assume that j'jC˛ � � for some � > 0,
and on the ball

DR D fv 2 WT W jujWT � Rg � WT

we consider the mapping

BŒv�.t/ D

8

ˆ̂
<

ˆ̂
:

0; if t 2 Œ�h; 0�I
Z t

0

e�.t��/AB.�� C v� / d�; if t 2 .0;T�:

If v is a fixed point for B, then the function u D � C v is a mild solution.
For every 0 � t1 � t2 � T we have that

BŒv�.t2/ � BŒv�.t1/ D
Z t2

t1

e�.t2��/AB.�� C v� / d�

C
Z t1

0

e�.t1��/A �e�.t2�t1/A � 1�B.�� C v� / d�:

Due to (4.1.8), (4.1.9), and (4.1.10), this implies that

kBŒv�.t2/ � BŒv�.t1/k˛ �
	˛

e


˛ jt2 � t1j1�˛.1 � ˛/�1CRC�

C jt2 � t1jˇŒ1C ~˛Cˇ���.1�˛�ˇ/
1 CRC�

for every 0 � ˇ < 1 � ˛, where Cr D max fkB.v/k W jvjC˛ � rg and

~˛ D ˛˛
Z 1

0

��˛e�� d�:

Thus BŒv� is Hölder in the sense that

jBŒv�j
H
ˇ
˛ .0;T/

� C˛;ˇ.R; �/ < 1; v 2 DR; (6.1.3)

where

jvj
H
ˇ
˛ .0;T/

� sup

� kv.t1/ � v.t2/�k˛
jt1 � t2jˇ

ˇ
ˇ
ˇ
ˇ

t1; t2 2 Œ0;T�
jt1 � t2j � 1

�

:

In particular, this means that BŒu� 2 WT and thus B W DR 7! WT . It is also easy to
see that this mapping is continuous in the WT -topology.
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For all t 2 Œ�h;T� using (4.1.9) we have that

kBŒu�.t/kˇ �
�
ˇ

e

�ˇ

T1�ˇ.1 � ˇ/�1CRC�; u 2 DR; (6.1.4)

for every 0 � ˇ < 1. Thus taking T such that

	˛

e


˛

T1�˛.1 � ˛/�1CRC� � R;

we obtain that the ball DR is invariant with respect to B.
Now we show that the closure B.DR/ of B.DR/ is compact in the WT -topology.

Indeed, applying (6.1.4) with ˇ > ˛ we obtain that the set

Bt.DR/ D fv.t/ W v 2 B.DR/g

belongs to a bounded set in Hˇ for each t 2 Œ�h;T�. By Proposition 4.1.6 Hˇ is
compactly embedded into H˛ . Therefore Bt.DR/ lies in a compact set of H˛ for
every t. By (6.1.3) B.DR/ is an equicontinuous collection on Œ�h;T�. Thus we can
apply the Arzelà-Ascoli theorem (see Lemma A.3.5 in the Appendix) to show that
B.DR/ is compact in WT . Therefore by Schauder’s fixed point theorem2 B has a
fixed point in DR which defines a solution.

To complete the proof we use the same argument as in Theorem 4.2.3.
If a solution exists on a closed interval Œ0;T�, then by the previous argument we

can extend it on the interval Œ0;T C ı�, where ı depends on an upper bound for
juT jC˛ , where, as above, uT D fu.T C �/ W � 2 Œ�h; 0�g. This means that there is a
maximal existence interval Œ0;Tmax/. If Tmax < C1 and

lim
t!Tmax�0 jutjC˛ D C1 is not true,

then there exists a sequence Tn ! Tmax � 0 and a number R� such that juTn jC˛ � R�
for all n D 1; 2; : : :. Thus using uTn as an initial data we can extend the solution to an
interval Œ0;Tn C ı� for some ı > 0, which does not depend on n. Since Tn ! Tmax,
this means that we are able to extend the solution beyond Tmax:

This completes the proof of Proposition 6.1.3.

Remark 6.1.4. The argument above can be applied in the non-delay case considered
in Section 4.2. In this case Proposition 6.1.3 presents another way to obtain the
local existence result stated in Theorem 4.2.3 even without assuming the Lipschitz

2 The theorem asserts (see, e.g., ZEIDLER [231, Volume I, Chapter 2]) that if K is a convex subset
of a Banach space and T is a continuous mapping of K into itself such that T.K/ is contained in a
compact subset of K, then T has a fixed point.
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property (4.2.2). The principal role is played by the fact that the linear part of
the problem generates an analytic semigroup with smoothening properties (see
Section 4.1).

Using the non-explosion condition in Proposition 6.1.3 we can provide the
following result on the existence of global solutions.

Exercise 6.1.5. Let the hypotheses of Proposition 6.1.3 be in force. Assume that
the nonlinearity B.v/ is linearly bounded, i.e., there exist constants C1 and C2 such
that

kB.v/k � C1 C C2jvjC˛ ; 8 v 2 C˛:

Then every local solution can be extended on the whole RC. Hint: Use (6.1.2), (4.1.9),
and the step-by-step procedure as in Section 4.2 or in the proof of Theorem 6.1.6
below.

Now we are in position to establish the main result of the section.

Theorem 6.1.6 (Well-posedness). Let Assumption 6.1.1 be in force. Assume in
addition that B is a (nonlinear) locally Lipschitz mapping from C˛ into H with
0 � ˛ < 1, i.e., we assume that for every � > 0 there exists L� such that

kB.v1/ � B.v2/k � L�jv1 � v2jC˛ ; vi 2 C˛; jvijC˛ � �; i D 1; 2: (6.1.5)

Then the local solution given by Proposition 6.1.3 is unique. Moreover, any two mild
solutions u1.t/ and u2.t/ with initial data u01 and u02 on the joint interval Œ0;T� of the
existence admit the estimate

k u1.t/ � u2.t/ k˛� CT.R/ju01 � u02jC˛ ; t 2 Œ0;T�; (6.1.6)

under the condition supŒ�h;T� kuj.t/k˛ � R.
If B.u/ is globally Lipschitz, i.e., (6.1.5) is satisfied with L� � L independent of

�, then for every u0 2 C˛ there exists a unique mild solution to (6.1.1) for every
interval Œ0;T�. In this case (6.1.6) can be written in the form

k u1.t/ � u2.t/ k˛� Ae!tju01 � u02jC˛ ; t > 0; (6.1.7)

for every pair of mild solutions u1.t/ and u2.t/, where A > 0 and ! � 0 are
constants.

Proof. We need to show the Lipschitz properties in (6.1.6) and (6.1.7) only.
We first note that (6.1.2) and also (6.1.5) and (4.1.9) imply that

ku1.t/ � u2.t/k˛ � ku01.0/ � u02.0/k˛ C CR;˛

Z t

0

1

.t � �/˛ ju�1 � u�2jC˛ d�:
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This yields

max
Œ0;QT�

kut
1 � ut

2kC˛ � ju01 � u02jC˛ C CR;˛ QT1�˛.1 � ˛/�1 max
Œ0;QT�

kut
1 � ut

2kC˛

for every QT � T . Thus we can choose QT D QT.R; ˛/ such that

max
Œ0;QT�

kut
1 � ut

2kC˛ � 2ju01 � u02jC˛ : (6.1.8)

Therefore, applying the step-by-step procedure we obtain (6.1.6). In the globally
Lipschitz case the constant CR;˛ does not depend on R. This implies the same
property for QT . Thus (6.1.8) yields (6.1.7).

Now we impose a hypothesis which guarantees the global solvability of prob-
lem (6.1.1) in the locally Lipschitz case. This set of hypotheses is a delay version of
Assumption 4.2.20.

Assumption 6.1.7. Assumption 6.1.1 and relation (6.1.5) hold with ˛ D 1=2.
Moreover we assume that

B.v/ D �B0.v.0//C B1.v/;

where B1 W C1=2 7! H is linearly bounded, i.e.,

kB1.v/k � c1 C c2jvjC1=2 ; v 2 C1=2;

and B0 W H1=2 7! H is a potential operator on the space H1=2; i.e., there exists
a Frechét differentiable functional ˘.u/ on H1=2 such that B0.u/ D ˘ 0.u/ in the
sense of relation (4.2.30). See also Section A.5 in the Appendix.

Roughly speaking, we assume that the nonlinearity is split into a non-delay potential
part and a globally Lipschitz delay term.

Theorem 6.1.8. Let Assumption 6.1.7 be in force. Assume that the functional˘.u/
possesses the property: there exist ˇ < 1=2 and � � 0 such that

ˇkA1=2uk2 C˘.u/C � � 0; 8 u 2 H1=2: (6.1.9)

Then for every ' 2 C1=2 problem (6.1.1) has a unique mild solution on RC lying in
the space C.Œ�h;C1/I H1=2/.

Proof. The following argument is formal. To justify it we can use calculations with
the projection PNu as in the end of the proof of Theorem 4.2.22.

If we multiply (6.1.1) by ut, then we obtain that

kut.t/k2 C d

dt



1

2
kA1=2u.t/k2 C˘.u.t//

�

D .B1.u
t/; ut.t// � 1

2
kut.t/k2 C c21 C c22jutj2C1=2 :
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It is easy to see that

W.u/ WD 1

2
kA1=2uk2 C˘.u/C � �

�
1

2
� ˇ

�

kA1=2uk2

and satisfies the inequality

W.u.t// � W.u0.0//C c21T C a22

Z t

0

ju� j2C1=2d�

on any interval Œ0;T� with some ai > 0. Therefore,

max
s2Œ0;t� kA1=2u.s/k2 � C�.T/C C1

Z t

0

max
s2Œ0;�� kA1=2u.t/k2d�

on any interval Œ0;T� under the condition that ju0jC1=2 � �. This relation allows
us to apply Gronwall’s lemma and use the non-explosion criterion stated in
Proposition 6.1.3. This yields the desired conclusion.

Remark 6.1.9. As in Section 4.2.3 we can apply the Galerkin method to study
the problem in (6.1.1). Under the conditions of Theorem 6.1.6 we can prove the
corresponding analog of Theorem 4.2.19 on convergence of approximations and
give an alternative argument in the proof of Theorem 6.1.8. We do not pursue these
issues for the model discussed now, and postpone them to Section 6.2, which is
devoted to a state-dependent delay.

The results above allow us to construct a dynamical system. Indeed, let the
conditions of Theorem 6.1.6 be in force. Assume in addition that for every initial
data ' 2 C˛ the corresponding solution u.t/ to (6.1.1) exists globally (e.g., the
hypotheses of Theorem 6.1.8 are valid). Following the standard procedure (see, e.g.,
[115] or [224]) we can define a family of mappings St W C˛ 7! C˛ by the formula

ŒSt'�.�/ D u.t C �/; ' 2 C˛; (6.1.10)

where u.t/ solves (6.1.1) with the initial data '. One can see from Theorem 6.1.6
that

• for each t 2 RC the mapping St is continuous on C˛;
• the family fStgt2RC

satisfies the semigroup property;
• the function t 7! St' is continuous in C˛ for every ' 2 C˛ .

Thus problem (6.1.1) generates (see Definition 1.1.1) a dynamical system .C˛; St/

with phase space C˛ and evolution operator St.
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6.1.2 Global and exponential attractors

Now we consider the long-time dynamics of the dynamical system .C˛; St/ gener-
ated by (6.1.1). Our first goal is to show that the system .C˛; St/ possesses some
compactness and quasi-stability properties. To do this, in the space C˛ we introduce
the following linear set:

Yˇ D ˚

v 2 C˛ W jvjYˇ < 1�

;

where ˇ 2 .˛; 1/ and

jvjYˇ D max
�2Œ�h;0�

kAˇv.�/k C max
�1;�22Œ�h;0�

kA˛Œv.�1/ � v.�2/�k
j�1 � �2jˇ�˛ :

This space Yˇ can be written as

Yˇ D C.Œ�h; 0�I Hˇ/ \ Cˇ�˛.Œ�h; 0�I H˛/;

where C�.Œ�h; 0�I H˛/ denotes the corresponding Hölder space (see Section A.3.1
in the Appendix). By the Arzelà-Ascoli theorem (see Lemma A.3.5), Yˇ is a Banach
space which is compactly embedded in C˛ for ˛ < ˇ.

Proposition 6.1.10 (Conditional compactness and quasi-stability). Let the
hypotheses of Theorem 6.1.6 be in force. This means that (a) Assumption 6.1.1
is valid, and (b) B W C˛ 7! H is a locally Lipschitz mapping from with 0 � ˛ < 1

and for every � > 0 there exists L� such that (6.1.5) holds. Assume that the problem
(6.1.1) generates a dynamical system .C˛; St/. Let D be a forward invariant bounded
set in C˛ . Then

(1) For every t > h the set StD is bounded in Yˇ for arbitrary ˇ 2 .˛; 1/. Moreover,
for every ı > 0 there exists Rı such that

StD � Bˇ D fu 2 Yˇ W jujYˇ � Rıg for all t � ı C h. (6.1.11)

In particular, this means that the system .C˛; St/ is conditionally compact and
thus asymptotically smooth (see Definition 2.2.1).

(2) The mapping St is Lipshcitz from D into Yˇ . Moreover, for every h < a < b <
C1 there exists a constant MD.a; b/ such that

jStu
0 � St Qu0jYˇ � MD.a; b/ju0 � Qu0jC˛ ; t 2 Œa; b�; u0; Qu0 2 D: (6.1.12)

In particular, this means that the system .C˛; St/ is quasi-stable at any time from the
interval Œa; b� (see Exercise 3.4.2).

Proof. Let ˇ 2 .˛; 1/ and u.t/ D Stu0 be a solution to (6.1.1). It follows from (6.1.2)
and (4.1.9) that
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ku.t/kˇ �
�
ˇ � ˛

e.t � s/

�ˇ�˛
ku.s/k˛ C

Z t

s

�
ˇ

e.t � �/
�ˇ

kB.u� /k d�

for all t > s > 0. Since Stu0 2 D for all t � 0 we have that ku.t/k˛ � CD for all
t � 0. Thus,

ku.t/kˇ �
�
ˇ � ˛

e.t � s/

�ˇ�˛
CD C KD.B/

�
ˇ

e

�ˇ jt � sj1�ˇ
1 � ˇ (6.1.13)

for all t > s � 0, where KD.B/ D supfkB.v/k W v 2 Dg. Taking s D t � ı we obtain
that

StD � fu 2 Cˇ W kukˇ � R�
ı g for all t � ı C h,

where

R�
ı D

�
ˇ � ˛

eı

�ˇ�˛
CD C KD.B/

�
ˇ

e

�ˇ
ı1�ˇ

1 � ˇ :

As in the proof of equicontinuity in Proposition 6.1.3, using the representation

u.t2/ � u.t1/ D �

e�.t2�t1/A � 1�u.t1/C
Z t2

t1

e�.t2��/AB.u� / d�; t2 � t1 > 0;

and the Hölder continuity of the operator exponent in relation (4.1.8) we can show
that

ku.t2/ � u.t1/k˛ �jt2 � t1jˇ�˛ku.t1/kˇ C KD.B/
	˛

e


˛ jt2 � t1j1�˛.1 � ˛/�1

for every ˛ � ˇ < 1 and t2; t1 > 0. This implies that

sup

� ku.t2/ � u.t1/k˛
jt2 � t1jˇ�˛

ˇ
ˇ
ˇ
ˇ

t1; t2 2 Œı;T�
jt1 � t2j � 1

�

� CD;ı for every ı > 0:

Therefore (6.1.11) follows.
Now we prove the second part of the statement. Let u.t/ and u�.t/ be two

solutions with initial data from D and w.t/ D u.t/�u�.t/. Using (4.1.9) one can see
that there exists a constant CD > 0 such that

kw.t/kˇ �
�
ˇ � ˛

e.t � s/

�ˇ�˛
kw.s/k˛ C CD

Z t

s

�
ˇ

t � �
�ˇ

jw� jC˛ d� (6.1.14)

for all t > s � 0. Using (6.1.6) we obtain that
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kw.t/kˇ � CD.a; b/jwsjC˛ ; t 2 ŒsCa; sCb�; for all s � 0 and a > 0. (6.1.15)

Let t1; t2 2 Œa; b� and t2 > t1. Using the representation

w.t2/ D e�.t2�t1/Aw.t1/C
Z t2

t1

e�.t2��/AŒB.u� / � ŒB.u��/� d�;

one can see that

kw.t2/ � w.t1/k˛ � k �e�.t2�t1/A � 1�w.t1/k˛ C CD

Z t2

t1

	 ˛

t � �

˛ jw� jC˛ d�:

Therefore from (4.1.8) and (6.1.6) we obtain

kw.t2/ � w.t1/k˛ � jt2 � t1jˇ�˛kw.t1/kˇ C CD.b/

�Z t2

t1

�
˛

t2 � �
�˛

d�

�

jw0jC˛

Thus (6.1.15) with s D 0 yields

kw.t2/ � w.t1/k˛ � CD.a; b/
�jt2 � t1jˇ�˛ C jt2 � t1j1�˛

� jw0jC˛
for all t1; t2 2 Œa; b�. This and (6.1.15) with s D 0 give (6.1.12) and conclude the
proof.

Exercise 6.1.11. Let the hypotheses of Proposition 6.1.10 be in force. Show that
any bounded semitrajectory for .C˛; St/ is a relatively compact set.

Proposition 6.1.10 allows us to state the existence of global and exponential
attractors for .C˛; St/ under the condition that this system is dissipative.3

Theorem 6.1.12 (Global attractor). Let (a) Assumption 6.1.1 be valid, and (b)
B W C˛ 7! H be a locally Lipschitz mapping with 0 � ˛ < 1 and for every � > 0

there exists L� such that (6.1.5) holds. Assume that problem (6.1.1) generates a
dissipative dynamical system .C˛; St/. Then this system possesses a compact global
attractor. This attractor is a bounded set in the space Yˇ for every ˇ 2 .˛; 1/ and
has a finite fractal dimension.

Proof. Since .C˛; St/ is dissipative, by Proposition 6.1.10 the system .C˛; St/ is
compact (see Exercise 2.2.3). Thus the existence of a compact global attractor
follows from Theorem 2.3.5. It is also clear from Proposition 6.1.10 that the
attractor is bounded in Yˇ . To prove finiteness of the fractal dimension we use
Theorem 3.4.5.

The next outcome of Proposition 6.1.10 is the existence of a fractal exponential
attractor.

3We refer to Theorem 6.1.15 below for sufficient conditions of dissipativity.
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Theorem 6.1.13 (Fractal exponential attractor). Under the hypotheses of Theo-
rem 6.1.12 the system .C˛; St/ generated by (6.1.1) possesses a fractal exponential
attractor Aexp whose dimension is finite in C˛ .

Proof. By Proposition 6.1.10 the system is quasi-stable at every time t� > h on any
(forward invariant) absorbing set. Thus we can apply Theorem 3.4.7. Due to (6.1.11)
there exists a forward invariant absorbing set which belongs to Yˇ for ˇ > ˛. Thus
every trajectory from this set is Hölder continuous in C˛ . Thus dimf Aexp is finite
in C˛ .

Using Proposition 6.1.10 we can also obtain a result on determining functionals
for every pair of bounded solutions, even without assuming dissipativity of the
system.

Theorem 6.1.14 (Determining functionals). Let the hypotheses of Theorem 6.1.6
be in force, that is (a) Assumption 6.1.1 is valid, and (b) B W C˛ 7! H is a locally
Lipschitz mapping with 0 � ˛ < 1 and for every � > 0 there exists L� such that
(6.1.5) holds. Let u.t/ and u�.t/ be two solutions to problem (6.1.1) (with different
initial data) on RC such that

lim sup
t!C1

.ku.t/k˛ C ku�.t/k˛/ < R for some R > 0: (6.1.16)

Let L D flj W j D 1; : : : ;Ng be a set of functionals on Hˇ for some ˇ 2 .˛; 1/ with
the completeness defect "L .ˇ; ˛/ � "L .Hˇ;H˛/. Then there exists "0 D "0.R/ such
that under the condition "L .ˇ; ˛/ < "0 the set L is asymptotically determining, i.e.,
the property

lj.u.t// � lj.u�.t// ! 0 as t ! C1 for all j D 1; : : : ;N

implies that ku.t/ � u�.t/k˛ ! 0 as t ! C1.

Proof. By (6.1.16) there exists s0 2 RC such that

ku.t/k˛ C ku�.t/k˛ � R for all t � s0:

Let w.t/ D u.t/ � u�.t/. Using the property of the completeness defect stated in
Proposition 3.3.4 and also (6.1.15), we can conclude that

kw.t/k˛ �"L .ˇ; ˛/kw.t/kˇ C CL max
j

jlj.w.t//j

"L .ˇ; ˛/CR.a; b/kwskC˛ C CL max
j

jlj.w.t//j

for all 0 < a � t � s � b with s � s0. This yields

kwtkC˛ � "L .ˇ; ˛/CR.a; b/kwskC˛ C CL max
�2Œ�h;0�

max
j

jlj.w.t C �//j
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for all 0 < a C h C s � t � s C b with s � s0. If we take a D h, b D 2h, and
t D s C 2h with s D s0 C 2.m � 1/h, then we obtain

kws0C2mhkC˛ � qkws0C2.m�1/hkC˛ C CL max
�2Œ�h;0�

max
j

jlj.w.s0 C 2mh C �//j

for every m D 1; 2; : : :, where q WD "L .ˇ; ˛/CR.a; b/. If we choose "L .ˇ; ˛/
sufficiently small such that q < 1, then after iterations in the same way as was done
in the proof of Theorem 3.4.12 we can conclude that kw.t/k˛ ! 0 as t ! C1.

Now we give conditions under which equation (6.1.1) generates a dissipative
dynamical system.

Theorem 6.1.15 (Dissipativity). Assume that B.v/ D �B0.v.0// C B1.v/ and
Assumption 6.1.7 is in force. Assume in addition that

• the potential ˘.u/ is bounded from below,4 i.e., there exists � � 0 such that

˘.u/ � ��; 8 u 2 H1=2I (6.1.17)

• there exist ı > 0 and c � 0 such that

� .B0.u/; u/ � 1

2
kA1=2uk2 � ı˘.u/C c; 8 u 2 H1=2I (6.1.18)

• there exist ~ > 0 and c � 0 such that

kB1.v/k2 � c C ~

Z 0

�h
kA1=2v.�/k2�.d�/ for all v 2 C1=2; (6.1.19)

where �.d�/ is a Borel measure on Œ�h; 0� such that �.Œ�h; 0�/ D 1.

Then problem (6.1.1) generates a dissipative dynamical system .H1=2; St/ provided
~ < �1.2�1 C 8/�1.

Remark 6.1.16 (Admissible structure of the delay term). Condition (6.1.19) con-
cerning the delay term B1 admits both point and distributed delays. For instance, we
can consider

B1.v/ D g

 
mX

iD1
ciA

ˇiv.�hi/C
Z 0

�h0

Aˇ0v.��/f .�/d�
!

; v 2 C1=2;

4 We can relax this condition by changing (6.1.17) into (6.1.9). However, this requires some
additional calculations and leads, which is more important, to a smaller interval of admissible
values of the intensity parameter ~ in the bound for the delay term in (6.1.19). We do not pursue
this case and leave the details for the readers.
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where g is a globally Lipschitz mapping on H, cj 2 R, ˇi 2 Œ0; 1=2�, hi � 0

are fixed constants, and f 2 L1.�h0; 0/ is a real function. The corresponding
constant ~ in (6.1.19) can be controlled by the Lipschitz constant of g and also
by the parameters �1 D Pm

iD1 jcjj and �2 D kf kL1.�h0;0/. Moreover, there are no
restrictions on the parameters�1 and�2 in the case when the mapping g is sublinear,
i.e., it satisfies the inequality

kg.u/k � a1 C a2kuk� ; 8 u 2 H; with 0 � � < 1:

In this case for every ~ > 0 we can find c D c~ such that (6.1.19) is valid. We
also note that the restriction concerning the intensity parameter ~ in the statement
of Theorem 6.1.15 is not surprising. We refer to Exercise 6.1.17 below, which
demonstrates different types of behaviors depending on the intensity of a delay term.
See also Remark 6.3.12 below, where a similar effect is discussed for second order
in time models.

Exercise 6.1.17. Consider the following delay ODE:

Px C x � ~ � x.t � 1/ D 0: (6.1.20)

Show that

(A) If ~ > 1, then there exists �� > 0 such that x.t/ D e��t solves (6.1.20) on RC.
Thus (6.1.20) has unbounded solutions.

(B) If 0 < ~ < 1, then any solution to (6.1.20) is bounded on RC. Hint: Show that
the function

V.t/ D 1

2

�

Œx.t/�2 C
Z t

t�1
Œx.�/�2d�

�

does not increase along solutions.

Proof of Theorem 6.1.15. The following calculations can be justified on Galerkin
approximations.

Multiplying equation (6.1.1) by u we obtain that

1

2

d

dt
ku.t/k2 C kA1=2u.t/k2 C .B0.u.t//; u.t// D .B1.u

t/; u.t//

� 
kA1=2u.t/k2 C c

4
�1
C ~

4
�1

Z 0

�h
kA1=2u.t C �/k2�.d�/ (6.1.21)

for every 
 > 0. Using the multiplier ut as in the proof of Theorem 6.1.8, we
also have
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kut.t/k2 C d

dt



1

2
kA1=2u.t/k2 C˘.u.t//

�

D .B1.u
t/; ut.t//

� kut.t/k2 C c

4
C ~

4

Z 0

�h
kA1=2u.t C �/k2�.d�/: (6.1.22)

Now we consider the function

W .t/ D 1

2
ku.t/k2 C 1

2
kA1=2u.t/k2 C˘.u.t//C � C �W0.t/;

where � is a positive parameter and

W0.t/ D 1

h

Z 0

�h
ds
Z t

tCs
kA1=2u.�/k2d� C

Z 0

�h
�.ds/

Z t

tCs
kA1=2u.�/k2d�

We note that the main idea behind inclusion of the additional delay term W0 is to
compensate the contribution from B1.ut/. This idea goes back to the considerations
in [115] and was already used in infinite dimensions (see, e.g., CHUESHOV/LASIE-
CKA [58, p. 480] and also CHUESHOV/LASIECKA/WEBSTER [63], CHUESHOV/RE-
ZOUNENKO [66, 67]). The corresponding compensator is model-dependent. Below
in Sections 6.2 and 6.3 we demonstrate this effect for other models.

It is clear that

0 � W0.t/ � 2

Z t

t�h
kA1=2u.s/k2ds � 2hjutj2C1=2

and

W0.t/

dt
D 2kA1=2u.t/k2 � 1

h

Z 0

�h
kA1=2u.t C s/k2ds �

Z 0

�h
kA1=2u.t C s/k2�.ds/:

Since by Remark 4.2.21 ˘.u/ is bounded on every bounded set, we conclude
from (6.1.17) that

1

2
kA1=2u.t/k2 � W .t/ � �.kA1=2uk/C 2�hjutj2C1=2 ; (6.1.23)

where �.r/ D � C ar2 C supfj˘.u/j W kuk1=2 � rg for some a > 0. It also follows
from (6.1.21) and (6.1.22) that

d

dt
W .t/C �W .t/ � �.1 � 
 � 2�/kA1=2u.t/k2 � .B0.u.t//; u.t//

C �

2

�ku.t/k2 C kA1=2u.t/k2 C 2˘.u.t//
�
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C
h

��
h

C 2��
i Z 0

�h
kA1=2u.t C �/k2d�

C



��C ~

4
�1
C ~

4

� Z 0

�h
kA1=2u.t C �/k2�.d�/C �� C C


By (6.1.18) this implies that

d

dt
W .t/C �W .t/ � �

�
1

2
� 
 � 2� � �

2

�

��1
1 C 1

�
�

kA1=2u.t/k2

� .ı � �/˘.u.t//C
h

��
h

C 2��
i Z 0

�h
kA1=2u.t C �/k2d�

C



��C ~

4
�1
C ~

4

� Z 0

�h
kA1=2u.t C �/k2�.d�/C �� C C
:

This yields

d

dt
W .t/C �W .t/ � b; t > 0; (6.1.24)

for some �; b > 0 provided that

1

2
� 
 � 2� � �

2

�

��1
1 C 1

� � 0; ı � � � 0;

and

��
h

C 2�� � 0; � �C ~

4
�1
C ~

4
� 0:

These relations hold with 
 D 1=4 and with � > 0 small enough if we demand that

1

4
� 2� > 0; � �C ~

�1
C ~

4
< 0:

Thus under the condition ~ < �1.2�1 C 8/�1 we can find appropriate � and prove
dissipativity using (6.1.23), (6.1.24) and also the observation made in Exercise 2.1.3.

Using Theorems 6.1.12 and 6.1.13 we can derive from Theorem 6.1.15 the
following assertion.

Corollary 6.1.18 (Global and exponential attractors). Let the hypotheses of
Theorem 6.1.15 be in force and .C1=2; St/ be the system generated by (6.1.1). Then



6.1 Models with parabolic main part and Lipschitz delay term 301

• The system .C1=2; St/ possesses a compact global attractor. This attractor is a
bounded set in the space Yˇ for every ˇ 2 .1=2; 1/ and has a finite fractal
dimension.

• The system .C1=2; St/ possesses a fractal exponential attractor whose dimension
is finite in C1=2.

Proof. Theorem 6.1.15 guarantees the dissipativity of .C1=2; St/. Thus the result
follows from Theorems 6.1.12 and 6.1.13.

6.1.3 Application: reaction-diffusion (heat) equation with delay

In a bounded domain ˝ � R
d we consider the following problem:

ut.x; t/ ��u.x; t/C f0.u.x; t// D f1.u.x; t � h1/;ru.x; t � h2// (6.1.25)

endowed with boundary and initial conditions of the form

u
ˇ
ˇ
@˝

D 0; u
ˇ
ˇ
t2Œ� maxfh1;h2g;0� D '.t/: (6.1.26)

We assume that f1 W R
1Cd 7! R is globally Lipschitz and f0 W R

1 7! R satisfies
the inequality

jf0.u/ � f0.v/j � C.1C jujr C jvjr/ju � vj; (6.1.27)

where r 2 Œ0;C1/ when d � 2 and r � 2.d � 2/�1 for d � 3.
We consider (6.1.25) in the space H D L2.˝/ and assume A D �� on the

domain

D.A/ D H2.˝/ \ H1
0.˝/ � ˚

u 2 L2.˝/ W @xixj u 2 L2.˝/; u
ˇ
ˇ
@˝

D 0
�

;

where we use the notation Hs.˝/ for the Sobolev space of order s (ADAMS [1]) and
Hs
0.˝/ denotes the closure of C1

0 .˝/ in Hs.˝/. It is well known that D.A1=2/ D
H1
0.˝/. The nonlinear mapping B is defined by the relation

B.ut/ D �B0.u.t//C B1.u
t/;

where

ŒB0.u/�.x/ D f0.u.x//; u 2 H1
0.˝/;

and the definition of B1 is obvious. As was seen in Section 4.2.5 the mapping B0 is
locally Lipschitz from H1

0.˝/ into L2.˝/. The condition in (6.1.9) is satisfied when
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lim inf
jsj!1

f0.s/

s
> ��1; (6.1.28)

where �1 is a first eigenvalue of the operator ��with Dirichlet boundary conditions.
Thus equation (6.1.25) defines a dynamical system in the space

C D C.Œ� maxfh1; h2g; 0�I H1
0.˝//:

To guarantee the hypotheses of Theorem 6.1.15 it is sufficient to assume in addition
that

uf0.u/ � ˛jujrC2 � ˇ for some ˛ > 0 and ˇ � 0.

The condition in (6.1.19) concerning the delay term is valid with discrete measure
� concentrated at f�h1;�h2g and with the parameter ~ defined by the Lipschitz
constant of f1.

6.2 Parabolic problems with state-dependent delay:
a case study

As we mentioned at the beginning of this chapter, the general theory of delay
systems was mainly developed in the case of constant delays. On the other hand, it
is clear that the constancy of the delay is just an extra assumption made to simplify
the study, but it is not really well-motivated by real-world models. To describe a
process more naturally, a new class of state-dependent delay models was introduced
and studied during the last decades. As mentioned in the survey of HARTUNG ET AL.
[121], the discussion of differential equations with such delays goes back to 1806
when Poisson studied a geometrical problem.5 However, the theory of (ordinary)
differential equations with state-dependent delay was developed only recently
(see, e.g., KRISZTIN/ARINO [137], MALLET-PARET ET AL. [160], WALTHER

[222] and also the survey HARTUNG ET AL. [121] and the references therein).
Partial differential equations with state-dependent delay have been essentially less
investigated; see the discussions in the papers REZOUNENKO [190, 191] devoted to
the parabolic case.

The simplest case of a state-dependent delay is a delay explicitly given by a real-
valued function 
 W R ! RC which depends on the value x.t/ at the reference
time t but not on previous values of the solution fx.�/; � � tg. This leads to
terms of the form f .x.t � 
.x.t/// in the model considered. Even in this case
non-uniqueness can appear (see the scalar ODE example constructed in 1963 by

5We refer to WALTHER [223] for a modern and detailed discussion of Poisson’s example with
state-dependent damping.
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DRIVER [86]). The standard way for general models to avoid non-uniqueness in the
case of infinite-dimensional dynamics is to consider smoother (narrower) classes
of solutions. However in this case the existence problem may become critical. The
main task is to find a good balance between these two issues.

In this section we deal with a certain abstract parabolic problem with a state-
dependent delay term of a rather general structure. Our considerations are based
on the paper CHUESHOV/REZOUNENKO [67] and motivated by several biological
models; see the discussion and the references in BRITTON [18], GOURLEY/SO/WU

[113] and REZOUNENKO/ZAGALAK [194]. We note that in the context of population
dynamics, delays arise frequently as the maturation time, and this time is a function
of the total population. Similarly, in the modeling of infectious disease transmission
or in the modeling of immune response, the delay is due to the time required to
accumulate an appropriate dosage of infection or antigen concentration.

As for previous topics of this book, we first discuss well-posedness of the
problem with a concentration on variational-type solutions. Then we deal with
the existence of a global finite-dimensional attractor and consider exponential
attractors. The main difficulty we face is related to the fact that the corresponding
delay term is not Lipschitz on the natural energy balance space. This circumstance
makes it impossible to prove that the evolution operators St we construct are
continuous mappings on the phase space for t small. We have continuity of the
evolution operators for relatively large times only.

6.2.1 Model description

We deal with the model in (6.1.1) with a special choice of the nonlinear (delay) term
B. More precisely, we take B.ut/ D F.ut/� G.u.t//. Formally this form is the same
as the one postulated in Assumption 6.1.7. However we prefer to use a different
notation because our hypotheses concerning the delay term and the potential part
are different. Thus we consider the dynamics of abstract evolution delay equations
of the form

ut.t/C Au.t/C G.u.t// D F.ut/; t > 0; (6.2.1)

in some Hilbert space H. Here A is a linear and G is a nonlinear operator, and the
term F.ut/ represents a delay effect in the dynamics. As in the previous section, the
history segment (the state) is denoted by ut � ut.�/ � u.t C �/ for � 2 Œ�h; 0�:

Assumption 6.2.1 (Basic hypotheses). We assume that:

(A) A is a positive operator with a discrete spectrum in a separable Hilbert space H
with a dense domain D.A/ � H (see Definition 4.1.1). As above we suppose
Hs D D.As/ for s � 0 and Hs is the completion of H with respect to the norm
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kAs � k when s < 0 (see Section 4.1). Here and below, k � k is the norm of H,
and .�; �/ is the corresponding scalar product. We denote by kvks D kAsvk the
norm in Hs.

(F) The delay term F.ut/ has the form F.ut/ � F0.u.t � 
.ut///, where (a) F0 W
H˛ 7! H˛ is globally Lipschitz for ˛ D 0 and ˛ D �1=2, i.e., there exists
LF > 0 such that

jjF0.v/ � F0.u/jj˛ � LFjjv � ujj˛; v; u 2 H˛; ˛ D 0;�1=2I (6.2.2)

and (b) 
 W C � C.Œ�h; 0�I H/ 7! Œ0; h� � R is globally Lipschitz:

j
.�/ � 
. /j � L
j� �  jC ; 8�; 2 C ; (6.2.3)

where jvjC � supfkv.�/k W � 2 Œ�h; 0�g is the norm in the space C .
(G) G W H1=2 7! H is locally Lipschitz, i.e.,

jjG.v/ � G.u/jj � LG.R/jjv � ujj1=2; v; u 2 H1=2; kvk1=2; kuk1=2 � R;
(6.2.4)

where LG W RC ! RC is a non-decreasing function. In addition we
assume that G is a potential mapping,which means that there exists a (Frechét
differentiable) functional ˘.u/ W H1=2 ! R such that G.u/ D ˘ 0.u/ in the
sense

lim
jjvjj1=2!0

jjvjj�11=2
�

˘.u C v/ �˘.u/C .G.u/; v/
� D 0:

Moreover, we assume that (a) there exist positive constants c1 and c2 such that

.G.u/;Au/ � �c1jjA 1
2 ujj2 � c2; u 2 D.A/I (6.2.5)

and (b) there exist ı > 0 and m � 0 such that G W H1=2�ı 7! H�m is continuous.

Our main motivating example of a system with discrete state-dependent delay is the
following one:

ut.t; x/ ��u.t; x/C g.u.t; x// D d.x/ � f
�

KŒu.t � 
.ut/; �/�.x/� ; x 2 ˝; t > 0;
(6.2.6)

in a bounded domain ˝ � R
n, where K W L2.˝/ ! L2.˝/ is a bounded operator

and f W R ! R stands for a Lipschitz function. The function


 W C.Œ�h; 0�I L2.˝// ! Œ0; h� � RC

denotes a state-dependent discrete delay. The Nemytskii operator u 7! g.u/
with a C1 function g represents a nonlinear (non-delayed) reaction term and d.x/
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describes sources. The form of the delay term is motivated by models in population
dynamics where function f is a birth function (it could be f .s/ D c1s � e�c2s,
with c1; c2 > 0) and the delay 
 represents the maturity age. For more detailed
discussions and further examples (e.g., the diffusive Nicholson blowflies equation,
the Mackey-Glass equation — a diffusive model of blood cell production, and the
Lasota-Wazewska-Czyzewska model in hematology) with state-dependent delay,
we refer to GOURLEY/SO/WU [113] and REZOUNENKO/ZAGALAK [194] and to
the references therein. Several special cases of the model in (6.2.6) were studied
in REZOUNENKO [191–193] and REZOUNENKO/ZAGALAK [194]). We note that
if we equip (6.2.6) with the Dirichlet boundary condition, then the dissipativity
property in (6.2.5) holds provided g 2 C1.R/, g.0/ D 0, and the derivative g0.s/ is
bounded from below. This follows by standard integration by parts. Thus population
dynamics models with nonlinear sink/source feedback terms can be included in the
framework of this section. For this kind of a biological model, but with a state-
independent delay, we refer to WU [224].

We equip the equation (6.2.1) with the initial condition

u.�/ D '.�/; � 2 Œ�h; 0�; (6.2.7)

and for initial data ' consider the space

L �
n

' 2 C.Œ�h; 0�I H/
ˇ
ˇ
ˇ LipŒ�h;0�.A

� 1
2 '/ <C1I '.0/ 2 D.A

1
2 /
o

; (6.2.8)

where

LipŒa;b�.'/ � sup
s¤t

� jj'.s/ � '.t/jj
js � tj W s; t 2 Œa; b�; s ¤ t

�

denotes the corresponding Lipschitz constant. One can show that all elements from
L are absolutely continuous functions ' on Œ�h; 0� with values in H�1=2. The latter
means that there exists a derivative 't 2 L1.�h; 0I H�1=2/ such that

'.s/ D '.0/ �
Z 0

s
't.�/d�; s 2 Œ�h; 0�:

Moreover, one can see that

LipŒ�h;0�.A
� 1
2 '/ D ess sup

n

jjA� 1
2 's.s/jj W s 2 Œ�h; 0�

o

� j'tjL1.�h;0IH�1=2/:

We equip the space L with the natural norm

j'jL � max
s2Œ�h;0�

jj'.s/jj C LipŒ�h;0�.A
� 1
2 '/C jjA 1

2 '.0/jj: (6.2.9)
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We note that the delay term F.'/ � F0.'.�
.'/// in (6.2.1) is well defined for
every ' 2 C and possesses the property (see (6.2.2) for ˛ D 0):

jjF.'/jj � c1 C c2j'jC ; ' 2 C ; (6.2.10)

with c1 D jjF.0/jj and c2 D LF. One can see that F is continuous on C , but it is
not Lipschitz on this space. We can only show that the delay term F satisfies the
inequality

jjF.'/ � F. /jj�1=2 � LF

	

1C L
LipŒ�h;0�.A
� 1
2 '/




j' �  jC (6.2.11)

for every ' 2 L and  2 C . Using the terminology of [160] we can call this
mapping F “almost Lipschitz” from C into H�1=2. See also the discussion in [121].

Remark 6.2.2. We can also include in (6.2.1) a delay term M.ut/ which is defined
by a globally Lipschitz function from C.Œ�h; 0�I H1=2/ into H. We will not pursue
this generalization because our main goal in this section is state-dependent delay
models. Parabolic-type delay equations with those globally Lipschitz M.ut/ were
discussed in Section 6.1.

6.2.2 Well-posedness

In contrast with Section 6.1, based on the mild formulation of the problem we now
consider variational-type solutions which possess additional smoothness. The main
reason for this is a singularity of the delay term on the “standard” phase space.

We introduce the following definition.

Definition 6.2.3 (Strong solution). A vector function

u.t/ 2 C.Œ�h;T�I H/ \ C.Œ0;T�I H1=2/ \ L2.0;TI H1/ (6.2.12)

is said to be a (strong) solution to the problem defined by (6.2.1) and (6.2.7) on
Œ0;T� if

(a) u.�/ D '.�/ for � 2 Œ�h; 0�;
(b) 8v 2 L2.0;TI H/ such that vt 2 L2.0;TI H�1/ and v.T/ D 0 we have that

�
Z T

0

.u.t/; vt.t// dt C
Z T

0

.Au.t/; v.t// dt

C
Z T

0

.�F.ut/C G.u.t//; v.t// dt D .'.0/; v.0//: (6.2.13)
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Remark 6.2.4. Let u.t/ be a strong solution on an interval Œ0;T� with some ' 2 C .
Then it follows from (6.2.12) and also from (6.2.4) and (6.2.10) that

F.ut/ � G.u.t// 2 L1.0;TI H/:

This allows us to conclude from (6.2.12) and (6.2.13) that

ut.t/ 2 L1.0;TI H�1=2/ \ L2.0;TI H/: (6.2.14)

Moreover, the relation in (6.2.13) implies that u.t/ satisfies (6.2.1) for almost all
t 2 Œ0;T� as an equality in H. In particular, this implies that u.t/ solves the integral
equation in (6.1.2) with B.ut/ D F.ut/�G.u.t//, i.e., u.t/ is a mild solution to (6.2.1)
and (6.2.7) as well. We also note that relations (6.2.12) and (6.2.14) yield

ut 2 L for every t 2 Œ0;T� and max
Œ0;T�

jutjL < C1 (6.2.15)

for every strong solution u.t/ with initial data ' from the space L which is defined
in (6.2.8).

We have the following theorem on the existence and uniqueness of solutions.

Theorem 6.2.5. Let Assumption 6.2.1 be in force. Assume that ' 2 L , see (6.2.8).
Then the initial value problem defined by (6.2.1) and (6.2.7) has a unique strong
solution on any time interval Œ0;T�. This solution possesses the property

ut.t/ 2 C.Œ0;T�I H�1=2/ \ L2.0;TI H/ (6.2.16)

and satisfies the estimate

jjA�1=2ut.t/jj2 C jjA1=2u.t/jj2 C
Z t

0

�jjut.�/jj2 C jjAu.�/jj2� d� � CT.R/

(6.2.17)
for all t 2 Œ0;T� and jjA1=2'.0/jj2 C j'j2C � R2. Moreover, for every two strong
solutions u1 and u2 with initial data '1 and '2 from L we have that

sup
�2Œ0;t�

jju1.�/ � u2.�/jj2 C
Z t

0

jjA1=2.u1.�/ � u2.�//jj2d� � CR.T/j'1 � '2j2C
(6.2.18)

for every t 2 Œ0;T� and for all ' i such that j' ijL � R.

Proof. To prove the existence we use the standard compactness method (LIONS

[151]) based on Galerkin approximations with respect to the eigenbasis fekg of the
operator A.
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We define a Galerkin approximate solution of order N by the formula

uN D uN.t/ D
NX

kD1
gk;N.t/ek;

where the functions gk;N are defined on Œ�h;T�, absolutely continuous on Œ0;T�, and
are such that the following equations are satisfied:

�
.uN

t C AuN � F.ŒuN �t/C G.uN/; ek/ D 0; t > 0;
.uN.�/; ek/ D .'.�/; ek/; 8� 2 Œ�h; 0�; 8k D 1; : : : ;N:

(6.2.19)

The equation in (6.2.19) is a system of delay differential equations in R
N ' PNH,

where PN is the orthogonal projection onto the subspace Span fe1; : : : ; eNg. Hence,
we can apply a finite-dimensional analog of Proposition 6.1.3 (see also HARTUNG

ET AL. [121] for the purely ODE argument) to get the local existence of solutions
to (6.2.19).

Next, we derive an a priori estimate which allows us to extend solutions uN

to (6.2.19) on an arbitrary time interval Œ0;T�. We also use it for the compactness of
the set of approximate solutions.

We multiply the first equation in (6.2.19) by �kgk;N and sum for k D 1; : : : ;N to
get

1

2

d

dt
jjA1=2uN.t/jj2 C jjAuN.t/jj2 C .�F.ŒuN �t/C G.uN.t//;AuN.t// D 0:

Due to (6.2.10) and (6.2.5) this implies that

d

dt




jjA1=2uN.t/jj2 C
Z t

0

jjAuN.�/jj2d�
�

� c
�

1C jŒuN �tj2C C jjA1=2uN.t/jj2�

� c0
�

1C j'j2C
�C c1 max

�2Œ0;t� jjA
1=2uN.�/jj2:

Integrating the last inequality we can easily see that the function

�.t/ D max
�2Œ0;t� jjA

1=2uN.�/jj2 C
Z t

0

jjAuN.�/jj2d�

satisfies the inequality

�.t/ � 2jjA1=2'.0/jj2 C 2tc0
�

1C j'j2C
�C 2c1

Z t

0

�.�/d�:

Therefore Gronwall’s lemma gives us the a priori estimate

jjA1=2uN.t/jj2 C
Z t

0

jjAuN.�/jj2 d� � 2eat
�jjA1=2'.0/jj2 C b

�

1C j'j2C
��

;

(6.2.20)
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for all t from an existence interval, where a and b are positive constants. This a priori
estimate allows us to extend approximate solutions on every time interval Œ0;T� such
that (6.2.20) remains true for every t 2 Œ0;T�.

Now we establish additional a priori bounds. Using (6.2.20), (6.2.4), and (6.2.10),
from the first equation in (6.2.19) we obtain that

kuN
t .t/C AuN.t/k � kF.ŒuN �t/k C kG.uN.t//k � C.R;T/; t 2 Œ0;T�;

provided jjA1=2'.0/jj2 C j'j2C � R2. Thus by (6.2.20) we obtain the estimate

jjA1=2uN.t/jj2 C
Z t

0

�jjuN
t .�/jj2 C jjAuN.�/jj2� d� � CT.R/ (6.2.21)

for all t 2 Œ0;T� and jjA1=2'.0/jj2 C j'j2C � R2. It also follows from (6.2.19) that

sup
t2Œ0;T�

jjA�1=2uN
t .t/jj2 � CT.R/: (6.2.22)

Thus

fuNg1
ND1 is a bounded set in W1 � L1.0;TI H1=2/ \ L2.0;TI D.A//;

and

fuN
t g1

ND1 is a bounded set in W2 � L1.0;TI H�1=2/ \ L2.0;TI H/:

Hence, there exist a subsequence f.ukI uk
t /g and an element .uI ut/ 2 W1 � W2 such

that

f.ukI uk
t /g *-weakly converges to .uI ut/ in W1 � W2:

By the Aubin-Dubinskii-Lions theorem (see the Appendix, Section A.3.3) we also
have

uk ! u in C.Œ0;T�I H1=2�ı// \ L2.0;TI H1�ı/ as k ! 1:

Now the proof that any *-weak limit u.t/ is a solution is standard. To make
the limit transition in the nonlinear terms F and G we use relation (6.2.11) and
Assumption 6.2.1(Gb).

The property u.t/ 2 C.Œ0;T�I H1=2/ follows from the well-known continuous
embedding (see Proposition A.3.3 in the Appendix)

fu 2 L2.0;TI H1/ W ut 2 L2.0;TI H/g � C.Œ0;T�I H1=2/:
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The continuity of ut in H�1=2 follows from equation (6.2.1) and from the continuity
of u in H1=2. Thus the existence of strong solutions is proved. It is easy to see
from (6.2.21) and (6.2.22) that the strong solution constructed satisfies (6.2.17).

Now we prove the uniqueness.
Let u1 and u2 be two solutions (at this point we do not assume that they have the

same initial data). Then the difference

z D u1 � u2 2 C.Œ0;T�I H1=2/ \ L2.0;TI H1/

is a strong solution to the linear parabolic-type (non-delay) equation

zt.t/C Az.t/ D f .t/; t > 0; (6.2.23)

with

f .t/ � F.Œu1�t/ � F.Œu2�t/C G.u2.t// � G.u1.t//:

By Remark 6.2.4, f 2 L1.0;TI H/. From (6.2.4) and (6.2.11) and using (6.2.15) we
also have that

kG.u2.t// � G.u1.t//k � LG.%/kz.t/k1=2; t 2 Œ0;T�;

and

kA�1=2.F.Œu1�t/ � F.Œu2�t//k � LF.1C L
%/jztjC ; t 2 Œ0;T�;

for every % � maxŒ0;T�
˚jŒu1�tjL C jŒu2�tjL

�

. Therefore

j.f .t/; z.t//j �LF.1C L
%/jztjC kz.t/k1=2 C LG.%/kz.t/k1=2kz.t/k

�1
2

kz.t/k21=2 C C.%/jztjC :

The observations made in Remark 6.2.4 allow us to use the standard multiplier z
in (6.2.23). Thus we can obtain that

d

dt
jjz.t/jj2 C jjA1=2z.t/jj2 � C.%/kztk2C � C.%/

"

j'1 � '2j2C C sup
�2Œ0;t�

kz.�/k2
#

for every % � maxŒ0;T�
˚jŒu1�tjL C jŒu2�tjL

�

. Applying Gronwall’s lemma we obtain

sup
�2Œ0;t�

jju1.�/ � u2.�/jj2 C
Z t

0

jjA1=2.u1.�/ � u2.�//jj2d� � C.%/j'1 � '2j2C
(6.2.24)

for all t 2 Œ0;T�. This implies the uniqueness of strong solutions.
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As a by-product the uniqueness yields that any strong solution satisfies (6.2.17).
Therefore we can apply (6.2.24) with some % D %.R;T/ to obtain (6.2.18).

Thus the proof of Theorem 6.2.5 is complete.

Theorem 6.2.5 allows us to define an evolution semigroup St on the space L
(see (6.2.8)) by the formula

St' � ut; t � 0; (6.2.25)

where u.t/ is the unique solution to problem (6.2.1) and (6.2.7). We note
that (6.2.18) implies that St is almost locally Lipschitz on C , i.e.,

jSt'
1 � St'

2jC � CR.T/j'1 � '2jC for every ' i 2 L ; j' ijL � R; t 2 Œ0;T�

However, it seems that a similar bound is not true in the space L . We can only
guarantee that ' 7! St' is a continuous mapping on L for t > h. Moreover, the
following assertion shows that the mapping ' 7! St' is even 1

2
-Hölder on L with

respect to ' when t > h.

Proposition 6.2.6 (Dependence on initial data in the space L ). Assume that the
hypotheses of Theorem 6.2.5 are in force. Let u1 and u2 be two solutions on Œ0;T�
with initial data '1 and '2 from L . Then the difference z D u1 � u2 satisfies the
estimate

.t � h/
�jjA�1=2Pz.t/jj2 C jjA1=2z.t/jj2�

C
Z t

h
.� � h/

�jjzt.�/jj2 C jjAz.�/jj2� d� � CT.R/j'1 � '2jC (6.2.26)

for all t 2 Œh;T� and for all initial data ' i such that j' ijL � R. This implies that for
every t > h the evolution semigroup St is 1

2
-Hölder continuous in the norm of L . In

the case when t 2 .0; h� we can guarantee the closedness of the evolution operator
St only. This means6 (see, e.g., PATA/ZELIK [179]) that the properties 'n ! ' and
St'n !  in the norm of L as n ! 1 imply that St' D  .

Proof. Let PN be the orthoprojector on Span fe1; : : : ; eNg. Multiplying (6.2.23) by
PNAz and using (6.2.17) and (6.2.4) we obtain that

d

dt
jjPNA1=2z.t/jj2 C jjPNAz.t/jj2 � kF.Œu2�t/ � F.Œu1�t/k2 C CR.T/jjA1=2z.t/jj2

6We mention that any continuous mapping is closed, and a mapping can be closed but not
continuous. See examples in [179] and also in Remark 1.1.6.
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for all t > 0. From (6.2.17), (6.2.2) and (6.2.3) we also have that

kF.Œu2�t/ � F.Œu1�t/k2 � 2L2F

2

4

ˇ
ˇ
ˇ
ˇ
ˇ

Z t�
.Œu2�t/

t�
.Œu1�t/
ku2t .�/kd�

ˇ
ˇ
ˇ
ˇ
ˇ

2

C jŒu2�t � Œu1�tj2C

3

5

� 2L2F
h ˇ
ˇ
.Œu1�t/ � 
.Œu2�t/ˇˇ

Z t

t�h
ku2t .�/k2d�

CjŒu2�t � Œu1�tj2C
i

� CT.R/jŒu2�t � Œu1�tjC (6.2.27)

for every t � h. Therefore

d

dt
jjPNA1=2z.t/jj2 C jjPNAz.t/jj2 � CT.R/




max
Œ0;t�

kz.s/k2 C jjA1=2z.t/jj2
�1=2

; t � h:

Integrating over interval Œ�; t�with � � h and using (6.2.18), after the limit transition
N ! 1 we obtain that

jjA1=2z.t/jj2 C
Z t

�

jjAz.�/jj2d� � jjA1=2z.�/jj2 C CT.R/j'1 � '2jC (6.2.28)

for all t � � � h. Now we integrate (6.2.28) with respect to � over Œh; t�, change the
order of integration, and use (6.2.18) to get

.t � h/jjA1=2z.t/jj2 C
Z t

h
.� � h/jjAz.�/jj2 d� � CT.R/j'1 � '2jC ; t � h:

Using the expression for zt from (6.2.23) and also the bounds in (6.2.18) and (6.2.27)
we have that

jjzt.t/C Az.t/jj2 C jjA�1=2zt.t/jj2 � CT.R/
�kA1=2z.t/k2 C j'1 � '2jC

�

; t � h:

This implies (6.2.26), which yields the 1
2
-Hölder continuity of the evolution

semigroup St in the norm of L for t > h.
The closedness of St for t 2 .0; h� follows from (6.2.18). Indeed, the continuity

in a weaker topology on bounded sequences in L allows us to identify the limit of
St'n with St.lim'n/.

Remark 6.2.7. From (6.2.27) we can obtain a 1
2
-Hölder continuity relation

like (6.2.26) for all t � 0 if we assume in addition that one of initial data ' i

possesses the property ' i
t 2 L2.�h; 0I H/. In this case the argument above leads to

the relation

jjA�1=2zt.t/jj2 C jjA1=2z.t/jj2 C
Z t

0

�jjzt.�/jj2 C jjAz.�/jj2� d�

� CT.R/
�kA1=2.'1.0/ � '2.0//k C j'1 � '2jC

�

(6.2.29)
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for all t 2 Œ0;T� and for all initial data ' i such that j' ijL C j' i
t jL2.�h;0IH/ � R.

Moreover, one can also see that the set

L0 D f' 2 L W 't 2 L2.�h; 0I H/g (6.2.30)

is forward invariant with respect to St. Thus ' 7! St' is a 1
2
-Hölder continuous

mapping for each t � 0 on the Banach space L0 endowed with the norm

j'jL0 D j'jL C j'tjL2.�h;0IH/:

Hence a dynamical (in the classical sense, see Definition 1.1.1) system .L0; St/

arises. However we prefer to avoid property 't 2 L2.�h; 0I H/ in the description
of the phase space. Our goal is long-time dynamics, and the existence of limiting
objects requires some compactness properties. Unfortunately, we cannot guarantee
these properties in the space L0 without serious restrictions concerning the delay
term.

Remark 6.2.8. We have a similar problem to that above with the time continuity
of the evolution operator St. It is clear from (6.2.12) and (6.2.16) that t 7! St' is
continuous in L for every ' 2 L when t > h. To guarantee the continuity t 7! St'

for all t � 0 we must make a further restriction7 on the initial data. The main
restriction is a compatibility condition at time t D 0. To describe this condition we
introduce the following (complete) metric space:

Y �
8

<

:
' 2 C � C.Œ�h; 0�I H/

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

' 2 C1.Œ�h; 0�I H�1=2/I
'.0/ 2 H1=2I
't.0/C A'.0/C G.'.0// D F.'/

9

=

;
(6.2.31)

Here the compatibility condition 't.0/ C A'.0/ C G.'.0// D F.'/ is understood
as an equality in H�1=2. The distance in Y is given by the relation

distY.';  / D jjA1=2.'.0/ �  .0//jj
C max

Œ�h;0�

˚jjA�1=2.'t.�/ �  t.�//jj C jj'.�/ �  .�/jj� : (6.2.32)

One can see that Y is a closed subset in the space L and the topology generated by
the metric distY coincides with the induced topology of L ; see (6.2.9).

In the following assertion we collect several dynamical properties of the evo-
lution semigroup St which are direct consequences of Theorem 6.2.5, Proposi-
tion 6.2.6, and Remark 6.2.8.

7We refer to the discussions in REZOUNENKO [192] and REZOUNENKO/ZAGALAK [194] for the
related PDE models.



314 6 Delay Equations in Infinite-Dimensional Spaces

Proposition 6.2.9. Under the conditions of Theorem 6.2.5 problem (6.2.1) gener-
ates an evolution semigroup St of closed mappings on L such that

(a) StL � Y for every t � h and the set StB is bounded in Y for each t � h when
B is bounded in the space L ;

(b) the set Y is forward invariant: StY � Y for all t > 0;
(c) the mapping ' 7! St' is 1

2
-Hölder continuous on L (and hence on Y) for all

t > h;
(d) the trajectories t 7! St' are continuous for t > h and ' 2 L . If ' 2 Y, then

these trajectories are continuous for all t � 0.

6.2.3 Long-time dynamics: hypotheses and statement

We impose the following (standard) hypotheses (see, e.g.,TEMAM [216]) concerning
the nonlinear (non-delayed) sink/source term G.

Assumption 6.2.10. The nonlinear mapping G W H1=2 ! H is potential and has the
form

G.u/ D ˘ 0.u/ with ˘.u/ D ˘0.u/C˘1.u/;

where ˘0.u/ � 0 is bounded on bounded sets in H1=2 and ˘1.u/ satisfies the
property

8 
 > 0 9 C
 > 0 W j˘1.u/j � 

�jjA1=2ujj2 C˘0.u/

�C C
; u 2 H1=2:

(6.2.33)
Moreover, we assume that

(a) there are constants � 2 Œ0; 1/; c4; c5 > 0 such that

� .u;G.u// � �jjA1=2ujj2 � c4˘0.u/C c5; u 2 H1=2I (6.2.34)

(b) for every Q
 > 0 there exists CQ
 > 0 such that

jjujj2 � CQ
 C Q
 �jjA1=2ujj2 C˘0.u/
�

; u 2 H1=2: (6.2.35)

In the case of parabolic models like (6.2.6), examples of functions g.u/ such that the
corresponding Nemytskii operator satisfies Assumptions 6.2.1(G) and 6.2.10 can be
found in [9] and [216]. The simplest one is g.u/ D u3 C a1u2 C a2u with arbitrary
a1; a2 2 R in the case when ˝ is a 3D domain.

Theorem 6.2.11 (Global and exponential attractors). Let Assumptions 6.2.1 and
6.2.10 be in force. Suppose that St is the evolution semigroup generated in L by
(6.2.1) and (6.2.7). Then there exists `0 > 0 such that this semigroup possesses a
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compact connected global attractor A provided mFh < `0, where h is the delay time
and mF is the linear growth constant for F0 in H defined by the relation

mF D lim sup
kuk!C1

kF0.u/k
kuk : (6.2.36)

Moreover, for every 0 < ˇ � 1, 0 < ˛ � 1=2, ˛ < ˇ, this attractor belongs to
the set

DR
˛;ˇ D

8

<̂

:̂

' 2 Y

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

jA1�ˇ'jC C jA�ˇ'tjC C Hld˛.A1�ˇ'/C Hld˛.A�ˇ't/

C

Z 0

�h

�kA'.�/k2 C k't.�/k2
�

d�

�1=2

� R

9

>=

>;

(6.2.37)
for some R D R.˛; ˇ/, where the Hölder seminorm Hld˛. / is given by

Hld˛. / D sup

� k .t1/ �  .t2/k
jt1 � t2j˛ W t1 ¤ t2; t1; t2 2 Œ�h; 0�

�

:

Assume in addition that there exist �; ı 2 .0; 1=2� such that

(i) the mapping F0 is globally Lipschitz from H�� into H�1=2Cı , i.e.,

kF0.u/ � F0.v/k�1=2Cı � cku � vk�� ; u; v 2 H�� I (6.2.38)

(ii) the mapping G is almost locally Lipschitz from H1=2�� into H�1=2Cı in the sense
that

kG.u/ � G.v/k�1=2Cı � c.R/ku � vk1=2�� (6.2.39)

for all u; v 2 H1�ˇ such that kuk1�ˇ; kvk1�ˇ � R with some 0 < ˇ < 1=2.

Then:

(A) The global attractor A has finite fractal dimension.
(B) There exists a fractal exponential attractor Aexp.

Remark 6.2.12. It follows from the statement of Theorem 6.2.11 that the global
attractor A is a bounded set in the Hölder-type space

C˛.Œ�h; 0� W H1�˛�ı/ \ C1C˛.Œ�h; 0� W H�˛�ı/; 8˛ 2 Œ0; 1=2�; ı > 0:

Concerning Hölder spaces, we refer to Section A.3.1 in the Appendix.

The following subsections are devoted to the proof of Theorem 6.2.11.
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6.2.4 Proof of the existence of a global attractor

To prove the existence of a global attractor we first show that the evolution operator
possesses a compact absorbing set in L . Obviously the same is true in the space Y .
Since StY � Y and St is continuous on Y , we can apply the standard existence result
given by Theorem 2.3.5.

We start with the existence of a bounded absorbing set.

Proposition 6.2.13 (Bounded dissipativity). Assume that u.t/ solves (6.2.1) and
(6.2.7) with ' 2 L . Then one can find `0 > 0 such that for every delay time h
satisfying the inequality mFh � `0 the following property holds: there exists R�
such that for every bounded set B in L there is tB such that

jjA�1=2ut.t/jj2CjjA1=2u.t/jj2C
Z tC1

t

�jjut.�/jj2 C jjAu.�/jj2� d� � R2� (6.2.40)

for all t � tB and for all initial data ' 2 B. This yields that the evolution semigroup
St is dissipative on L provided mFh < `0.

Proof. We use the Lyapunov method to get the result. For this we consider the
following functional:

QV.t/ � 1

2

�ku.t/k2 C kA1=2u.t/k2�C˘.u.t//C �

h

Z h

0

�Z t

t�s
jjut.�/jj2d �

�

ds;

defined on strong solutions u.t/ for t � h. The positive parameter � will be chosen
later. As in the proof of Theorem 6.1.15 the main idea behind inclusion of an
additional integral term in QV is to find a compensator for the delay term in (6.2.1).

One can see from (6.2.33) that there exist 0 < c0 < 1=2 and c; c1 > 0 such that

c0
�kA1=2u.t/k2 C˘0.u.t//

� � c � QV.t/

� c1
�kA1=2u.t/k2 C˘0.u.t//

�C �

Z h

0

jjut.t � �/jj2d � C c: (6.2.41)

We consider the time derivative of QV along a solution. One can easily check that

d

dt
QV.t/ D .u.t/; ut.t//C .Au.t/; ut.t//C .G.u.t//; ut.t//

C�

h

Z h

0

˚jjut.t/jj2 � jjut.t � s/jj2� d s

D .ut.t/C Au.t/C G.u.t//; ut.t// � .ut.t/; ut.t//

C.u.t/; ut.t//C �jjut.t/jj2 � �

h

Z h

0

jjut.t � �/jj2d �:
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Using (6.2.1) and also the relation

.u.t/; ut.t// D �.Au.t/; u.t//C .F.ut/ � G.u.t//; u.t//

we find that

d

dt
QV.t/ D.F.ut/; ut.t/C u.t// � .1 � �/jjut.t/jj2

� �

h

Z h

0

jjut.t � �/jj2d � � jjA1=2u.t/jj2 � .G.u.t//; u.t//:

By the definition of mF in (6.2.36), for any number MF greater than mF we can find
C.MF/ such that

jjF.ut/jj D jjF0.u.t � 
.ut///jj � MFjju.t � 
.ut//jj C C.MF/:

Therefore

jjF.ut/jj �MFjju.t � 
.ut// � u.t/jj C MFjju.t/jj C C.MF/

DMF

�
�
�
�

Z t

t�
.ut/

ut.�/d �

�
�
�
�

C MFjju.t/jj C C.MF/;

and thus

kF.ut/k � MF �



ku.t/k C
Z h

0

jjut.t � �/jjd �
�

C C.MF/; t � h:

Since

Z h

0

jjut.t � �/jjd � � h1=2
�Z h

0

jjut.t � �/jj2d �
�1=2

;

we have that

j.F.ut/; ut.t//j �1
2

kut.t/k2 C c1M
2
Fku.t/k2

C c2M
2
Fh
Z h

0

jjut.t � �/jj2d � C C.MF/; t � h:

In a similar way

j.F.ut/; u.t///j � c1M
2
Fh
Z h

0

jjut.t � �/jj2d � C C.MF/.1C jju.t/jj2/:
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Thus

j.F.ut/; ut.t/C u.t///j �
1

2
kut.t/k2 C c0M

2
Fh
Z h

0

jjut.t � �/jj2d � C c1.MF/.1C jju.t/jj2/:

The relations in (6.2.34) with � 2 Œ0; 1/ and (6.2.35) with Q
 > 0 small enough yield

c1.MF/.1C jjujj2/ � jjA1=2ujj2 � .u;G.u// � �a0
�jjA1=2ujj2 C˘0.u/

�C a1.MF/

for some ai > 0with a0 independent of MF. Thus it follows from the relations above
that

d

dt
QV.t/ � �

�
1

2
� �

�

jjut.t/jj2 � a0
�jjA1=2ujj2 C˘0.u/

�

C a1.MF/C
h

��
h

C a2M
2
Fh
i Z h

0

jjut.t � �/jj2d �

for some ai > 0. Hence using the right inequality in (6.2.41) we arrive at the relation

d

dt
QV.t/C � QV.t/ � �

�
1

2
� �

�

jjut.t/jj2 � .a0 � �c1/
�jjA1=2ujj2 C˘0.u/

�

C
h

��
h

C �� C a2M
2
Fh
i Z h

0

jjut.t � �/jj2d � C a1.MF/:

(6.2.42)

Therefore taking � D 1=4 and fixing 0 < � � a0c�1
1 we obtain that

d

dt
QV.t/C � QV.t/C 1

4
jjut.t/jj2 � C; t � h; (6.2.43)

provided �hC4a2M2
Fh2 � 1. Thus under the condition 4a2m2

Fh2 < 1 we can choose
� 2 .0; a0c�1

1 � and MF > mF such that (6.2.43) holds. In particular,

d

dt
QV.t/C � QV.t/ � C; t � h:

This yields

QV.t/ � QV.h/e��.t�h/ C C

�
.1 � e��.t�h//; t � h; (6.2.44)



6.2 Parabolic problems with state-dependent delay: a case study 319

when mFh < `0. Using (6.2.41) and (6.2.17) we can conclude that j QV.h/j � CB for
all initial data from a bounded set B in L . Hence (see (6.2.1)) there exists R such
that for every initial data from a bounded set B in L

kA1=2u.t/k C kA�1=2ut.t/k C kut.t/C Au.t/k � R for all t � tB:

Moreover, it follows from (6.2.43) that

Z tC1

t
kut.�/k2d� � CR for all t � tB:

These relations imply (6.2.40) and will allow us to complete the proof of Proposi-
tion 6.3.11.

Remark 6.2.14. If the mapping F0 has a sublinear growth in H, i.e., there exists
ˇ < 1 such that

kF0.u/k � c1 C c2kukˇ; u 2 H;

then the linear growth parameter mF given by (6.2.36) is zero. Thus in this case
we have no restrictions concerning h in the statement of Proposition 6.2.13. In
particular, this is true in the case of bounded mappings F0. Moreover, in the
latter case the argument can be simplified substantially (we can use a Lyapunov-
type function without delay terms as was done in REZOUNENKO [192] and
REZOUNENKO/ZAGALAK [194] for the case of parabolic model (6.2.6) with
bounded f ).

We use Proposition 6.2.13 to obtain the following assertion, which means that
the evolution semigroup St is (ultimately) compact.

Proposition 6.2.15 (Compact dissipativity). As in Proposition 6.2.13 we assume
that mFh < `0. Then the evolution operator St possesses a compact absorbing set.
More precisely, for every 0 < ˇ � 1, 0 < ˛ � 1=2, ˛ < ˇ, the set DR

˛;ˇ given by

(6.2.37) is absorbing for some R. This set DR
˛;ˇ is compact in Y provided 0 < ˛ <

ˇ < 1=2.

Proof. We first note that the compactness of DR
˛;ˇ in Y � L for 0 < ˛ < ˇ < 1=2

follows from the Arzelà-Ascoli theorem (see, e.g., Lemma A.3.5 in the Appendix).
Now we show that DR

˛;ˇ is absorbing.
Using the mild form of the problem, the bound in (6.2.10), and then the

expression for ut from (6.2.1) one can show that

kA1�ıu.t/k C kA�ıut.t/k � CR�
.ı/ for all t � tB; (6.2.45)

for every ı > 0, where u.t/ is a solution possessing property (6.2.40).
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Now we consider the difference u.t1/�u.t2/with t1 > t2. Namely, using the mild
form we obtain

jjA1�ˇ.u.t1/ � u.t2//jj �jjA1�ˇ.e�A.t1�t2/ � 1/u.t2/jj

C
Z t1

t2

jjA1�ˇe�A.t1��/jj � .jjF.u� /jj C kG.u.�//k/ d�:

Since (see relation (4.1.8) and Exercise 4.1.10)

jjA�˛.1 � e�At/jj � t˛ and jjA˛e�Atjj �
	˛

t


˛

e�˛

for all t > 0 and 0 � ˛ � 1, we obtain

jjA1�ˇ.u.t1/ � u.t2//jj �jt1 � t2j˛jjA1�ˇC˛u.t2/jj

C cˇ

Z t1

t2

1

jt1 � � j1�ˇ
�

CR�
C cju� jC

�

d�

for t1 > t2 � tB. Thus for every 0 < ˛ < ˇ � 1 we have

jjA1�ˇ.u.t1/ � u.t2//jj � CR�
jt1 � t2j˛ for all ti � tB; jt1 � t2j � 1: (6.2.46)

Similarly to (6.2.27), using (6.2.46) with ˇ D 1 and ˛ D 1=2 we obtain that

kF.ut1 / � F.ut2 /k � LF

ˇ
ˇ
ˇ
ˇ
ˇ

Z t2�
.ut2 /

t1�
.ut1 /

kut.�/kd�

ˇ
ˇ
ˇ
ˇ
ˇ

� CR�

�jt1 � t2j C jut1 � ut2 j2C
�1=2 � CR�

jt1 � t2j1=2

for every t1; t2 � tB � h. Thus from (6.2.1) and (6.2.46) we obtain

jjA�ˇ.ut.t1/ � ut.t2//jj � CR�
jt1 � t2j˛ for all ti � tB; jt1 � t2j � 1;

for every 0 < ˛ < 1=2. This implies that the set DR
˛;ˇ given by (6.2.37) is absorbing

for some R provided 0 < ˇ � 1 and 0 < ˛ � 1=2, ˛ < ˇ.

To conclude the proof of the existence of a compact connected global attractor,
we apply8 Proposition 6.2.15 and the existence result given by Theorem 2.3.5.

8Another way is to apply the existence result due to PATA/ZELIK [179] for closed semigroups. See
CHUESHOV/REZOUNENKO [67] for details.
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6.2.5 Long-time dynamics: dimension and exponential
attractor

In our situation we can assume that there exists a forward invariant closed
absorbing set D0 which belongs to DR

˛;ˇ for an appropriate choice of the parameters
(see Proposition 6.2.15). We also note that the restriction of St on D0 is continuous in
both t and initial data in the topology induced by L (see (6.2.9)). Thus a dynamical
system .St;D0/ in the classical sense arises. Therefore we can apply the quasi-
stability method.

Proposition 6.2.16 (Quasi-stability). Let Assumptions 6.2.1 and 6.2.10 be in
force. Assume that (6.2.38) and (6.2.39) are valid. Let D0 be a forward invariant
closed absorbing set D0 which belongs to DR

˛;ˇ . Then

jSt'
1 � St'

2jL �CRe��1t
�jj'1.0/ � '2.0/jj1=2 C j'1 � '2jC

�

C CR max
s2Œ0;t� jjA

1=2�� .u1.s/ � u2.s//jj; t � h; (6.2.47)

for every ' i 2 D0, where ui.t/ D .St'
i/.�/

ˇ
ˇ
�D0 and � 2 .0; 1=2� is the parameter

in (6.2.38) and (6.2.39).

Proof. Using the mild form presentation for ui.t/ and (6.2.39) we obtain that

jjA1=2.u1.t/ � u2.t//jj � e��1tjjA1=2.u1.0/ � u2.0//jj

C
Z t

0

jjA1�ıe�A.t��/jj � Q.� I u1; u2/ d�;

where

Q.� I u1; u2/ D CjjA�1=2Cı�FŒ.u1�� / � F.Œu2�� /
�jj C CRjju1.�/ � u2.�/jj1=2��

and �; ı > 0 are parameters from (6.2.38) and (6.2.39). As in (6.2.27), using (6.2.38)
we also have that

kA�1=2Cı�F.Œu2�t/ � F.Œu1�t/
�k � C

ˇ
ˇ
ˇ
ˇ
ˇ

Z t�
.Œu2�t/

t�
.Œu1�t/
kA��u2t .�/kd�

ˇ
ˇ
ˇ
ˇ
ˇ

C CjŒu2 � u1�tjC � C.R/ max
�2Œ�h;0�

ku2.t C �/ � u1.t C �/k

for every t � 0. Therefore

jjA1=2.u1.t/ � u2.t//jj � c1e
��1t

�jjA1=2.'1.0/ � '2.0//jj C j'1 � '2jC
�

C c2.R/ max
s2Œ0;t� jjA

1=2�� .u1.s/ � u2.s//jj: (6.2.48)
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Using (6.2.1), (6.2.4), and (6.2.11) we obtain that

jjA�1=2.u1t .t/ � u2t .t//jj � C.R/
�jjA1=2.u1.t/ � u2.t//jj C jŒu2 � u1�tjC

�

Thus

jjA�1=2.u1t .t/ � u2t .t//jj � c1e
��1t

�jjA1=2.'1.0/ � '2.0//jj C j'1 � '2jC
�

C c2.R/ max
s2Œ0;t� jjA

1=2�� .u1.s/ � u2.s//jj; t � h: (6.2.49)

Relations (6.2.48) and (6.2.49) imply (6.2.47). The proof of Proposition 6.2.16 is
complete.

In order to prove finite dimensionality of the attractor A we apply Theorem 3.1.21
on the attractor with an appropriate choice of operators and spaces. Indeed, let T > 0
be chosen such that 
 � CRe��1T < 1 where CR is the constant from (6.2.47). We
define the Lipschitz mapping

K W D0 7! ZŒ0;T� � C1.Œ0;T�I H�1=2/ \ C.Œ0;T�I H1=2/

by the rule K' D u.t/; t 2 Œ0;T�, where u is the unique solution of (6.2.1) and (6.2.7)
with initial function ' 2 D0. The seminorm nZ.u/ � maxs2Œ0;T� jjA1=2��u.s/jj is
compact on ZŒ0;T� due to the compact embedding of ZŒ0;T� into C.Œ0;T�I H1=2�� // by
the Arzelà-Ascoli theorem (see Lemma A.3.5).

If we take

X � ˚

' 2 C1.Œ�h; 0�I H�1=2/ \ C.Œ�h; 0�I H/
ˇ
ˇ'.0/ 2 H1=2

�

equipped with the norm (6.2.32) and suppose that V D ST , then the (discrete) quasi-
stability inequality in (3.1.15) is valid on D0. Hence we can apply Theorem 3.1.21
with V D ST and M D A. Thus dimf A is finite (in X and thus in L ).

To prove the existence of a fractal exponential attractor we can use Theo-
rem 3.4.7. For this we need only to note that t 7! St' is ˛-Hölder on the absorbing
set D0:

jSt1' � St2'jX � CD0 jt1 � t2j˛; t1; t2 2 Œ0;T�; ' 2 D0:

This follows from the fact that D0 is included in the set DR
˛;ˇ given by (6.2.37) with

ˇ � 1=2.
Thus the proof of Theorem 6.2.11 is complete.
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6.3 Second order in time evolution equations with delay

Now we consider the dynamics of second order in time equations with delay of the
form

utt.t/C kut.t/C Au.t/C B.u.t//C M.ut/ D 0; t > 0; (6.3.1)

in a Hilbert space H. Here, as above, A is a linear and B.�/ is a nonlinear operator,
and M.ut/ represents a (nonlinear) delay effect in the dynamics. All these objects
will be specified later. Our consideration is based mainly on ideas and some results
established in CHUESHOV/REZOUNENKO [66].

The main model we keep in mind is a nonlinear plate equation of the form

utt.t; x/C kut.t; x/C�2u.t; x/C f .u.t; x//C au.t � �Œu.t/�; x/ D 0; (6.3.2)

in a smooth bounded domain ˝ � R
2 with some boundary conditions on @˝.

Here � is a mapping defined on solutions with values in some interval Œ0; h�, and k
and a are constants. The term au.t � �Œu.t/�; x/ models the effect of the Winkler-
type foundation (see SELVADURAI [204] or VLASOV/LEONTIEV [221]) with state-
dependent delay response. The nonlinear force F can be of Kirchhoff, Berger, or von
Karman type (see Section 6.3.6). Our abstract model also covers the wave equation
with state-dependent delay (see the discussion in Section 6.3.6).

Plate equations with linear delay terms have previously been studied
mainly in Hilbert L2-type spaces on a lag interval (see, e.g., BOUTET DE

MONVEL ET AL. [17], CHUESHOV [36], CHUESHOV/LASIECKA/WEBSTER [63],
CHUESHOV/REZOUNENKO [65] and the references therein). However this L2-type
situation does not satisfactorily cover state-dependent delays of the form described
above. In this case the delay term in (6.3.2) is not even locally Lipschitz, and
thus difficulties related to uniqueness may arise. The desire to have the Lipschitz
property for this type of delay term leads naturally to C-type spaces. Moreover,
in our approach we employ the special structure of second order in time systems
and take into account natural “displacement-velocity” compatibility from the very
beginning.

We also note that some results (mainly, the existence and uniqueness) for general
second order in time PDEs with delay are available. Most of them are based on a
reformulation of the problem as a first order system and application of the theory of
such systems (see, e.g., FITZGIBBON [101]). We also mention the papers GARRIDO-
ATIENZA/REAL [110] and KARTSATOS/MARKOV [131], which involve the theory
of m-accretive (see SHOWALTER [210], for instance) operators.

The main result in this section states that (6.3.1) generates a dynamical system in
some space of C1 functions on the delay time interval and possesses a compact
global attractor of finite fractal dimension. We also establish the existence of a
fractal exponential attractor. Again, to achieve these results we involve the method
of quasi-stability estimates presented in Chapter 3. The main results are illustrated
by plate and wave models.
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6.3.1 Well-posedness and generation of a dynamical system

In this subsection we introduce our basic hypotheses and prove a well-posedness
result. The main outcome is the fact that problem (6.3.1) generates a dynamical
system in an appropriate space of C1 functions.

Assumption 6.3.1. Let H be a separable Hilbert space H with the norm k � k and
the inner product .�; �/. With reference to (6.3.1) we assume:

(A) A is a positive operator with a discrete spectrum on H with a dense domain
D.A/ (see Definition 4.1.1).

(B) The nonlinear (non-delayed) mapping B W D.A1=2/ ! H is locally Lipschitz,
i.e., for any R > 0 there is LR > 0 such that for any u1; u2 with jjA1=2uijj � R,
one has

jjB.u1/ � B.u2/jj � LRjjA1=2.u1 � u2/jj:

(M) Consider the space

W � C.Œ�h; 0�ID.A1=2// \ C1.Œ�h; 0�I H/; (6.3.3)

endowed with the norm

j'jW D max
�2Œ�h;0�

jjA1=2'.�/jj C max
�2Œ�h;0�

jj@�'.�/jj

and assume that the nonlinear delay term M maps the space W into H and is
locally Lipschitz:

kM.'1/ � M.'2/k � C%j'1 � '2jW
for every '1; '2 2 W, j'jjW � %, j D 1; 2.

As in Section 6.1 we also use the spaces C˛ D C.Œ�h; 0�ID.A˛// endowed with the
norm

jvjC˛ � supfk A˛v.�/ kW � 2 Œ�h; 0�g:

With this notation the norm in W can be written in the form

j'jW D j'jC1=2 C j@�'jC0 :

Below we write C D C0. We also recall that zt�zt.�/ � z.t C �/, � 2
Œ�h; 0�, denotes the element of C.Œ�h; 0�I H/, while h > 0 presents the (maximal)
retardation time. As in the previous sections we also use the scale of the spaces Hs

generated by the operator A and equipped with the norms kuks D kAsuk.
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We supply equation (6.3.1) with the following initial data:

u0 D u0.�/ � u.�/ D '.�/; for � 2 Œ�h; 0�; ' 2 W: (6.3.4)

We can rewrite equation (6.3.1) as the first order differential equation

d

dt
U.t/C A U.t/ D N .Ut/; t > 0; (6.3.5)

in the space H D H1=2 � H, where U.t/ D .u.t/I ut.t//. Here the operator A and
the map N are defined by

A U D .�vI Au C kv/ for U D .uI v/ 2 D.A / � D.A/ � D.A1=2/;

N .˚/ D .0I B.'.0//C M.'// for ˚ D .'I @�'/; ' 2 W: (6.3.6)

The operator A generates the exponentially stable C0-semigroup e�A t in H ; see,
e.g., CHUESHOV [39] or TEMAM [216].

The representation in (6.3.5) motivates the following definition.

Definition 6.3.2. A mild solution to (6.3.1) and (6.3.4) on an interval Œ0;T� is
defined as a function

u 2 C.Œ�h;T�ID.A1=2// \ C1.Œ�h;T�I H/;

such that u.�/ D '.�/ for � 2 Œ�h; 0� and U.t/ � .u.t/I ut.t// satisfies the relation

U.t/ D e�tA U.0/C
Z t

0

e�.t�s/AN .Us/ds; t 2 Œ0;T�: (6.3.7)

Similarly we can also define a mild solution on the semi-interval Œ0;T/. Below U.t/
is also occasionally called a mild solution.

Remark 6.3.3. We can also consider the equation in (6.3.7) for U which belongs to
the class C.Œ�h;T�IH /. In this case both Definitions 6.3.2 and 6.1.2 look the same,
the only difference being in the structure of the corresponding linear semigroup.
However we prefer to restrict our consideration to the subspace in C.Œ�h;T�IH /

consisting of pairs of the form .uI ut/. Thus in contrast with FITZGIBBON [101]
we implement “displacement-velocity” compatibility at the level of the notion of
solutions. As we will see below, this allows us to include for consideration rather
general state-dependent delay terms.

One can prove the following local result.

Proposition 6.3.4. Let Assumption 6.3.1 be valid. Then for any ' 2 W there exist
T' > 0 and a unique mild solution U.t/ � .u.t/I ut.t// of (6.3.1) and (6.3.4) on the
semi-interval Œ0;T'/. Solutions continuously depend on initial function ' 2 W.
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Proof. The argument for the local existence and uniqueness of a mild solution is
standard (see, e.g., FITZGIBBON [101]) and uses the Banach fixed point theorem
for a contraction mapping in the space C.Œ�h;T�ID.A1=2// \ C1.Œ�h;T�I H/
with appropriately small T . We note that in contrast with parabolic-type models
(see Proposition 6.1.3) the semigroup e�tA is not compact. Therefore we cannot
guarantee the compactness of the corresponding integral-type mapping B and apply
Schauder’s fixed point theorem. This is why we need Lipschitz conditions for B and
M in Assumption 6.3.1.

To obtain a global well-posedness result we need additional hypotheses concern-
ing B and M.

Assumption 6.3.5. We assume the following properties.

(B) The nonlinear mapping B W H1=2 ! H is potential, i.e., it has the form

B.u/ D ˘ 0.u/;

where ˘ 0.u/ denotes the Fréchet derivative9 of a C1 functional ˘.u/ W
H1=2 ! R. Moreover, we assume that ˘.u/ D ˘0.u/ C ˘1.u/, where
˘0.u/ � 0 is bounded on bounded sets in H1=2 and˘1.u/ satisfies the property

8 
 > 0 9 C
 > 0 W j˘1.u/j � 

�jjA1=2ujj2 C˘0.u/

�C C
; u 2 H1=2:

(6.3.8)
(M) The nonlinear delay term M W W ! H satisfies the linear growth condition

jjM.'/jj � M0 C M1

�

max
�2Œ�h;0�

jjA1=2'.�/jj C max
�2Œ�h;0�

jj@�'.�/jj
�

(6.3.9)

for all ' 2 W and for some Mj � 0.

As is well-documented in CHUESHOV/LASIECKA [56, 58], the second order
models with nonlinearities satisfying Assumption 6.3.5(B) arise in many applica-
tions (see also the discussion in Section 6.3.6). We also emphasize that the force M
may contain non-delay terms; i.e., it is allowed that

M.'/ D B�.'.0//C NM.'/; ' 2 W;

where NM obeys the conditions above concerning M and B� W H1=2 ! H is Lipschitz
and linearly bounded.

We have the following well-posedness result.

9See the definition in Section A.5.
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Theorem 6.3.6 (Well-posedness). Let Assumptions 6.3.1 and 6.3.5 be in force.
Then for any ' 2 W there exists a unique global mild solution U.t/ � .u.t/I ut.t//
to (6.3.1) and (6.3.4) on the semi-axis Œ0;C1/. This solution satisfies the energy
equality

E .u.t/; ut.t//C k
Z t

0

jjut.s/jj2ds D E .u.0/; ut.0// �
Z t

0

.M.us/; ut.s// ds:

(6.3.10)
Here we denote

E .u; v/ � E.u; v/C˘1.u/ with E.u; v/ � 1

2

�jjvjj2 C jjA1=2ujj2�C˘0.u/:

(6.3.11)
Moreover, for any % > 0 and T > 0 there exists C%;T such that

kA1=2.u.t/ � Qu.t//k C kut.t/ � Qut.t/k � C%;T j' � Q'jW ; t 2 Œ0;T�; (6.3.12)

for any pair u.t/ and Qu.t/ of mild solutions with initial data ' and Q' such that
j'jW ; j Q'jW � %.

Proof. The local existence and uniqueness of mild solutions are given by Proposi-
tion 6.3.4. Let U D .uI ut/ be a mild solution to (6.3.1) and (6.3.4) on the (maximal)
semi-interval Œ�h;T'/ and

f u.t/ � B.u.t//C M.ut/ 2 C.Œ0;T'/I H/:

It is clear that we can consider .u.t/I ut.t// as a mild solution of the linear non-
delayed equation

vtt.t/C Av.t/C kvt.t/C f u.t/ D 0; t 2 Œ0;T'/: (6.3.13)

Therefore (see Chapter 5) one can show that u.t/ satisfies an energy relation of the
form

E0.u.t/; ut.t//C k
Z t

0

jjut.s/jj2ds D E0.u.0/; ut.0// �
Z t

0

.f u.s/; ut.s// ds

(6.3.14)

for all 0 � t < T' , where E0.u; v/ D 1
2

�kA1=2uk2 C kvk2�. Using the structure of
f u, after some calculations (first performed on smooth functions) we can show that

Z t

0

.f u.s/; ut.s// ds D ˘.u.t// �˘.u.0//C
Z t

0

.M.us/; ut.s// ds:

Therefore (6.3.14) yields (6.3.10) for every t < T' .
Using (6.3.9) and (6.3.10) we obtain

E .u.t/; ut.t//C k

2

Z t

0

jjut.s/jj2ds � E .u.0/; ut.0//C c1

Z t

0

�

1C jusj2W
�

ds:

(6.3.15)
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One can see that

jusjW D max
�2Œ�h;0�

jjA1=2u.s C �/jj C max
�2Œ�h;0�

jjut.s C �/jj

�j'jW C 2
p
2 max
�2Œ0;s�

�

E.u.�/; ut.�//
�1=2

(6.3.16)

for every s 2 Œ0;T'/. It follows from (6.3.8) that there exists a constant c > 0 such
that

1

2
E.u; v/ � c � E .u; v/ � 2E.u; v/C c; u 2 D.A1=2/; v 2 H: (6.3.17)

Therefore we use (6.3.17) and (6.3.16) to continue (see (6.3.15)) as follows:

max
�2Œ0;t�E.u.�/; ut.�//

� c

�

1C t C E.u.0/; ut.0//C t � j'j2W C
Z t

0

max
�2Œ0;s�E.u.�/; ut.�// ds

�

:

The application of Gronwall’s lemma yields the following (a priori) estimate:

max
�2Œ0;t�E.u.�/; ut.�// � C

�

1C E.u.0/; ut.0//C j'j2W
� � eat; a > 0; t < T';

which allows us, in the standard way, to extend the solution on the semi-axis RC.
To prove (6.3.12) we use the fact that the difference w.t/ D u.t/� Qu.t/ solves the

problem in (6.3.13) with

f u.t/ D B.u.t//C M.ut/ � B.Qu.t// � M.Qut/:

This completes the proof of Theorem 6.3.6.

Using Theorem 6.3.6 we can define an evolution operator St W W ! W for all
t � 0 by the formula St' D ut; where u.t/ is the mild solution to (6.3.1) and (6.3.4),
satisfying u0 D '. This operator satisfies the semigroup property and generates a
dynamical system .W; St/ with the phase space W defined in (6.3.3).

We conclude this subsection with the following remarks.

Remark 6.3.7 (Smooth solutions). Assume in addition that B.u/ is Frechét differen-
tiable on H1=2 and M is “locally almost Lipschitz” on C in the sense that

kM.'1/ � M.'2/k � C%j'1 � '2jC (6.3.18)

for every '1; '2 2 W, j'jjW � %, j D 1; 2. Then the smoothness of the initial
data ' and some compatibility conditions imply that the solutions are C2 smooth on
Œ�h;C1/. Indeed, one can show (see [66]) that the set
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L D
�

' 2 C2.Œ�h; 0�I H/

ˇ
ˇ
ˇ
ˇ

' 2 C1.Œ�h; 0�I H1=2/ \ C.Œ�h; 0�I H1/;

'tt.0/C k't.0/C A'.0/C B.'.0//C M.'/ D 0:

�

(6.3.19)

is forward invariant with respect to the flow St subset in W. Thus the dynamics is
defined in a smother space. The set L is an analog to the solution manifold used in
WALTHER [222] for the ODE case and in REZOUNENKO/ZAGALAK [194] for the
parabolic PDE case as a well-posedness class. See CHUESHOV/REZOUNENKO [66]
for more details.

Remark 6.3.8 (Finite-dimensional case). The well-posedness results in Theo-
rem 6.3.6 can also be applied in the ODE case when H D R

n, A is a symmetric
n � n matrix A, and the nonlinear mappings B W Rn ! R

n, M W C.Œ�h; 0�IRn/ ! R
n

satisfy appropriate requirements. The space of initial states is W D C1.Œ�h; 0�IRn/.
In contrast with the solution manifold method suggested in WALTHER [222]
(see also HARTUNG ET AL. [121]), this approach to well-posedness does not
assume any nonlinear compatibility conditions and is based on the natural (linear)
“position-velocity” compatibility. This provides us with an alternative point of
view on dynamics and leads to a simpler well-posedness argument compared to
the method of the solution manifold. For a more detailed discussion we refer to
CHUESHOV/REZOUNENKO [66].

6.3.2 Asymptotic properties: dissipativity

Now we begin to study the long-time dynamics of the system .W; St/ generated
by mild solutions to problem (6.3.1). To do this, we need to impose additional
hypotheses.

Assumption 6.3.9. We assume the following.

(B) The nonlinear term B W H1=2 7! H has the potential ˘.u/ D ˘0.u/ C ˘1.u/
satisfying (6.3.8) and also (a) there are constants � 2 Œ0; 1/; c1; c2 > 0 such
that

� .u;B.u// � �jjA1=2ujj2 � c1˘0.u/C c2; u 2 H1=2I (6.3.20)

(b) for every 
 > 0 there exists C
 > 0 such that

jjujj2 � C
 C 

�jjA1=2ujj2 C˘0.u/

�

; u 2 H1=2: (6.3.21)

(M) The nonlinear delay term M W W 7! H possesses the property

jjM.ut/jj2 � g0 C g1jjA1=2�ıu.t/jj2 C g2.h/
Z t

t�h
jjut.s/jj2 ds (6.3.22)

with the parameters g0; g1 > 0, ı 2 .0; 1=2� independent of h and the factor
g2.h/ such that hg2.h/ ! 0 as h ! 0.
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Remark 6.3.10. Concerning the nonlinear (non-delayed) term B, our assumptions
are motivated by nonlinear plate models and are the same as in [56] and [58,
Chapter 8]. We have already involved similar requirements in the case of parabolic
models with state-dependent delay (see Assumption 6.2.10). We also point out that
the requirements in Assumption 6.3.9 imply the hypotheses of Assumption 6.3.5.

For the delay term, our main example is a discrete state-dependent delay force
M W W 7! H of the form M.ut/ D G.u.t ��.ut///, where � maps W into the interval
Œ0; h� and G is a globally Lipschitz mapping from H into itself. In this case the term
M.ut/ can be written in the form

M.ut/ D G.u.t � �.ut/// � G

�

u.t/ �
Z t

t��.ut/

ut.s/ ds

�

: (6.3.23)

Thus we have that

jjM.ut/jj � jjG.0/jj C LG




jju.t/jj C
Z t

t�h
jjut.s/jj ds

�

;

where LG is the Lipschitz constant of the mapping G. This yields (6.3.22) with
g0 D 4jjG.0/jj2, g1 D 4L2G, and g2.h/ D 2L2Gh. We also note that M.ut/ in the
form (6.3.23) satisfies the Lipschitz condition in Assumption 6.3.1(M) if we assume
that � is locally Lipschitz on W:

j�.'1/ � �.'2/j � C%j'1 � '2jW
for every '1; '2 2 W, j'jjW � %, j D 1; 2. Indeed, from (6.3.23) we have that

jjM.us/ � M.Qus/jj �LGjju.s � �.us// � u.s � �.Qus//jj
C LGjju.s � �.Qus// � Qu.s � �.Qus//jj

�%LGj�.us/ � �.Qus/j C LG max
�2Œ�h;0�

jju.s C �/ � Qu.s C �/jj

�.1C %C%/LGjus � QusjW
for all us; Qus 2 W, jusjW ; kQusjW � %.

Instead of the structure presented in (6.3.23) we can take a delay term of the form

M.ut/ D
NX

kD1
Gk.u.t � �k.u

t///;

or even consider an integral version of this sum and add a non-delay subcritical force
B�.u.t// with linear growth. We can also include velocity terms with a (distributed)
state-dependent delay of the form
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Z 0

�h
r.�; ut/ut.t C �/ d�;

where r W Œ�h; 0��W 7! H is measurable in the first variable and globally Lipschitz
with respect to the second variable and satisfies appropriate properties. However, for
the sake of transparency, we do not pursue these generalizations.

Our first step in the study of the qualitative behavior of the system .W; St/ is the
following (ultimate) dissipativity property.

Proposition 6.3.11 (Dissipativity). Let Assumptions 6.3.1 and 6.3.9 be valid. Then
for any k0 there exists h0 D h.k0/ > 0 such that for every

.kI h/ 2 Œk0;C1/ � .0; h0�

the system .W; St/ is dissipative, i.e., there exists R > 0 such that for every % > 0

we can find t% > 0 such that

jSt'jW � R for all ' 2 W; j'jW � %; t � t%:

Moreover for every fixed k0 > 0 the dissipativity radius R is independent of k � k0
and the delay time h 2 .0; h0�. Thus the dynamical system .W; St/ is dissipative
uniformly in k � k0 and h � h0.

Remark 6.3.12. (1) The dissipativity property can be written in the form

jjut.t/jj2 C jjA1=2u.t/jj2 � R2 for all t � t%;

provided the initial function ' 2 W possesses the property j'jW � %. We can
also show in the standard way (see Exercise 2.1.6) that there exists a bounded
forward invariant absorbing set B in W which belongs to the ball f' 2 W W
j'jW � Rg with radius R independent of k 2 Œk0;C1/ and h 2 .0; h0�.

(2) As we see in the proof below, by increasing the low bound k0 for the damping
interval, we can increase the corresponding admissible interval for h. This fact
is compatible with the observation that a large time lag may destabilize the
system. For instance, it is known from COOKE/GROSSMAN [81] that for the
delayed 1D ODE

Ru.t/C kPu.t/C au.t/C u.t � �/ D 0

with a > 1 and 2a > k2, there exist positive numbers �� < �� such that the
zero solution is stable for all � < �� and unstable when � > ��. This example
also demonstrates the role of a large damping. Indeed, if k2 > 2a > 2, then
(see COOKE/GROSSMAN [81]) the zero solution is stable for all � � 0. Thus
a large time delay requires a sufficiently large damping coefficient to stabilize
this system.
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Proof. We use the following functional:

QV.t/ � E .u.t/; ut.t//C �.u.t/; ut.t//C �

h

Z h

0

�Z t

t�s
jjut.�/jj2d �

�

ds:

Here E is defined in (6.3.11) and the positive parameters � and � will be chosen
later.

As in the proof of Theorem 6.1.15 (see also Proposition 6.2.13), the main idea
behind inclusion of an additional delay term in QV is to find an appropriate compen-
sator for M.ut/. The compensator is determined by the structure of the mapping M
(see (6.3.22)). For second order in time infinite-dimensional models this idea was
applied in CHUESHOV/LASIECKA [58, p. 480] and CHUESHOV/LASIECKA/WEB-
STER [63] in the study of a flow-plate interaction model which contains a linear
constant delay term with critical spatial regularity. The corresponding compensator
has a different form in the latter case and thus it is model-dependent.

One can see from (6.3.8) that there is 0 < �0 < 1 such that

1

2
E.u.t/; ut.t//�c � QV.t/ � 2E.u.t/; ut.t//C�

Z h

0

jjut.t��/jj2d �Cc: (6.3.24)

for every 0 < � � �0, where c does not depend on k.
Let us consider the time derivative of QV along a solution. One can see that

d

dt
.u.t/; ut.t// Dkut.t/k2 � k.u.t/; ut.t//

� jjA1=2u.t/jj2 � .u;B.u// � .u;M.ut//: (6.3.25)

Combining (6.3.25) with the energy relation in (6.3.10) and using the estimate
k.u; ut/ � k2kutk2 C 1

4
kuk2 we get

d

dt
QV.t/ � � .k � �.1C k2/ � �/jjut.t/jj2 C M.ut/; ut.t//

� �
�

�1
4

ku.t/k2 C jjA1=2u.t/jj2 C .u;B.u//C .u;M.ut//

�

� �

h

Z h

0

jjut.t � �/jj2d �:

Using the inequality j.M.ut/; ut.t//j � 1
4
kjjut.t/jj2 C 1

k jjM.ut/jj2 and also esti-
mate (6.3.22) we obtain that

j.M.ut/; ut.t//j �1
4

kkut.t/k2

C c0
k

�

1C kA1=2�ıu.t/k2�C 2g2.h/

k

Z h

0

jjut.t � �/jj2d �;

where c0 > 0 does not depend on k.



6.3 Second order in time evolution equations with delay 333

In a similar way,

1

4
ku.t/k2 C j.u.t/;M.ut//j

� g2.h/
Z h

0

jjut.t � �/jj2d � C Cg0;g1 .1C jjA1=2�ıu.t/jj2/:

The relations in (6.3.20) and (6.3.21) with small enough 
 > 0 and an interpolation
inequality (see Exercise 4.1.2) of the form

kA1=2�ıuk2 � "kA1=2uk2 C C"kuk2; u 2 D.A1=2/; 8 " > 0; (6.3.26)

yield

Cg0;g1 .1C jjA1=2�ıujj2/ � jjA1=2ujj2 � .u;B.u// � �3a0E.u; ut/C kutk2 C a1

for some ai > 0. Thus it follows from the relations above that

d

dt
QV.t/ � �

�
3

4
k � �.2C k2/ � �

�

jjut.t/jj2

Cc0
k

�

1C kA1=2�ıu.t/k2� C � .�3a0E.u.t/; ut.t//C a1/

C



��
h

C
�
2

k
C �

�

g2.h/

� Z h

0

jjut.t � �/jj2d �:

Using (6.3.21) and (6.3.26) we find that

c0
k

kA1=2�ıuk2 � "

k

�kA1=2uk2 C˘0.u/
�C 1

k
b
	1

"




; 8 " > 0;

where b.s/ is a non-decreasing function. Taking " D �a0k we obtain

c0
k

kA1=2�ıu.t/k2 � �a0E.u.t/; ut.t//C 1

k
b
	 1

�a0k




;

where b.s/ is a non-decreasing function. Thus using (6.3.24) and rescaling the
function b.s/ we arrive at the relation

d

dt
QV.t/C �a0 QV.t/ � �

�
3

4
k � �.2C k2/ � �

�

jjut.t/jj2 C �




Qa C 1

�k
b
	 1

�k


�

;

C



��
h

C ��a0 C
�
2

k
C �

�

g2.h/

� Z h

0

jjut.t � �/jj2d �:
(6.3.27)
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Take � D k
4

and � D �k
4C2k2

, where 0 < � < 1 is chosen such that � � �0 for all
k > 0 (the bound �0 arises in (6.3.24)). Assume also that h satisfies the inequality

� k

4h
C �k

4
a0 C

�
2

k
C �

�

g2.h/ � 0: (6.3.28)

Then (6.3.27) implies that

d

dt
QV.t/C �a0 QV.t/ � �




Qa C 1

�k
b
	 1

�k


�

: (6.3.29)

One can see that there is �0 D �0.k0/ such that �0 � �k � �=2 for all k � k0.
Therefore from (6.3.29) we obtain that

QV.t/ � QV.0/e��a0t C 1

a0
.1 � e��a0t/




Qa C 1

�0
b
	 1

�0


�

; (6.3.30)

provided

� k0
4h

C 1

8
a0 C g2.h/

�
2

k0
C 1

2

�

� 0: (6.3.31)

Here we used (6.3.28) and properties �k < 1=2; � < 1=2, which follow from the
choice of � . The relation in (6.3.31) can be written in the form

h




a0
k0

k0 C 4
C 4g2.h/

�

� 2k20
k0 C 4

:

This is true if we assume, for instance, that

a0h � k0 and hg2.h/ � 1

4

k20
k0 C 4

:

Under this condition relation (6.3.30) implies the desired (uniform in k and h)
dissipativity property and completes the proof of Proposition 6.3.11.

6.3.3 Asymptotic properties: quasi-stability

In this section we show that the system .W; St/ generated by the delay equation
in (6.3.1) possesses some asymptotic quasi-stability property. As we have seen
before, quasi-stability leads to several important conclusions concerning the global
long-time dynamics of the system.

Quasi-stability requires additional hypotheses concerning the system.
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Assumption 6.3.13.

(B) We assume that the nonlinear (non-delayed) mapping B W H1=2 ! H satisfies
one of the following conditions:10

(a) either it is subcritical, i.e., there is positive 
 such that for any R > 0

there exists LB.R/ > 0 such that

jjB.u/ � B.Qu/jj � LB.R/jjA1=2�
.u � Qu/jj; (6.3.32)

for all u; Qu 2 D.A1=2/ with the properties jjA1=2ujj; jjA1=2 Qujj � R;
(b) or else it is critical, i.e., (6.3.32) holds with 
 D 0, and the damping

parameter k is large enough.

(M) There exists ı > 0 such that the delay term M satisfies the subcritical local
Lipschitz property, i.e., for any % > 0 there exists LM.%/ > 0 such that

kM.'/ � M. Q'/k � LM.%/ max
�2Œ�h;0�

jjA1=2�ı.'.�/ � Q'.�//jj; (6.3.33)

for any ' and Q' such that jj'jjW ; jj Q'jjW � %.

As in Remark 6.3.10 one can see that (6.3.33) holds for M given by (6.3.23) if
we assume that

j�.'/ � �. Q'/j � L� .%/ max
�2Œ�h;0�

jjA1=2�ı.'.�/ � Q'.�//jj: (6.3.34)

The following theorem is the main step in the proof of quasi-stability of the
system .W; St/.

Theorem 6.3.14 (Quasi-stability inequality). Let Assumptions 6.3.1, 6.3.5, and
6.3.13 be in force. Then there exist positive constants C1.R/, Q�, and C2.R/ such
that for any two solutions u.t/ and Qu.t/ with initial data ' and Q' possessing the
properties

jjut.t/jj2 C jjA1=2u.t/jj2 � R2; jjQut.t/jj2 C jjA1=2 Qu.t/jj2 � R2 for all t � �h;
(6.3.35)

the following quasi-stability estimate holds:

jjut.t/ � Qut.t/jj2 C jjA1=2.u.t/ � Qu.t//jj2

� C1.R/e
�Q�tj' � Q'j2W C C2.R/ max

�2Œ0;t� jjA
1=2�ı.u.�/ � Qu.�//jj2 (6.3.36)

with some ı > 0. In the critical case k � k0.R/ for some k0.R/ > 0.

10 We distinguish the cases of critical and subcritical nonlinearities.
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We emphasize that Theorem 6.3.14 does not involve Assumption 6.3.9 and deals
only with pairs of uniformly bounded solutions. However, if the conditions in
Assumption 6.3.9 are valid, then by Proposition 6.3.11 and Remark 6.3.12(1) there
exists a bounded forward invariant absorbing set. Thus under the conditions of
Proposition 6.3.11 we can apply Theorem 6.3.14 on this set.

Before proving Theorem 6.3.14, we note that its main consequence is the
following assertion, which states quasi-stability of the system .W; St/ in the sense
of Definition 3.4.1.

Theorem 6.3.15 (Quasi-stability). Let Assumptions 6.3.1, 6.3.5, and 6.3.13 be in
force. Then for every bounded forward invariant set B there exists T D TB such
that the system .W; St/ is quasi-stable at the time T on B.

Proof. We assume that B lies in the ball f' W j'jW � Rg and choose T > h
in (6.3.36) such that q D C1.R/e�Q�T < 1. As the space Z we take

Z D ZT � C.Œ0;T�I H1=2/ \ C1.Œ0;T�I H/

and define the seminorm

nZ.u/ D C2.R/ max
�2Œ0;T� jjA

1=2�ıu.�/jj2:

By the Arzelà-Ascoli theorem (see Lemma A.3.5) this seminorm is compact on Z.
Thus we obtain (3.4.1) with X D W and K W W 7! Z given by the relation

KŒu0�.t/ D u.t/; t 2 Œ0;T�;

where u is a solution to (6.3.1) and (6.3.4) with initial data u0 2 W.

6.3.3.1 Proof of Theorem 6.3.14

We split the proof into two cases and start with the simplest one.

Subcritical case: We rely on the mild solution form (6.3.7) of the problem and
follow the line of argument given in CHUESHOV/LASIECKA [58, p. 479-480] with
modifications which are necessary for the case of state-dependent delay force M.
As in Chapter 5, here we can also use the multipliers method. However for
completeness we will demonstrate the constant variation method. The multipliers
method is presented below in the case of the critical force B.

Let us consider two solutions U D .uI ut/ and QU D .QuI Qut/ to (6.3.1) possessing
property (6.3.35). Using (6.3.7) and exponential stability of the semigroup e�A t in
the space H D D.A1=2/ � H we have that
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jjU.t/ � QU.t/jjH �Ce�Q�tjjU.0/ � QU.0/jjH

C C
Z t

0

e�Q�.t�s/jjN .Us/ � N . QUs/jjH ds; t > 0;

(6.3.37)

with Q�;C > 0, where N is given by (6.3.6). Since

jjN .Us/ � N . QUs/jjH � jjB.u.t// � B.Qu.t//jj C jjM.ut/ � M.Qut/jj;

using properties (6.3.32) and (6.3.33) we obtain

jjN .Us/ � N . QUs/jjH � C.R/ max
�2Œ�h;0�

jjA1=2�ı.u.s C �/ � Qu.s C �//jj

for some ı > 0. Thus (6.3.37) yields

jjU.t/ � QU.t/jjH �Ce�Q�tjjU.0/ � QU.0/jjH C C.R/ I.t; u � Qu/ (6.3.38)

for t > 0, where

I.t; z/ D
Z t

0

e�Q�.t�s/ max
`2Œ�h;0�

jjA1=2�ız.s C `/jj ds with z.s/ D u.s/ � Qu.s/:

Now we split I.t; z/ as I.t; z/ D I1.t; z/C I2.t; z/, where

I1.t; z/ �
Z h

0

e�Q�.t�s/ max
`2Œ�h;0�

jjA1=2�ız.s C `/jj ds � CR;hjz0jW
Z h

0

e�Q�.t�s/ ds

DCR;hjz0jW � e�Q�t.e
Q�h � 1/ Q��1

and

I2.t; z/ �
Z t

h
e�Q�.t�s/ max

`2Œ�h;0�
jjA1=2�ız.s C `/jj ds

�
Z t

0

e�Q�.t�s/ds max
�2Œ0;t� jjA

1=2�ız.�/jj D .1 � e�Q�t/ Q��1 � max
�2Œ0;t� jjA

1=2�ız.�/jj:

Thus (6.3.38) yields the desired estimate in (6.3.36) for the subcritical case.

Critical case with large damping: We use the same idea as in Section 5.3.1 and
partially follow the line of the arguments of CHUESHOV/LASIECKA [56, p. 85,
Theorem 3.58].
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Let u and Qu be solutions satisfying (6.3.35). Then z D u � Qu solves the equation

ztt.t/C Az.t/C kzt.t/ D �B1;2.t/ � M1;2.t/ (6.3.39)

with

B1;2.t/ � B.u.t// � B.Qu.t//I M1;2.t/ � M.ut/ � M.Qut/:

We multiply the last equation by zt.t/ and integrate over Œt;T�:

Ez.T/ � Ez.t/C k
Z T

t
jjzt.s/jj2 ds

D �
Z T

t
.B1;2.s/; zt.s// ds �

Z T

t
.M1;2.s/; zt.s// ds: (6.3.40)

Here we denote Ez.t/ � 1
2
.jjzt.t/jj2 C jjA1=2z.t/jj2/.

One can check that there is a constant CR > 0 such that

j.B1;2.t/; zt.t//j � "jjA1=2z.t/jj2 C CR

"
jjzt.t/jj2; 8 " > 0:

Similarly, using Assumption 6.3.13(M), we have

j.M1;2.t/; zt.t//j � max
�2Œ�h;0�

jjA1=2�ız.t C �/jj2 C CRjjzt.t/jj2:

Hence, from (6.3.40) we get

ˇ
ˇ
ˇEz.T/ � Ez.t/C k

Z T

t
jjzt.s/jj2 ds

ˇ
ˇ
ˇ � "

Z T

t
jjA1=2z.s/jj2 ds

C
Z T

t
max

�2Œ�h;0�
jjA1=2�ız.s C �/jj2 ds C CR

�

1C 1

"

�Z T

t
jjzt.s/jj2 ds (6.3.41)

for every " > 0. Below we choose k (assume that it is) big enough to satisfy (see the
the last term in (6.3.41))

CR

�

1C 1

"

�

<
k

2
for all k � k0: (6.3.42)

This choice is made to simplify the estimates only (the final choice of k0 will be
made after the choice of ").

Now we multiply (6.3.39) by z.t/ and integrate over Œ0;T�, using integration by
parts. This yields
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.zt.T/; z.T// � .zt.0/; z.0//C
Z T

0

jjA1=2z.s/jj2 ds C k
Z T

0

.zt.s/; z.s// ds

�
Z T

0

jjzt.s/jj2 ds C 1

2

Z T

0

jjA1=2z.s/jj2 ds C fCR

Z T

0

jjz.s/jj2 ds

C
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds:

Hence, using the definition of Ez and the relation

k
Z T

0

.zt.s/; z.s// ds � 1

2

Z T

0

kzt.s/k2 ds C k2

2

Z T

0

kz.s/k2 ds;

we obtain

1

2

Z T

0

jjA1=2z.s/jj2 ds �3
2

Z T

0

jjzt.s/jj2 ds C C.Ez.0/C Ez.T//

C fCR.k/
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds: (6.3.43)

From (6.3.41) with t D 0 and using (6.3.42) we get

Ez.0/ �Ez.T/C 3k

2

Z T

0

jjzt.s/jj2 ds C "

Z T

0

jjA1=2z.s/jj2 ds

C
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds: (6.3.44)

It also follows from (6.3.41) with the help of integration over Œ0;T� (we use (6.3.42)
again) that

TEz.T/ �
Z T

0

Ez.s/ ds C "T
Z T

0

jjA1=2z.s/jj2 ds

C T
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds: (6.3.45)

Another consequence of (6.3.41) and (6.3.42) is

k

2

Z T

0

jjzt.s/jj2 ds �Ez.0/C "

Z T

0

jjA1=2z.s/jj2 ds

C
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds: (6.3.46)
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Considering the sum of (6.3.46) and (6.3.43) and assuming that k � 4, we can get

Z T

0

Ez.s/ ds � C.Ez.0/C Ez.T//

C c0"
Z T

0

jjA1=2z.s/jj2 ds C C�
R;k

Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds: (6.3.47)

Now to both sides of (6.3.47) we add the value 1
2
TEz.T/ and use (6.3.45):

1

2

Z T

0

Ez.s/ ds C 1

2
TEz.T/

� c0".1C T/
Z T

0

jjA1=2z.s/jj2 ds C C.Ez.0/C Ez.T//

C CR;k.1C T/
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds: (6.3.48)

Next we evaluate Ez.0/C Ez.T/. Using (6.3.44) we have

Ez.0/C Ez.T/ �2Ez.T/C 3k

2

Z T

0

jjzt.s/jj2 ds C "

Z T

0

jjA1=2z.s/jj2 ds

C
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds:

Substituting this into (6.3.48) we obtain

1

2

Z T

0

Ez.s/ ds C
�
1

2
T � 2C

�

Ez.T/ � c0k
Z T

0

jjzt.s/jj2 ds

C .1C T/




c1"
Z T

0

jjA1=2z.s/jj2ds C fCR.k/
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2ds

�

:

Choosing T such that

1

2
T � 2C > 1; (6.3.49)

we get

Ez.T/C 1

2

Z T

0

Ez.s/ ds � c1" .1C T/
Z T

0

jjA1=2z.s/jj2 ds

C .1C T/fCR.k/
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds C c0k
Z T

0

jjzt.s/jj2 ds:

(6.3.50)
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To estimate the last term in (6.3.50) we use (6.3.41) with t D 0 (remember-
ing (6.3.42)) to get

k

2

Z T

0

jjzt.s/jj2 ds �Ez.0/ � Ez.T/C "

Z T

0

jjA1=2z.s/jj2 ds

C
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds:

So, we can rewrite (6.3.50) as

Ez.T/C 1

2

Z T

0

Ez.s/ ds

�2c0.Ez.0/ � Ez.T//C c1" .1C T/
Z T

0

jjA1=2z.s/jj2 ds

C .1C T/fCR.k/
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds: (6.3.51)

Since jjA1=2z.s/jj2 � 2Ez.s/, the choice of small " > 0 to satisfy

c1" .1C T/ <
1

2
(6.3.52)

simplifies (6.3.51) as follows:

Ez.T/ � ec0.Ez.0/ � Ez.T//C .1C T/fCR.k/
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds:

The last step is

Ez.T/ � ec0
1C ec0

Ez.0/C fCR.T; k/
Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds:

Since � � ec0
1Cec0 < 1, this means that there is ! > 0 such that

Ez.T/ � e�!TEz.0/C CR;T;k

Z T

0

max
�2Œ�h;0�

jjA1=2�ız.s C �/jj2 ds: (6.3.53)

Note that the parameters are chosen in the following order. First we choose T > h
to satisfy (6.3.49), next we choose small " > 0 to satisfy (6.3.52), and finally we
choose k � 4 big enough to satisfy (6.3.42).
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Now using the same step-by-step procedure (mT 7! .m C 1/T/ as in Proposi-
tion 5.3.4, we can derive the conclusion in (6.3.36) from the relation in (6.3.53)
written on the interval ŒmT; .m C 1/T�. Thus the proof of Theorem 6.3.14 is
complete.

6.3.4 Global and exponential attractors

In this section, relying on Proposition 6.3.11 and Theorem 6.3.15, we establish the
existence of a global attractor and study its properties.

The main consequence of dissipativity and quasi-stability given by Proposi-
tion 6.3.11 and Theorem 6.3.14 is the following theorem.

Theorem 6.3.16 (Global attractor). Let Assumptions 6.3.1, 6.3.9, and 6.3.13 be in
force. Then the dynamical system .W; St/ generated by (6.3.1) possesses the compact
global attractor A of finite fractal dimension. Moreover, for any full trajectory
fu.t/ W t 2 Rg such that ut 2 A for all t 2 R we have that

utt 2 L1.R;H/; ut 2 L1.R;H1=2/ u 2 L1.R;H1/ (6.3.54)

and

kutt.t/k C kA1=2ut.t/k C kAu.t/k � R�; 8 t 2 R: (6.3.55)

Proof. By Theorem 6.3.15 the system .W; St/ is quasi-stable. Due to Proposi-
tion 6.3.11 this system is dissipative. Therefore to prove the existence of a compact
global attractor A we can use Proposition 3.4.3 and Corollary 3.4.4. This attractor
is finite-dimensional due to Theorem 3.4.5.

To prove the regularity properties in (6.3.54) and (6.3.55), we can use the
inequality in (6.3.36) and the same idea as in the proof of Theorem 3.4.19. Indeed,
let � D fu.t/ W t 2 Rg be a full trajectory of the system. This means that

.Stu
s/.�/ D u.t C s C �/ for � 2 Œ�h; 0�; s 2 R; t � 0:

Assume that ut 2 A for all t 2 R. Consider the difference of this trajectory and its
small shift �" D fu.t C "/ W t 2 Rg and apply the inequality in (6.3.36) with the
starting point at s 2 R:

jjut.t C "/ � ut.t/jj2 C jjA1=2.u.t C "/ � u.t//jj2

�C1.R/e
�Q�.t�s/jusC" � usj2W C C2.R/ max

�2Œs;t� jjA
1=2�ı.u.� C "/ � u.�//jj2:

Since us 2 A for all s 2 R, in the limit s ! �1 we obtain that

jjut.t C "/ � ut.t/jj2 C jjA1=2.u.t C "/ � u.t//jj2

� C2.R/ sup
�2Œ�1;t�

jjA1=2�ı.u.� C "/ � u.�//jj2:
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Now in the same way as in the proof of Theorem 3.4.19 we can conclude that

1

"2

�jjut.t C "/ � ut.t/jj2 C jjA1=2.u.t C "/ � u.t//jj2�

is uniformly bounded in " 2 .0; 1� and t 2 R. This implies (passing to the limit
" ! 0) that

jjutt.t/jj2 C jjA1=2ut.t/jj2 � CR:

Now using equation (6.3.1) we conclude that jjAu.t/jj2 � CR. This gives (6.3.54)
and (6.3.55).

This completes the proof of Theorem 6.3.16.

Remark 6.3.17. One can show (see CHUESHOV/REZOUNENKO [66]) that in the
situation considered in Remark 6.3.7 the global attractor A is a bounded set on
the manifold L given by (6.3.19).

Now we present a result on fractal exponential attractors. We recall (see
Definition 3.4.6) that a compact set Aexp � W is said to be a (generalized)
fractal exponential attractor for the dynamical system .W; St/ iff Aexp is a positively
invariant set whose fractal dimension is finite (in some extended space W 
 W)
and for every bounded set D � W there exist positive constants tD, CD, and �D such
that

dWfStD jAexpg � sup
x2D

dist W.Stx; Aexp/ � CD � e��D.t�tD/; t � tD: (6.3.56)

Using the quasi-stability property and Theorem 3.4.7 we can construct fractal
exponential attractors for the system considered.

Theorem 6.3.18 (Exponential attractor). Let the hypotheses of Theorem 6.3.16
be in force. Then the dynamical system .W; St/ possesses a (generalized) fractal
exponential attractor whose dimension is finite in the space

W � C.Œ�h; 0�I H1=2�ı/ \ C1.Œ�h; 0�I H�ı/; 8 ı > 0:

Proof. Using (6.3.1) we can see that kutt.t/k�1 < CR for all t 2 RC and for
every solution from an absorbing ball. This allows us to show that St' is Hölder
continuous in t in the space W , i.e.,

jSt1' � St2'jW � CBjt1 � t2j� ; t1; t2 2 RC; y 2 B;

for some positive � > 0. Indeed, using the interpolation inequality (4.1.2) with an
appropriate choice of parameters, we have that

ku.t C h/ � u.t/k1=2�ı � �ku.t C h/k1=2 C ku.t/k1=2
�1�2ı ku.t C h/ � u.t/k2ı
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for o < ı � 1=2. Since

ku.t C h/ � u.t/k �
ˇ
ˇ
ˇ
ˇ

Z tCh

t
kut.�/kd�

ˇ
ˇ
ˇ
ˇ

� CBjhj;

the former inequality implies that u.t/ is 2ı-Hölder in H1=2�ı , and similarly for ut.t/.
Thus the result follows from Theorem 3.4.7.

In conclusion, we note that using quasi-stability property (6.3.36) we can also
establish some other asymptotic properties of the system .W; St/. For instance, using
the same idea as in Theorem 3.4.20 we can suggest criteria which guarantee the
existence of a finite number of determining functionals.

The question of whether it is possible to avoid the assumption of large damping
in the case of critical nonlinearities in Theorem 6.3.18 is still open.

6.3.5 Remark on models with structural damping

In this section we briefly discuss the model in (6.3.1) with structural damping of the
form 2~ � A1=2ut instead of viscous damping k � ut. Namely, we consider the equation

utt.t/C 2~A1=2ut.t/C Au.t/C B.u.t//C M.ut/ D 0; t > 0: (6.3.57)

The presence of structural damping leads to additional a priori estimates. This makes
it possible to relax the conditions concerning the terms B.�/ and M.ut/. Moreover for
the model in (6.3.57) we can apply the parabolic theory developed in Section 6.1.
Indeed, equation (6.3.57) can be treated as a nonlinear delay perturbation of a linear
model of the form

utt.t/C 2~A1=2ut.t/C Au.t/ D 0; t > 0:

Using the idea presented in LASIECKA/TRIGGIANI [144] we can rewrite (6.3.57) as
a semilinear parabolic model. For instance, in the case when11 ~ > 1 we can use the
variables

y1.t/ D � 1

2ˇ

�

ut.t/C .~ � ˇ/A1=2u.t/�

and

y2.t/ D 1

2ˇ

�

ut.t/C .~ C ˇ/A1=2u.t/
�

;

11The case 0 < ~ < 1 can be considered in a similar way, but it requires a complexification
procedure. See LASIECKA/TRIGGIANI [144] and also CHUESHOV/LASIECKA [58, Chapter 13].
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where ˇ D p
~2 � 1. The inverse transformation has the form

u D A�1=2.y1 C y2/; ut D ��.y1 C y2/ � ˇ.y1 � y2/:

Using these variables y1 and y2, equation (6.3.57) can be written in the form

d

dt
Y C AY D B.Yt/; (6.3.58)

where

Y D
�

y1
y2

�

; A D
�
.~ C ˇ/A1=2 0

0 .~ � ˇ/A1=2
�

;

and

B.Yt/ D 1

2ˇ

0

@

B.A�1=2.y1.t/C y2.t///C M.A�1=2.yt
1 C yt

2//

�B.A�1=2.y1.t/C y2.t/// � M.A�1=2.yt
1 C yt

2//

1

A :

It is clear that A is a positive operator in H � H with a discrete spectrum.
Thus problem (6.3.58) has the same form as (6.1.1), and thus we can apply the
methods presented in Sections 6.1 and 6.2. In particular, this makes it possible to
obtain a local existence result without Lipschitz continuity hypotheses and establish
additional compactness properties for the system generated by (6.3.57).

6.3.6 Applications: plate and wave models

In this section we consider several possible applications of the results above.

6.3.6.1 Plate models

Our main applications are related to nonlinear plate models.
Let˝ � R

2 be a bounded smooth domain. In the space H D L2.˝/ we consider
the following problem:

utt.t; x/C kut.t; x/C�2u.t; x/

C Œf .u.t; �//�.x/C u.t � �Œut�; x/ D 0; x 2 ˝; t > 0; (6.3.59a)

u D @u

@n
D 0 on @˝; u.�/ D '.�/ for � 2 Œ�h; 0�: (6.3.59b)
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We assume that

� W C.Œ�h; 0�I H2
0.˝// \ C1.Œ�h; 0�I L2.˝// 7! Œ0; h�

is a Lipschitz continuous mapping. As was already mentioned, the delay term in
(6.3.59a) models the foundation reaction with a delayed (state-dependent) response.

The model in (6.3.59) can be written in the abstract form (6.3.1) in the space
H D L2.˝/ with A D �2 defined on the domain D.A/ D .H4 \ H2

0/.˝/. Here and
below Hs.˝/ is the Sobolev space of order s and Hs

0.˝/ is the closure of C1
0 .˝/

in Hs.˝/.
As the simplest example of a state-dependent delay satisfying all hypotheses in

Theorems 6.3.16 and 6.3.18 we can consider

�Œut� D g.QŒut�/; (6.3.60)

where g is a smooth mapping from R into Œ0; h� and

QŒut� D
NX

iD1
ciu.t � �i; ai/:

Here ci 2 R, �i 2 Œ0; h�, ai 2 ˝ are arbitrary elements. We could also consider
the term Q with the Stieltjes integral over delay interval Œ�h; 0� instead of the sum.
Another possibility is to consider a combination of averages like

QŒut� D
NX

iD1

Z

˝

u.t � �i; x/�i.x/dx; (6.3.61)

where �i 2 Œ0; h� and f�ig are functions from L2.˝/. We can also consider linear
combinations of these Q’s as well as their powers and products. The corresponding
calculations are simple and related to the fact that the space D.A1=2/ is an algebra
belonging to C.˝/.

The nonlinearities f satisfying all requirements of Theorems 6.3.16 and 6.3.18
are the same as in CHUESHOV/LASIECKA[56, 58], and the delay perturbations of
the models considered in these sources in the case of linear damping provide us
with a series of examples. Here we only mention three of them.

Simplified Kirchhoff model: In this case f .u/ D f0.u/ � h.x/, where h 2 L2.˝/,
and

f0 2 Liploc.R/ satisfies lim inf
jsj!1

f0.s/s
�1 D 1: (6.3.62)

This is a subcritical case (relation (6.3.32) holds with 
 > 0). The growth condition
in (6.3.62) is needed to satisfy Assumption 6.3.9.

The following two examples are critical ((6.3.32) holds with 
 D 0).
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Von Karman model: In this model (see, e.g., CHUESHOV/LASIECKA [58] or
LIONS [151])

f .u/ D �Œu; v.u/C F0� � h.x/;

where F0 2 H4.˝/ and h 2 L2.˝/ are given functions,

Œu; v� D @2x1u � @2x2v C @2x2u � @2x1v � 2 � @x1x2u � @x1x2v;

and the function v.u/ satisfies the equations:

�2v.u/C Œu; u� D 0 in ˝;
@v.u/

@n
D v.u/ D 0 on @˝:

For details we refer to CHUESHOV/LASIECKA [56, 58].

Berger model: In this case f .u/ D ˘ 0.u/, where

˘.u/ D �

4


Z

˝

jruj2dx

�2

� �

2

Z

˝

jruj2dx �
Z

˝

u.x/h.x/dx;

where � > 0 and � 2 R are parameters, h 2 L2.˝/. We refer to the
analyses presented in CHUESHOV [39, Chapter 4] and CHUESHOV/LASIECKA [56,
Chapter 7].

In all these models we can also include a non-conservative non-delay force of the
form

f �.u/ D .a1@x1 C a2@x2 /u; where .a1I a2/ 2 R
2:

These kinds of models arise in some aero-elastic problems; see, e.g., CHUESHOV/
LASIECKA [58].

6.3.6.2 Wave model

Let ˝ � R
d, d D 2; 3, be a bounded domain with a sufficiently smooth boundary


 . The exterior normal on 
 is denoted by n. We consider the following wave
equation:

utt ��u C kut C f .u/C u.t � �Œut�/ D 0 in Q D Œ0;1/ �˝

subject to boundary conditions either of Dirichlet type

u D 0 on ˙ � Œ0;1/ � 
; (6.3.63)
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or else of Robin type

@u

@n
C u D 0 on ˙: (6.3.64)

The initial conditions are given by u.�/ D '.�/; � 2 Œ�h; 0�. In this case H D
L2.˝/ and A is ��with either the Dirichlet (6.3.63) or the Robin (6.3.64) boundary
conditions. So D.A1=2/ is either H1

0.˝/ or H1.˝/ in this case.
We assume that k is a positive parameter and the function f 2 C2.R/ satisfies the

following polynomial growth condition: there exists a positive constant M > 0 such
that

jf 00.s/j � M.1C jsjq�1/;

where q � 2 when d D 3 and q < 1 when d D 2. Moreover, we assume
the same lower growth condition as in (6.3.62). One can see that the hypotheses
in Theorems 6.3.16 and 6.3.18 are satisfied (see [56, Chapter 5] for a detailed
discussion). Moreover we have the subcritical case if d D 2 or d D 3 and q < 2.
The case d D 3 and q D 2 is critical.

As for the delay term u.t � �Œut�/, we can assume that, as in the plate models
above, �Œut� has the form (6.3.60) with QŒut� given by (6.3.61). Moreover, instead of
the averaging we can consider an arbitrary family of linear functionals on H1�ı.˝/
for some ı > 0; i.e., we can take

QŒut� D
NX

iD1
ciliŒu.t � �i/�;

where ci 2 R, �i 2 Œ0; h� and li 2 ŒH1�ı.˝/�0 are arbitrary elements.



Appendix A
Auxiliary Facts

In this appendix we start with a discussion of various issues related to solvability
of finite-dimensional ODEs. Then we discuss some issues related to Gronwall’s
lemma which are important for parabolic problems. We also consider properties
of measurable functions with values in infinite-dimensional spaces, some approx-
imations of the identity operator on Banach and Hilbert spaces, and elements of
differential calculus on these spaces. We also show that uniqueness for semilinear
parabolic problems is a generic property and discuss the monotonicity method for
2D hydrodynamical problems.

A.1 Generation of continuous systems by ODEs

In this section we review several classical results on the generation of dynamical
systems by ordinary differential equations (ODEs).

Let X D R
d with the (Euclidean) norm k � k and f W X 7! X be a continuous

function. We consider the following Cauchy problem in X:

Pu D f .u/; t > t0; u.t0/ D u0 2 X: (A.1.1)

Definition A.1.1. A function u.t/ with values in X is said to be a solution to
problem (A.1.1) on a (semi-open) interval Œt0; t0 C T/ if

u 2 C.Œt0; t0 C T/I X/ \ C1..t0; t0 C T/I X/

and satisfies (A.1.1) on the open interval .t0; t0 C T/. We can similarly define a
solution on closed intervals of the form Œt0; t0 C T�. The notation C.Œa; b�I X/ and
C1..a; b/I X/ has an obvious meaning (see Section A.3.1 below).
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The following result is standard and can be found in many books on ODEs (see,
e.g., CODDINGTON/LEVINSON [75] or HARTMAN [120]). It is usually attributed to
the contributions of G. Peano (1858–1932) and C. Carathéodory (1873–1950).

Theorem A.1.2 (Carathéodory-Peano). Let f be a continuous function from
X D R

d into itself. Then for any u0 2 X and t0 2 R there exists T � 1 such that
problem (A.1.1) has a solution on the interval Œt0; t0 C T/. Moreover,

• every solution can be extended to an (a maximal) interval Œt0; t0 C QT/ possessing
the property: if QT < 1 then the solution blows up, i.e.,

lim sup
t%QT

ku.t/k D C1I

• if we assume in addition that f is locally Lipschitz in the sense that for every
R > 0 there is LR such that

kf .u1/ � f .u2/k � LRku1 � u2k for all kuik � R; i D 1; 2; (A.1.2)

then the solution is unique.

Sketch of the proof. We present the main steps only. For details we refer to the
classical sources CODDINGTON/LEVINSON [75] or HARTMAN [120]).

We first note that the Cauchy problem in (A.1.1) is equivalent to the problem:
find u 2 C.Œt0; t0 C T/I X/ satisfying the integral relation

u.t/ D u0 C
Z t

t0

f .u.�//d� for all t 2 Œt0; t0 C T/: (A.1.3)

Next we define approximate solutions. For T� > 0 and for every n D 1; 2; : : : we
consider a sequence of functions vn.t/ on Œt0; t0 C T�� satisfying the relation

vn.t/ D

8

ˆ̂
<

ˆ̂
:

u0; for t 2 Œt0; t0 C T�=n�;

u0 C
Z t�T�=n

t0

f .vn.�//d�; for t 2 Œt0 C T�=n; t0 C T��,
(A.1.4)

for n D 1; 2; : : :. It is clear that v1.t/ D u0 and the delayed character of the integral
above allows us to define vn.t/ by the step-by-step procedure starting from the
initial interval Œt0; t0 C T�=n�. One can show that each function vn is continuous
on Œt0; t0 C T��.

Now we fix R > 0 and consider the ball BR.u0/ D fu 2 X W ku � u0k � Rg. Let

MR.u0/ D supfkf .u/k W u 2 BR.u0/g and T� � MR.u0/
�1R:
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Using the step-by-step method it is easy to see that

maxfkvn.t/ � u0k W t 2 Œt0; t0 C T��g � R:

This implies that

kvn.t1/ � vn.t2/k � MR.u0/jt1 � t2j for all t1; t2 2 Œt0; t0 C T��:

Thus fvn.t/g is a uniformly bounded and equicontinuous sequence on Œt0; t0 C T��.
Since X is finite-dimensional, by the Arzelà-Ascoli theorem (see, e.g.,

DIEUDONNÉ [85] and also Lemma A.3.5) there exists a convergent subsequence
fvnm.t/g:

max
t2Œt0;t0CT��

kvnm.t/ � v.t/k ! 0 as m ! 1

for some function v 2 C.Œt0; t0 C T��;X/. It follows from (A.1.4) that

vnm.t/ D u0 C
Z t

t0

f .vnm.�//d� �
Z t

t�T�=nm

f .vnm.�//d�

for t0CT�=nm � t � t0CT� and m D 1; 2; : : :. This yields that v.t/ satisfies (A.1.3).
Thus the existence of solutions to problem (A.1.1) on a “small” interval

Œt0; t0 C T�� is proved. Taking initial data u.t0 C T�/ at the time t0 C T� we can
extend the solution to a greater interval. Hence we can construct a solution on some
semi-open interval Œt0; t0 C QT/ which is maximal in the sense that we cannot extend
the solution beyond t0 C QT .

Let Œt0; t0 C T/ be an interval of existence for a solution u.t/ and T < 1. If we
assume that u.t/ is bounded as t % T , then by (A.1.3) we have that u.t/ is continuous
at t D t0CT . Thus we can extend the solution beyond t0CT . This implies that every
solution can be extended to an interval Œt0; t0C QT/ with the property: if QT < 1, then
lim supt%QT ku.t/k D C1.

The statement on uniqueness of solutions follows via a Gronwall’s-type
argument.

Let f be locally Lipschitz and assume that u1.t/ and u2.t/ are two solutions
to (A.1.1) on some joint interval Œt0; t0 C T�. Using representation (A.1.3) one can
show that

ku1.t/ � u2.t/k � LT.u1; u2/
Z t

t0

ku1.�/ � u2.�/kd� for all t 2 Œt0; t0 C T�;

where LT.u1; u2/ D LR with R D maxt2Œt0;t0CT�fku1.t/k C ku2.t/kg. Thus the
standard Gronwall lemma implies the uniqueness.

This completes the proof of Theorem A.1.2.
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We mention that Example 1.7.15 in Section 1.7 shows that the uniqueness statement
in Theorem A.1.2 cannot be true without the Lipschitz assumption for f .

The following result provides a criterion for global existence.

Theorem A.1.3. Let X D R
d and f W X 7! X be a continuous mapping. Assume

that f satisfies the following dissipativity condition: there exist k1 � 0 and k2 � 0

such that

.f .u/; u/ � k1kuk2 C k2 for all u 2 X: (A.1.5)

Then for any u0 2 X and t0 2 R problem (A.1.1) has a solution on the semi-axis
Œt0;C1/. Moreover, this solution admits the estimate

ku.t/k2 � e2k1.t�t0/ku0k2 C k2
k1

�

e2k1.t�t0/ � 1� for all t � t0: (A.1.6)

If we assume in addition that f is locally Lipschitz (see (A.1.2)), then the solution is
unique and depends continuously on initial data. Furthermore, for any two solutions
u1.t/ and u2.t/ with initial data u10 and u20, from the ball B� D fv 2 X W kvk � �g
we have the following estimate:

ku1.t/ � u2.t/k � CT;�ku10 � u20k for all t 2 Œt0; t0 C T�; (A.1.7)

where CT;� D expfTLRg with R D p

�2 C k2=k1 expfk1Tg, with the same LR as in
(A.1.2).

Proof. The existence of a local solution u.t/ on some interval Œt0; t0 C �/ follows
from Theorem A.1.2.

If we substitute this solution u.t/ into (A.1.1) and multiply (A.1.1) by u.t/, then
we obtain

1

2

d

dt
ku.t/k2 D .f .u.t//; u.t// � k1ku.t/k2 C k2; t 2 Œt0; t0 C �/:

Via a Gronwall’s-type argument this implies the estimate in (A.1.6) on the existence
interval. In particular this means that the solution cannot blow up at the end of this
interval, and thus by Theorem A.1.2 the solution can be extended on the semi-axis
Œt0;C1/. Obviously estimate (A.1.6) remains true on this semi-axis.

To prove (A.1.7) we note that by (A.1.6) we have

kui.t/k2 � R2 � e2k1T.�2 C k2=k1/; t 2 Œt0; t0 C T�; i D 1; 2:

Therefore using (A.1.1) and the Lipschitz condition in (A.1.2) we can conclude that
u.t/ D u1.t/ � u2.t/ satisfies the relation
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1

2

d

dt
ku.t/k2 D .f .u.t/1/ � f .u.t/2/; u.t// � LRku.t/k2; t 2 Œt0; t0 C T�:

By the Gronwall lemma this implies (A.1.7).

The Lipschitz condition in Theorem A.1.3 can be relaxed if we assume some
monotonicity of f .u/. More precisely, the following assertion holds.

Theorem A.1.4. Let X D R
d and f W X 7! X be a continuous mapping. Assume

that f satisfies the following one-sided Lipschitz condition: there exists k0 � 0 such
that

.f .u1/ � f .u2/; u1 � u2/ � k0ku1 � u2k2 for all u1; u2 2 X: (A.1.8)

Then for any u0 2 X and t0 2 R problem (A.1.1) has a unique solution on the
semi-axis Œt0;C1/. Moreover, this solution admits the estimate (A.1.6) with k1 D
k0 C 1=2 and k2 D kf .0/k=2, and for the difference of two solutions u1.t/ and u2.t/
with initial data u10 and u20 we have the estimate

ku1.t/ � u2.t/k � ek0.t�t0/ku10 � u20k for all t � t0: (A.1.9)

Proof. The statement follows from the argument given in the proof of Theo-
rem A.1.3. We leave it to the reader to provide all the details.

The results in Theorems A.1.3 and A.1.4 give us conditions for the generation
of continuous time dynamical systems in R

d by ODEs. The evolution operator St is
given by Stu0 D u.t/, where u.t/ is a solution to (A.1.1) with t0 D 0.

A.2 Two Gronwall-type lemmas

In this section we prove two assertions which provide us with some nonstandard
extensions of the classic (see, e.g., HARTMAN [120]) Gronwall’s inequality.

Lemma A.2.1. Let  .t/ and g.t/ be given scalar functions from Lloc
1 .RC/. Assume

that a continuous function h.t/ defined on RC satisfies the inequality

h.t/C
Z t

s
 .�/h.�/ d� � h.s/C

Z t

s
g.�/ d� (A.2.1)

for all t � s � 0. Then

h.t/ � h.s/ exp

�

�
Z t

s
 .�/ d�

�

C
Z t

s
g.�/ exp

�

�
Z t

�

 .�/d�

�

d� (A.2.2)

for all t � s � 0.
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Proof. The main difficulty in the proof of this lemma is that it is not assumed that
h is a C1 function and/or  and g have fixed signs. For instance, in the case when
h 2 C1.RC/ we can choose t D s C �s in (A.2.1) and after the limit transition
�s ! C0 show that

h0.s/C  .s/h.s/ � g.s/ for almost all s 2 RC:

Therefore using the multiplier e.s/ D exp
˚R s
0
 .�/ d�

�

we can see that

d

ds

�

h.s/e.s/
� � g.s/e.s/ for almost all s 2 RC:

Thus after integration we can obtain (A.2.2).
To overcome the difficulty of the insufficient smoothness of the function h.s/ we

first prove the following assertion.

Lemma A.2.2. Assume that f .t/ is a continuous function on an interval Œa; b� such
that

lim inf
ı!0;ı<0

1

jıj Œf .t C ı/ � f .t/� � �m.t/ (A.2.3)

for almost all t 2 .a; b/, where m.t/ 2 L1.a; b/. Then

f .t2/ � f .t1/ �
Z t2

t1

m.�/ d� for all a � t1 < t2 � b : (A.2.4)

Proof. It is clear that

M.t/ � f .t/ �
Z t

a
m.�/ d� 2 CŒa; b�

and satisfies the relation

lim inf
ı!0;ı<0

1

jıj ŒM.t C ı/ � M.t/� � 0 (A.2.5)

for all t 2 B, where B is a measurable set of full measure in .a; b/. To obtain (A.2.4)
we should prove that M.t/ is a non-increasing function on Œa; b�. It is sufficient
to prove that the function ˚.t/ D M.t/ � � t is non-increasing for any � > 0.
From (A.2.5) we have

lim inf
ı!0;ı<0

1

jıj Œ˚.t C ı/ � ˚.t/� � � > 0; t 2 B :
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This implies that for every t 2 B there exists �.t/ > 0 such that

˚.t � �/ � ˚.t/; 0 � � < �.t/; t 2 B : (A.2.6)

Let t1 < t2 be points from B. Consider the covering of the segment Œt1; t2/ by
intervals .t � minf�.t2/; �.t/g; t/, where t 2 B. It is clear that there exists a finite
subcovering. Moreover we can choose the points �1 < �2 < : : : < �N from B \
.t1; t2/ such that

t1 2 .�1 � �.�1/; �1/; �N 2 .t2 � �.t2/; t2/

and

�k 2 .�kC1 � �.�kC1/; �kC1/; k D 1; : : :N � 1 :

Therefore from (A.2.6) we have

˚.t1/ � ˚.�1/I ˚.�k/ � ˚.�kC1/; k D 1; : : :N � 1I ˚.�N/ � ˚.t2/ :

This implies that ˚.t1/ � ˚.t2/.

We apply Lemma A.2.2 to the function

f .t/ D h.t/ exp

�Z t

0

 .�/ d�

�

� h.t/e.t/:

It follows from (A.2.1) with s D t C ı, ı < 0, that

f .t C ı/ � f .t/ DŒh.t C ı/ � h.t/�e.t C ı/C h.t/ Œe.t C ı/ � e.t/�

�

Z t

tCı
 .�/h.�/d� �

Z t

tCı
g.�/ d�

�

e.t C ı/

C h.t/ Œe.t C ı/ � e.t/� :

This relation implies (A.2.3) with m.t/ D g.t/e.t/. Therefore the application of
Lemma A.2.2 yields the inequality in (A.2.2).

Our second Gronwall-type lemma provides an important tool for parabolic
problems. The corresponding modification was suggested in HENRY [123].

Lemma A.2.3 (Henry-Gronwall). Let u.t/ be a measurable locally bounded non-
negative function on RC satisfying the inequality

u.t/ � a C b
Z t

0

u.�/d�

.t � �/˛ for almost all t � 0; (A.2.7)



356 A Auxiliary Facts

where a; b > 0 and ˛ 2 Œ0; 1/ are constants. Then

u.t/ � 2a exp
˚

c˛b1=.1�˛/t
�

for almost all t � 0; (A.2.8)

for some constant c˛ > 0 depending on ˛ only.

Proof. The original argument in HENRY [123] relies on an iteration procedure. The
idea of the proof presented here is borrowed from ROBINSON [196, p. 132]; see also
CARVALHO/LANGA/ROBINSON [26].

We start with the case when u.t/ is continuous. In this case (A.2.7) is satisfied
for all t � 0. First we prove a comparison principle for this case. We claim that if a
non-negative continuous function y.t/ satisfies the inequality

y.t/ � a� C b
Z t

0

y.�/d�

.t � �/˛ ; t � 0; (A.2.9)

for some a� > a, then u.t/ < y.t/ for all t 2 RC. Indeed, if this is not true, then
for z.t/ D y.t/ � u.t/ we have that z.0/ D a� � a > 0 and thus there is t� > 0

such that z.t/ > 0 for all t 2 Œ0; t�/ and z.t�/ D 0. On the other hand, if we subtract
from (A.2.9) relation (A.2.7), then we obtain that

z.t�/ � a� � a C b
Z t�

0

y.�/d�

.t � �/˛ > a� � a > 0:

This gives a contradiction.
Next we construct a comparison function for continuous u satisfying (A.2.7).
Rescaling u.t/ 7! a�1u.t/, if necessary, we can assume that a D 1 in (A.2.7).

We take a� D 3=2 and look for a parameter N such that the function y0.t/ D 2eNt

satisfies (A.2.9). We have

Z t

0

y0.�/d�

.t � �/˛ D2
Z t

0

1

.t � �/˛ eN�d� D 2eNt
Z t

0

1

.t � �/˛ e�N.t��/d�

Dy0.t/
Z t

0

s�˛e�Nsds � y0.t/
Z 1

0

s�˛e�Nsds:

Introducing the variable � D Ns in the integral above we obtain

Z t

0

y0.�/d�

.t � �/˛ � y0.t/
~˛

N1�˛ with ~˛ �
Z 1

0

��˛e�N�d�:

Thus

3

2
C b

Z t

0

y0.�/d�

.t � �/˛ � 3

2
C y0.t/

b~˛
N1�˛ �



3

4
C b~˛

N1�˛

�

y0.t/:



A.3 Vector-valued functions and compactness theorems 357

Consequently y0.t/ satisfies (A.2.9) with a� D 3=2 provided we choose N such
that b~˛N�.1�˛/ D 1=4. By the comparison principle this implies the inequality
in (A.2.8) in the class of continuous functions.

Now we assume that u.t/ is a measurable locally bounded function. In this case,

w.t/ D BŒu�.t/ � a C b
Z t

0

u.�/d�

.t � �/˛

is a continuous function. Since the mapping B is order preserving, we can apply it
to the inequality in (A.2.7) and show that w.t/ satisfies the inequality

w.t/ � a C b
Z t

0

w.�/d�

.t � �/˛ :

Thus applying Lemma A.2.3 for continuous functions, we obtain for w.t/ D BŒu�.t/
the same bound as in (A.2.8). Since u.t/ � w.t/ for almost all t � 0, we obtain the
desired conclusion.

A.3 Vector-valued functions and compactness theorems

Now we describe some properties of vector-valued functions and discuss several
compactness theorems, which we use in the main text.

A.3.1 Continuous vector-valued functions

Let I be an interval in R and X be a Banach space. We denote by C.II X/ the vector
space of all continuous functions f W I 7! X. If I is a closed bounded interval, then
C.II X/ is a Banach space with the norm

kf kC.IIX/ D max
t2I

kf .t/kX:

For k 2 N we denote by Ck.II X/ the space of all k-times differentiable functions
with continuous k-th derivative. Here we understand derivatives in the strong sense.
For instance, the first derivative of f at a point t 2 I is an element f 0 in X such that

lim
h!0

�
�
�
�

f .t C h/ � f .t/

h
� f 0

�
�
�
�

D 0;

and similarly for higher derivatives. We also set C1.II X/ D \k�1Ck.II X/.
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Sometimes it is convenient to use the Hölder spaces C�.II X/ which are analogs
for Ck.II X/ for a non-integer smoothness index. These spaces can be introduced in
the following way.

Let I be a closed bounded interval and � 2 RC. We suppose that k D Œ�� and
˛ D � � Œ�� are the integer and fractional parts of �. We define the space C�.II X/
by the formula

C�.II X/ D ˚

 2 Ck.II X/ W Hld˛
�

 .k/
�

< 1�

;

where  .k/ denotes the derivative of  of order k and

Hld˛Œ�� D sup

� k�.t1/ � �.t2/kX

jt1 � t2j˛ W t1; t2 2 I; t1 ¤ t2

�

:

This space C�.II X/ is Banach with the norm given by

j jC� .IIX/ D
kX

mD0
max

t2I
k .m/.t/kX C Hld˛

�

 .k/
�

;

where k D Œ�� and ˛ D � � Œ��.

A.3.2 Bochner integral and vector-valued Lp functions

We start with a brief introduction to Bochner integration of vector-valued functions.
For more details we refer to DUNFORD/SCHWARTZ [88, Chapters 3,4] or YOSIDA

[229, Chapter 5].
Assume that X is a Banach space and I D .a; b/ is an interval (bounded or

unbounded) in R. Let f W I 7! X be a vector-valued function.
The function f is called simple if it can be represented as

f D
nX

kD1
xk	�k.t/

for elements xk 2 X and measurable bounded subsets �k � I, where 	�.t/ is the
characteristic function of the set �. For a simple function f we define its integral by

Z

I
f .s/ds WD

nX

kD1
xk�.�k/;

where �.�k/ denotes the Lebesgue measure of �k on R.
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If a function g W I 7! X can be approximated pointwise by simple functions; i.e.,
if there exists a sequence ffng of simple functions on I such that

lim
n!1 kg.t/ � fn.t/kX D 0 for almost all t 2 I;

then we call f (strongly) measurable.
If g is measurable and there exists a sequence ffng of simple functions on I such

that

lim
n!1

Z

I
kg.t/ � fn.t/kXdt D 0;

then g is said to be (Bochner) integrable. For an integrable function f we define its
integral by

Z

I
g.t/dt WD lim

n!1

Z

I
fn.t/dt:

We list some elementary properties of measurable functions. See DUNFORD/
SCHWARTZ [88] or YOSIDA [229] for the proofs.

• If ffng is a sequence of measurable functions on I converging to f strongly for
almost all t 2 I, then f is measurable as well.

• If f is continuous, then it is measurable.
• If f is measurable, then f is integrable if and only if

Z

I
kf .t/kXdt < 1:

• If f is integrable, then

�
�
�
�

Z

I
f .t/dt

�
�
�
�

X

�
Z

I
kf .t/kXdt:

• If X is a separable space, then f is measurable if and only if it is weakly
measurable; i.e., l.f .t// is a (scalar) measurable function for every l 2 X� (Pettis’
theorem).

For 1 � p < C1 we define the spaces

Lp.II X/ WD

8

ˆ̂
<

ˆ̂
:

f W I 7! X

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

f is Bochner measurable;

kf kLp.IIX/ �

Z

I
kf .t/kp

Xdt

�1=p

< 1

9

>>=

>>;
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If p D C1 we suppose that

L1.II X/ WD
8

<

:
f W I 7! X

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

f is Bochner measurable;

kf kL1.IIX/ � esssup fkf .t/k W t 2 Ig < 1

9

=

;

The spaces Lp.II X/ are Banach for all 1 � p � C1.
Our main point of interest is the case when X is a Hilbert space. In this case the

spaces Lp.I;X/ are reflexive for 1 < p < C1, and

�

Lp.II X/
�� D Lq.II X/ for

1

p
C 1

q
D 1:

Any linear functional F on Lp.II X/ has the form

hF; ui D
Z

I
.f .t/; u.t//Xdt; 8 u 2 Lp.II X/;

where f is some element from Lq.II X/. We also have that

L1.II X/ D �

L1.II X/
��
:

The space L2.II X/ is Hilbert with the inner product

.f ; g/L2.IIX/ WD
Z

I
.f .t/; g.t//Xdt:

We also note that *-weak convergence of a sequence ffng to an element f in Lp.I;X/
with 1 < p � C1 means that

lim
n!1

Z

I
.fn.t/; u.t//Xdt D

Z

I
.f .t/; u.t//Xdt for every u 2 Lq.II X/;

where q�1Cp�1 D 1. In the reflexive case .p ¤ 1/ this convergence is called weak.
A well-known fact based on the Banach-Alaoglu theorem (see, e.g., RUDIN [199,
Chapter 3]) states that any bounded set in Lp.II X/ with 1 < p � C1 is *-weakly
relatively compact in the sense that any sequence in this set contains a *-weakly
convergent subsequence. We use this fact and also the compactness theorem stated
in Section A.3.3 to perform limit transitions in approximate solutions in Chapters 5
and 6.

To guarantee weak continuity of solutions to evolution equations in a smoother
space, we need the following lemma (see LIONS/MAGENES [152, Section 3.8.4]).

Lemma A.3.1 (Lions’ lemma). Let X and Y be two Banach spaces such that X
is continuously embedded in Y. Assume that a function f 2 L1.a; bI X/ is weakly
continuous in Y, i.e., the function t 7! l.f .t// is continuous for every l 2 Y�. Then
f .t/ is also weakly continuous in X.
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The following assertion deals with generalized derivatives of functions with
values in Banach spaces (see, e.g., LIONS/MAGENES [152] or TEMAM [215, 216]).

Proposition A.3.2. Let u and v be integrable functions on Œa; b� with values in a
Banach space X. Then the following three conditions are equivalent:

• there exists � 2 X such that

u.t/ D � C
Z t

a
v.�/d� for almost all t 2 Œa; b�;

• for every test function � 2 C1
0 ..a; b/IR/ we have

Z b

a
�t.t/u.t/dt D �

Z b

a
�.t/v.t/dt .�t D .d=dt/�/I

• for every l 2 X� we have

d

dt
l.u.t// D l.v.t// in the sense of distributions on .a; b/.

The function v WD @tu � ut is called a derivative of u in the distributional sense.

Let A be a positive self-adjoint operator on a Hilbert space H and V D D.A/
endowed with the graph norm kuk1 D kAuk. We denote by V�1 the completion of
H with respect to the norm kuk�1 D kA�1uk. One can see that V�1 D V� and
thus the triple V � H � V� of embedding spaces arises. The spaces V and V�
become Hilbert if we define inner products as .u; v/1 D .Au;Av/ and .u; v/�1 D
.A�1u;A�1v/. Using this triple we can introduce the space

W.a; b/ D fu 2 L2.a; bI V/ W ut 2 L2.a; bI V�1/g ;

where ut is the derivative of u in the distributional sense (see Proposition A.3.2). We
equip the space W.a; b/ with the norm

kuk2W.a;b/ D kuk2L2.a;bIV/ C kutk2L2.a;bIV�1/
;

which provides W.a; b/ with the Hilbert structure. The following assertion can be
found in LIONS/MAGENES [152] or TEMAM [215].

Proposition A.3.3 (Continuous embedding). The space W.a; b/ is continuously
embedded into C.Œa; b�I H/ and

9 C > 0 W ku.t/kC.Œa;b�IH/ � ku.t/kW.a;b/; 8 u 2 W.a; b/;
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and

ku.t/k2 D ku.a/k2 C 2

Z t

a
.u.�/; ut.�//d�; t 2 Œa; b�; 8 u 2 W.a; b/:

We note that instead of the pair fVI V�g we can consider pairs fH˛I H�˛g, where the
spaces Hs are defined in Section 4.1 with the help of a positive self-adjoint operator.

A.3.3 Compactness theorems for vector-valued functions

We first recall the definition and some criteria for compactness of sets in Banach
spaces (see, e.g., DUNFORD/SCHWARTZ [88], YOSIDA [229], or ZEIDLER [231]).

A set F in a Banach space X is said to be compact if for every family of open sets
covering F there exists a finite subfamily covering F. A set is relatively compact if
its closure is compact. Given " > 0, a set C � X is said to be "-net for a set M � X
if M � [a2Cfx W kx � akX � "g.

The following equivalent conditions for compactness are well known (see, e.g.,
DUNFORD/SCHWARTZ [88, Chapter 5]).

Proposition A.3.4. Let K be a set in a Banach space X. Then the following
statements are equivalent.

• The set K is relatively compact.
• For every " > 0 there exists a finite "-net for K.
• For every " > 0 there exists a relatively compact "-net for K.
• Any sequence of elements from K contains a subsequence that converges to some

element of X.

We use the following compactness criteria applicable to vector-valued continuous
functions.

Lemma A.3.5 (Arzelà-Ascoli theorem, I). Let X be a Banach space. A set F �
C.a; bI X/ is relatively compact if and only if

(i) F.t/ WD ff .t/ W f 2 Fg is relatively compact in X for each t 2 Œa; b�.
(ii) F is equicontinuous; that is, for any " > 0 there exists ı > 0 such that

kf .t/ � f .s/kX � " for any f 2 F and t; s 2 Œa; b� such that jt � sj � ı.

The following version of the Arzelà-Ascoli theorem is a relaxed form of the previous
lemma. Instead of assuming compactness for every fixed t, only the integral form of
the compactness property is required.

Lemma A.3.6 (Arzelà-Ascoli theorem, II). Let X be a Banach space. A set F �
C.a; bI X/ is relatively compact if and only if
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(i)
R t2

t1
F WD

nR t2
t1

f .t/dt W f 2 F
o

is relatively compact in X for each t1; t2 2 Œa; b�.
(ii) F is equicontinuous.

We also state the following result on compactness of vector functions, which
plays a key role in many situations considered in Chapters 4–6.

Theorem A.3.7 (Aubin-Dubinskii-Lions). Assume that X � Y � Z is a triple of
Banach spaces such that X is compactly embedded in Y.

• Let F be a bounded set in Lp.a; bI X/ for some 1 � p < 1 such that the set
@tF WD f@tf W f 2 Fg is bounded in Lq.a; bI Z/ for some q � 1. Here @tf is the
derivative in the distributional sense. Then F is relatively compact in Lp.a; bI Y/.
If q > 1, then F is also relatively compact in C.a; bI Z/.

• If F is a bounded set in L1.a; bI X/ and @tF is bounded in Lr.a; bI Z/ for some
r > 1, then F is relatively compact in C.a; bI Y/.

Particular cases1 of Theorem A.3.7 can be found in AUBIN [4], DUBINSKII [87],
and LIONS [151, Chapter 1, Section 5]). In almost the same form as above,
Theorem A.3.7 is stated in SIMON [213, Corollary 4]. For the proof we refer
to SIMON [213]. See also the Appendix in CHUESHOV/LASIECKA [58], where a
concise argument based on the Arzelà-Ascoli theorem stated in Lemma A.3.6 is
given in the case when q > 1.

A.4 Approximation of identity by uniformly
bounded mappings

In well-posedness results related to transitions from the case of globally Lipschitz
nonlinearities to the local case, we use a truncation procedure based on the following
assertion.

Lemma A.4.1. Let X be a Banach space. We define a mapping �R on X by the
formula

�R.x/ D
�

x; if kxk � R;
R x kxk�1; if kxk > R.

(A.4.1)

Then for each R > 0 the mapping �R is globally Lipschitz and we have that

k�R.u/ � �R.v/k � Lip.�R/ku � vk for every u; v 2 X;

where Lip.�R/ � 2. If X is a Hilbert space and k � k is the norm generated by its
scalar product, then Lip.�R/ D 1.

1The result is named after Aubin, Dubinskii, and Lions. In the Western literature Theorem A.3.7
is usually referred to as the Aubin or Aubin-Lions result. In the Russian literature it is often called
the Dubinskii theorem.
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Proof. We distinguish three cases.

(i) If kuk; kvk � R, the conclusion is obvious.
(ii) In the case kuk � R and kvk > R we have

k�R.u/ � �R.v/k D
�
�
�
�

u � R
v

kvk
�
�
�
�

D kukvk � Rvk
kvk :

Thus

k�R.u/ � �R.v/k � k.u � v/kvk C .kvk � R/vk
kvk � ku � vk C .kvk � R/

� ku � vk C .kvk � kuk/ � 2ku � vk:

(iii) In the case kuk > R, kvk > R we have

k�R.u/ � �R.v/k D R

�
�
�
�

v

kvk � v

kvk
�
�
�
�

D R
kukvk � vkukk

kukkvk :

Hence

k�R.u/ � �R.v/k � R
k.u � v/kvk C .kvk � kuk/vk

kukkvk
� ku � vk C ˇ

ˇkvk � kukˇˇ � 2ku � vk:

This completes the proof of Lemma A.4.1 in the Banach case.
In the case when X is a Hilbert space we can use the same argument as in CHUE-

SHOV/ELLER/LASIECKA [47]; see also CHUESHOV/LASIECKA [58, Chapter 2].

A.5 Elements of differential calculus in Banach spaces

In this section we quote several notions and results related to the smoothness
of mappings F between two Banach spaces X and Y . Our presentation relies on
CARTAN [22].

We start with the following definition.

Definition A.5.1 (Fréchet derivative). Let O be an open set in X. A mapping F W
O 7! Y is said to be Fréchet differentiable on O if for any u 2 O there exists a
bounded linear operator F0.u/ from X into Y such that

kF.v/ � F.u/ � F0.u/.v � u/kY

kv � ukX
! 0 as kv � ukX ! 0: (A.5.1)
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The operator F0.u/ is called the (Fréchet) derivative of F at the point u 2 O . The
relation in (A.5.1) means that for every u 2 O there exist ı > 0 and a scalar function
�.s/ on Œ0; ı� such that �.s/ ! 0 as s ! 0 and

kF.v/ � F.u/ � F0.u/.v � u/kY � �.kv � ukX/kv � ukX:

If the number ı and the function �.s/ do not depend on u, then the mapping F is
said to be uniformly (Fréchet) differentiable on O . One says that F W O 7! Y is
continuously differentiable on O or of the class C1 on O if:

• F is differentiable at every point of O;
• the derivative F0 is a continuous mapping from O into L .X 7! Y/, where

L .X 7! Y/ denotes the space of linear operators from X into Y equipped with
the operator norm.

The chain rule stated in the following assertion is important in many calculations.

Proposition A.5.2 (Derivative of a compound function). Let X, Y, Z be three
Banach spaces, O an open set in X, and V an open set in Y. Consider two
continuous mappings

F W O 7! V � Y; G W V 7! Z:

On the set O we consider the compound mapping G ı F W O 7! Z. If F is
differentiable at a point a 2 O and G is differentiable at the point b D F.a/,
then H D G ı F is differentiable at the point a and

H0.a/ D G0.b/F0.a/:

In other words, the linear mapping H0.a/ W X 7! Z is the composition of the linear
mapping F0.a/ W X 7! Y and the linear mapping G0.a/ W Y 7! Z.

Proof. See CARTAN [22].

This proposition implies that if F is continuously differentiable on an open set O
and the interval Œu; v� WD f�u C .1��/v W 0 � � � 1g lies in O for some u; v 2 O ,
then

F.v/ � F.u/ D
Z 1

0

F0.�v C .1 � �/u/.v � u/d�: (A.5.2)

Consider now a particular case of mappings ˘ from a Banach space X into the
real axis R. In this case the derivative ˘ 0.u/ is a linear mapping from X into R.
Thus ˘ 0.u/ can be treated as an element of adjoint space X�. So the mapping u 7!
˘ 0.u/ from X into X� arises. This observation leads to the following definition.
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A mapping B W X 7! X� is said to be potential on X if there exists a Frechét
differentiable functional ˘.u/ on X such that B.u/ D ˘ 0.u/, i.e.,

lim
kvkX!0

1

kvkX

ˇ
ˇ
ˇ˘.u C v/ �˘.u/ � hB.u/; vi

ˇ
ˇ
ˇ D 0; (A.5.3)

where hf ; vi denotes the value of functional f on v.
Applying Proposition A.5.2, one can show that in the situation above for every

u 2 C1.Œa; b�I X/ we have that t 7! ˘.u.t// is a C1 scalar function on Œa; b� and

d

dt
˘.u.t// D hB.u.t//; ut.t/i; t 2 Œa; b�: (A.5.4)

Taking now u.t/ D u C tv, one can see that

˘.u C v/ �˘.u/ D
Z 1

0

hB.u C �v/; vid� for every u; v 2 X: (A.5.5)

Now we introduce the derivatives of higher order.
Let F W O � X 7! Y be a differentiable mapping on O . Then the derivative F0

can be seen as a mapping from O into the Banach space L .X 7! Y/. Thus we can
define the second derivative F00.u/ of F as the first derivative of the mapping

F0 W O 7! L .X 7! Y/:

In this case F00.a/ is a linear mapping from X into L .X 7! Y/, i.e.,

F00.a/ 2 L .X 7! L .X 7! Y// for each a 2 O:

One can see that the following isomorphism takes place:

L .X 7! L .X 7! Y// � L .X � X 7! Y/ WD L .X�2 7! Y/;

where L .X�n 7! Y/ denotes the space of all linear mappings from X � : : :� X into
Y . It is clear that L .X�n 7! Y/ is a Banach space.

Thus we can define by induction the n-th order derivative F.n/ on O as the first
derivative of the mapping

F.n�1/ W O 7! L .X�.n�1/ 7! Y/:

In this case F.n/.a/ is an element from L .X�n 7! Y/.



A.6 The Orlicz theorem on uniqueness for parabolic problems 367

We accept the following definition. A mapping F W O � X 7! Y is of the
class Cn on O (or F is n times continuously differentiable on O) if there exist all
derivatives F.k/ with the order k � n on O and if the mapping

F.n/ W O 7! L .X�n 7! Y/

is continuous. The following assertion provides us with the symmetry properties of
the higher derivatives.

Proposition A.5.3 (Symmetry). If F W X 7! Y is n times differentiable on O , then
for every a 2 O the derivative F.n/.a/ 2 L .X�n 7! Y/ is a multilinear symmetric
mapping from the product space X � : : : � X into Y. This means that

F.k/.a/Œv1; : : : ; vk� D F.k/.a/Œv�.1/; : : : ; v�.k/�

for every permutation � of f1; 2; : : : ; kg: Here F.k/.u/Œv1; : : : ; vk� denotes the value
of the derivative F.k/.u/ on elements v1; : : : ; vk.

We note that in the case when Y D R, the Fréchet derivatives ˘.k/.u/ of the
functional ˘ are symmetric k-linear continuous (scalar) forms on X.

In conclusion we recall Taylor’s formula (see CARTAN [22] for the proof).

Theorem A.5.4 (Taylor’s formula with integral remainder). Let F W O 7! Y
be a mapping of the class CnC1. As previously, O denotes an open set of a Banach
space X, and Y a Banach space. If the interval Œu; uCv� D fx D uC�v W � 2 Œ0; 1�g
is contained in O , then

F.u C v/ D F.u/C
nX

kD1

1

kŠ
F.k/.u/Œv; : : : ; v�C

Z 1

0

.1 � �/n
nŠ

F.nC1/.u C �v/Œv; : : : ; v�d�;

(A.5.6)

where F.k/.u/Œv1; : : : ; vk� denotes the value of the derivative F.k/.u/ on elements
v1; : : : ; vk.

A.6 The Orlicz theorem on uniqueness
for parabolic problems

Our goal in this section is to show that the uniqueness of solutions to the parabolic-
type problem considered in Chapter 4 with a continuous (non-Lipschitz, in general)
nonlinearity is a generic property (in the Baire category sense). According to
YUDOVICH [230], a similar result for ordinary differential equations seems to go
back to the earlier paper ORLICZ [176].

Recall some definitions (see, e.g., BOURBAKI [16]).
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Let L be a complete metric space. A set K is said to be nowhere dense if its
closure contains no open sets. A subset D of L is said to be meager (or a first
category set in the Baire sense), if it is contained in a countable union of closed
nowhere dense subsets of L . The complement of a meager set is called residual.
By the Baire categories theorem (see, e.g., BOURBAKI [16]) any residual set is
dense. A property P of elements of L is said to be generic in L if P holds
in some residual set.

We consider the problem

ut C Au D B.u/; u
ˇ
ˇ
tD0 D u0 2 H; (A.6.1)

under the following set of hypotheses.

Assumption A.6.1 (Basic hypotheses). We assume that H is a separable Hilbert
space and

(A) A is a positive self-adjoint operator with a discrete spectrum on H (see
Definition 4.1.1);

(B) B is a (nonlinear) continuous mapping from H˛ D D.A˛/ into H with 0 � ˛ <

1 and bounded on every bounded set in H˛ , i.e.,

8 R > 0; 9 CR W kB.v/k � CR for all kvk˛ � R:

Let L be a family of nonlinearities B satisfying Assumption A.6.1(B). We
assume that L is a complete metric space L with respect to some metric %L
such that (a) for every sequence fBng we have that

%L .Bn;B/ ! 0 implies 8 R > 0; sup
kvk˛�R

kBn.v/ � B.v/k ! 0 (A.6.2)

as n ! 1, and (b) every element of L can be approximated in L by a sequence
fBng of Lipschitz point continuous mappings. A mapping B W H˛ 7! H is called
Lipschitz point continuous if for every point u 2 H˛ there exists an open set O.u/ 3
u and a constant L.u/ such that

kB.u1/ � B.u2/k � L.u/kA˛.u1 � u2/k; 8 ui 2 O.u/; i D 1; 2: (A.6.3)

As an example of the class L we can take the space of all continuous mappings
B W H˛ 7! H satisfying Assumption A.6.1(B) and endowed with the metric

%L .B1;B2/ D
1X

kD1
2�k dk.B1 � B2/

1C dk.B1 � B2/
;

where dn.B/ D supkuk˛�n kB.u/k. It is easy to see that the property in (A.6.2) is
valid. To show that Lipschitz point continuous mappings are dense in L we can
apply the approximation lemma established in LASOTA/YORKE [146].
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We recall that an initial datum u� 2 D.A˛/ is said to be a uniqueness point if
there is a vicinity O of u� in H˛ such that problem (A.6.1) with u0 2 O has a unique
(local) mild solution2 in this vicinity O . We also say that problem (A.6.1) possesses
a local uniqueness property for a given B if all initial data are uniqueness points for
this B.

The following theorem states that the local uniqueness property is generic.

Theorem A.6.2 (Orlicz). Let Assumption A.6.1 be in force. Then for every initial
data u0 2 D.A˛/ problem (A.6.1) has a (local) mild solution u.t/. Moreover the set
M of all elements B 2 L such that (A.6.1) has at least one non-uniqueness point
is a meager set, i.e., M is a countable union of closed nowhere dense sets. Thus the
set of all problems of the form (A.6.1) with the local uniqueness property is residual.

Proof. The existence of solutions for continuous B.u/ follows from Proposi-
tion 6.1.3; see also Remark 6.1.4.

To prove the statement concerning uniqueness, we rely on the idea due to ORLICZ

[176] in the form presented in YUDOVICH [230] for the ODE case.
Let u0 2 H˛ and �; a be positive numbers. We denote by M .u0; �; a/ the set of

nonlinearities B in L such that there exist

Qu0 2 B1.u0/ D fv 2 H˛ W kv � u0k˛ < 1g

and two mild solutions u.t/ and Qu.t/ to problem (A.6.1) on the interval Œ0; �/ such
that

• u.t/ 2 B1.u0/ and Qu.t/ 2 B1.u0/ for all t 2 Œ0; �/,
• u.0/ D Qu0 and Qu.0/ D Qu0,
and

sup
t2Œ�=2;��

ku.t/ � Qu.t/k˛ � a: (A.6.4)

We claim that the set M .u0; �; a/ is closed in L . Indeed, let fBng � M .u0; �; a/ �
L and Bn ! B in L . This means that there exist a sequence fun

0g and solutions
un.t/ and Qun.t/ such that

• un.t/ 2 B1.u0/ and Qun.t/ 2 B1.u0/ for all t 2 Œ0; �/;
• un.0/ D un

0 and Qu.0/ D un
0;

and also

sup
t2Œ�=2;��

kun.t/ � Qun.t/k˛ � a: (A.6.5)

2 We note that in this case a solution starting in O can be globally non-unique. See Remark 1.7.17.
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We can assume that un
0 ! u� in H˛ weakly for some u� 2 H˛ . By the compactness

statement in Proposition 4.1.6 this implies that

sup
t2Œ0;��

ke�tAun
0 � e�tAu�k� C sup

t2Œ�;� �
ke�tAun

0 � e�tAu�k˛ ! 0; n ! 1;

for every positive � and � < ˛. By the definition of mild solutions (see
Definition 4.2.2) we have

un.t/ D e�tAun
0 C

Z t

0

e�.t�s/ABn.u
n.s//ds

and

Qun.t/ D e�tAun
0 C

Z t

0

e�.t�s/ABn.Qun.s//ds:

Since %L .Bn;B/ ! 0, we also have that

sup
jvj˛�1

kBn.u0 C v/ � B.u0 C v/k ! 0; n ! 1:

Thus Bn.v/ is uniformly bounded on B1.u0/. This implies that

sup
t2Œ�;� �

�kQun.t/k� C kun.t/k�
� � C�; n D 1; 2; : : :

for every positive � with � 2 .˛; 1/. As in the proof of Proposition 6.1.3 we can
show that the sequences fun.t/g and fQun.t/g are uniformly Hölder on Œ�; � � in the
sense that

junj
H
ˇ
˛ .�;�/

C jQunj
H
ˇ
˛ .�;�/

� C�;�

for every 0 � ˇ < 1 � ˛ and � < � , where

jvj
H
ˇ
˛ .a;b/

� sup

� kv.t1/ � v.t2/�k˛
jt1 � t2jˇ

ˇ
ˇ
ˇ
ˇ

t1; t2 2 Œa; b�
jt1 � t2j � 1

�

:

By the Arzelà-Ascoli theorem, see Lemma A.3.5, we can conclude that there exist
u.t/ and Qu.t/ in C..0; ��I H˛/ such that along a subsequence we have

sup
t2Œ�;� �

ŒkQun.t/ � Qu.t/k˛ C kun.t/ � u.t/k˛� ! 0; n ! 1:
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and

sup
t2Œ0;��

ŒkQun.t/ � Qu.t/k� C kun.t/ � u.t/k� � ! 0; n ! 1; � < ˛:

These properties allow us to show that u.t/ and Qu.t/ are mild solutions for (A.6.1)
with initial data u�. It is also clear that (A.6.4) is valid for these solutions. Thus the
set M .u0; �; a/ is closed in L .

This set is nowhere dense. If this is not true, then we can find a Lipschitz point
continuous function near B for which we have the uniqueness property.

We complete the argument in the same way as in YUDOVICH [230]. Let fwkgk2N
be a countable dense set in H˛ and QC be positive rational numbers. Then the set

M D [˚M .wk; �; a/ W k 2 N; � 2 QC; a 2 QC
�

is meager. It is clear that every continuous nonlinearity B with non-uniqueness point
belongs to some set M .wk; �; a/with rational � and a. This completes the proof.

As an application of Theorem A.6.2 in a bounded smooth domain ˝ � R
3, we

consider the heat equation

ut.x; t/ ��u.x; t/C f .u.x; t// D 0 (A.6.6)

endowed with boundary and initial conditions

u
ˇ
ˇ
@˝

D 0; u
ˇ
ˇ
tD0 D u0: (A.6.7)

We assume that f W R 7! R is a continuous function. In the 3D case we have
the Sobolev embedding (see TRIEBEL [220]): H3=2Cı.˝/ � C.˝/ for ı > 0. This
implies that the Nemytskii operator u 7! f .u/ is continuous from H3=2Cı.˝/ into
L2.˝/ for every continuous f .

In this example we take L D C.R/ endowed with the norm

%C.R/.f1; f2/ D
1X

kD1
2�k maxjsj�k jf1.s/ � f2.s/j

1C maxjsj�k jf1.s/ � f2.s/j :

The problem in (A.6.6) and (A.6.7) can be written in the form (A.6.1) in the space
H D L2.˝/ with A D �� defined on the domain D.A/ D H2.˝/ \ H1

0.˝/. In
this case D.A3=4Cı/ D .H3=2C2ı \ H1

0/.˝/ for ı 2 .0; 1=4/ and thus we can apply
Theorem A.6.2 with ˛ D 3=4 C ı and L D C.R/. The property in (A.6.2) is
obvious in this case. Thus we arrive at the following result.

Theorem A.6.3. Let ˝ � R
3 be a bounded smooth domain. Assume that initial

data u0 lies in .H3=4Cı \ H1
0/.˝/. Then for every continuous function f the problem

in (A.6.6) and (A.6.7) has a (local) mild solution u.t/ which lies in the space
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C.Œ0;T/I H3=4Cı/ with some T D T.u0; f / > 0. Moreover the set of all continuous
functions f 2 C.R/ for which the problem has at least one non-uniqueness point is
a meager set in C.R/ with respect to uniform convergence on finite intervals. Thus
the uniqueness is a generic property in the space of all continuous reaction terms f .

A.7 Monotonicity method for well-posedness
of 2D hydrodynamical systems

The goal of this section is to prove the well-posedness of the abstract 2D hydro-
dynamical problem in (4.4.1) without3 assuming that the operator A possesses a
discrete spectrum. For this we use the Galerkin method in combination with the
monotonicity-type argument suggested in MENALDI/SRITHARAN [165].

Thus we consider

ut.t/C Au.t/C B
�

u.t/; u.t/
�C Ku.t/ D f ; u

ˇ
ˇ
tD0 D u0; (A.7.1)

in a separable Hilbert space H with the norm k � k and the inner product .:; :/.
We assume that A is an (unbounded) self-adjoint positive linear operator on H and
consider the triple V � H � V 0, where

• V D H1=2 D D.A1=2/ with kvkV � kA1=2vk for v 2 V;
• V 0 D H�1=2 is the dual of V with respect to .:; :/, kvkV0 � kA�1=2vk for v 2 V 0.

In contrast with Section 4.4, there is no compact embedding in the pair V � H.
Concerning B, K, and f , we assume the same properties as in Assump-

tion 4.4.1:

• B W V � V ! V 0 is a bilinear continuous mapping.
• The trilinear form b.u1; u2; u3/ D .B.u1; u2/; u3/ possesses the following skew-

symmetry property:

.B.u1; u2/ ; u3/ D � .B.u1; u3/ ; u2/ for ui 2 V , i D 1; 2; 3.

• There exists a Banach (interpolation) space H such that V � H � H and

9 a0 > 0 W kvk2H � a0kvk kvkV for any v 2 V:

• There exists a constant C > 0 such that

j.B.u1; u2/ ; u3/j � C ku1kH ku2kV ku3kH ; for ui 2 V; i D 1; 2; 3:

(A.7.2)
• K W H 7! H is globally Lipschitz, f 2 V 0.

3This corresponds to the case of 2D hydrodynamical flows in unbounded domains.
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We recall that a function u 2 L2.0;TI V/ is said to be a weak solution on Œ0;T�
if (A.7.1) is satisfied in the sense of distributions (see Definition 4.4.5).

The following assertion is an analog of Theorem 4.4.7 for the noncompact case.

Theorem A.7.1 (Well-posedness). Let the hypotheses stated above be in force.
Then for any u0 2 H problem (A.7.1) has a unique weak solution u on any interval
Œ0;T�. This solution possesses the property

u 2 C.0;TI H/ \ L2.0;TI V/; ut 2 L2.0;TI V 0/;

satisfies the energy balance relation in (4.4.14), and admits the estimates stated in
(4.4.15) and (4.4.16).

Proof. As in the proof of Theorem 4.4.7, using a smooth orthonormal basis f'ig in
H we can construct approximate solutions uN.t/ which solve the equations

.uN
t � F.uN/; 'k/ D 0; k D 1; : : : ;N; and uN

ˇ
ˇ
tD0 D PNu0 2 H; (A.7.3)

with

F.u/ D �Au � B.u; u/ � K.u/C f ; 8u 2 V;

where PN is the orthogonal projector in H on HN D Spanf'1; � � � ; 'Ng. These
solutions satisfy the balance relation in (4.4.14) with uN instead of u and admit
the a priori estimate

kuN.t/k2 C
Z t

0

�kuN
t .�/k2V0 C kuN.�/k2V C kuN.�/k4H

�

d� � CT.f ; u0/

for every t 2 Œ0;T�. As in the proof of Theorem 4.4.7, this estimate implies the
existence of the function

u.t/ 2 L1.0;TI H/ \ L2.0;TI V/ \ L4.0;TIH / with ut 2 L2.0;TI V 0/;

such that along a subsequence we have

(i) uN ! u weakly in L2.0;TI V/ and in L4.0;TIH /, *-weakly in L1.0;TI H/.

In addition we can assume that

(ii) uN.T/ ! Qu.T/ weakly in H (for some Qu.T/),
(iii) uN

t ! ut and F.uN/ ! F weakly in L2.0;TI V 0/ for some F.

We use this information to show, via a monotonicity argument, that u.t/ is a weak
solution to (A.7.1). The main issue is to show that F D F.u/.

Let f 2 C1.Œ0;T�/ be such that kf k1 D 1, f .0/ D 1. For any integer j � 1 we
set hj.t/ D f .t/'j, where f'jgj�1 is the previously chosen orthonormal basis for H.
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Due to the convergences above, we obtain in the limit from (A.7.3) that

.Qu.T/; 'j/ f .T/ D �

u0; 'j
�C

Z T

0

�

u.s/; 'j
�

f 0.s/ds C
Z T

0

.F.s/; hj.s//ds:

(A.7.4)

Let t 2 .0;T/ be fixed. Take 0 � fk � 1 such that fk.s/ D 1 for s � t � 1=k and
fk.s/ D 0 for s � t. Set f D fk in (A.7.4). In the limit k ! 1 we obtain that

0 D �

u0 � u.t/; 'j
�C

Z t

0

.F.s/; 'j/ds for almost all t 2 Œ0;T� and j D 1; 2; : : : :

This implies that

u.t/ D u0 C
Z t

0

F.s/ds 2 H for almost all t 2 Œ0;T�: (A.7.5)

This means that we can suppose that u.t/ is continuous with values in V 0. Moreover,
taking f � 1 in (A.7.4) we obtain

Qu.T/ D u0 C
Z T

0

F.s/ds:

Thus Qu.T/ D u.T/. Since ut 2 L2.0;TI V 0/, by Proposition A.3.3, u.t/ is continuous
in H.

To establish that F.s/ D F.u.s// we use the monotonicity-type argument
presented in MENALDI/SRITHARAN [165]. We first note that inequality (A.7.2)
implies (4.4.8). Therefore for any 
 > 0 there exists C
 > 0 such that for u; v 2 V ,

.F.u/� F.v/ ; u �v/ � �.1�
/ku �vk2V C �

R1 C C
kvk4H
� ku �vk2; (A.7.6)

where R1 is the Lipschitz constant of K and C
 is the constant from (4.4.8).
Let

v 2 X D L4.0;TIH / \ L1.0;TI H/
� \ L2.0;TI V/ :

For every t 2 Œ0;T�, we set

r.t/ D
Z t

0

h

2R1 C 2C
 kv.s/k4H
i

ds; (A.7.7)

where C
 is a function of 
 such that (A.7.6) holds. We have that 0 � r.t/ < 1 for
all t 2 Œ0;T� and also

r 2 L1.0I T/; e�r 2 L1.0;T/; r0 2 L1.0;T/; r0e�r 2 L1.0;T/: (A.7.8)
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The weak convergence uN.T/ ! u.T/ and the property PNu0 ! u0 in H imply that

ku.T/k2 e�r.T/ � ku0k2 � lim inf
N

�kuN.T/k2 e�r.T/ � kPNu0k2
�

: (A.7.9)

Since u 2 L2.0;TI V/ and ut 2 L2.0;TI V 0/, by Proposition A.3.3,

ku.t/k2 � ku.0/k2 D 2

Z t

0

.u.s/; ut.s//ds:

This implies the relation

ku.T/k2 e�r.T/ � ku.0/k2 D 2

Z T

0

e�r.s/.u.s/; ut.s//ds �
Z T

0

r0.s/e�r.s/ku.s/k2ds;

which can be justified due to (A.7.8). The same relation is definitely true with
uN instead of u. Using (A.7.5) and letting u D v C .u � v/ after simplification,
from (A.7.9) we obtain

Z T

0

e�r.s/
� � r0.s/

˚ku.s/ � v.s/k2 C 2
�

u.s/ � v.s/ ; v.s//g

C 2
�

F.s/; u.s/i�� ds � lim inf
N

XN ; (A.7.10)

where

XN D
Z T

0

e�r.s/
� � r0.s/

˚kuN.s/ � v.s/k2 C 2
�

uN.s/ � v.s/ ; v.s/��

C 2.F.uN.s//; uN.s//
�

ds:

Relation (A.7.6) with 0 < 
 < 1 and Schwarz’s inequality imply that

YN WD
Z T

0

e�r.s/
� � r0.s/kuN.s/ � v.s/k2

C 2.F.uN.s// � F.v.s//; uN.s/ � v.s//�ds � 0:

Furthermore, XN D YN C ZN with

ZN D
Z T

0

e�r.s/
h

� 2r0.s/.uN.s/ � v.s/; v.s//C 2.F.uN.s//; v.s//

C 2hF.v.s//; uN.s/i � 2.F.v.s//; v.s//
i

ds:
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The weak convergence properties imply that ZN ! Z as N ! 1, where

Z D
Z T

0

e�r.s/
� � 2r0.s/

�

u.s/ � v.s/; v.s/�C 2hF.s/; v.s/i C 2hF.v.s//; u.s/i

� 2hF.v.s//; v.s/i�ds:

Thus, (A.7.10) yields

Z T

0

e�r.s/
n

� r0.s/ku.s/ � v.s/k2 C 2.F.s/ � F.v.s//; u.s/ � v.s//
o

ds � 0;

(A.7.11)

for any v 2 X . For � 2 R and Qv 2 L1.0;T;V/, we set v� D u �� Qv. It is clear that
v� 2 X . Applying (A.7.11) to v WD v� yields

Z T

0

e�r�.s/
h

� �2r0
�.s/k Qv.s/k2 C 2�.F.s/ � F.v�.s//; Qv.s//

i

ds � 0; (A.7.12)

where r�.s/ is given by (A.7.7) with v� instead of v. The same argument as
for (A.7.6) yields

ˇ
ˇ.F.v�.s// � F.u.s//; Qv.s//ˇˇ � C j�j �k Qv.s/k2V C kQv.s/k2 ku.s/k4H

�

for � ¤ 0 and s 2 Œ0;T�. Thus in the limit � ! 0 we deduce that

Z T

0

e�r�.s/.F.s/ � F.v�.s//; Qv.s//ds !
Z T

0

e�r0.s/.F.s/ � F.u.s//; Qv.s//ds:

Now dividing (A.7.12) by � > 0 (resp. � < 0) and letting � ! 0 we obtain that for
every Qv 2 L1.0;TI V/, which is a dense subset of L2.0;TI V/,

Z T

0

e�r0.s/
h

.F.s/ � F.u.s// ; Qv.s//
i

ds D 0:

Hence (A.7.5) can be rewritten as

u.t/ D u0 C
Z t

0

F.u.s//ds; t 2 Œ0;T�:

This means that u.t/ is a weak solution satisfying (4.4.15).
Other statements of Theorem A.7.1 follow from the argument given in the proof

of Theorem 4.4.7.
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abstract 2nd order
Galerkin method, 225
weak solution, 224

abstract delay
2nd order, 325
parabolic, 286

abstract parabolic, 145
approximate solution, 160
Galerkin method, 160
mild solution, 151
weak solution, 156
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approach based on quasi-stability, 135
parabolic case, 181

determining modes, 125
determining nodes, 126
determining volume averages, 125
dissipativity condition, 352
Duffing equation, 38
dynamical system, 1

asymptotically compact, 52
asymptotically quasi-stable, 138
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departing, 12
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uniformly, 69
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full, 5
periodic, 5
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uniform Lyapunov numbers, 114
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