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Preface

This book gives the material for an introductory course on Soil Dynamics, as given
for about 10 years at the Delft University of Technology for students of civil engi-
neering, and updated continuously since 1994.

The book presents the basic principles of elastodynamics and the major solutions
of problems of interest for geotechnical engineering. For most problems the full an-
alytical derivation of the solution is given, mainly using integral transform methods.
These methods are presented briefly in Appendix A. The elastostatic solutions of
many problems are also given, as an introduction to the elastodynamic solutions,
and as possible limiting states of the corresponding dynamic problems. For a num-
ber of problems of elastodynamics of a half space exact solutions are given, in closed
form, using methods developed by Pekeris and De Hoop. Some of these basic so-
lutions are derived in full detail, to assist in understanding the beautiful techniques
used in deriving them. For many problems the main functions for a computer pro-
gram to produce numerical data and graphs are given, in C. Some approximations
in which the horizontal displacements are disregarded, an approximation suggested
by Westergaard and Barends, are also given, because they are much easier to derive,
may give a first insight in the response of a foundation, and may be a stepping stone
to solving the more difficult complete elastodynamic problems.

The book is directed towards students of engineering, and may be giving more
details of the derivations of the solutions than strictly necessary, or than most other
books on elastodynamics give, but this may be excused by my own difficulties in
studying the subject, and by helping students with similar difficulties.

The book starts with a chapter on the behaviour of the simplest elementary sys-
tem, a system consisting of a mass, supported by a linear spring and a linear damper.
The main purpose of this chapter is to define the basic properties of dynamical sys-
tems, for future reference. In this chapter the major forms of damping of importance
for soil dynamics problems, viscous damping and hysteretic damping, are defined
and their properties are investigated.

Chapters 2 and 3 are devoted to one dimensional problems: wave propagation in
piles, and wave propagation in layers due to earthquakes in the underlying layers, as
first developed in the 1970s at the University of California, Berkeley. In these chap-
ters the mathematical methods of Laplace and Fourier transforms, characteristics,
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and separation of variables, are used and compared. Some simple numerical models
are also presented.

The next two chapters (Chaps. 4 and 5) deal with the important effect that soils
are usually composed of two constituents: solid particles and a fluid, usually water,
but perhaps oil, or a mixture of a liquid and gas. Chapter 4 presents the classical the-
ory, due to Terzaghi, of semi-static consolidation, and some elementary solutions. In
Chap. 5 the extension to the dynamical case is presented, mainly for the one dimen-
sional case, as first presented by De Josselin de Jong and Biot, in 1956. The solution
for the propagation of waves in a one dimensional column is presented, leading to
the important conclusion that for most problems a practically saturated soil can be
considered as a medium in which the solid particles and the fluid move and deform
together, which in soil mechanics is usually denoted as a state of undrained defor-
mations. For an elastic solid skeleton this means that the soil behaves as an elastic
material with Poisson’s ratio close to 0.5.

Chapters 6 and 7 deal with the solution of problems of cylindrical and spherical
symmetry. In the chapter on cylindrically symmetric problems the propagation of
waves in an infinite medium introduces Rayleigh’s important principle of the radia-
tion condition, which expresses that in an infinite medium no waves can be expected
to travel from infinity towards the interior of the body.

Chapters 8 and 9 give the basic theory of the theory of elasticity for static and
dynamic problems. Chapter 8 also gives the solution for some of the more difficult
problems, involving mixed boundary value conditions. The corresponding dynamic
problems still await solution, at least in analytic form. Chapter 9 presents the basics
of dynamic problems in elastic continua, including the general properties of the
most important types of waves: compression waves, shear waves, Rayleigh waves
and Love waves, which appear in other chapters.

Chapter 10, on confined elastodynamics, presents an approximate theory of elas-
todynamics, in which the horizontal deformations are artificially assumed to van-
ish, an approximation due to Westergaard and generalized by Barends. This makes
it possible to solve a variety of problems by simple means, and resulting in rela-
tively simple solutions. It should be remembered that these are approximate solu-
tions only, and that important features of the complete solutions, such as the gen-
eration of Rayleigh waves, are excluded. These approximate solutions are included
in the present book because they are so much simpler to derive and to analyze than
the full elastodynamic solutions. The full elastodynamic solutions of the problems
considered in this chapter are given in Chaps. 11-13.

In soil mechanics the elastostatic solutions for a line load or a distributed load
on a half plane are of great importance because they provide basic solutions for
the stress distribution in soils due to loads on the surface. In Chaps. 11 and 12 the
solution for two corresponding elastodynamic problems, a line load on a half plane
and a strip load on a half plane, are derived. These chapters rely heavily on the
theory developed by Cagniard and De Hoop. The solutions for impulse loads, which
can be found in many publications, are first given, and then these are used as the
basics for the solutions for the stresses in case of a line load constant in time. These
solutions should tend towards the well known elastostatic limits, as they indeed do.
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An important aspect of these solutions is that for large values of time the Rayleigh
wave is clearly observed, in agreement with the general wave theory for a half plane.
Approximate solutions valid for large values of time, including the Rayleigh waves,
are derived for the line load and the strip load. These approximate solutions may be
useful as the basis for the analysis of problems with a more general type of loading.

Chapter 13 presents the solution for a point load on an elastic half space, a prob-
lem first solved analytically by Pekeris. The solution is derived using integral trans-
forms and an elegant transformation theorem due to Bateman and Pekeris. In this
chapter numerical values are obtained using numerical integration of the final inte-
grals.

In Chap. 14 some problems of moving loads are considered. Closed form solu-
tions appear to be possible for a moving wave load, and for a moving strip load,
assuming that the material possesses some hysteretic damping.

Chapter 15, finally, presents some practical considerations on foundation vibra-
tions. On the basis of solutions derived in earlier chapters approximate solutions are
expressed in the form of equivalent springs and dampings.

The text has been prepared using the IATEX version (Lamport, 1994) of the pro-
gram TEX (Knuth, 1986). The PICTEX macros (Wichura, 1987) have been used to
prepare the figures. Modern software provides a major impetus to the production of
books and papers in facilitating the illustration of complex solutions by numerical
and graphical examples. In this book many solutions are accompanied by parts of
computer programs that have been used to produce the figures, so that readers can
compose their own programs. It is all the more appropriate to acknowledge the effort
that must have been made by earlier authors and their associates in producing their
publications. A case in point is the paper by Lamb, more than a century ago, with
many illustrative figures, for which the computations were made by Mr. Woodall.

The programs used to produce many of the illustrations in the book can be down-
loaded from the website http://geo.verruijt.net. Updates of these programs will be
published on this website. Early versions of the book have been published on this
website, leading to helpful comments by readers from all over the world.

Many thanks are due to Professor A.T. de Hoop for his many helpful and con-
structive ideas and comments, and to Dr. C. Cornejo Cérdova for several years of
joint research. Further comments will be greatly appreciated.

Delft Arnold Verruijt
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Chapter 1
Vibrating Systems

In this chapter a classical basic problem of dynamics will be considered, for the
purpose of introducing various concepts and properties. The system to be considered
is a single mass, supported by a linear spring and a viscous damper. The response
of this simple system will be investigated, for various types of loading, such as a
periodic load and a step load. In order to demonstrate some of the mathematical
techniques the problems are solved by various methods, such as harmonic analysis
using complex response functions, and the Laplace transform method.

1.1 Single Mass System

Consider the system of a single mass, supported by a spring and a dashpot, in which
the damping is of a viscous character, see Fig. 1.1. The spring and the damper form
a connection between the mass and an immovable base (for instance the earth).
According to Newton’s second law the equation of motion of the mass is
d’u
m—s = P(t), 1.1

5 =P (1.1)
where P(t) is the total force acting upon the mass m, and u is the displacement of
the mass.

F
Fig. 1.1 Mass supported by
spring and damper I
A. Verruijt, An Introduction to Soil Dynamics, 1
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2 1 Vibrating Systems

It is now assumed that the total force P consists of an external force F(¢), and
the reaction of a spring and a damper. In its simplest form a spring leads to a force
linearly proportional to the displacement u, and a damper leads to a response linearly
proportional to the velocity du/dt. If the spring constant is k and the viscosity of
the damper is c, the total force acting upon the mass is

P(t)=F( k d_u 1.2
()= F ) = ku— . (1.2)

Thus the equation of motion for the system is

du  du F(t) (13)
m-—-:: C— = . .
dt? dt "

The response of this simple system will be analyzed by various methods, in order to
be able to compare the solutions with various problems from soil dynamics. In many
cases a problem from soil dynamics can be reduced to an equivalent single mass
system, with an equivalent mass, an equivalent spring constant, and an equivalent
viscosity (or damping). The main purpose of many studies is to derive expressions
for these quantities. Therefore it is essential that the response of a single mass sys-
tem under various types of loading is fully understood. For this purpose both free
vibrations and forced vibrations of the system will be considered in some detail.

1.2 Characterization of Viscosity

The damper has been characterized in the previous section by its viscosity c. Alter-
natively this element can be characterized by a response time of the spring-damper
combination. The response of a system of a parallel spring and damper to a unit step
load of magnitude Fy is

Fo
u=7[1 —exp(—t/t)], (1.4)

where ¢, is the response time of the system, defined by
t-=c/k. (1.5)

This quantity expresses the time scale of the response of the system. After a time
of say t & 4t, the system has reached its final equilibrium state, in which the spring
dominates the response. If ¢ < ¢, the system is very stiff, with the damper dominat-
ing its behaviour.
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1.3 Free Vibrations

When the system is unloaded, i.e. F(¢) = 0, the possible vibrations of the system
are called free vibrations. They are described by the homogeneous equation

d’u du
m—s +c— +ku=0. 1.6

dr>  dt (16)
An obvious solution of this equation is # = 0, which means that the system is at
rest. If it is at rest initially, say at time ¢t = 0, then it remains at rest. It is interesting
to investigate, however, the response of the system when it has been brought out of
equilibrium by some external influence. For convenience of the future discussions
we write

wo=k/m, (1.7)

and
2 . c cay c (1.8)
= Q) = = — = . .
O T mwo . k km
The quantity wq will turn out to be the resonance frequency of the undamped system,
and ¢ will be found to be a measure for the damping in the system.

With (1.7) and (1.8) the differential equation can be written as

d’u du 2

WJrz;onerou:o. (1.9)
This is an ordinary linear differential equation, with constant coefficients. According
to the standard approach in the theory of linear differential equations the solution of
the differential equation is sought in the form

u = Aexp(at), (1.10)

where A is a constant, probably related to the initial value of the displacement u,
and « is as yet unknown. Substitution into (1.9) gives

a? + 2t woa + wf = 0. (1.11)

This is called the characteristic equation of the problem. The assumption that the
solution is an exponential function, see (1.10), appears to be justified, if (1.11) can
be solved for the unknown parameter «. The possible values of « are determined by
the roots of the quadratic equation (1.11). These roots are, in general,

0[1,2:—§'a)():i:a)0,/§'2—1. (1.12)

These solutions may be real, or they may be complex, depending upon the sign of
the quantity 2 — 1. Thus, the character of the response of the system depends upon
the value of the damping ratio ¢, because this determines whether the roots are real
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or complex. The various possibilities will be considered separately below. Because

many systems are only slightly damped, it is most convenient to first consider the
case of small values of the damping ratio ¢.

Small Damping

When the damping ratio is smaller than 1, { < 1, the roots of the characteristic
equation (1.11) are both complex,

a1,2=—é'a)():|:ia)0\/l—§2, (1.13)

where i is the imaginary unit, i = «/—1. In this case the solution can be written as

u=Arexp(imwt) exp(—Zwot) + Az exp(—iwit) exp(—Lwopt), (1.14)

wlzwow/l—ﬁz. (1.15)

The complex exponential function exp(iw;¢) may be expressed as

where

exp(iwit) = cos(wit) + i sin(wit). (1.16)

Therefore the solution (1.14) may also be written in terms of trigonometric func-
tions, which is often more convenient,

u = Cjcos(wit) exp(—Swot) + Co sin(w1t) exp(—Lwot). (1.17)

The constants C; and C, depend upon the initial conditions. When these initial
conditions are that at time # = O the displacement is given to be u( and the velocity
is zero, it follows that the final solution is

u cos(wit — )

—_—=— —Cwot), 1.18
i cos(W) exp(—&wor) (1.18)

where 1 is a phase angle, defined by
an(py =25 - & (1.19)

o J1-¢2

The solution (1.18) is a damped sinusoidal vibration. It is a fluctuating function, with
its zeroes determined by the zeroes of the function cos(w;t — V), and its amplitude
gradually diminishing, according to the exponential function exp(—¢wot).

The solution is shown graphically in Fig. 1.2 for various values of the damp-
ing ratio ¢. If the damping is small, the frequency of the vibrations is practically
equal to that of the undamped system, wyg, see also (1.15). For larger values of the
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Fig. 1.2 Free vibrations of a weakly damped system

damping ratio the frequency is slightly smaller. The influence of the frequency on
the amplitude of the response then appears to be very large. For large frequencies
the amplitude becomes very small. If the frequency is so large that the damping
ratio ¢ approaches 1 the character of the solution may even change from that of a
damped fluctuation to the non-fluctuating response of a strongly damped system.
These conditions are investigated below.

Critical Damping

When the damping ratio is equal to 1, ¢ = 1, the characteristic equation (1.11) has
two equal roots,

051,2= —aQ(. (120)

In this case the damping is said to be critical. The solution of the problem in this
case is, taking into account that there is a double root,

u = (A + Bt)exp(—wot), (1.21)
where the constants A and B must be determined from the initial conditions. When
these are again that at time ¢ = O the displacement is u( and the velocity is zero, it
follows that the final solution is

u =up(l + wot) exp(—wot). (1.22)

This solution is shown in Fig. 1.3, together with some results for large damping
ratios.
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Fig. 1.3 Free vibrations of a strongly damped system
Large Damping

When the damping ratio is greater than 1 (¢ > 1) the characteristic equation (1.11)

has two real roots,
a12=—Cwo £ woy/¢? — 1. (1.23)

The solution for the case of a mass point with an initial displacement #y and an
initial velocity zero now is

u — _® exp(—wit) — _er exp(—wat), (1.24)
uo wy — w1 w2 — W]
where
w1 =wo({ —4/¢2 = 1), (1.23)
and
wr =wo(§ ++/¢2—1). (1.26)

This solution is also shown graphically in Fig. 1.3, for ¢ =2 and ¢ = 5. It ap-
pears that in these cases, with large damping, the system will not oscillate, but will
monotonously tend towards the equilibrium state u = 0.

1.4 Forced Vibrations

In the previous section the possible free vibrations of the system have been investi-
gated, assuming that there was no load on the system. When there is a certain load,
periodic or not, the response of the system also depends upon the characteristics of
this load. This case of forced vibrations is studied in this section and the next. In the
present section the load is assumed to be periodic.
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For a periodic load the force F(¢) can be written, in its simplest form, as
F = Fycos(wt), (1.27)

where w is the given circular frequency of the load. In engineering practice the
frequency is sometimes expressed by the frequency of oscillation f, defined as the
number of cycles per unit time (cps, cycles per second),

f=w/2m. (1.28)

In order to study the response of the system to such a periodic load it is most con-
venient to write the force as

F =%{Fyexp(iowt)}, (1.29)

where the symbol N indicates the real value of the term between brackets. If it is
assumed that Fj is real the two expressions (1.27) and (1.29) are equivalent.

The solution for the displacement u is now also written in terms of a complex
variable,

u=MU exp(iwt)}, (1.30)
where U in general will appear to be complex. Substitution of (1.30) and (1.29) into
the differential equation (1.3) gives

k +icow —mo*)U = F. (1.31)

Actually, only the real part of this equation is obtained, but it is convenient to add
the (irrelevant) imaginary part of the equation, so that a fully complex equation
is obtained. After all the calculations have been completed the real part should be
considered only, in accordance with (1.30).

The solution of the problem defined by (1.31) is

_ Fo/k
14 2i¢w/w — ? [}

(1.32)

where, as before,

c cawy c
@y =~/k/m ¢ - T — (1.33)

The quantity wq is the resonance frequency of the undamped system, and ¢ is a
measure for the damping in the system.
With (1.30) and (1.32) the displacement is now found to be

u = ugcos(wt — ), (1.34)
where the amplitude u is given by
Fo/k
uy = )
J = 0?/d)? + 2¢ wfan)?

(1.35)




8 1 Vibrating Systems

and the phase angle ¥ is given by

tan¢=12_§272/;‘28. (1.36)
In terms of the original parameters the amplitude can be written as
g = Fo/k , (1.37)
VI —mw?/k)? + (co/k)?
and in terms of these parameters the phase angle i is given by
tamﬁ:%. (1.38)

It is interesting to note that for the case of a system of zero mass these expressions
tend towards simple limits,

Fo/k
m=0: up= Ok (1.39)

V1+ (co/k)?

and
m=0 tamﬁ:%. (1.40)

The amplitude of the system, as described by (1.35), is shown graphically in Fig. 1.4,
as a function of the frequency, and for various values of the damping ratio ¢. It
appears that for small values of the damping ratio there is a definite maximum of
the response curve, which even becomes infinitely large if { — 0. This is called
resonance of the system. If the system is undamped resonance occurs if w = wg =
k/m. This is sometimes called the eigen frequency of the free vibrating system.
One of the most interesting aspects of the solution is the behaviour near res-
onance. Actually the maximum response occurs when the slope of the curve in

1 Jlle-us
oAl
\

0 w/wo
1 2 3 4 5

Fig. 1.4 Amplitude of forced vibration
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Fig. 1.5 Phase angle of forced vibration

Fig. 1.4 is horizontal. This is the case when dug/dw = 0, or, with (1.35),

dug w
—=0: —=,/1-2¢2 1.41
Jo o0 y ¢ (1.41)

For small values of the damping ratio ¢ this means that the maximum amplitude
occurs if the frequency w is very close to wy, the resonance frequency of the un-
damped system. For large values of the damping ratio the resonance frequency may
be somewhat smaller, even approaching 0 when 2¢2 approaches 1. When the damp-
ing ratio is very large, the system will never show any sign of resonance. Of course
the price to be paid for this very stable behaviour is the installation of a damping
element with a very high viscosity.

The phase angle v is shown in a similar way in Fig. 1.5. For small frequencies,
that is for quasi-static loading, the amplitude of the system approaches the static
response Fp/k, and the phase angle is practically 0. In the neighbourhood of the
resonance frequency of the undamped system (i.e. if w/wp ~ 1) the phase angle
is about /2, which means that the amplitude is maximal when the force is zero,
and vice versa. For very rapid fluctuations the inertia of the system may prevent
practically all vibrations (as indicated by the very small amplitude, see Fig. 1.4), but
the system moves out of phase, as indicated by the phase angle approaching 7, see
Fig. 1.5.

Dissipation of Work

An interesting quantity is the dissipation of work during a full cycle. This can be
derived by calculating the work done by the force during a full cycle,

2
d
W= Far. (1.42)
wt=0 dt
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With (1.27) and (1.34) one obtains
W =7 Foug sin. (1.43)

Because the duration of a full cycle is 27 /w the rate of dissipation of energy (the
dissipation per second) is

. 1
D=W= EFOMO(U siny. (1.44)

This formula expresses that the dissipation rate is proportional to the amplitudes of
the force and the displacement, and also to the frequency. This is because there are
more cycles per second in which energy may be dissipated if the frequency is higher.
The proportionality factor sinyr, which depends upon the phase angle 1, and thus
upon the viscosity ¢, see (1.8), finally expresses the relative part of the energy that
is dissipated. The maximum of this factor is 1, if the displacement and the force are
out of phase. Its minimum is 0, when the viscosity of the damper is zero.

Using the expressions for tan  and Fp/ug given in (1.35) and (1.36) the formula
for the energy dissipation per cycle can also be written in various other forms. One
of the simplest expressions appears to be

W=rncwu}. (1.45)

This shows that the energy dissipation is zero for static loading (when the frequency
is zero), or when the viscosity vanishes. It may be noted that the formula suggests
that the energy dissipation may increase indefinitely when the frequency is very
large, but this is not true. For very high frequencies the displacement u(y becomes
very small. In this respect the original formula, (1.43), is a more useful general
expression.

1.5 Equivalent Spring and Damping

The analysis of the response of a system to a periodic load, characterized by a time
function exp(iwt), often leads to a relation of the form

F=(K+iCw)U, (1.46)

where U is the amplitude of a characteristic displacement, F' is the amplitude of the
force, and K and C may be complicated functions of the parameters representing
the properties of the system, and perhaps also of the frequency w. Comparison of
this relation with (1.31) shows that this response function is of the same character
as that of a combination of a spring and a damper. This means that the system
can be considered as equivalent with such a spring-damper system, with equivalent
stiffness K and equivalent damping C. The response of the system can then be
analyzed using the properties of a spring-damper system. This type of equivalence
will be used in Chap. 15 to study the response of a vibrating mass on an elastic half
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plane. The method can also be used to study the response of a foundation pile in an
elastic layer. Actually, it is often very convenient and useful to try to represent the
response of a complicated system to a harmonic load in the form of an equivalent
spring stiffness K and an equivalent damping C.

In the special case of a sinusoidal displacement one may write

u = 33{U exp(iowt)} = U sin(wt), (1.47)
if U is real. The corresponding force now is, with (1.46),
F=3{(K +iCw)U exp(iwt)}, (1.48)

or,
F ={K sin(wt) + Cwcos(wt)}U. (1.49)

This is another useful form of the general relation between force and displacement
in case of a spring K and damping C.

1.6 Solution by Laplace Transform Method

It may be interesting to present also the method of solution of the original differen-
tial equation (1.3),

2
m% —l—cz—l: +ku=F(), (1.50)
by the Laplace transform method. This is a general technique, that enables to solve
the problem for any given load F () (Churchill, 1972). As an example the problem
will be solved for a step load, applied at time r =0,

) 0, ifr<0, wsh
| Fy, ift>0. ’

It is assumed that at time ¢ = 0 the system is at rest, so that both the displacement u
and the velocity du/dt are zero at time t = 0.
The Laplace transform of the displacement u is defined as

o0
ﬁ:/ u exp(—st)dt, (1.52)
0

where s is the Laplace transform variable. The most characteristic property of the
Laplace transform is that differentiation with respect to time ¢ is transformed into
multiplication by the transform parameter s. Thus the differential equation (1.50)
becomes

(ms2+cs+k)ﬁ—/ooF(t)ex _sydr =2
= p(—st)dt = —. (1.53)
0 N
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Again it is convenient to introduce the characteristic frequency wg and the damping
ratio ¢, see (1.7) and (1.8), such that

k = wim, (1.54)

and
c=2¢{mawyg. (1.55)

The solution of the algebraic equation (1.53) is

=56 +£?§Zs1+wz>’ (1:56)
where

o=t —iy/1-2?). (157)
and

w2=w0(§+i,/1—g2). (1.58)

These definitions are in agreement with (1.25) and (1.26) given above.
The solution (1.56) can also be written as

_ R 1 1 1
T— L0 _ + . (159
m (wiwys w1l —w)(s+w1)  ww2 —w1)(s +w)

In this form the solution is suitable for inverse Laplace transformation. The result is

u (1.60)

_@ 1 _ exp(—wit) exp(—wat)
= .

wiwy  wi(wy—w)  wy(w—w)

Using the definitions (1.57) and (1.58) and some elementary mathematical opera-
tions this expression can also be written as

u= @{1 - [cos(a)ot,/ J I 4“2) + _£ sin(wot,/l - §2>] exp(—;wot)}.
k /1 — ;2
(1.61)
This formula applies for all values of the damping ratio ¢. For values larger than 1,

however, the formula is inconvenient because then the factor /1 — ¢2 is imaginary.
For such cases the formula can better be written in the equivalent form

u= %{1 — [cosh(a)ot,/;2 - 1) + \/% sinh((uot,/g2 — 1)] exp(—{wot)}.

(1.62)
For the case of critical damping, { = 1, both formulas contain a factor 0/0, and the
solution seems to degenerate. For that case a simple expansion of the functions near
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Fig. 1.6 Response to step load

¢ =1 gives, however,

F
r=1: uzf{l—(wwm)exp(—wm)}. (1.63)

Figure 1.6 shows the response of the system as a function of time, for various
values of the damping ratio. It appears that an oscillating response occurs if the
damping is smaller than critical. When there is absolutely no damping these os-
cillations will continue forever, but damping results in the oscillations gradually
vanishing. The system will ultimately approach its new equilibrium state, with a
displacement Fp/k. When the damping is sufficiently large, such that ¢ > 1, the
oscillations are suppressed, and the system will approach its equilibrium state by a
monotonously increasing function.

It has been shown in this section that the Laplace transform method can be used to
solve the dynamic problem in a straightforward way. For a step load this solution
method leads to a relatively simple closed form solution, which can be obtained by
elementary means. For other types of loading the analysis may be more complicated,
however, depending upon the characteristics of the load function.

1.7 Hysteretic Damping

In this section an alternative form of damping is introduced, hysteretic damping,
which may be better suited to describe the damping in soils.
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It is first recalled that the basic equation of a single mass system is, see (1.3),

du du F(1) (1.64)
m— +c— U= , .
dt? dt

where c is the viscous damping.
In the case of forced vibrations the load is

F(t) = Fycos(wt), (1.65)

where Fy is a given amplitude, and w is a given frequency. As seen in Sect. 1.4 the
response of the system can be obtained by writing

u=R{Uexplior)}, (1.66)

where U may be complex. Substitution of (1.66) and (1.65) into the differential
equation (1.64) leads to the equation

k +ico —mw*)U = F. (1.67)

In Sect. 1.4 it was assumed that the viscosity c is a constant. In that case the damping
ratio ¢ was defined as

2= =0 (1.68)

where

wy =+k/m, (1.69)

the resonance frequency (or eigen frequency) of the undamped system. All this
means that the influence of the damping depends upon the frequency, see for in-
stance Fig. 1.4, which shows that the amplitude of the vibrations tends towards zero
when w/wy — 00.

A different type of damping is hysteretic damping, which may be used to rep-
resent the damping caused in a vibrating system by dry friction. In this case it is
assumed that the factor cw/k is constant. The damping ratio ¢ is now defined as

2h = wty = % (1.70)

It is often considered that hysteretic damping is a more realistic representation of
the behaviour of soils than viscous damping. The main reason is that the irreversible
(plastic) deformations that occur in soils under cyclic loading are independent of the
frequency of the loading. This can be expressed by a constant damping ratio ¢, as
defined here.

Equation (1.67) now can be written as

k(1 +2ig, — 0*/0})U = Fo, (1.71)
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with the solution

Fo/k
S 7L S— (1.72)
1+2ig, — o?/wj
The displacement u now is
u = ugpcos(wt — ), (1.73)
where the amplitude ug is given by
Fo/k
o = o/ , (1.74)
J -/} +4g
and the phase angle ¥, is given by
28
tany = ———. 1.75
U ST (1.75)
For a system of zero mass these expressions tend towards simple limits,
Fo/k
m=0: up= 2k (1.76)
J1+422
and
m=0 : tany, =2¢,. (L.77)

These formulas express that in this case both the amplitude and the phase shift
are constant, independent of the frequency w. This means that the response of the
system is independent of the speed of loading and unloading. This is a familiar
characteristic of materials such as soft soils (especially granular materials) under
cyclic loading. For this reason hysteretic damping seems to be a more realistic form
of damping in soils than viscous damping (Hardin, 1965; Verruijt, 1999).

The amplitude of the system, as described by (1.74), is shown graphically in
Fig. 1.7, as a function of the frequency, and for various values of the hysteretic
damping ratio ¢,. The behaviour is very similar to that of a system with viscous
damping, see Fig. 1.4, except for small values of the frequency. However, in this
system the influence of the mass dominates the response, especially for high fre-
quencies.

The phase angle is shown in Fig. 1.8. Again it appears that the main difference
with the system having viscous damping occurs for small values of the frequency.
For large values of the frequency the influence of the mass appears to dominate the
response of the system.

It should be noted that in the absence of mass the response of a system with
hysteretic damping is quite different from that of a system with viscous damping, as
demonstrated by the difference between (1.39) and (1.76). In a system with viscous
damping the amplitude tends towards zero for high frequencies, see (1.39), whereas
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Fig. 1.7 Amplitude of forced vibration, hysteretic damping
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Fig. 1.8 Phase angle of forced vibration, hysteretic damping

in a system with hysteretic damping (and zero mass) the amplitude is independent
of the frequency, see (1.76).



Chapter 2
Waves in Piles

In this chapter the problem of the propagation of compression waves in piles is
studied. This problem is of importance when considering the behaviour of a foun-
dation pile and the soil during pile driving, and under dynamic loading, such as
the behaviour of a pile in the foundation of a railway bridge. Because of the one-
dimensional character of the problem, and the simple shape of the pile, usually hav-
ing a constant cross section and a long length, this is one of the simplest problems
of wave propagation in a mathematical sense, and therefore it may be used to il-
lustrate some of the main characteristics of engineering dynamics. Several methods
of analysis will be used: the Laplace transform method, separation of variables, the
method of characteristics, and numerical solution methods.

2.1 One-Dimensional Wave Equation

First, the case of a free standing pile will be considered, ignoring the interaction
with the soil. In later sections the friction interaction with the surrounding soil, and
the interaction with the soil at the base will be considered.

Consider a pile of constant cross sectional area A, consisting of a linear elastic
material, with modulus of elasticity E. If there is no friction along the shaft of the
pile the equation of motion of an element is

ON 82w
PR TER @

where p is the mass density of the material, and w is the displacement in axial
direction. The normal force N is related to the stress by

N=0A,
and the stress is related to the strain by Hooke’s law for the pile material

o=FEs.

A. Verruijt, An Introduction to Soil Dynamics, 17
Theory and Applications of Transport in Porous Media 24,
© Springer Science+Business Media B.V. 2010
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Fig. 2.1 Element of pile

Finally, the strain is related to the vertical displacement w by the relation
e =0w/oz.

Thus the normal force N is related to the vertical displacement w by the relation

]
N=EAZZ. 2.2)
0z
Substitution of (2.2) into (2.1) gives
92w _ 2w 2.3)
02 P '

This is the wave equation. It can be solved analytically, for instance by the Laplace
transform method, separation of variables, or by the method of characteristics, or it
can be solved numerically. All these techniques are presented in this chapter. The
analytical solution will give insight into the behaviour of the solution. A numerical
model is particularly useful for more complicated problems, involving friction along
the shaft of the pile, and non-uniform properties of the pile and the soil.

2.2 Solution by Laplace Transform Method

Many problems of one-dimensional wave propagation can be solved conveniently
by the Laplace transform method (Churchill, 1972), see also Appendix A. Some
examples of this technique are given in this section.

2.2.1 Pile of Infinite Length
The Laplace transform of the displacement w is defined by
(o)
w(z,s) =/ w(z,t) exp(—st)dt, 2.4)
0

where s is the Laplace transform parameter, which can be assumed to have a positive
real part. Now consider the problem of a pile of infinite length, which is initially at
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rest, and on the top of which a constant pressure is applied, starting at time ¢ = 0.
The Laplace transform of the differential equation (2.3) now is

dw  s?_ 2.5)
_— = —u), .
dz? c2

where c is the wave velocity,
c=JE/p. 2.6)

The solution of the ordinary differential equation (2.5) that vanishes at infinity is
w = Aexp(—sz/c). 2.7

The integration constant A, which may depend upon the transformation parameter
s, can be obtained from the boundary condition. For a constant pressure pg applied
at the top of the pile this boundary condition is

9
2=0,1>0: EXX = _p,. 2.8)
a9z

The Laplace transform of this boundary condition is

.
;=0: EEX__P0 (2.9)
dz s

With (2.7) the value of the constant A can now be determined. The result is

A:%, (2.10)

so that the final solution of the transformed problem is

w= L% exp(—sz/o) @.11)
w = — exp(—sz/c). .
Es2 P2
The inverse transform of this function can be found in elementary tables of Laplace
transforms, see for instance Abramowitz and Stegun (1964) or Churchill (1972).
The final solution now is

pe(t —z/c)
w= Pt =20

= H(—z/o), 2.12)

where H (t — tg) is Heaviside’s unit step function, defined as

H— 1) 0, ift <, 2.13)
O ERT . '

The solution (2.12) indicates that a point in the pile remains at rest as long as t < z/c.
From that moment on (this is the moment of arrival of the wave) the point starts to
move, with a linearly increasing displacement, which represents a constant velocity.
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It may seem that this solution is in disagreement with Newton’s second law,
which states that the velocity of a mass point will linearly increase in time when a
constant force is applied. In the present case the velocity is constant. The moving
mass gradually increases, however, so that the results are really in agreement with
Newton’s second law: the momentum (mass times velocity) linearly increases with
time. Actually, Newton’s second law is the basic principle involved in deriving the
basic differential equation (2.3), so that no disagreement is possible, of course.

2.2.2 Pile of Finite Length

The Laplace transform method can also be used for the analysis of waves in piles of
finite length. Many solutions can be found in the literature (Churchill, 1972; Carslaw
and Jaeger, 1948). An example will be given below.

Consider the case of a pile of finite length, say &, see Fig. 2.2. The boundary
z =0 is free of stress, and the boundary z = / undergoes a sudden displacement, at
time # = 0. Thus the boundary conditions are

ow
z=0,1r>0: — =0, (2.14)
0z
and
z=h,t>0: w=wp. (2.15)

The general solution of the transformed differential equation

dw  s?_
is
w = Aexp(sz/c) + Bexp(—sz/c). 2.17)

The constants A and B (which may depend upon the Laplace transform parameter s)
can be determined from the transforms of the boundary conditions (2.14) and (2.15).
The result is

wq cosh(sz/c)

s cosh(sh/c) 2.18)

w =

The mathematical problem now remaining is to find the inverse transform of this
expression. This can be accomplished by using the complex inversion integral

Fig. 2.2 Pile of finite length
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Fig. 2.3 Displacement of w/wo
free end

ct
0 h

(Churchill, 1972), or its simplified form, the Heaviside expansion theorem, see Ap-
pendix A. This gives, after some elementary mathematical analysis,

w _ __Z S cos[(2k+1)ﬂ}cos[(zk+1)”—”} (2.19)
« 2k + 2h 2h | ‘

As a special case one may consider the displacement of the free end z = 0. This is
found to be

W 4 (=DF met

This expression is of the form of a Fourier series. Actually, it is the same series as
the one given in the example in Appendix A, except for a constant factor and some
changes in notation. The summation of the series is shown in Fig. 2.3.

It appears that the free end remains at rest for a time //c, then suddenly shows
a displacement 2w for a time span 24 /¢, and then switches continuously between
zero displacement and 2wg. The physical interpretation, which may become more
clear after considering the solution of the problem by the method of characteristics
in a later section, is that a compression wave starts to travel at time t = 0 towards
the free end, and then is reflected as a tension wave in order that the end remains
free. The time %/c is the time needed for a wave to travel through the entire length
of the pile.

2.3 Separation of Variables

For certain problems, especially problems of continuous vibrations, the differen-
tial equation (2.3) can be solved conveniently by a method known as separation of
variables. Two examples will be considered in this section.
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2.3.1 Shock Wave in Finite Pile

As an example of the general technique used in the method of separation of variables
the problem of a pile of finite length loaded at time ¢ = 0 by a constant displacement
at one of its ends will be considered once more. The differential equation is

92w 282w

— =, 2.21
a2 ¢ o2 221)
with the boundary conditions
ow
z=0,1tr>0: —=0, (2.22)
9z
and
z=h,t>0: w=uwyp. (2.23)

The first condition expresses that the boundary z = 0 is a free end, and the second
condition expresses that the boundary z = / is displaced by an amount wg at time
t = 0. The initial conditions are supposed to be that the pile is at rest at t = 0.

The solution of the problem is now sought in the form

w=wo+ Z()T (). (2.24)

The basic assumption here is that solutions can be written as a product of two func-
tions, a function Z(z), which depends upon z only, and another function 7 (¢), which
depends only on . Substitution of (2.24) into the differential equation (2.21) gives

114d*T 1d%*z 5 o5

AT di2  Zd?' 223
The left hand side of this equation depends upon ¢ only, the right hand side depends
upon z only. Therefore the equation can be satisfied only if both sides are equal to
a certain constant. This constant may be assumed to be negative or positive. If it is
assumed that this constant is negative one may write

Ld’Z _ 22 (2.26)
Zdz?2 ’
where A is an unknown constant. The general solution of (2.26) is
Z = Cicos(Az) + Cysin(Az), 2.27)

where C1 and C» are constants. They can be determined from the boundary con-
ditions. Because dZ/dz must be 0 for z = 0 it follows that C, = 0. If now it is
required that Z = 0 for z = A, in order to satisfy the boundary condition (2.23), it
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follows that a non-zero solution can be obtained only if cos(Ah) = 0, which can be
satisfied if

k:kk=(2k+l);—h, k=0,1,2,.... (2.28)
On the other hand, one obtains for the function T
1d°T 2.2
—— =2 2.29
T di? ¢ (229)
with the general solution
T = Acos(Act) + Bsin(Act). (2.30)
The solution for the displacement w can now be written as
o0
w=wy + Z[Ak cos(Aret) + By sin(Axct) | cos(Agz). (2.31)
k=0
The velocity now is
Jw ad .
- = > [~ Acrkesin(iect) + Bihke cos(hicet)] cos(Aez). (2.32)
k=0

Because this must be zero for t = 0 and all values of z, to satisfy the initial condition
of rest, it follows that By = 0. Furthermore, the initial condition that the displace-
ment must also be zero for + = 0, now leads to the equation

o0
ZAk cos(Axz) = —wo, (2.33)
k=0

which must be satisfied for all values of z in the range O < z < k. This is the standard
problem from Fourier series analysis, see Appendix A. It can be solved by multipli-
cation of both sides by cos(A;z), and then integrating both sides over z from z =0
to z = h. The result is

4w
T k+1)

Substitution of this result into the solution (2.31) now gives finally, with By =0,

(- Dk (2.34)

Ag

W 4 & (= Dk Tz et
o= T+ g T cos|:(2k+ 1)E:|Cos|:(2k+ DE] (2.35)

This is exactly the same result as found earlier by using the Laplace transform
method, see (2.19). It may give some confidence that both methods lead to the same
result.
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The solution (2.35) can be seen as a summation of periodic solutions, each com-
bined with a particular shape function. Usually a periodic function is written as
cos(wt). In this case it appears that the possible frequencies are

w:wk=(2k+l)g, k=0,1,2,.... (2.36)

These are usually called the characteristic frequencies, or eigen frequencies of the
system. The corresponding shape functions

1//k(z)=cos|:(2k+l)%:|, k=0,1,2,..., (2.37)

are the eigen functions of the system.

2.3.2 Periodic Load

The solution is much simpler if the load is periodic, because then it can be assumed
that all displacements are periodic. As an example the problem of a pile of finite
length, loaded by a periodic load at one end, and rigidly supported at its other end,
will be considered, see Fig. 2.4. In this case the boundary conditions at the left side
boundary, where the pile is supported by a rigid wall or foundation, is

z=0: w=0. (2.38)
The boundary condition at the other end is

0
z=h:o= Ea—w — _posin(wr), (2.39)
z
where £ is the length of the pile, and w is the frequency of the periodic load.
It is again assumed that the solution of the partial differential equation (2.3) can
be written as the product of a function of z and a function of ¢. In particular, because
the load is periodic, it is now assumed that

w =W (z)sin(wt). (2.40)

Substitution into the differential equation (2.3) shows that this equation can indeed
be satisfied, provided that the function W (z) satisfies the ordinary differential equa-
tion
d*w w?
dz2 -2

where ¢ = v/ E/p, the wave velocity.

(2.41)

=

Fig. 2.4 Pile loaded by l
periodic pressure
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The solution of the differential equation (2.41) that also satisfies the two bound-
ary conditions (2.38) and (2.39) is

poc sin(wz/c)

W)= "~ Ew cos(wh/c)

(2.42)

This means that the final solution of the problem is, with (2.42) and (2.40),

__Poc sin(wz/c) .
w(z, t) = o —cos(a)h/c) sin(wt). (2.43)

It can easily be verified that this solution satisfies all requirements, because it satis-
fies the differential equation, and both boundary conditions. Thus a complete solu-
tion has been obtained by elementary procedures. Of special interest is the motion
of the free end of the pile. This is found to be

w(h, t) = wg sin(wt), (2.44)
where
wo = — 2% tan(wh /c). (2.45)
EFw

The amplitude of the total force, Fp = —poA, can be written as

EA w

¢ tan(wh/c) wo- (2.46)

Fo=

Resonance

It may be interesting to consider the case that the frequency w is equal to one of the
eigen frequencies of the system,

w:wk=(2k+1)g, k=0.1.2..... (2.47)

In that case cos(wh/c) = 0, and the amplitude of the displacement, as given
by (2.45), becomes infinitely large. This phenomenon is called resonance of the
system. If the frequency of the load equals one of the eigen frequencies of the sys-
tem, this may lead to very large displacements, indicating resonance.

In engineering practice the pile may be a concrete foundation pile, for which
the order of magnitude of the wave velocity ¢ is about 3000 m/s, and for which a
normal length / is 20 m. In civil engineering practice the frequency w is usually
not very large, at least during normal loading. A relatively high frequency is say
@ =20s"!. In that case the value of the parameter wh /c is about 0.13, which is
rather small, much smaller than all eigen frequencies (the smallest of which occurs
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for wh/c = m/2). The function tan(wh/c) in (2.46) may now be approximated by
its argument, so that this expression reduces to

EA
wh/cKL1 : Fy~ o wo. (2.48)

This means that the pile can be considered to behave, as a first approximation, as a
spring, without mass, and without damping. In many situations in civil engineering
practice the loading is so slow, and the elements are so stiff (especially when they
consist of concrete or steel), that the dynamic analysis can be restricted to the motion
of a single spring.

It must be noted that the approximation presented above is not always justified.
When the material is soft (e.g. soil) the velocity of wave propagation may not be that
high. And loading conditions with very high frequencies may also be of importance,
for instance during installation (pile driving). In general one may say that in order
for dynamic effects to be negligible, the loading must be so slow that the frequency
is considerably smaller than the smallest eigen frequency.

2.4 Solution by Characteristics

A powerful method of solution for problems of wave propagation in one dimension
is provided by the method of characteristics. This method is presented in this section.
The wave equation (2.3) has solutions of the form

w=fi(z—ct) + fr(z+ct), (2.49)

where f1 and f> are arbitrary functions, and c is the velocity of propagation of
waves,

c=yE/p. (2.50)

In mathematics the directions z = ct and z = —ct are called the characteristics. The
solution of a particular problem can be obtained from the general solution (2.49) by
using the initial conditions and the boundary conditions.

A convenient way of constructing solutions is by writing the basic equations in
the following form

do _ v 2.51)
0z Par '
do ov

—=FE—, (2.52)
ot 9z

where v is the velocity, v = dw/dt, and o is the stress in the pile.
In order to simplify the basic equations two new variables & and 7 are introduced,
defined by

E=z—ct, n=z+4ct. (2.53)
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Equations (2.51) and (2.52) can now be transformed into

do n do Jv n Jv (2.54)
R _— = C —_—— — ’ .
9t " an PN\ T T oy

do 0o Jv  dv

do. 00 _ (3 ) 255
0 an C(as * 8n> (233

from which it follows, by addition or subtraction of the two equations, that

d(c — Jv)
— =0, (2.56)
an
d J
o +Jv) _ (2.57)
98
where J is the impedance,
J =pc=+/Ep. (2.58)
In terms of the original variables z and ¢ the equations are
a(c —J
90 = Jv) — (2.59)
a(z+ct)
a J
9o + Jv) — (2.60)
d(z —ct)

These equations mean that the quantity o — Jv is independent of z +ct, and o + Jv
is independent of z — cz. This means that

o—Jv=fi(z —ect), 2.61)
o+Jv=fr(z+ecr). (2.62)

These equations express that the quantity o — Jv is a function of z — ¢t only, and that
o + Jv is a function of z + ¢t only. This means that 0 — Jv is constant when z — ct
is constant, and that o 4+ Jv is constant when z + ct is constant. These properties
enable to construct solutions, either in a formal analytical way, or graphically, by
mapping the solution, as represented by the variables o and Jv, onto the plane of
the independent variables z and ct.

As an example let there be considered the case of a free pile, which is hit at
its upper end z = 0 at time ¢ = 0 such that the stress at that end is — p. The other
end, z = h, is free, so that the stress is zero there. The initial state is such that all
velocities are zero. The solution is illustrated in Fig. 2.5. In the upper figure, the
diagram of z and ct has been drawn, with lines of constant z — ¢t and lines of
constant z + ct. Because initially the velocity v and the stress o are zero throughout
the pile, the condition in each point of the pile is represented by the point 1 in the
lower figure, the diagram of ¢ and Jv. The points in the lower left corner of the
upper diagram (this region is marked 1) can all be reached from points on the axis
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ct

Ju

g

Fig. 2.5 The method of characteristics

ct =0 (for which 0 =0 and Jv = 0) by a downward going characteristic, i.e. lines
z — ct = constant. Thus in all these points o — Jv = 0. At the bottom of the pile
the stress is always zero, o = 0. Thus in the points in region 1 for which z =0
the velocity is also zero, Jv = 0. Actually, in the entire region 1 : 0 = Jv =0,
because all these points can be reached by an upward going characteristic and a
downward going characteristic from points where o = Jv = 0. The point 1 in the
lower diagram thus is representative for all points in region 1 in the upper diagram.

For ¢ > 0 the value of the stress o at the upper boundary z = 0 is —p, for all
values of ¢. The velocity is unknown, however. The axis z = 0 in the upper diagram
can be reached from points in the region 1 along lines for which z 4 ¢t = constant.
Therefore the corresponding point in the diagram of o and Jv must be located on
the line for which o + Jv = constant, starting from point 1. Because the stress o
at the top of the pile must be —p the point in the lower diagram must be point 2.
This means that the velocity is Jv = p, or v = p/J. This is the velocity of the
top of the pile for a certain time, at least for ct = 2h, if & is the length of the pile,
because all points for which z =0 and ¢t < 2h can be reached from region 1 along
characteristics z + ct = constant.

At the lower end of the pile the stress ¢ must always be zero, because the pile
was assumed to be not supported. Points in the upper diagram on the line z = & can
be reached from region 2 along lines of constant x — ct. Therefore they must be
located on a line of constant N — Jv in the lower diagram, starting from point 2.
This gives point 3, which means that the velocity at the lower end of the pile is now
v =2p/J. This velocity applies to all points in the region 3 in the upper diagram.
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Fig. 2.6 Velocity of the ct
bottom of the pile

v

In this way the velocity and the stress in the pile can be analyzed in successive
steps. The thick lines in the upper diagram are the boundaries of the various regions.
If the force at the top continues to be applied, as is assumed in Fig. 2.5, the velocity
of the pile increases continuously. Figure 2.6 shows the velocity of the bottom of the
pile as a function of time. The velocity gradually increases with time, because the
pressure p at the top of the pile continues to act. This is in agreement with Newton’s
second law, which states that the velocity will increase linearly under the influence
of a constant force.

2.5 Reflection and Transmission of Waves

An interesting aspect of wave propagation in continuous media is the behaviour

of waves at surfaces of discontinuity of the material properties. In order to study

this phenomenon let us consider the propagation of a short shock wave in a pile

consisting of two materials, see Fig. 2.7. A compression wave is generated in the

pile by a pressure of short duration at the left end of the pile. The pile consists of

two materials: first a stiff section, and then a very long section of smaller stiffness.
The solution of the basic equations in the first section can be written as

v=v1 = fiz —cit) + falz + a1t), (2.63)
o =o1=—pic1fiz —cit) + pic1 f2(z +cr), (2.64)
where p; is the density of the material in that section, and c; is the wave veloc-
ity, c; = +/E1/p1. It can easily be verified that this solution satisfies the two basic
differential equations (2.51) and (2.52).
In the second part of the pile the solution is
V=12 =g1(z — c2t) + g2(z + c2t), (2.65)
o =0y =—p0281(z — c2t) + p2c282(z + 1), (2.60)
where p> and c¢; are the density and the wave velocity in that part of the pile.

At the interface of the two materials the value of z is the same in both solutions,
say z = h, and the condition is that both the velocity v and the normal stress o must

Fig. 2.7 Non-homogeneous g:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:..
pile
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be continuous at that point, at all values of time. Thus one obtains

fith —cit) + fa(h +c1t) = g1(h — c2t) + g2(h + c2t), (2.67)

—pici fi(h —cit) + pic1 fa(h + cit)
= —pc2g1(h —cat) + pacaga(h + cat). (2.68)

If we write

Si(h —cit) = Fi (1), (2.69)
falh+cit) = F> (1), (2.70)
g1(h —cat) = G1(1), (2.71)
g2(h + cat) = Ga(1), (2.72)

then the continuity conditions are

Fi(t)+ F2(t) =G (1) + Ga(b), (2.73)
—p1c1F1(t) + p1c1 Fa(t) = — 202G 1(2) + p2c2G2(2). (2.74)

In general these equations are, of course, insufficient to solve for the four functions.
However, if it is assumed that the pile is very long (or, more generally speaking,
when the value of time is so short that the wave reflected from the end of the pile has
not yet arrived), it may be assumed that the solution representing the wave coming
from the end of the pile is zero, G, (#) = 0. In that case the solutions F> and G| can
be expressed in the first wave, F, which is the wave coming from the top of the
pile. The result is

P1C1 — P2C2
()= ———— F1(0), (2.75)
p1c1 + p2c2
2p1cy
Gi()=——FQ), (2.76)
pict + p2c2

This means, for instance, that whenever the first wave Fi(¢) = O at the interface,
then there is no reflected wave, F>(¢) = 0, and there is no transmitted wave either,
G1(t) = 0. On the other hand, when the first wave has a certain value at the interface,
then the values of the reflected wave and the transmitted wave at that point may be
calculated from the relations (2.75) and (2.76). If the values are known the values at
later times may be calculated using the relations (2.69)—(2.72).

The procedure may be illustrated by an example. Therefore let it be assumed that
the two parts of the pile have the same density, p; = p2, but the stiffness in the first
section is 9 times the stiffness in the rest of the pile, £y = 9E,. This means that
the wave velocities differ by a factor 3, ¢; = 3c,. The reflection coefficient and the
transmission coefficient now are, with (2.75) and (2.76),

_pic1— pac2

v = 0.5, 2.77)
p1c1 + p2c2
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L= P s, (2.78)
p1c1 + p2c2

The behaviour of the solution is illustrated graphically in Fig. 2.8, which shows
the velocity profile at various times. In the first four diagrams the incident wave
travels toward the interface. During this period there is no reflected wave, and no
transmitted wave in the second part of the pile. As soon as the incident wave hits
the interface a reflected wave is generated, and a wave is transmitted into the second
part of the pile. The magnitude of the velocities in this transmitted wave is 1.5 times
the original wave, and it travels a factor 3 slower. The magnitude of the velocities in
the reflected wave is 0.5 times those in the original wave.

The stresses in the two parts of the pile are shown in graphical form in Fig. 2.9.
The reflection coefficient and the transmission coefficient for the stresses can be
obtained using (2.64) and (2.66). The result is

pP1CL — P2C2

—-0.5, (2.79)
p1€1 + p2C2
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Fig. 2.9 Reflection and transmission (stress)

2
P _os, (2.80)

T, =——=°% =
pict + p2c2

where it has been taken into account that the form of the solution for the stresses,
see (2.64) and (2.66), involves factors pc, and signs of the terms different from those
in the expressions for the velocity. In the case considered here, where the first part
of the pile is 9 times stiffer than the rest of the pile, it appears that the reflected wave
leads to stresses of the opposite sign in the first part. Thus a compression wave in
the pile is reflected in the first part by tension.

It may be interesting to note the two extreme cases of reflection. When the second
part of the pile is so soft that it can be entirely disregarded (or, when the pile consists
only of the first part, which is free to move at its end), the reflection coefficient for
the velocity is R, = 1, and for the stress it is Ry = —1. This means that in this case
a compression wave is reflected as a tension wave of equal magnitude. The velocity
in the reflected wave is in the same direction as in the incident wave.
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Fig. 2.10 Graphical solution
using characteristics l

If the second part of the pile is infinitely stiff (or, if the pile meets a rigid foun-
dation after the first part) the reflection coefficient for the velocity is R, = —1, and
for the stresses it is R, = 1. Thus, in this case a compression wave is reflected as a
compressive wave of equal magnitude. These results are of great importance in pile
driving. When a pile hits a very soft layer, a tension wave may be reflected from
the end of the pile, and a concrete pile may not be able to withstand these tensile
stresses. Thus, the energy supplied to the pile must be reduced in this case, for in-
stance by reducing the height of fall of the hammer. When the pile hits a very stiff
layer the energy of the driving equipment may be increased without the risk of gen-
erating tensile stresses in the pile, and this may help to drive the pile through this
stiff layer. Of course, great care must be taken when the pile tip suddenly passes
from the very stiff layer into a soft layer. Experienced pile driving operators use
these basic principles intuitively.

It may be noted that tensile stresses may also be generated in a pile when an
upward traveling (reflected) wave reaches the top of the pile, which by that time may
be free of stress. This phenomenon has caused severe damage to concrete piles, in
which cracks developed near the top of the pile, because concrete cannot withstand
large tensile stresses. In order to prevent this problem, driving equipment has been
developed that continues to apply a compressive force at the top of the pile for a
relatively long time. Also, the use of prestressed concrete results in a considerable
tensile strength of the material.

The problem considered in this section can also be analyzed graphically, by
using the method of characteristics, see Fig. 2.10. The data given above imply
that the wave velocity in the second part of the pile is 3 times smaller than in
the first part, and that the impedance in the second part is also 3 times smaller



34 2 Waves in Piles

than in the first part. This means that in the lower part of the pile the slope
of the characteristics is 3 times smaller than the slope in the upper part. In the
figure these slopes have been taken as 1:3 and 1:1, respectively. Starting from
the knowledge that the pile is initially at rest (1), and that at the top of the
pile a compression wave of short duration is generated (2), the points in the
v, o-diagram, and the regions in the z, 7-diagram can be constructed, taking into
account that at the interface both v and o must be continuous.

2.6 The Influence of Friction

In soil mechanics piles in the ground usually experience friction along the pile shaft,
and it may be illuminating to investigate the effect of this friction on the mechanical
behaviour of the pile. For this purpose consider a pile of constant cross sectional
area A and modulus of elasticity E, standing on a rigid base, and supported along
its shaft by shear stresses that are generated by an eventual movement of the pile,
see Fig. 2.11.
The basic differential equation is
3w 3w

EAZY _cr=pal¥ 281
a2 TR 2.81)

g

—_— = — —2» 3 3 3 3=  —3=  —D

Fig. 2.11 Pile in soil, with
friction
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where C is the circumference of the pile shaft, and t is the shear stress. It is assumed,
as a first approximation, that the shear stress is linearly proportional to the vertical
displacement of the pile,

T = kw, (2.82)

where the constant k has the character of a subgrade modulus. The differential equa-
tion (2.81) can now be written as

3w w 1 9%w (2.83)

az2  H* % a2’ '
where H is a length parameter characterizing the ratio of the axial pile stiffness to
the friction constant,

w2 =24 (2.84)
- kC’ '
and c is the usual wave velocity, defined by
=E/p. (2.85)
The boundary conditions are supposed to be
Jw .
z=0": N=EAa—:—P sin(wt), (2.86)
z
z=L :w=0. (2.87)

The first boundary condition expresses that at the top of the pile it is loaded by a
periodic force, of amplitude P and circular frequency w. The second boundary con-
dition expresses that at the bottom of the pile no displacement is possible, indicating
that the pile is resting upon solid rock.

The problem defined by the differential equation (2.83) and the boundary con-
ditions (2.86) and (2.87) can easily be solved by the method of separation of vari-
ables. In this method it is assumed that the solution can be written as the product of
a function of z and a factor sin(wt). It turns out that all the conditions are met by
the solution

_ PH sinh[a(L —2)/H]
" EAa  cosh(aL/H)

a=,/1—w?H?/c2. (2.89)

The displacement at the top of the pile, wy, is of particular interest. If this is written
as

sin(wt), (2.88)

where « is given by

P
wy = e sin(wt), (2.90)
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the spring constant K appears to be

_EA  aL/H

" L tanh(aL/H) @91

The first term in the right hand side is the spring constant in the absence of friction,
when the elasticity is derived from the deformation of the pile only.

The behaviour of the second term in (2.91) depends upon the frequency w
through the value of the parameter «, see (2.89). It should be noted that for val-
ues of wH /c > 1 the parameter o becomes imaginary, say o = i, where now

B =Jw?H2/c2 — 1. (2.92)

The spring constant can then be written more conveniently as

_EA BL/H

This formula implies that for certain values of wH /c the spring constant will be
zero, indicating resonance. These values correspond to the eigen values of the sys-
tem. For certain other values the spring constant is infinitely large. For these values
of the frequency the system appears to be very stiff. In such a case part of the pile is
in compression and another part is in tension, such that the total strains from bottom
to top just cancel.

The value of the spring constant is shown, as a function of the frequency, in
Fig. 2.12, for H/L = 1. This figure contains data for both ranges of the parameters.

It is interesting to consider the probable order of magnitude of the parameters
in engineering practice. For this purpose the value of the subgrade modulus k must
first be evaluated. This parameter can be estimated to be related to the soil stiffness
by a formula of the type k = E;/D, where E; is the modulus of elasticity of the soil
(assuming that the deformations are small enough to justify the definition of such a
quantity), and D is the width of the pile. For a circular concrete pile of diameter D
the value of the characteristic length H now is, with (2.84),

HQ_EA_ECDZ
T kC T 2E;

(2.94)

Under normal conditions, with a pile being used in soft soil, the ratio of the elastic
moduli of concrete and soil is about 1000, and most piles have diameters of about
0.40 m. This means that H ~ 10 m. Furthermore the order of magnitude of the
wave propagation velocity ¢ in concrete is about 3000 m/s. This means that the
parameter w H /c will usually be small compared to 1, except for phenomena of very
high frequency, such as may occur during pile driving. In many civil engineering
problems, where the fluctuations originate from wind or wave loading, the frequency
is usually about 1 s~! or smaller, so that the order of magnitude of the parameter
wH /c is about 0.01. In such cases the value of o will be very close to 1, see (2.89).
This indicates that the response of the pile is practically static.
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wL/ec

Fig. 2.12 Spring constant (H/L =1)

If the loading is due to the passage of a heavy train, at a velocity of 100 km/h,
and with a distance of the wheels of 5 m, the period of the loading is about 1/6 s,
and thus the frequency is about 30 s~!. In such cases the parameter w H /c may not
be so small, indicating that dynamic effects may indeed be relevant.

Infinitely Long Pile

A case of theoretical interest is that of an infinitely long pile, L — oo. If the fre-
quency is low this limiting case can immediately be obtained from the general so-
lution (2.91), because then the function tanh(wL/H) can be approximated by its
asymptotic value 1. The result is

EAx
L—>o00, wH/c<1: K= T (2.95)

This solution degenerates when the dimensionless frequency wH /c = 1, because
then @ = 0, see (2.89). Such a zero spring constant indicates resonance of the sys-
tem.

For frequencies larger than this resonance frequency the solution (2.93) can not
be used, because the function tan(8L/H) continues to fluctuate when its argument
tends towards infinity. Therefore the problem must be studied again from the be-
ginning, but now for an infinitely long pile. The general solution of the differential
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equation now appears to be

w = [Cysin(Bz/H) + C>cos(Bz/H)] sin(wt)
+ [C3sin(Bz/H) + Cacos(Bz/H)] cos(wt), (2.96)

and there is no combination of the constants Ci, Cp, C3 and C4 for which this
solution tends towards zero as z — oco. This dilemma can be solved by using the
radiation condition (Sommerfeld, 1949), which states that it is not to be expected
that waves travel from infinity towards the top of the pile. Therefore the solution
(2.96) is first rewritten as

w = Dy sin(wt — Bz/H) 4+ Dy cos(wt — Bz/H)
+ D3 sin(wt + Bz/H) + D4cos(wt + Bz/H). (2.97)

Written in this form it can be seen that the first two solutions represent waves trav-
eling from the top of the pile towards infinity, whereas the second two solutions
represent waves traveling from infinity up to the top of the pile. If the last two are
excluded, by assuming that there is no agent at infinity which generates such in-
coming waves, it follows that C3 = C4 = 0. The remaining two conditions can be
determined from the boundary condition at the top of the pile, (2.86). The final result
is

27 intor — B2/ H) (2.98)
= sin(wt — . .
EAg TR
This solution applies only if the frequency is larger than the eigen frequency of the
system, which is defined by w H /c = 1. It may be noted that the solution (2.98) also
degenerates for wH /c = 1 because then g =0, see (2.92).

L—oo, oH/c>1:w

2.7 Numerical Solution

In order to construct a numerical model for the solution of wave propagation prob-
lems the basic equations are written in a numerical form. For this purpose the pile is
subdivided into n elements, all of the same length Az. The displacement w; and the
velocity v; of an element are defined in the centroid of element i, and the normal
forces N; are defined at the boundary between elements i and i + 1, see Fig. 2.13.
The friction force acting on element i is denoted by F;. This particular choice for

TNi—l

Fig. 2.13 Element of pile
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the definition of the various quantities either at the centroid of the elements or at
their boundaries, has a physical background. The velocity derives its meaning from
a certain mass, whereas the normal force is an interaction between the material on
both sides of a section. It is interesting to note, however, that this way of modeling,
sometimes denoted as leap frog modeling, also has distinct mathematical advan-
tages, with respect to accuracy and stability.

The equation of motion of an element is

Vi (t + At) —vi(t)

Ni = Ni_i + F; = pAAz ~ i=1,...,n). (2.99)

It should be noted that there are n + 1 normal forces, from Ny to N,,. The force Ny
can be considered to be the force at the top of the pile, and N, is the force at the
bottom end of the pile.

The displacement w; is related to the velocity v; by the equation

_wi(t + A —w;(7)
- At

v; (i=1,...,n). (2.100)
The deformation is related to the normal force by Hooke’s law, which can be for-
mulated as

Wi41 — Wi

Ni=EA (i=1,....n—1). (2.101)

Az

Here E A is the product of the modulus of elasticity £ and the area A of the cross
section.

The values of the normal force at the top and at the bottom of the pile, Ny and
N, are supposed to be given by the boundary conditions.

Example

A simple example may serve to illustrate the numerical algorithm. Suppose that the
pile is initially at rest, and let a constant force P be applied at the top of the pile,
with the bottom end being free. In this case the boundary conditions are

No=—-P, (2.102)
and
N, =0. (2.103)

The friction forces are supposed to be zero.

At time ¢t = 0 all quantities are zero, except No. A new set of velocities can
now be calculated from (2.99). Actually, this will make only one velocity non-zero,
namely vy, which will then be

_ PAr
T pAAZ

V| (2.104)
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Next, a new set of values for the displacements can be calculated from (2.100).
Again, in the first time step, only one value will be non-zero, namely

P(At)?
pAAZ "

w; =viAt = (2.105)
Finally, a new set of values for the normal force can be calculated from (2.101). This
will result in N; getting a value, namely

(2.106)

This process can now be repeated, using the equations in the same order.

An important part of the numerical process is the value of the time step used. The
description of the process given above indicates that in each time step the non-zero
values of the displacements, velocities and normal forces increase by 1 in downward
direction. This suggests that in each time step a wave travels into the pile over a
distance Az. In the previous section, when considering the analytical solution of a
similar problem (actually, the same problem), it was found that waves travel in the
pile at a velocity

c=vE/p. (2.107)

Combining these findings suggests that the ratio of spatial step and time step should
be

Az =cAt. (2.108)
It may be noted that this means that (2.104) reduces to

P

= 2.109
oAc ( )

U1
The expression in the denominator is precisely what was defined as the impedance
in the previous section, see (2.58), and the value P/J corresponds exactly to what
was found in the analytical solution. Equation (2.105) now gives

PAt
wi] = , (2.110)
pAc
and the value of N after one time step is found to be, from (2.106),
Ny =—P. (2.111)

Again this corresponds exactly with the analytical solution. If the time step is chosen
different from the critical time step the numerical solution will show considerable
deviations from the correct analytical solution. This is usually denoted as numerical
diffusion.

All this confirms the propriety of the choice (2.108) for the relation between time
step and spatial step. In a particular problem the spatial step is usually chosen first,
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by subdividing the pile length into a certain number of elements. Then the time step
may be determined from (2.108).

It should be noted that the choice of the time step is related to the algorithm
proposed here. When using a different algorithm it may be more appropriate to use
a different (usually smaller) time step than the critical time step used here (Bowles,
1974).

The calculations described above can be performed by the program IMPACT, for
the case of a pile loaded at its top by a constant force, for a short time. The main
function in this program is given below, with the quantities S, V and W denoting
the stress, the velocity and the displacement.

void Calculate(void)
{
int Jj;
if (T>TT) S[0]=0;else S[0]=1;
for (j=1;3j<=N;j++) VI[jl+=(S[J]1-S[J-11)/(RHO*C);
for (j=1;3j<=N;j++) W[Jj1+=V[j]*DT;
for (j=1;3j<N;j++) SI[JI=E*(W[j+1]1-WI[3j])/DX;
}

The main function of the program IMPACT.

The program uses interactive input, in which the user may edit the input data
before the calculations are started. The program will show the stresses in the pile
on the screen, in graphical form. An example is shown in Fig. 2.14. In this case the
pile has been subdivided into 500 elements, and the figure shows the stresses in the
pile after 200, 400, 600, 800 and 1000 time steps. It appears that the block wave
is traveling through the pile without any deformation, and it is reflected at the free
bottom as a tensile wave of the same magnitude. All this is in agreement with the
general theory presented in earlier sections of this chapter.

Fig. 2.14 Block wave in pile I
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2.8 A Simple Model for a Pile with Friction

When there is friction along the shaft of the pile, this can be introduced through the
variables F;, see (2.99). It should then be known how the friction force depends upon
variables such as the local displacement and the local velocity. A simple model is to
assume that the friction is proportional to the velocity, always acting in the direction
opposite to the velocity. The program FRICTION can perform these calculations.
The main function of this program is reproduced below, for the case of a single
sinusoidal wave applied at the top of the pile.

void Calculate(void)
{
int j;
if (T>TT) S[0]=0;else S[0]=(F/AREA) *sin (PI*T/TT) ;
for (j=1;j<=N;j++) V[j1+=(S[j]-S[j-1]-FR*DX*CIRC*V[]j])/ (RHO*AREA*C) ;
for (j=1;j<=N;j++) W[Jj]+=V[]j]*DT;
for (j=1;3j<N;3j++) S[j1=E*AREA* (W[j+1]-W[J])/DX;
}
The main function of the program FRICTION.

The variable F'R in this program is the shear stress generated along the shaft of
the pile in case of a unit velocity (1 m/s). In professional programs a more sophis-
ticated formula for the friction may be used, in which the friction not only depends
upon the velocity but also on the displacement, in a non-linear way. Also a model
for the resistance at the point of the pile may be introduced, and the possibility of a
layered soil, see for instance Bowles (1974).

Output of the program is shown in Fig. 2.15. The pile has been divided into 200
elements, its length is 20 m, and its cross section is a square of 0.40 m x 0.40 m.
The maximum applied force is 100 kN, and the shear stress by friction is 1 kN/m?
if the local velocity is 1 m/s.

Results for the stresses in the pile are shown after 100, 20100 and 40100 time
steps. This means that between the successive plots in the figure the wave has trav-
eled 100 times through the pile, up and down. It appears from the results that after a

i

Fig. 2.15 Block wave in pile,
with friction
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large number of time steps the magnitude of the stresses is indeed decreased by the
effect of the friction.

It may be mentioned that the program becomes unstable if the friction constant is
taken too large, or if the initial wave is discontinuous, as in the case of a block wave.
These unwanted effects can be eliminated by using a more sophisticated numerical
method, such as the finite element method, see for instance Brinkgreve and Vermeer
(2002).

Problems

2.1 A free pile is hit by a normal force of short duration. Analyze the motion of
the pile by the method of characteristics, using a diagram as in Fig. 2.5.

2.2 Extend the diagram shown in Fig. 2.10 towards the right, so that the reflected
wave hits the top of the pile, and is again reflected there.

2.3 As afirst order approximation of (2.46) the response of a pile may be consid-
ered to be equivalent to a spring, see (2.48). Show, by using an approximation of the
function tan(wh/c) by its first two terms, that a second order approximation is by a
spring and a mass. Show, by comparison with (1.37), that the equivalent mass is %
of the total mass of the pile.

2.4 Verify some of the characteristic data shown in Fig. 2.12. For instance, check
the values for wL /c =0 and wL/c = 1, and check the zeroes of the spring constant.






Chapter 3
Earthquakes in Soft Layers

In this chapter the response of a soft soil layer to an earthquake in the base rock
underlying the soft soil layer is considered, see Fig. 3.1. An earthquake generates
various waves in the rock, resulting in waves of vertical displacements and horizon-
tal displacements along the rock surface. These will generate compression waves
and shear waves in the overlying soil. It is generally assumed that the most impor-
tant component is the wave of horizontal displacements at the rock surface, which
generates shear waves in the soil. Waves of vertical displacements at the rock sur-
face will generate compression waves in the soil, and these may lead to vertical
displacements of considerable magnitude, and damage of the structure on top of the
soil, but usually structural damage due to such vertical compression waves remains
limited. It is usually considered assumed that most structural damage is caused by
shear waves in the soil, for instance collapse of the columns in the structure. For this
reason the considerations in this chapter will be restricted to shear waves in the soil.
Some solutions of this ground response problem will be presented, mainly for a ho-
mogeneous linear elastic layer, carrying a certain mass, representing the structure.
The effect of hysteretic damping in the soft soil will also be considered.

The type of model considered in this chapter is a typical example of an engineer-
ing approximation, using certain assumptions (a thin layer of soft elastic soil on a

Fig. 3.1 Soft soil on hard
base rock

A. Verruijt, An Introduction to Soil Dynamics, 45
Theory and Applications of Transport in Porous Media 24,
© Springer Science+Business Media B.V. 2010
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hard base rock of large depth, and a periodic wave in the rock, of relatively large
wave length) that are supposed to be applicable in a large class of field situations.
The model has been developed at the University of California by Idriss and Seed
(1968), and has later been generalized to a soil consisting of several layers with
non-linear properties, see for instance Kramer (1996). The model can be considered
as a simplified case of a Love wave, see Chap. 9.

It should be noted that it is assumed that the soil is strong and stiff enough to
accommodate the shear stresses produced by the shaking of the base rock without
failure of the soil. In particular, the possibility of liquefaction of a loose sandy soil
is not considered. In areas where earthquakes may be expected great care should
be taken to avoid the risk of soil liquefaction, preferably by not building on loose
soils, or compacting such soils before any structure is built upon it. For a practical
approach to the analysis of the liquefaction risk during earthquakes see Seed and
Idriss (1982).

3.1 Earthquake Parameters

It is assumed that the earthquake generates traveling waves in the base rock, which
can be described by the following equation for the horizontal displacements at the
upper surface of the rock,

. . . (2wt 27mx
u =ugsinfw(t —x/c2)] = ug sin(wt — Axx) = ugsin - ) (3.1)
2

where u is the lateral displacement at the surface of the rock, ug its amplitude, w is
the dominant frequency of the wave, and c; is its propagation velocity in the rock.
The parameter A; is the wave number. The wave period T and the wave length L,
of the wave are related to the frequency w and the wave number A, by the relations

2 2
A =—.
L,

(3.2)
The propagation velocity can be related to the shear modulus u and the mass density
p of the rock by the equation

2 =+/1u2/pP2- (3.3)

Normal values of the shear modulus of rock are of the order of magnitude of py &
10 GPa = 10'% kg/ms?, and normal values of the density of the rock are of the order
of magnitude of p, & 2500 kg/m?. This means that normal values of the velocity of
propagation are of the order of magnitude of c; &~ 2000 m/s. These values are also
representative of concrete, which can be considered as an artificial rock.

It should be noted that the stiffness of rock in engineering practice may well be
somewhat smaller than the value given above, so that the velocity of propagation
may be smaller as well, say ¢ = 1500 m/s.
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Fig. 3.2 Wave length compared to thickness of layer, Lo/ h = 10

The dominant period of the waves generated by an earthquake usually is in the
range

T =0.15-05s. 34

In this chapter an average value of T = 0.2 s will normally be used. In that case the
dominant frequency is, with (3.2),

w3057 (3.5)

Because A = w/c it now follows that
A2 ~0.0150m™, (3.6)

so that the wave length is, with (3.2),
Ly ~ 400 m. (3.7

The thickness of the layers of soft soil above the base rock often is in the range
of h = 10 m—40 m. This means that the wave length L, is an order of magnitude
larger than the thickness &, see for instance Fig. 3.2, in which the wave length is
10 times the thickness of the layer. This means that over a reasonably large hori-
zontal distance the displacement at the bottom of the soil is the same. This justifies
the assumption that in the soil the wave is one-dimensional, in vertical direction.
Or, to be more precise, it can be assumed that throughout the soil the horizontal
displacements will be of the form

u= f(z)sin[w(t —x/c2)], (3.8)

where f(z) is a function of z only. The factor x /¢, in (3.8) indicates that the hori-
zontal coordinate x results in a phase shift of magnitude x /cp, which is constant if
X is constant.

3.2 Horizontal Vibrations

In this section the propagation of horizontal vibrations in a column of elastic soil,
generated by the horizontal motion of the base rock, is considered. As mentioned
above, it is assumed that in each column the problem is one-dimensional, with the
displacement being a function of the vertical coordinate z and time only.
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Fig. 3.3 Element of column

The basic differential equation is the one-dimensional wave equation, which can
be derived as follows. The first basic equation is the equation of motion of an ele-
ment of the column, see Fig. 3.3,

ot 9%u
3_Z = PW, 3.9

where p is the density of the soil. The second equation is the equation of elasticity,

ou 8w>7 (3.10)

T = = _ —|— e

Hy=H~ ( 9z | ox
where p is the shear modulus of the soil, and y is the shear deformation. It is now
assumed, on the basis of the observation from the previous section that the wave
length L, of the waves in x-direction is very large compared to the layer thickness #,
that the derivative dw/dx is small compared to du/dz. Thus (3.11) reduces to

ou
r:uy:ua—. (3.1
Z
It now follows from (3.9) and (3.11) that
Pu 5%
— = 3.12
a2~ o2 (3-12)

where c is the propagation velocity of shear waves in the soil,

c=+//p. (3.13)

Equation (3.12) is the wave equation.
It may be noted that usually the soil is a two phase medium, consisting of particles
and water, but for shear deformations this has no effect.

3.2.1 Unloaded Soil Layer

For the simplest case, namely that of a homogeneous layer with no surface load, the
boundary conditions may be supposed to be

z=h : u=ugsinfw( —x/cz)], (3.149)
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and

du =0. (3.15)
0z
The first boundary condition expresses that at the lower boundary of the soil layer
a sinusoidal wave is acting, and the second boundary condition expresses that the
top of the soil layer (the soil surface) is free of stress. The vertical displacement w
has been disregarded, or, to be more precise, it has been assumed that the derivative
odw/0dx is small, compared to du/0z.
The solution of the problem defined by (3.12), (3.14) and (3.15) is

z=0:

cos(wz/c)

=u cos(@h/0) sinfw(t — x/c2)]. (3.16)

It can easily be verified that this solution satisfies all necessary conditions. The
displacements are all in phase with the vibration of the base rock. This is caused
by the simplicity of the problem considered, without damping, for instance. If the
amplitude of the displacements at the top of the layer is denoted by u;, it follows
that

1

This is always larger than the value at the base, because the function cos(wh/c)
is always smaller than 1. For certain values of the frequency the amplitude at the
surface of the layer may become infinitely large, indicating resonance. The smallest
frequency for which this occurs is when wh/c = /2, or

e c

w=w1=—=1571-. (3.18)

2h h
When the frequency w is expressed as 2t/ T, where T is the period of the vibration,
then the first occurrence of resonance is for a period

_4h

T=T = (3.19)

c

Because //c is the travel time of a single wave through the layer, upward or down-
ward, this means that resonance occurs if the period of the vibration is such that a
wave travels 4 times through the layer. This can be understood by noting the effect
of a quarter wave during which a periodic shear stress is acting at the base of the
layer. A shear wave will travel through the column, and will be reflected at the free
top as a shear wave of opposite sign. When this shear wave reaches the bottom of the
column again, after having travelled over a length £, it will be reflected at the rigid
bottom as another shear wave of opposite sign. This in its turn will be reflected at
the top of the column as a shear wave of the original sign, and this wave has to travel
over another column length / to arrive at the bottom of the column. Interference may
take place if the wave has travelled over a distance of 4%, and meets another wave
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of the same sign. This will be the case if the period of the wave T = 4h/c. In this
case an ever stronger wave will be generated in the soil layer, indicating resonance.
In dry soils the elastic modulus may be approximated by the expression

n~ 3Coy, (3.20)

where, for dynamic loading, C is the compression coefficient of the soil (which is
about 250-2500 for sand, and 100-1000 for clay), and o, is the vertical (effective)
stress. The average stress in the layer is

oy~ 5pgh, (3.21)

where g is the gravity constant (g &~ 10 m/s?). It now follows that the wave velocity
¢ can be approximated by

¢~ 3+/Cgh. (3.22)

For a layer of sand of 10 m thickness, assuming C = 1000, the value of this wave
velocity will be about 150 m/s, which is an order of magnitude smaller than the
wave velocity in rock-like materials. The value of the first eigen frequency now is,
with (3.18), w; ~ 25 s~!. As this may be very close to the dominant frequency of
earthquake motion, which was given as approximately 30 s~ see (3.5), it follows
that an earthquake may lead to large displacements at the soil surface, if the condi-
tions are unfavorable.

It should be noted that in this section damping, which is an essential property of
soft soils, has not been taken into account. Damping will be considered in a later
section, and will be found to have a moderating effect, but first the case of a shear
wave in a layer with a certain surface load will be considered.

3.2.2 Soil Layer with Surface Load

As a second example consider the case of a soil layer loaded by a mass at its surface,
see Fig. 3.4. In this case the boundary conditions are

z=h : u=ugsinfw —x/cz)], (3.23)

and

3%u ou
z7=0: pd—=1=u—"1)

LaPYS) H 9z
where d is a measure for the surface load, with the mass of the surface load ex-
pressed as the thickness of an equivalent soil layer, and 7 is the shear stress trans-
mitted between the surface load and the foundation soil. Equation (3.24) can also be

written as

(3.24)

9 9
1=0:d— =22

. 3.25
at2 0z (3.25)
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Fig. 3.4 Soil layer with
surface load

The solution of the problem defined by (3.12), (3.23) and (3.25) is

u cos(wz/c) — (wd/c) sin(wz/c) . B
w0~ cos@h /o) — (wdjo)sin(@h /o) Shlet —x/e)] (3.26)

It can easily be verified that this solution satisfies all necessary conditions, and that
it reduces to the solution of the previous case if the mass of the surface load tends
towards zero (d — 0). As in the previous example the displacements are all in phase
with the vibration of the base rock, as a result of the simplicity of the problem
considered, with damping being disregarded, for instance.

The amplitude of the vertical displacement at the top of the layer is

o L . (3.27)
ug cos(wh/c) — (wd/c) sin(wh/c)

As an example one may consider the case of a sandy soil, with ¢ = 300 m/s and
a wave of frequency w = 30 s~!. If the thickness of the soil layer is 20 m, and the
equivalent thickness of the surface load is 2 m (indicating a small house), the value
of the parameters wh/c and wd/c is 2, respectively 0.2. In that case the amplitude
at the top of the soil layer (and of the surface load) is found to be 1.67 times the am-
plitude at the base, indicating a certain amplification of the effect of the earthquake.
The amplification depends very much on the values of the various parameters of the
soil and the earthquake, and may be considerably larger than the value obtained in
this example.

Actually, even resonance may occur, as indicated by an infinitely large ampli-
tude, if the denominator of the fraction in (3.27) vanishes. If the smallest resonance
frequency is again denoted by w1, its value can be determined from the condi-

tion
d h
<“L) = cot(‘i) (3.28)
C C

This will be considered in some more detail later, in Sect. 5.4.3, with damping also
taken into account.
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From a point of view of theoretical verification it is interesting to consider in par-
ticular the case of rather slow vibrations, when the parameter wh/c is small com-
pared to 1. In that case the resonance frequency w1, as defined by (3.28), can be
obtained from the relation

5 c? w  pA/h

_C_ K A 3.29
VT hd T ohd T pAd (3-29)

where A is the area of the column considered. The quantity i A/ h can be considered
as the spring stiffness k of the column, and pAd is the total mass m of the surface
load. Thus the resonance frequency can also be written as

Wt = Ly (3.30)
m

This result is in perfect agreement with the result obtained in Chap. 1 for the reso-
nance frequency of a system of a discrete spring and mass. It appears that the result
obtained in this section is in agreement with the result for a discrete spring and mass
if the dimensionless frequency parameter is small enough (wh/c < 1). This is the
case, for instance, if the soil is sufficiently stiff, or if the frequency is very small, or
if the soil layer is very thin.

3.3 Shear Waves in a Gibson Material

The stiffness of a soil usually increases with the effective stress, and thus with depth.
A simple relation is obtained if it is assumed that the shear modulus increases lin-
early with depth,

w=pnoz/h. (3.31)

Stresses and deformations of materials of this type have been investigated exten-
sively by Gibson (1967). For this reason the material is often denoted as a Gibson
material.

The basic differential equation is, for a non-homogeneous material,

Pu 9t 0 [ u 3.32)
Pz "oz~ az\Maz ) .

where 7 is the shear stress. With (3.31) the differential equation now is found to be

1 %u  z03%u 19u
— =4y 3.33
c2 32 haz? + h dz ( )

where now

¢ = Vio/p. (3.34)
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Again restriction is made to sinusoidal fluctuations,
u(z,t) = f(z)sinfw(t —x/c2)]l. (3.35)

Substitution of this expression into (3.33) leads to the following ordinary differential
equation for the function f,

d’f 1df o*h
— 4+ -~ 4+ —f=0. 3.36
dz?  zdz + 2z f (3.36)

The general solution of this equation is
f=AJlyQw~zh/c) + BYo(Rw~'zh/c), (3.37)

where Jo(x) and Yp(x) are Bessel functions of order zero, and of the first and second
kind, respectively (Abramowitz and Stegun, 1964).
Let the boundary condition at the surface be that the shear stress is zero,

z=0:1t=0. (3.38)

It then follows that the coefficient B must be zero. If the other boundary condition
is that at a depth % the amplitude of the displacements is u,

z=h : u=ugsinfw —x/cz)], (3.39)

then the coefficient A is found to be

uo
A= —v-——. 3.40
JoQRwh/c) ( )
The final solution now is
JoQwA/zh
u = ug 22OV ot — x e, (3.41)
JoQwh/c)
The amplitude at the surface is
U= —20 (3.42)
JoQwh/c)

This is always larger than the amplitude at the base. For certain values of the fre-
quency the amplitude even becomes infinitely large, again indicating resonance. The
smallest value of the frequency for which this occurs (to be denoted by w;) is de-
termined by the first zero of the Bessel function Jy(x), which occurs for x = 2.405
(Abramowitz and Stegun, 1964; p. 409). Hence

w1 = 1.202 % (3.43)

This is about 23% smaller than in the case of a homogeneous layer with its constant
shear modulus equal to the value obtained here at a depth z = h, see (3.18).
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3.4 Hysteretic Damping

In this section the influence of damping is investigated, for a homogenous linear
elastic layer. This will appear to have a considerable effect, reducing the displace-
ments at the surface if the damping coefficient is large enough. The effect of damp-
ing on the surface vibrations of soft soil layers produced by an earthquake in the
underlying rock has been investigated by Idriss and Seed (1968), for a class of non-
homogeneous layers, with a shear modulus increasing with depth. The damping was
introduced in that model by a friction force on each element proportional to its ve-
locity, simulating the resistance due to some viscous resistance, see also Das (1993)
and Kramer (1996). In this chapter damping will be introduced by a hysteretic effect
in the stress-strain relation of the soil, simulating irreversible (plastic) deformations
in each complete cycle.

3.4.1 Basic Equations
The basic partial differential equation can be established by considering the equation

of motion and the constitutive relation of the material. The equation of motion is, as
before, see (3.9),

ot 9%u (3.44)
0z P '
The constitutive relation is assumed to be
Ay ou 8%u
— f—— = — t——, 3.45
T=uyt+u a7 ”az+“ 3192 (3.45)

where ¢, is the response time of the material, see Chap. 1, which may be used to
characterize the damping of the material. For a viscous material this can be consid-
ered to be a given constant. In such cases the effect of damping depends upon the
frequency of the loading, with the material becoming very stiff for very high fre-
quencies. For soils this is not realistic, as the damping is considered to be produced
by irreversible plastic deformations of the material. In order to describe hysteretic
damping it is assumed that the product wt, is constant. This can be taken into ac-
count by introducing a dimensionless damping parameter ¢ such that

2¢ = wt,. (3.46)
The constitutive relation (3.45) can now be written as
W e oy (3.47)
T=pu— w)—. .
R TR

It follows from (3.44) and (3.47) that

10%u  0%u  2¢ du

——=—+—-——, 3.48
2 9t 972 + w 0tdz2 (048)

which is the basic differential equation to be considered.
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For a harmonic vibration, with frequency w, the solution can be assumed to be
of the form

u= f(z)sinfow(t —x/c2)] + g(z) cos[w(t — x/c2)]. (3.49)

Substitution into the differential equation shows that the functions f(z) and g(z)
must satisfy the differential equations

d’f  ? d’g
GRS 3.50
dz? Tz f ghdzz (3:20)
and
VL A (3.51)
a2 T 28 gdzz e '

The general solution of the system of (3.50) and (3.51) is
f=Arexp[(p+igq)z] + Azexp[(p —iq)z]
+ Asexpl—(p +iq)z] + Aaexpl—(p — iq)z], (3.52)
g=—iAr1expl(p+ig)z] +iArexpl(p —iq)z]
—iAzexpl—(p +iq)z] +iAsexp[—(p —iq)z], (3.53)

where p and ¢ must be determined from the equations

2,2
5 5 w’/c
—q ==, 3.54
P —q 11422 (3.54)
w?/c?
2pg =2 . 3.55
rq §1+4§2 (3.55)

The values of the parameters p and g can most easily be determined by introducing
the complex variable

p+iq =rsin(¢) +ircos(¢), (3.56)
so that

p =rsin(¢), q =rcos(¢). (3.57)
The angle ¢ can then be determined from the condition

2¢ = arctan(2¢), (3.58)

and the radius r can be determined from the condition

o/t

=l (3.59)
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These parameters have been chosen such that they reduce to a simple form in the
absence of damping. Actually, when ¢ = 0O the parameters are p =0 and ¢ = w/c.

The integration constants Ay, Az, A3 and A4 in the general solution given
in (3.52) and (3.53) must be determined from the boundary conditions at the top
and the bottom of the layer. Two cases will be considered: an unloaded soil layer
and a layer with a given surface load.

3.4.2 Unloaded Soil Layer

For an unloaded soil layer the boundary conditions are

z=0:1t=0. (3.60)
z=h : u=ugsin[fw(t —x/c2)]. (3.61)

The four integration constants can easily be determined from these conditions. The
final solution then is

Au/ug = cosh(ph) cos(gh) cosh(pz) cos(gz) sinfw(t — x/c2)]
+ sinh(ph) sin(gh) sinh(pz) sin(gz) sinfw (t — x/c2)]
+ cosh(ph) cos(gh) sinh(pz) sin(gz) cos[w(t — x/c2)]
— sinh(ph) sin(gh) cosh(pz) cos(gz) cos[w(t — x/c2)], (3.62)

where
A = cosh?(ph) — sin(qh). (3.63)
If the amplitude of the vibration at the top is denoted by u; its value is found to be

u_ |l (3.64)

uo A '
When there is no damping this solution reduces to the result obtained before,
in (3.17). Actually, for ¢ = 0 the quantity VA reduces to cos(wh /¢), so that then
the ratio of the two amplitudes becomes 1/cos(wh/c), which is in agreement
with (3.17).

The amplitude of the displacements at the top of the layer is shown, as a function
of the dimensionless frequency wh/c, and for three values of the damping ratio ¢, in
Fig. 3.5. For very small frequencies (wh/c — 0), i.e. for the static case, the displace-
ment at the top is equal to the displacement at the bottom, u, /ug = 1. Furthermore,
it appears that for very small values of the damping ratio very large values of the
displacements may be obtained for certain frequencies, near wh/c = /2,3m/2, ...
etc. This is the resonance effect observed before, in Sect. 3.2.1. Finally, it follows
from Fig. 3.5 that the amplification of the displacements is considerably reduced if
the damping ratio ¢ increases.
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Fig. 3.5 Amplitude of wave 10,
at the top of the layer
ut /Uo
) | |
o |
| L\
LN = _
~—¢=05 —
% 5 10
wh/c
1 1
L]
\/ \ )/
\/ N
BN
z/h /\ z/h
\ )
\
~\
3 q 5 95 0 5
U/U() u,/U()

Fig. 3.6 Displacements as a function of depth, wh/c =5, ¢ =0.01 and { =0.2

The displacements are shown as a function of the vertical coordinate z in Fig. 3.6,
for wh/c =5, ¢ =0.01 and ¢ = 0.2, and for four values of time, namely wt = 0,
/2, m, 3w /2. For the case of small damping (¢ = 0.01) the amplification fac-
tor for the amplitude of the displacements at the top of the layer should be about
1/cos(wh/c) = 3.525, see (3.17). The results shown in the left part of Fig. 3.6 ap-
pear to confirm this value. The right part of the figure shows the influence of damp-
ing on the displacements. If the damping ratio is taken as ¢ = 0.2 the amplitude of
the displacements at the top is considerably smaller, as expected.

If the damping ratio is small, { < 1, the amplitude of the wave at the top can be
shown to be

1
LLIPN (3.65)

uo  JW2c2 + cos2(W)

<4 B
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where W is the dimensionless frequency,
W =wh/c. (3.66)
The largest value of the amplitude ratio occurs if W = /2,

<1 <£>max% % (3.67)

uo
For ¢ = 0 this is infinitely large, as before indicating resonance. If ¢ = 0.1 the
maximum amplitude ratio should be approximately 6.366, using (3.67). This value
is confirmed by the data shown in Fig. 3.5.

3.4.3 Soil Layer with Surface Load

A more general case than the previous one is the propagation of waves in a homo-
geneous linear elastic layer, with hysteretic damping, carrying a surface load, see
Fig. 3.4. In this case the boundary conditions at the bottom of the layer is, as before,

z=h : u=ugsinfw —x/c3)], (3.68)
and the boundary condition at the top is

9%u
z=0: pdwzr, (3.69)

where d represents the surface load, expressed as an equivalent layer of soil, and
where now the shear stress 7 is related to the horizontal displacement u by (3.47),

2 )32“ 3.70)

ou
9z

It now follows from (3.69) and (3.70) that the boundary condition at the top can be
written as

T=Uu

o AP 2%

T2 a? 9z o 9tdz
The general solution of the problem for a material with hysteretic damping can been
written in the form of (3.49),

u= f(2)sinfw( —x/c2)]+ g(z) cos[w(t —x/c2)], (3.72)

(3.71)

where the functions f(z) and g(z) are given by (3.52) and (3.53). This solution can
also be written as

u = Crexp(pz)coslw(t —x/c2 +qz)]+ Crexp(pz) sinfw(t —x/c2+ gz)]
+ C3exp(—pz)cos[w(t —x/cy — qz)]
4+ Cyexp(—pz) sinfo(t —x/c2 — q2)]. (3.73)

This form is more convenient for the formulation of the boundary conditions.
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Substitution of the general solution (3.73) into the two boundary conditions leads,
after some elementary algebra, to the following four equations

d w?h?
ph—2¢qh + E 7 Ci+ (gh+2tph)Cy

d o*h?
- ph—2§qh——c—2 C3 — (qh +2Lph)Cs =0,

h

d &*h?
—(gh+2¢ph)Cy + ph—2g“qh+—c—2 Cy

h
d w?*h?

+ (gh +2¢ph)C3 — (ph —2¢qh — — —5
h ¢

exp(ph) cos(qgh)C1 + exp(ph) sin(qgh)Ca

—exp(ph) sin(gh)C + exp(ph) cos(gh)C>

+ exp(—ph) sin(qgh)C3 + exp(—ph) cos(qgh)Csq = uop.

)C4=0,

+ exp(—ph) cos(qgh)C3 — exp(—ph) sin(gh)C4 =0,

(3.74)

(3.75)

(3.76)

(3.77)

The constants C1, C, C3 and C4 can be determined from these equations. A numer-
ical solution of the system of four linear equations is probably most convenient, es-
pecially because the data will be calculated by a simple computer program anyway.
The parameters of the problem are the dimensionless frequency wh/c, the damping

ratio ¢, and the dimensionless mass of the load, expressed as the ratio d/ h.

The amplitude of the vibrations at the top of the soil layer are shown in Fig. 3.7,
for ¢ = 0.1 and ¢ = 0.5, and for three values of the load, d/h = 0, 1, 10. The
results for d/h = 0 are in agreement with those shown in Fig. 3.5 for ¢ = 0.1. The
right part of the figure shows the influence of damping on the displacements. If the
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Fig. 3.7 Amplitude of wave at the top of the layer, { =0.1 and ¢ = 0.5
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damping ratio is taken as ¢ = 0.5 the amplitude of the displacements at the top is
considerably smaller, as can be expected.

3.5 Numerical Solution

All the analytical solutions presented above suffer from the defect that the stress-
strain-relationship must be of rather simple form (linear elastic, with perhaps linear
hysteretic damping), and that the soil properties must be homogeneous. Real soils
are often composed of several layers of variable properties, and often they exhibit
non-linear properties. Therefore a numerical solution may be considered, because
this can more easily be generalized to non-linear and non-homogeneous properties.
In this section a simple numerical solution method is presented, again with hys-
teretic damping.

The considerations will be restricted to one-dimensional problems, such as wave
propagation in a soft layer, from a stiff deep layer to the surface. For this rela-
tively simple class of problems there is little difference between the various existing
numerical techniques, such as finite elements and finite differences. Therefore the
simplest of these methods, an explicit finite difference method, will be used.

Basic Equations

It is most convenient to base the numerical model upon a description of the basic
equations in terms of the lateral displacement u, the lateral velocity v, and the shear
stress s. Let the soil layer be subdivided into a certain number (1) of elements, and
let the velocity of a typical element be denoted by v;, see Fig. 3.8. The shear stress
on the lower surface is denoted by 7;, and the shear stress at the upper surface is
denoted by t;_1. The equation of motion of the element now is,
ov; T —Ti—|
P 2 ;’ (3.78)
at Az
where Az is the thickness of the element. If the variable 7; is now expressed as
7; = [ s; this equation can also be written as
i 58 —Sie1

=c"—, 3.79
ot ¢ Az ( )

Ti—1 <——

Fig. 3.8 Shear wave
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where, as usual, c¢ is the shear wave velocity, ¢ = 4/u/p. The finite difference form
of (3.79) is

/ 2 At
v, =V +c Az (si —si—1), (3.80)

where v] represents the velocity after a time interval At. The velocity is the time
derivative of the displacement,

Oui (3.81)
v = , .
T
or, in finite difference form,
u; =u; + v;At. (3.82)
The shear stress can be related to the shear strain by the equation
du av
T =p— +uh—, (3.83)
0z 0z
where #, is the characteristic time of the damping effect. As before we write
2¢ = wty, (3.84)

where ¢ is the dimensionless damping ratio, and where w is the frequency of the
load, assuming that the load is periodic. This means that (3.83) can also be written
as

_Ou | 2¢ Qv

| =— . 3.85
N 37 © 9z ( )

The finite difference form of this equation is
si = Wiy1 —ui)/Az+ (25 /) (viy1 — vi)/Az. (3.86)

A numerical model can now be developed as follows. If the problem is again that of
the propagation of a shear wave from a certain depth to the surface of the soil, the
boundary condition at the lower boundary of the layer can be considered to be

u, = dsin(wt), v, = dwsin(wt), (3.87)

where d is the amplitude of the sinusoidal fluctuation, with frequency w. Us-
ing (3.86) the shear stresses at every level (from i =1 to i =n — 1) can now be
calculated, assuming that the displacements in the layer itself are initially zero.
Using (3.80) the velocities at the end of the time interval can then be calculated,
and finally the displacements at the end of the time interval can be calculated us-
ing (3.82), from i = 1 to i = n — 1. This process can then be repeated for as many
steps as desired.

The calculations can be executed by a computer program, with the main compu-
tation algorithm being reproduced below.
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for (i=n-1;i>0;i--)

{
s[il=(uli+1l]-ul[i])/dz+(2*zeta/omega) * (v[i+1l]1-v[i])/dz;
v[il=v[i]+c*c*dt*(s[i]l-s[i-1])/dz;

ulil=ulil+v[i]*dt;

}

In a computer program the time step should be so small that instabilities are avoided.
The magnitude of these time steps can most simply be investigated by considering
the basic equation (3.48),

1 3% 9*u  2¢ du

—_—— = = —. 3.88
c2 312 972 + w 01972 (3.88)

For ¢ = 0 this equation reduces to the standard wave equation
1 0% 9% (3.89)
2 a2 972’ )

Numerical approximations of this equation, using the simplest finite difference ap-
proximations, usually are stable if in each time step the wave travels not more than
a single spatial step. This leads to the following condition for the time step,

At < Az/c. (3.90)

This is the Courant condition, see Press et al. (1988).
For large values of the damping ratio ¢ the basic equation (3.88) reduces to a

diffusion equation for the velocity,
1 ov  2¢ 8%
= 391
23t w 972 ©.91)

This can be solved numerically by a stable process if the following stability criterion
is satisfied, see e.g. Press et al. (1988),

wAZ?
At < )
4t c?

(3.92)

It is suggested that in a computer program the time steps are taken small enough for
both criteria to be satisfied.

A computer program using the method described here, QUAKE, may be used
as an alternative to the analytical solutions presented in this chapter, and may be
used as a basis for more general problems, of non-homogeneous layers, and per-
haps involving non-linear soil properties. When comparing the results of a simple
computer program with the analytical results it will be observed that there may be
considerable deviations, especially for small values of time. This is a result of the
initial condition in the numerical solution. It may take many cycles of vibrations
before the numerical solution has reached the steady state that has been assumed in
the analytical solutions. Actually, during a real earthquake the soil may not reach
the steady state, and the results of a non-steady computation may be more realistic.
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Problems

3.1 Investigate the influence of the frequency w and the damping ratio { on the
ratio of the displacements at the top and the bottom of a soft soil layer.

3.2 Using the computer program QUAKE, verify that the results of the program
are in agreement with the analytical results given earlier, at least after many cycles
of vibration.






Chapter 4
Theory of Consolidation

4.1 Consolidation

Soft soils such as sand and clay consist of small particles, and often the pore space
between the particles is filled with water. In soil mechanics this is denoted as a satu-
rated or a partially saturated porous medium. The deformation of such porous media
depends upon the stiffness of the porous material, but also upon the behaviour of the
fluid in the pores. If the permeability of the material is small, the deformations may
be considerably hindered, or at least retarded, by the pore fluid. The simultaneous
deformation of the porous material and flow of pore fluid is the subject of the theory
of consolidation, often denoted as poroelasticity.

The theory was developed originally by Terzaghi (1925) for the one-dimensional
case, and extended to three dimensions by Biot (1941), and it has been studied
extensively since. In Terzaghi’s original theory the pore fluid and the solid particles
were assumed to be completely incompressible. This means that deformations of
the porous medium are possible only by a rearrangement of the particles, and that
volume changes must be accompanied by the expulsion of pore water. This is a
good approximation of the real behaviour of soft soils, especially clay, and also soft
sands. Such soils are highly compressible (deformations may be as large as several
percents), whereas the constituents, particles and fluid are very stiff.

In later presentations of the theory, starting with those of Biot, compression of
the pore fluid and compression of the particles has been taken into account. This
generalization made it possible to also consider the deformations of materials such
as sandstone and other porous rocks, which are very important in the engineering
of deep reservoirs of oil or gas. The linear theory of poroelasticity (or consolida-
tion) has now reached a stage where there is practically general consensus on the
basic equations, see e.g. De Boer (2000), Wang (2000), Coussy (2004), Verruijt
(2008b).

In this chapter the basic equations of the general theory of linear consolidation
are derived, for the case of a linear material, and for pseudo-static deformations
(in which inertial forces are disregarded). A simplified version of the theory, in
which the soil deformation is assumed to be strictly vertical, is also presented in

A. Verruijt, An Introduction to Soil Dynamics, 65
Theory and Applications of Transport in Porous Media 24,
© Springer Science+Business Media B.V. 2010
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this chapter. The analytical solutions for two simple examples are given. In the next
chapter the generalization to dynamics is presented.

Before deriving the basic equations of consolidation it is convenient to consider
some of the basic principles underlying the theory, especially the influence of the
compressibilities of the two constituents (solid particles and pore fluid) on the be-
haviour of a porous medium in the absence of drainage.

4.1.1 Undrained Compression of a Porous Medium

Consider an element of porous soil or rock, of porosity n, saturated with a fluid.
The element is loaded, in undrained condition, by an isotropic total stress Ao . The
resulting pore pressure is denoted by Ap. In order to determine the relation between
Ap and Ao the load is considered to be applied in two stages: an increment of
pressure both in the fluid and in the soil particles of magnitude Ap, and a load on
the soil, without any pore pressures, of magnitude Ac. Compatibility of the two
stages, requiring that the total volume change is the sum of the volume changes of
the fluid and the solid particles, will be required only for the combination of the two
stages.

In the first stage, in which the stress in both fluid and particles is increased by
Ap, the volume change of the pore fluid is

AVy=—nCs;ApV, (4.1)

where C is the compressibility of the pore fluid (which may include the compres-
sion of small amounts of isolated gas bubbles), and V is the total volume of the
element considered. The volume change of the particles is

AV, =—(1—n)CsApV, 4.2)

where Cj is the compressibility of the solid material. Assuming that the solid par-
ticles all have the same compressibility, it follows that their uniform compression
leads to a volume change of the pore space as well (at this stage compatibility of
the deformations of fluid and particles is ignored) of the same magnitude. Thus the
total volume change of the porous medium is

AV = —nCV. (4.3)

In the second stage the pressure in the fluid remains unchanged, so that there is
no volume change of the fluid,
AVy =0, (4.4)

The stress increment Ac — Ap on the soil, at constant pore pressure, leads to an
average stress increment in the solid particles of magnitude (Ao — Ap)/(1 — n).
The resulting volume change of the particles is

AVy =—Cs(Ao — Ap)V. 4.5)
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The volume change of the porous medium as a whole in this stage also involves the
deformations due to sliding and rolling at the contacts of the particles. Assuming
that this is also a linear process, in a first approximation, it follows that in this stage
of loading

AV = —Cp(Ac — Ap)V, (4.6)

where C,, is the compressibility of the porous medium. It is to be expected that
this is considerably larger than the compressibilities of the two constituents: fluid
and solid particles, because the main mechanism of soil deformation is not so much
the compression of the fluid or the particles, but rather the deformation due to a
rearrangement of the particles, including sliding and rolling.

Due to both these two loadings the volume changes are

AVy=-nCyApV, 4.7
AVy=—(1—n)CsApV — Cs(Ao — Ap)V, 4.8)
AV =—-CsApV — Cy (Ao — Ap)V. 4.9)

Because there is no drainage in the combined loading situation, by assumption, the
total volume change must be equal to the sum of the volume changes of the fluid
and the particles, AV = AV + AV;. This gives, with (4.7)—(4.8),

Ap _pB— 1
Ao~ 1+4n(Cp—Cs)/(Cp—Cs)

(4.10)

The derivation leading to this equation is due to Bishop (1973), but similar equations
were given earlier by Gassmann (1951) and Geertsma (1957). The ratio Ap/Ac
under isotropic loading is often denoted by B in soil mechanics (Skempton, 1954).
In early developments, such as in Terzaghi’s publications, the compressibilities of
the fluid and of the solid particles were disregarded, Cy = Cy = 0. In that case
B =1, which is often used as a first approximation.

4.1.2 The Principle of Effective Stress

The effective stress, introduced by Terzaghi (1925), is defined as that part of the
total stresses that governs the deformation of the soil or rock. It is assumed that the
total stresses can be decomposed into the sum of the effective stresses and the pore
pressure by writing

Oij =Ul~/j+otp5ij, “4.11)

where o;; are the components of total stress, al.’j are the components of effective
stress, p is the pore pressure (the pressure in the fluid in the pores), §;; are the
Kronecker delta symbols (§;; =1 if i = j and §;; = 0 otherwise), and « is Biot’s
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coefficient, which is unknown at this stage. For the isotropic parts of the stresses it
follows from (4.11) that

o=04ap. 4.12)

In the case of an isotropic linear elastic porous material the relation between the
volumetric strain ¢ and the isotropic effective stress is of the form
AV ,

827 =—-CuAc' =—-CyuAoc — Cpap, 4.13)
where, as before, C,, denotes the compressibility of the porous material, the inverse
of its compression modulus, C,,, = 1/K. Equation (4.13) should be in agreement
with (4.9), which is the case only if

a=1—Cs/Cp. (4.14)

This expression for Biot’s coefficient is generally accepted in rock mechanics (Biot
and Willis, 1957) and in the mechanics of other porous materials, such as bone or
skin (Coussy, 2004). For soft soils the value of « is close to 1.

If the coefficient « is taken as 1, the effective stress principle reduces to

ojj = Ui/j + p5ij. (4.15)

This is the form in which the effective stress principle is often expressed in soil
mechanics, on the basis of Terzaghi’s original work (1925, 1943). This is often jus-
tified because soil mechanics practice usually deals with highly compressible clays
or sands, in which the compressibility of the solid particles is very small compared
to the compressibility of the porous material as a whole. In this case the effective
stress is also the average of the forces transmitted in the isolated contact points be-
tween the particles. This is sometimes denoted as the intergranular stress.

4.2 Conservation of Mass

One of the major principles in the theory of consolidation is that the mass of the two
components, water and solid particles, must be conserved. This will be formulated
in this section.

Consider a porous material, consisting of a solid matrix or an assembly of par-
ticles, with a continuous pore space. The pore space is filled with a fluid, usually
water, but possibly some other fluid, or a mixture of fluids. The average velocity of
the fluid is denoted by v and the average velocity of the solids is denoted by w. The
densities are denoted by o and p;, respectively, and the porosity by n.

The equations of conservation of mass of the solids and the fluid can be estab-
lished by considering the flow into and out of an elementary volume, fixed in space,
see Fig. 4.1. The mass of fluid in an elementary volume V is npy V. The increment
of this mass per unit time is determined by the net inward flux across the surfaces
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Fig. 4.1 Conservation of z
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of the element. In y-direction the flow through the left and the right faces of the
element shown in Fig. 4.1 (both having an area AxAz), leads to a net outward flux
of magnitude

A(nprvy) v
Ay

where V denotes the volume AxAyAz. This leads to the following mass balance
equation

Amprvy)AxAz =

)

d(npy) n d(npfuy) n d(npyrvy) n d(npyfv;) _

0. (4.16)
ot 0x ay 0z
Using vector notation this can also be written as
0
% +V-(npsv) =0. 4.17)

The compressibility of the fluid can be expressed by assuming that the constitutive
equation of the fluid is

dpy

— =p¢Cy, 4.18

dp prCyr (4.18)
which is in agreement with the definition of the fluid compressibility C 7 in (4.7). For
pure water the compressibility is Cy ~ 0.5 x 10~ m?/kN. For a fluid containing
small amounts of a gas the compressibility may be considerably larger, however. It
now follows from (4.17) that

M ;v v =0 (4.19)
R n e -(nv) = . .

ar e

where a term expressing the product of the fluid velocity and the pressure gradient
has been disregarded, assuming that both are small quantities, so that the product is
of second order.
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The balance equation for the solid material is

AL —n)ps]

o7 + V-[(1 —n)psw] =0. (4.20)

It is now assumed that the density of the solid particles is a function of the isotropic
total stress o and the fluid pressure p, so that

9 Cs (0 9
s _ Psts (99 0P 4.21)
ot 1—n\dr ot

which is in agreement with (4.8). Equation (4.20) now reduces to

0 (22— 022 v = mywl =0 (4.22)
ot \or " "or W= :

where again a term expressing the product of a velocity and a gradient of stress or
pressure has been disregarded.

The time derivative of the porosity n can easily be eliminated from (4.22) and
(4.19) by adding these two equations. This gives

0 0
V~W+V-[n(v—W)]+n(Cf—C‘Y)a—l;—i—CA;a—?:O. (4.23)
The quantity n(v — w) is the porosity multiplied by the relative velocity of the fluid
with respect to the solids. This is precisely what is intended by the specific dis-
charge, which is the quantity that appears in Darcy’s law for the flow of a fluid
through a porous medium. It will be denoted by q,

q=n(v—w). 4.24)

If the displacement vector of the solids is denoted by u, the term V - w can also be
written as de/dt, where ¢ is the volume strain,

e=V-u (4.25)
Equation (4.23) can now be written as

ap a0
+n(Cr—Cy) o TG q (4.26)

ae
ot
Because the isotropic total stress can be expressed as o = o’ + ap, see (4.12), and
the isotropic effective stress can be related to the volume strain by ¢’ = —¢/C,,,

where C,, is the compressibility of the porous medium, see (4.13), it follows that
(4.26) can also be written as
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where S, is the storativity, of the pore space,
Sp=nCy+ (¢ —n)Cs. (4.28)

Equation (4.27) will be denoted here as the fluid conservation equation. It has been
denoted as the storage equation in earlier literature. It is an important basic equa-
tion of the theory of consolidation. In its form (4.26) it admits a simple heuristic
interpretation: the compression of the soil consists of the compression of the pore
fluid and the particles plus the amount of fluid expelled from an element by flow.
The equation actually expresses conservation of mass of fluids and solids, together
with some notions about the compressibilities.

It may be noted that in deriving (4.27) a number of assumptions have been made,
but these are all relatively realistic. Thus, it has been assumed that the solid particles
and the fluid are linearly compressible, and some second order terms, consisting
of the products of small quantities, have been disregarded. The fluid conservation
equation (4.27) can be considered as a reasonably accurate description of physical
reality.

4.3 Darcy’s Law

In 1857 Darcy found, from experiments, that the specific discharge of a fluid in a
porous material is proportional to the head loss. In terms of the quantities used in
this chapter Darcy’s law can be written as

K
q= —;(Vp —0rg), (4.29)

where « is the (intrinsic) permeability of the porous material, i is the viscosity
of the fluid, and g is the gravity vector. The permeability depends upon the size
of the pores. As a first approximation one may consider that the permeability « is
proportional to the square of the particle size.

If the coordinate system is such that the z-axis is pointing in upward vertical
direction the components of the gravity vector are g, =0, g, =0, g, = —g, and
then Darcy’s law may also be written as

_ kp
qx = wox
Kk Op
=_- 2 4.30
qy 9y ( )
kK (dp
CIz——ﬁ<E+,0fg)-

The product p rg may also be written as y,,, the volumetric weight of the fluid.
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In soil mechanics practice the coefficient in Darcy’s law is often expressed in
terms of the hydraulic conductivity k rather than the permeability «. This hydraulic
conductivity is defined as

k= <PIE 4.31)
n
This means that Darcy’s law can also be written as
_ koap
T Yw 90X ’
k dp
gy =———, (4.32)
Yw 0y
k (dp
9z = —— <_ + Vw)
Yw \ 02
From these equations it follows that
d 0 0 k
VAT P s A Y LS V) (4.33)
ax ay 9z YVw

if again a small second order term (involving the spatial derivative of the hydraulic
conductivity) is disregarded.
Substitution of (4.33) into (4.27) gives

o 15, _v(Ly (4.34)
o— — = V| — . .
at ot ve D
Compared to (4.27) the only additional assumption is the validity of Darcy’s law.
As Darcy’s law usually gives a good description of flow in a porous medium, (4.34)
can be considered as reasonably accurate.

4.4 Equilibrium Equations

The complete formulation of a fully three-dimensional problem requires a consider-
ation of the principles of solid mechanics, including equilibrium, compatibility and
the stress-strain-relations. In addition to these equations the initial conditions and
the boundary conditions must be formulated. These equations are presented here,
for a linear elastic material.

The equations of equilibrium can be established by considering the stresses act-
ing upon the six faces of an elementary volume, see Fig. 4.2. In this figure only the
six stress components in the y-direction are shown. The equilibrium equations in
the three coordinate directions are
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Fig. 4.2 Equilibrium of z
element
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ox ay 9z fx
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— f, =0, 4.35
ox + ay * 0z Iy ( )
0oy, 00y, doy

— £, =0,
ox + ay + 9z f:

where fy, fy and f; denote the components of a possible body force. In addition to
these equilibrium conditions there are three equations of equilibrium of moments.
These can be taken into account most conveniently by noting that they result in the
symmetry of the stress tensor,

Oxy = Oyx,
Oyz = Ozy, (4.36)
Ozx = Oxz-

The stresses in these equations are total stresses. They are considered positive for
compression, in agreement with common soil mechanics practice, but in contrast
with the usual sign convention in solid mechanics.

The total stresses are related to the effective stresses by the generalized Terzaghi
principle, see (4.11),

_ / _ / _ /
Oxx =0,, +ap, Oxy = Oyxy> Oxz =0y,
_ / _ / _ /
Oyy =0y, +ap, Oy =0y, Oyx =0y, 4.37)
/ s /
Oz =0, +ap, Ozx =0y, Ozy = Ogy»

where « is Biot’s coefficient, « = 1 — C/Cy,.
The effective stresses determine the deformations of the soil. The shear stresses
can of course only be transmitted by the soil skeleton. As a first approximation the
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effective stresses are now supposed to be related to the strains by the generalized
form of Hooke’s law. For an isotropic material these relations are

XX

2
shy==(K-36)e 266w, o= 26, ol=-2ew

2
Oy = —(K - §G>8 —2Geyy, 0y, = —2Gey,, oy, = —2Geyy, (4.38)

2
O’Z/z =—(K — gG)S — ZGEZZ, Gz/x = —ZGSZX, Uz/y = —2ngy’

where K and G are the elastic coefficients of the material, the compression modulus
and the shear modulus, respectively. They are related to the Lamé constants A and
1 by the relations

2
A:K—gG, G=pu. (4.39)

The compression modulus (or bulk modulus) K is the inverse of the compressibility
C,, of the porous medium K = 1/C,,. In soil mechanics the compression modulus
K and shear modulus G are often used as the two basic elastic coefficients because
they so well describe the two different modes of deformation: compression and
shear.

The volume strain ¢ in (4.38) is the sum of the three linear strains,

£ =¢&xx + &yy + &47. (4.40)

The strain components are related to the displacement components by the compati-
bility equations

Oty 1 (Ou, Ouy 1 /0u, du,
= 8xy_§<ay o) =T\ T )

duy, 1(0uy du 1 (Ouy  Ouy
£y = 24, gyz=-(—+—1>, e},x=§<a+W . @4

ou, 1/ 0u, Ouy, 1/0u; Ou,y
T 8@61(%* oz ) %—5(@%—1)'

This completes the system of basic field equations. The total number of unknowns
is 22 (9 stresses, 9 strains, 3 displacements and the pore pressure), and the total
number of equations is also 22 (6 equilibrium equations, 9 compatibility equations,
6 independent stress-strain-relations, and the storage equation).

The system of equations can be simplified considerably by eliminating the
stresses and the strains, finally expressing the equilibrium equations in the displace-

ments. For a homogeneous material (when K and G are constant) these equations
are
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Y 9

K+-G6)Z 46V, —a 4 1 =0,
3 0x 0x

K+26)% L ove 0 L f =0 (4.42)
3 P uy ocay y =0, .

1 \o 5
K+-G)Z +6V2u, —a + f, =0,
3 0z 0z

where the volume strain & should now be expressed as

duy  duy  Juy
= —_— 4+ —, 4.43
£=— + 5 + P (4.43)

and the operator V? is defined as

, 3 9
Vo= 02 + 52 + 3 (4.44)

The system of differential equations now consists of the storage equation (4.34)
and the equilibrium equations (4.42). These are 4 equations with 4 variables: p, u,,
uy and u;. The volume strain ¢ is not an independent variable, see (4.43).

The initial conditions are that the pore pressure p and the three displacement
components are given at a certain time (say r = 0). The boundary conditions must
be that along the boundary 4 conditions are given. One condition applies to the pore
fluid: either the pore pressure or the flow rate normal to the boundary must be spec-
ified. The other three conditions refer to the solid material: either the 3 surface trac-
tions or the 3 displacement components must be prescribed (or some combination).
Many solutions of the consolidation equations have been published, mainly for bod-
ies of relatively simple geometry (half-spaces, half-planes, cylinders, spheres, etc.)
(for references see Schiffman, 1984; Wang, 2000).

4.5 Drained Deformations

In some cases the analysis of consolidation is not really necessary because the dura-
tion of the consolidation process is short compared to the time scale of the problem
considered. This can be investigated by evaluating the expression c,t/h?, where h
is the average drainage length, and ¢ is a characteristic time. When the value of this
parameter is large compared to 1, the consolidation process will be finished after
a time t, and consolidation may be disregarded. In such cases the behaviour of the
soil is said to be fully drained. No excess pore pressures need to be considered for
the analysis of the behaviour of the soil. Problems for which consolidation is so fast
that it can be neglected are for instance the building of an embankment or a founda-
tion on a sandy subsoil, provided that the smallest dimension of the structure, which
determines the drainage length, is not more than say a few meters.



76 4 Theory of Consolidation

4.6 Undrained Deformations

Quite another class of problems is concerned with the rapid loading of a soil of low
permeability (a clay layer). Then it may be that there is hardly any movement of
the fluid, and the consolidation process can be simplified in the following way. The
basic equation involving the time scale is the storage equation (4.27),

d 9
a—E+S d

P__v.q 4.45
ar P ot 1 (4.45)

If this equation is integrated over a short time interval A¢ one obtains

At
Oleo—i-Sppo:—/ V.-qdt, (4.46)
0

where gp and po denote the volume strain and the pore pressure immediately after
application of the load. The term in the right hand side represents the net outward
flow, over a time interval Af. When the permeability is very small, and the time step
At is also very small, this term will be very small, and may be neglected. It follows
that

oe oe

—_—=— 4.47)
Sp an+(05_n)Cs

po=

This expression enables to eliminate the pore pressure from the other equations,
such as the equations of equilibrium (4.42). This gives

1 de
<Ku + —G)— +GVuy + f =0,

3 dx
1 o€ 5

Ku+ =G |—+GV?uy+ f, =0, (4.48)
3 ay ’
1\

(Ku + ‘G>_€ +GVZu, + f, =0,
3 0z

where
K=K+ % — k4 o’ (4.49)
T S, nCy+(a—n)Cs’ '

the undrained compression modulus.

It should be noted that these equations are completely equivalent to the equations
of equilibrium for an elastic material, the only difference being that the compression
modulus K has been replaced by K,,.

Combination of (4.37) and (4.38) with (4.47) leads to the following relations
between the total stresses and the displacements
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2

oy =—\| Ky — §G e —2Geyy, Oxy = —2Geyy, Ox; = —2Gé&y,,
2

oy =— Ky — §G & —2Geyy, oy; = —2Gey,, oyx = —2Geyy, (4.50)
2

o, =—| Ky, — gG e —2Ge,,, ox = —2Gé&,y, 07y = —2Geyy.

These equations also correspond precisely to the standard relations between stresses
and displacements from the classical theory of elasticity, again with the exception
that K must be replaced by K,,. It may be concluded that the total stresses and the
displacements are determined by the equations of the theory of elasticity, except that
the compression modulus K must be replaced by K,. The shear modulus G remains
unaffected. This type of approach is called an undrained analysis.

If the fluid and the particles are incompressible the storativity of the pore space
Sp is zero, see (4.28). In that case the undrained compression modulus is infinitely
large, which is in agreement with the physical basis of the original consolidation
theory. If the particles and the fluid are incompressible, and the loading process is
very fast, no drainage can occur. In that case the soil must indeed be incompressible.
In an undrained analysis the material behaves with a shear modulus equal to the
drained shear modulus, but with a compression modulus that is practically infinite.
In terms of shear modulus and Poisson’s ratio, one may say that Poisson’s ratio v is
(almost) equal to 0.5 when the soil is undrained.

As an example one may consider the case of a rigid circular foundation plate on
a semi-infinite elastic porous material, loaded by a total load P. According to the
theory of elasticity (Timoshenko and Goodier, 1970) the settlement of the plate is

_PA—Y)

= , 4.51
Woo ED ( )

where D is the diameter of the plate. This is the settlement if there were no pore
pressures, or when all the pore pressures have been dissipated. In terms of the shear
modulus G and Poisson’s ratio v this formula may be written as

_P(1-v)

4.52
2GD (4.52)

Woo

This is the settlement after the consolidation process has been completed. At the
moment of loading the material reacts as if v = %, so that the immediate settlement
is

P
" 4GD’
This shows that the ratio of the immediate settlement to the final settlement is

wo (4.53)

wo 1
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Thus the immediate settlement is about 50% of the final settlement, or more, de-
pending upon the value of Poisson’s ratio in drained conditions. The consolidation
process will account for the remaining part of the settlement, which will be less
than 50%.

4.7 Cryer’s Problem

A good, and still relatively simple, example of a three-dimensional problem of con-
solidation is the case of a massive sphere, subjected to an all round pressure at its
outer boundary, with drainage to a layer of filter material around the sphere, see
Fig. 4.3. The solution of this problem has been given by Cryer (1963) for the case
of an incompressible fluid and incompressible solid particles. Here the general case
will be considered, which is only slightly more complicated.

Basic Equations

Using a spherical coordinate R, which is appropriate for this problem with spherical
symmetry, the storage equation (4.27) can be written as

de ap  k (3p 2
—+S—=—-—=+=-==), 4.55
o T yw(3R2+R8R (4.55)

where it has been assumed that the permeability is constant.
The volume strain ¢ is related to the radial displacement u by
ou  2u

=—+ —. 4.56
e=m TR (4.56)

The second basic equation is the equation of radial equilibrium, which can be
expressed as
JORR | ,ORR —OTT _

2
8R+ R

0, (4.57)

Fig. 4.3 Spherical sample
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where ogg and orr are the total stresses in radial and tangential direction. The total
stresses can be separated into the effective stresses and the pore pressure by the
equations

ORR = Ogg +ap, (4.58)
orr =opr +ap. (4.59)

Using these relations the equation of equilibrium can be written as

do, Opp —0) ap
RR RR ~OTT
2 =0. 4.60
dR + R +a3R ( )

Using (4.56) and the stress-strain-relations

2 3
ang—(K—§G>e—2Ga—Z, 4.61)
2
- —<1< - —G)e —_26L, (4.62)
3 R

the equation of equilibrium can be expressed in terms of the volume strain as

Kitg) 0 (4.63)
37 )or T YR '

In these equations K is the compression modulus of the porous medium in fully
drained conditions, and G is its shear modulus.

Boundary Conditions

The problem is further defined by the boundary conditions

a
R=0:2 _o (4.64)
oR
R=0:u=0, (4.65)
R=a:p=0, (4.66)
0, ifr<0,
R=a : orgp= ] 4.67)
q, ift>0.

The first boundary condition expresses that there is no flow in the center of the
sphere, and the second boundary condition expresses that there can be no radial
displacement at the center. The third boundary condition states that the excess pore
pressure at the outer boundary of the sphere is zero, assuming perfect drainage.
The fourth boundary describes the radial loading at the sphere’s circumference. The
radius of the sphere is denoted by a.
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Initial Response

At the instant of loading there will be a response of the sample, which can be deter-
mined by considering the sample to be elastic, with a modified compression modu-
lus K,,, see (4.49),

o

K,=K+—. (4.68)

Sp
This leads to a solution in which the state of stress is homogenous, with all normal
stresses being equal to the load ¢. The initial pore pressure then is

aq
t=0: p=po=—577. 4.69
P=Do o2 ¥ KS, (4.69)
The initial volume change is
S
1=0:e=gg= 4 =10 (4.70)
K, o*+KS,

It may be noted that in the case of an incompressible fluid and incompressible parti-
cles Cy=C; =0, and o = 1. In that case pp = g and g9 = 0, indicating that in this
case there is no initial volume change, and the initial pore pressure is equal to the
radial load.

Solution of the Problem

The problem is solved using the Laplace transform. For the pore pressure this is
defined as

o
ﬁ:/ p exp(—st)dt, “4.71)
0

where s is the Laplace transform parameter.

The transformed basic equations can easily be solved, involving four integration
constants, which can be determined using the boundary conditions (4.64)—(4.67).
The final expression for the Laplace transform of the pore pressure is found to be

_ gmpPa’® sinh(Aa) — (a/R) sinh(AR)
p= : NN )
ac(l1+ KS,/a?) [1+ m(ra)?]sinh(ra) — (ra) cosh(ra)
where
A2 =Bs/c, (4.73)

and the following additional parameters have been used

k(K + 3G)
e

_ (K+3G)(1+KS,/a?
N 4G '

4
c ﬂ=a2+<K+§G)Sp, m

(4.74)
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The coefficient c is the usual coefficient of consolidation. In the case of an incom-
pressible fluid and an incompressible solid particles (the case considered by Cryer,
1963) the Biot coefficient & = 1, and the pore space storativity S, = 0. It then fol-
lows that 8 =1 and m = (K + 3G)/4G.

Of particular interest is the pore pressure in the center of the sphere, at R = 0. If
this is denoted by p., its Laplace transform is

- gmpBa’® sinh(Aa) — Aa
Pe= ac(l 4+ KS,/a?) [1 + m(ra)?]sinh(ra) — (Aa) cosh(ha)

(4.75)

It may be appropriate at this stage to verify the initial condition (4.69), using the
fundamental property of the Laplace transform

lim p = lim sp. (4.76)
=0 §—00
With (4.72) this gives
q

Po (4.77)

" a(l+KS,ja?)’

This is in agreement with (4.69), thus confirming the derivations.

Inverse Laplace Transformation

Inverse Laplace transformation of (4.75) gives, using Heaviside’s inversion theorem,

Pc sing,' —%'j
— =2m .
Po = mé&jcos&; + (2m — 1)sin;

exp(—£7ct/Ba’), (4.78)

where the coefficients &; are the positive roots of the equation
(1 —mE7)sing; — & cos&; =0, (4.79)

This solution agrees with the solution obtained by Cryer (1963) for the case of an
incompressible fluid and incompressible particles.

Results

Figure 4.4 shows the results for three values of Poisson’s ratio, assuming that the
pore fluid and the particles are incompressible. It is interesting to note that for all
values of v < % the pore pressure in the center of the sphere initially increases be-
fore it is ultimately reduced to zero. This is caused by the drainage, which starts at
the outer shell of the sphere, and which produces a tendency for shrinkage of that
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Fig. 4.4 Pore pressure in the center

outer shell. This leads to an additional compressive stress on the practically incom-
pressible core of the sphere, so that an additional pore pressure is generated. The
effect can be considered as a consequence of the practically immediate transmission
of static stresses, and the gradual progress of the diffusive process of groundwater
flow. A similar effect was obtained by Mandel (1953) for the problem of a clay sam-
ple compressed between two rigid plates, with lateral drainage. The effect is usually
called the Mandel-Cryer effect. It has been confirmed experimentally by Gibson et
al. (1963) and Verruijt (1965).

4.8 Uncoupled Consolidation

In general the system of equations of three-dimensional consolidation involves solv-
ing the storage equation together with the three equations of equilibrium, simulta-
neously, because these equations are coupled. This may be a formidable task, and it
seems worthwhile to try to simplify this procedure. It would be very convenient, for
instance, if it could be shown that in the storage equation

9% ap k
%45, vty 4.80
Ao T O, (J/w P) (4.80)

the first term can be expressed as

de _dp

9 _coP. 4.81
or ot @81
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where C is some constant, because then the equation reduces to the form
ap k
@C+S8p))—=V-(—Vp), (4.82)
ot Yw

which is the classical diffusion equation, for which many analytical solutions are
available. The system of equations is then uncoupled, in the sense that first the pore
pressure can be determined from (4.82), and then later the deformation problem can
be solved using the equations of equilibrium, in which then the gradient of the pore
pressure acts as a known body force.

Constant Isotropic Total Stress

There are two possibilities for uncoupling to be realized. The first possibility is
obtained by first noting that for an isotropic material the volume strain ¢ is a function
of the isotropic effective stress o,

I / I
_ Oyx + Tyy + 02

o’ 4.83
3 (4.83)
For a linear material the relation may be written as
e =—Cpo’, (4.84)

where C,, is the compressibility of the porous material, the inverse of its compres-
sion modulus, C,, = 1/K, and the minus sign is needed because of the different
sign conventions used for stresses and strains. The effective stress is the difference
between total stress and pore pressure (taking into account Biot’s coefficient), and
thus one may write

e=—Cp(oc —ap). (4.85)
Differentiating this with respect to time gives

ae ao ap
—=—-C,— Cp—. 4.86
ot mar TAEmYy, (4.86)

If it is now assumed, as a first approximation, that isotropic total stress is constant
in time, then there indeed appears to be a relation of the type (4.81), with

C=aCy,. (4.87)

The differential equation now is, with (4.82)

9 k
@*C,, —i—S,,)a—p —V. (—Vp), (4.88)
t Yw
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which is indeed a diffusion equation. This simplifying assumption was first sug-
gested by Rendulic (1936). That the isotropic total stress may be constant in certain
cases is not unrealistic. In many cases consolidation takes place while the loading
of the soil remains constant, and although there may be a certain redistribution of
stress, it may well be assumed that the changes in total stress will be small. A proof is
impossible to give, however, and it is also difficult to say under what conditions the
approximation is acceptable. Various solutions of coupled three-dimensional prob-
lems have been obtained, and in many cases a certain difference with the uncoupled
solution has been found. Sometimes there is even a very pronounced difference in
behaviour for small values of the time, in the sense that sometimes the pore pressures
initially show a certain increase, before they dissipate. This is the Mandel-Cryer ef-
fect, see the previous section, which is a typical consequence of the coupling effect.
When the pore pressures at the boundary start to dissipate the local deformation
may lead to an immediate effect in other parts of the soil body, and this may lead
to an additional pore pressure. In the long run the pore pressures always dissipate,
however, and the difference with the uncoupled solution then is often not important.
Therefore an uncoupled analysis may be a good first approximation, if it is realized
that local errors may occur, especially for short values of time.

Horizontally Confined Deformations

Another important class of problems in which an uncoupled analysis is justified is
the case where it can be assumed that the horizontal deformations will be negligible,
and the vertical total stress remains constant. In the case of a soil layer of large
horizontal extent, loaded by a constant surface load, this may be an acceptable set
of assumptions. If the horizontal deformations are set equal to zero, it follows that
the volume strain is equal to the vertical strain,

& =¢g,. (4.89)

For a linear elastic material the vertical strain can be related to the vertical effective
stress by the formula

(4.90)

/
€7z = —MyO,,

where m, is the vertical compressibility of a laterally confined soil sample. Using
the effective stress principle this now gives

&7z = —my(0z; —ap), (4.91)
and therefore
ae 00, ap
—=— —. 4.92
ot Mg T (4.92)
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Substitution into the storage equation (4.80) gives

) 9 k
(2, + Sp)—‘t7 = am, Gt“ + v-(-w). (4.93)

This equation is indeed of the form of a diffusion coefficient if the vertical total
stress is constant. It may be concluded that in the case of zero lateral deformation
and constant vertical total stress the consolidation equations are uncoupled. If the
medium is homogeneous, the coefficient k/y,, is constant in space, and then the
differential equation reduces to the form

ap 2 1.94
_— V IVJ, '9
at v ( )

where V2 is Laplace’s operator,

L . (4.95)
Cox2 0 ay? o 9z’ '

and ¢, is the consolidation coefficient,

k

= (4.96)
(a?my, + Sp) Yw

Cy

An equation of the form (4.94) was first derived by Terzaghi (1925), for the one-
dimensional case of flow and deformation in the vertical direction only, as occurs in
a confined compression test in the laboratory, or in the consolidation of an extensive
clay layer in the field, loaded by a uniform surcharge. It was also derived by Jacob
(1940), using somewhat different notations, for the case of a compressible aquifer
of thickness H, transmissivity 7, and storativity S. The consolidation coefficient
then can be written as ¢, = T'/S.

In the next section a solution of the differential equation will be presented, for
Terzaghi’s problem.

4.9 Terzaghi’s Problem

The problem first solved by Terzaghi (1925) is that of a layer of thickness 2/, which
is loaded at time r = 0 by a load of constant magnitude g. The upper and lower
boundaries of the soil layer are fully drained, so that along these boundaries the
pore pressure p remains zero.

The differential equation for this case is the fully one-dimensional form of (4.94),

ap 3’p
Lo 2L 497
o Vo2 @97
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Fig. 4.5 Terzaghi’s problem

Because at the moment of loading there can not yet have been any fluid loss from
the soil, it follows from (4.93) that the initial pore pressure is

anty

—— 9. 4.98
pro— Spq (4.98)

t=0:p=po=

If the fluid and the solid particles are incompressible « =1 and S, = 0, so that then
po = q, as Terzaghi considered.
The boundary conditions are

z=0: p=0, (4.99)
z=2h: p=0. (4.100)

Solution

The solution of the problem can be obtained by using the mathematical tools sup-
plied by the theory of partial differential equations, for instance the method of sepa-
ration of variables (see e.g. Wylie, 1960), or, even more conveniently, by the Laplace
transform method (see e.g. Churchill, 1972, or Appendix A). The Laplace transform
of the pore pressure is defined as

o
ﬁ:/ p exp(—st)dt, (4.101)
0

where s is a positive parameter. The transformed differential equation is, using the
initial condition (4.98)

d*p
dz?’
The partial differential equation has now been reduced to an ordinary differential
equation. The solution satisfying the boundary conditions is

z _ 1 _ COSh[(h - Z) \% S/cv] ) (4.103)

Po S s cosh[h/s/cy]

SP—Po==Cy (4.102)
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The inverse transform of this expression can be obtained by the complex inversion
integral (Churchill, 1972), or in a more simple, although less rigorous way, by ap-
plication of Heaviside’s expansion theorem (Appendix A). This gives, after some
elementary mathematical operations,

p 4 [(=Di! , 7 (h—7z et
R e e O | R |
(4.104)

This is the analytical solution of the problem. It can be found in many textbooks
on theoretical soil mechanics, and also in many textbooks on the theory of heat
conduction, as that is governed by the same equations. In the early soil mechanics
literature the solution was restricted to the case of incompressible fluid and solids.
The only difference with the present solution, in which both the fluid and the solids
may be compressible, is in the value of the consolidation coefficient, and in the value
of the initial pore pressure py.

Because the solution has been derived here by a method that is mathematically
perhaps not completely rigorous (Heaviside’s expansion theorem, strictly speaking,
applies only to a function consisting of the quotient of two polynomials), it is advis-
able to check whether the solution indeed satisfies all requirements. That it indeed
satisfies the differential equation (4.97) can be demonstrated rather easily, because
each term satisfies this equation. It can also directly be seen that it satisfies the
boundary conditions (4.99) and (4.100) because for z = 0 and for z = 2k the func-
tion cos(. ..) is zero. It is not so easy to verify that the initial condition (4.98) is also
satisfied. The simplest method to verify this is to write a computer program that
calculates values of the infinite series, and then to show that for any value of z and
for very small values of ¢ the value is indeed 1. It will be observed that this requires
a very large number of terms. If ¢ is exactly zero, it will even been found that the
series does not converge.

The solution (4.104) is shown graphically in Fig. 4.6, for increasing values of
cyt/ h?. The number of terms was chosen such that the argument of the exponential
function was less than —20. This means that all terms containing a factor exp(—20),
or smaller, are disregarded. The figure also shows that the solution satisfies the
boundary conditions, and the initial condition. It does not show, of course, that it
is the correct solution. That can only been shown by analytical means, as presented
above.

Settlement

The progress of the settlement in time can be obtained from the solution (4.104) by
noting that the strain is determined by the effective stress,

e =—myo,, = —my(o;; —ap). (4.105)



88 4 Theory of Consolidation

Fig. 4.6 Analytical solution 2/h
of Terzaghi’s problem

p/Po

The settlement is the integral of this strain over the height of the sample,

2h 2h
w:—/ edz =2myhq —amv/ pdz. (4.106)
0 0

The first term in the right hand side is the final settlement, which will be reached
when the pore pressures have been completely dissipated. This value will be denoted
by wOOs

Woo = 2myhg. (4.107)

Immediately after the application of the load g the pore pressure is equal to py,
see (4.98). This means that the immediate settlement, at the moment of loading, is

wo = 2myh(qg — apo). (4.108)

In order to describe the settlement as a function of time it is most convenient to
introduce the degree of consolidation U, defined as
w — W
U=—. (4.109)
Woo — Wo
This quantity will always vary between O (at the moment of loading) and 1 (after
consolidation has finished). In this case, using the expressions given above, it is
found to be related to the pore pressures by

1 [ po—p

U=—
2h Jo Po

dz. (4.110)
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0

col/h?

Fig. 4.7 Degree of consolidation

Using the solution (4.104) for the pore pressure distribution the final expression for
the degree of consolidation as a function of time is

8 & 1 72 eyt
U=1-—y — —Q2j -1 — 2 |. 4.111
nZ;(Zj—l)zeXp[ 2j =17 h2} (@.111)

For t — oo this is indeed 1. For t = 0 it is 0, because then the terms in the infinite
series add up to 72/8. A graphical representation of the degree of consolidation as
a function of time is shown in Fig. 4.7.

Theoretically speaking the consolidation phenomenon is finished if + — oo. For
all practical purposes it can be considered as finished when the argument of the
exponential function in the first term of the series is about 4 or 5. This will be the
case when

Cyt
el 2. 4.112)
This is a very useful formula, because it enables to estimate the duration of the con-
solidation process. It also enables to evaluate the influence of the various parameters
on the consolidation process. If the permeability is twice as large, consolidation will
take half as long. If the drainage length is reduced by a factor 2, the duration of
the consolidation process is reduced by a factor 4. This explains the usefulness of
improving the drainage in order to accelerate consolidation. In engineering practice
the consolidation process is sometimes accelerated by installing vertical drains. In a
thick clay deposit this may be very effective, because it reduces the drainage length
from the thickness of the layer to the distance of the drains. As the consolidation
is proportional to the square of the drainage length, this may be extremely effective
in reducing the consolidation time, and thus accelerating the subsidence due to the
construction of an embankment.
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Problems

4.1 TItis known from Laplace transform theory that an approximation for small val-
ues of the time ¢ can often be obtained by taking the transformation parameter s very
large. Apply this theorem to the solution of the one-dimensional problem, (4.103),
by assuming that s is very large, and then determining the inverse transform from a
table of Laplace transforms.

4.2 Apply the same theorem to the solution of the problem of radial consolidation of
a massive sphere, by taking s very large in the solution (4.72), and then determining
the inverse transform.



Chapter 5
Dynamics of Porous Media

In this chapter the basic equations for the dynamics of a porous medium are pre-
sented. They were first derived by De Josselin de Jong (1956) and Biot (1956).
These equations can be considered to be the extension of the classical theory of
consolidation or poroelasticity to the dynamic case. This chapter will be restricted
to the linearized equations, and the applications will be mainly restricted to the
one-dimensional case of propagation of plane waves. The basic equations will be
derived, and analytical and numerical solutions will be presented.

5.1 Basic Differential Equations

In this first section the basic differential equations of the dynamics of a porous
medium will be presented. A porous medium is supposed to be a medium con-
sisting of a solid material with a continuous system of small, interconnected, pores,
which are filled with a fluid, for instance water or oil. The fluid may contain some
gas bubbles, causing it to be much more compressible than a homogenous liquid.
The basic principles are conservation of mass and conservation of momentum.

5.1.1 Conservation of Mass

The first basic equation is the equation of conservation of mass of the pore fluid,

d(npr)  d(nprv)
+ =
ot 0x

0, (5.1)

where n is the porosity, py is the density of the pore fluid, and v is the velocity of
the pore fluid, defined as the average velocity of the fluid particles. The density is
supposed to be a function of the fluid pressure, see (4.18),

d,Of

Of — oeCy, 52

dp prCyr (5.2)
A. Verruijt, An Introduction to Soil Dynamics, 91

Theory and Applications of Transport in Porous Media 24,
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where C is the compressibility of the fluid (perhaps including the compression of
gas bubbles in it). With (5.2), (5.1) becomes

an dp  d(nv)
— Cr— =0, 53
ar " T Tax 63
where a term expressing the product of the fluid velocity and the pressure gradient
has been disregarded, assuming that both are small quantities, so that the product is
of second order.

The equation of conservation of mass of the solid particles is

a[(1 — n)ps] n (1 —n)psw]
dt 0x

—0, (5.4)

where p; is the density of the particle material. The density of the particles is sup-
posed to be governed by the isotropic total stress o and the pore pressure p, as

expressed by (4.21),

0 Cs (0 0

s _ Psts (00 n_p , (5.5)

dt 1 —n\ ot at

where C; is the compressibility of the particle material. With (5.5), (5.4) becomes

on do ap Jw d(nw)
_- — _apz -~ _ —

ar "\ ot at dx ax

0, (5.6)

where again a term expressing the product of a velocity and a gradient of stress or
pressure has been disregarded.

Elimination of the terms dn /9t from (5.3) and (5.6) gives

n(cf—cs)z—f+csaa—j+aa—;”+W=o. G.7)

It may be noted that the term dw/dx can also be written as de/d¢, noting that in this
one-dimensional case the volume strain equals the strain in x-direction, &€ = €.

Furthermore, the isotropic total stress can be decomposed into the isotropic ef-
fective stress and the pore pressure, o = ¢’ + ap, where « is Biot’s coefficient,
and the isotropic effective stress can be related to the volume strain according to
de/dt = —C,, 00’ /3t, where C,, is the compressibility of the porous medium. It
follows that (5.7) can also be written as

ow ap de ap dn(v—w)]

— 4+ S =g= - = 5.8
“ox T T Ty ox ©8)

where, as before, « =1 — Cy/Cy,, and S, is the storativity of the pore space,
Sp=nCys+ (a —n)Cs. (5.9

Equation (5.8) was also given in the previous chapter, and denoted as the storage
equation, see (4.27).
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5.1.2 Conservation of Momentum

A second set of basic equations is provided by the equations of conservation of mo-
mentum, or the equations of motion. This must be formulated both for the fluid and
the particles. The simplest form is to first consider conservation of momentum of the
material as a whole, fluid plus particles. The equations are, in the three coordinate
directions,

00xx 00y 00y dwy

0vy

3

ax dy 9z at
doyy 0oy, 00y avy owy

— — — =npr—+(1— —_—, 5.10
ox oy oz i TUmmee (5.10)
doy; 0oy, 00y v, ow;

— - e A RIS 2
ox dy 0z el at (1 =mp ot

where the minus signs in the left hand side are a consequence of the convention that
compressive stresses are considered as positive.

Because the total stresses can be decomposed as o0;; = ol.’j + apé;j, these equa-
tions can also be written as

do. oy, dol, ap vy dwy
_ _ X g IS ,
oy az  Yox Py TUmmesTn
do., dol, Dol ap v dw
y yy zy Yy Yy
S i A P AUt NG (R Wt AN C N
ox oy oz Yoy P tUmmeTy .11)
do), 9oy, dol, op v, dw,
Bt S < S AP AL S 3
ox Ty ar Yo " TUmmesT

In the equations of conservation of momentum of the components (fluid or solids)
the interaction between the two components due to friction must be taken into ac-
count. The equations for conservation of momentum of the fluid are assumed to
be

op nz,u( ) vy " d(vx — wy)
—n—— — Wy —wy) =npr—— +THpf —————,
ox kT WIS T,
dp  n’u vy vy — wy)
—ng - T(vy —wy) = v + U R vet (5.12)
ap n /L( ) v, n a(v; —wy)
—n———W, —w;) =npr— +Hpf ————=,
b7k 2T WIS T TR

where T is a tortuosity factor, describing the added mass due to the tortuosity of
the flow path, u is the viscosity of the pore fluid, and « is the permeability of the
porous medium. The tortuosity terms have been included to account for a possible
additional force to move the fluid through the tortuous path between the particles.
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It may be noted that care has been taken that the equations contain Darcy’s law as
a special case, when the accelerations are negligible. Actually, in the absence of
acceleration terms, (5.12) reduce to the quasi-static case

q=——Vp. (5.13)
U

where q is the specific discharge, defined as
q=n(v—w). (5.14)

Equation (5.13) is Darcy’s law, in the absence of body forces, such as gravity.

It should also be noted that in (5.12) all interaction terms are expressed in terms
of the velocity of the fluid with respect to the solids. When the fluid and the solid
have equal velocities these terms vanish.

The equations of conservation of momentum of the solids can be obtained by
subtracting (5.12) from (5.11). This gives

do,, doy.  dol, ap  n*u
— - — = —(a—n)—+—@y—w
dax ay 0z (@ ")ax K (Vs x)

(1 —n) dwy d(vy — wy)
= —n . —Tn — 5
Ps ot f ot
dc! ~ 0do! do! 9 n2
_ Xy _ yy _ 2y _ (a _ n)_p + —M(Uy _ wy)
ox dy 0z dy K
(5.15)
ow, 0(vy — wy)
= 1 —_ _— = P
(L =mps =t —Tnpy =
doy, 9oy, dol, ap  n’u
B T A PR G

d(v; — wy)

ow
= (L =mypy == —npr———

It can easily be verified that addition of (5.12) and (5.15) yields the equations of
total conservation of the mixture (5.11).

5.1.3 Constitutive Equations

The effective stresses determine the deformations of the soil. As a first approxi-
mation the effective stresses are now supposed to be related to the strains by the
generalized form of Hooke’s law. For an isotropic material these relations are, see
also (4.38),
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X.

2
oL = —(K — EG)a —2Géeyy, U;y = —2Géyy, 0y, = —2Gey,

2
oy, = —(K — §G>8 —2Geyy, oy, = —2Gey,, 0y = —2Geyy, (5.16)

y

o). = —(K - %G)s —2Gs,,, o). =—2Ge, ol = —2Geyy,
where K and G are the elastic coefficients of the material, the compression modulus
and the shear modulus, respectively.

Even though this assumption must be considered as a poor representation of the
mechanical behaviour of soils, it is essential to note that the governing stress param-
eter is the effective stress. More complicated stress-strain-relations can be formu-
lated, involving time (to represent creep) and stress history (to represent irreversible
plastic deformations). These should all be expressed in terms of the effective stress,
however, and should not involve the fluid pressure p, even though the pressure in
the fluid will generate an equal stress in the solid particles, which are completely
surrounded by the pore fluid.

Equations (5.12), (5.15), (5.16) and (5.8) together form a system of partial differ-
ential equations, from which the basic variables, the displacements, the stresses, and
the pore pressure must be determined. One of the two sets of equations of balance
of momentum can of course be replaced by the total balance equations (5.11).

It is often considered convenient to consider the relative velocity v — w as a basic
variable, rather than the fluid velocity v, because the relative velocity governs the
interaction between the fluid and the solids. In soil mechanics, and in hydrology, it
is common practice to express the equations in terms of the particle velocity w and
the specific discharge, defined as q = n(v — w).

5.2 Propagation of Plane Waves

Because of the complexity of the general system of equations established in the
previous section, the much more simple one-dimensional case will be considered in
this section. This will enable to study the propagation of plane waves, in a single
direction, the x-direction.

From the general system of equations the following equations can be obtained
for the one-dimensional case.

Jw ap _ d[n(v —w)]

— 4 S, = 5.17

*ox Torg, ax 17
do’ ow 5.18)

m —_— =, .
Yot dx

E)v_{_(1 ) dw 9o’ ap (5.19)
"I WP T Tax Yox '
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av I(v —w) _ a_p nzu

n,ofg +tnpr

5 o~ o (v w). (5.20)

In these equations m,, is the one-dimensional compressibility of the porous medium,

1

- 521
K+3G G20

ny

These are the basic equations for the propagation of plane waves in a porous
medium, if this is composed of a soft soil, saturated with a compressible fluid. It
is useful to realize that (5.17) expresses mass conservation of the fluid and the soil
particles, i.e. total mass conservation, (5.18) is the stress-strain relation of the soil
skeleton, (5.19) expresses conservation of total momentum, and (5.20) expresses
conservation of momentum of the pore fluid, the generalization of Darcy’s law to
the dynamic case.

5.3 Special Cases

The general equations (5.17)—(5.20) include some interesting special cases, which
will be discussed in this section. It will appear later that these special cases are also
characteristic for the waves possible in porous media.

5.3.1 Undrained Waves

A special case that can be imagined is when the fluid and the solids move together,
w = v. This case can be considered to occur when the permeability is very small,
see (5.20). The last term in that equation will then dominate, indicating that v ~ w.
From (5.17) and (5.18) one then obtains, using the relation o = o’ + ap,

any

= 5.22

p a2mv +Spa ( )
S

o=—"L 5 (5.23)

acmy + S,

For a soft saturated soil, when Cy and C are small compared to m,, so that §, <
m, and o & 1, these equations express that the total stress is carried mainly by the
fluid, and that the solid particles carry very little of the total load.

The two remaining equations now are

Kot tg)ow__ % (5.24)
"3 Joax T ot ’
Jw _ dJo

dw_ 99 525
Por = ox (5-25)
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where K, is the undrained compression modulus,

2 2
Y gk — % (5.26)

K,=K = :
¢ * Sy nCy+ (a —n)Cs

and p is the mass density of the soil as a whole,

p=nps+ (1 —n)ps. (5.27)

In (5.26) K is the compression modulus of the dry soil. This equation is in agreement
with (4.49), derived for undrained deformations in the static case.

Equations (5.24) and (5.25) are the familiar standard equations for wave propa-
gation. They admit solutions of the form

Ku+3G
o — ————w= fi(x +ct), (5.28)
Ku+3G
o+ ——w= folx —ct), (5.29)
c

where the wave velocity c in this case is

K, +3G 1 a2
c= = = + . (5.30)
P pmy  p[nCyr+ (@ —n)Csl

This shows that the wave velocity in the undrained case is determined by the clas-
sical formula (5.30), with the elastic modulus usually being very large, determined
by the undrained condition, and with the density being the total density of the soil.

It should be noted that this simplified solution applies only if the boundary con-
ditions do not violate the assumed relationships. Thus, for instance, a boundary
where the fluid and the soil are moving at the same rate satisfies the assumption
v = w, and at a free boundary, where p = o’ = 0, the relations (5.22) and (5.23) can
be satisfied. When there are other types of boundary conditions the approximation
considered here may not be produced.

For a completely saturated soft soil the value of the undrained modulus is ap-
proximately K, + %G ~ 1/nCy, see (5.26), because the pore fluid is the stiffest
component in this case. The value of C is about Cy = 0.5 x 10~° m?/N. With
n = 0.40 and p = 2000 kg/m? one then obtains ¢ ~ 1600 m/s. Such wave velocities
are indeed often observed in saturated soft soils. In stiffer soils, or saturated rock,
the propagation velocity may be considerably larger, up to 2000 m/s or higher.

5.3.2 Rigid Solid Matrix

Another special case that can be imagined is when the solid matrix is very stiff, as
in the case of a very stiff porous rock. As a first approximation, the velocity of the
solids w can now be assumed to vanish, w = 0.
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In this case it seems most appropriate to disregard the stress-strain relation (5.18)
and the total momentum balance equation (5.19), as this involves the momentum
balance of the solid matrix, which are irrelevant when the solid matrix is assumed
to be rigid. Thus the two remaining equations are

av ap
—=-5,—, 5.31
" ox Py (5-31)
dv ap nu
1 — =—— - —0. 5.32
(I+1)pf o7 ! (5.32)

These are two equations in the basic variables for this special case, the pore pressure
p and the fluid velocity v.

The behaviour of the material can be investigated by considering the propagation
of harmonic waves

v="vexpli(Ax — wt)] = vexp[ir(x — ct)], (5.33)

p = pexpli(Ax —wt)] = pexplir(x — ct)], (5.34)
where A is the wave number, w is the frequency of the wave, and c is the wave
propagation velocity, ¢ = w/A. The frequency w is real, the wave number A may be
complex.

Substitution of (5.33) and (5.34) into (5.31) and (5.32) gives, after combination
of the two equations,

1 S
A+ DosSply 21 (5.35)
n (+1)prowk

The behaviour of the solution is determined by the value of the factor
B nu . ng
S (4 vpreoc 1+ 1)k’

(5.36)

where g is the gravity constant (g &~ 10 m/s?), and k is the hydraulic conductivity.
For normal soil or rock the permeability is about 1074 m/s, or less, and thus the
value of the parameter B is very large, except for extremely rapid fluctuations, say
@ > 10° s, In normal civil engineering practice this may be excluded. Then the
(imaginary) second term in the left hand side of (5.36) dominates, and the value of
c is determined by

F= il (5.37)
Spu
Because ¢ = w/ it now follows that
S
PR idady (5.38)
K

or

S S
k:—(l+i),/%=—(l+i),/ ”;)ng. (5.39)
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This means that the wave is strongly damped. As an example consider a wave with
frequency @ = 1 57!, in a soil with porosity n = 0.40, permeability k = 10~% m/s,
completely saturated with water, so that S, =nCy = 0.2 x 107% m?/N. In this
case one obtains: %(X) = 1 m~!. This means that the wave will be attenuated very
rapidly, in a few meters. If the frequency is higher the attenuation is even stronger.
Also, if the permeability is smaller than the (relatively high) value considered here,
the wave will be damped in the immediate vicinity of the source. Propagation of this
wave over a considerable distance will occur only if the frequency is very low, or
the permeability is very high.

In the case of extremely high frequencies the influence of the permeability can be
disregarded, and the second term in the left hand side of (5.35) can be disregarded.
The wave velocity then is

e=\/n/l(1+0)p7Sp1 = /110 +1)07C1] (5.40)

Apart from the factor (1 + 7) this is simply the propagation velocity of a compres-
sion wave in the fluid. As mentioned above, waves of this type will be strongly
damped by the friction with the solids.

For a completely saturated soil the value of S}, is the product of the porosity and
the compressibility of pure water, which is about S, =nCy =0.2 x 10~% m?/N.
With pr =1000 kg/ m?> one then obtains ¢ ~ 1400 m/s, which is somewhat slower
than the undrained wave considered before.

5.4 Analytical Solution

Solutions of the basic differential equations can be obtained using Fourier Analysis.
Probably the most simple approach is to start by considering the effect of a general
periodic pore pressure at the free end of a very long horizontal column, see Fig. 5.1.

5.4.1 Periodic Solution

In order to derive a basic periodic solution it is assumed that

p = Pexpli(Ax + wt)], 541
o’ = Sexpli(Ax + wt)], (5.42)

Fig. 5.1 Column with periodic pressure at its end
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v = Vexpli(Ax + wt)], (5.43)
w = Wexpli(Ax + wt)], (5.44)
where w is a given frequency, and A is an unknown, possibly complex number,

characterizing the wave length corresponding to the frequency w.
Substitution of these expressions into the basic equations (5.17)—(5.20) gives

nAV+(a —m)AW =—-S,wP, (5.45)

mywS =—AW, (5.46)

nprowV + (1 —n)psoW = —AS —aAP, (5.47)
) .2

(1 +DnpraV —tnproW = —miP + —Lyv - DBy (548)

K

These are four equations with four unknowns. It is mathematically more convenient,
however, to reduce them to two equations with two unknowns.
Elimination of S and V from (5.45), (5.46) and (5.47) gives

(Spore’ —ar®)mywP —[(p — app)myw’ — 2 AW =0, (5.49)
where p is the total density,
p=nps+ (1 —n)p;. (5.50)
Elimination of V from (5.45) and (5.48) gives

2 . nu 2 anu
[(1 +0)Spporw” —iS,w— —ni :|P + [(a —n+ar)pfw— t—:|kW =0.

K K
(5.51)

Dimensionless parameters dy, dy, a, b, y are introduced such that
df =ps/p, (5.52)
ds = ps/p, (5.53)
a=lH _T8 (5.54)

kprw ko

b=S,/my, (5.55)
A= pmva)2y2. (5.56)

The propagation speed c of plane waves in a medium with compressibility m, and
density p is defined by

r=— ) (5.57)

so that
A=wy/c. (5.58)
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It should be noted that the definition of the parameter a includes not only the hy-
draulic conductivity k, but also the frequency w. This has been done to simplify the
further analysis. It may also be noted that the definitions of d s, dy and p imply that
ndy+ (1 —n)ds;=1.

Using the dimensionless parameters introduced above, (5.49) and (5.51) can be
written as

dsb —ay*)emyP — (1 —ad; —y?)yW =0, (5.59)
[(A+1)dsb—iadsb— nyz]cmvP + (@ —n+at)dy —iaads]lyW =0. (5.60)

The homogeneous system of (5.59) and (5.60) has a non-zero solution only if the
determinant of the system of equations is zero. This leads to an equation of the form

Ay*+ By*+C =0, (5.61)

with
A=n, (5.62)
B=—n(1—-n)ds —[(@ —n)*+a’tldy — (1 +1)dsb +iads (@ +b), (5.63)
C =[(1 —n)ds +tldsb —iadb. (5.64)

The quadratic equation (5.61) has two complex roots, which means that there are
four possible values of y, which are written as

y1==x(q1 +ir), v»==x(g2+ir), r1 >0, r>0, (5.65)

where it has been assumed that r; > 0 and rp > 0, for definiteness.
Because A = wy /c it follows that the four possible values of A are

M ==x(@q1+inw/c, M =x(@p+in)w/c, r>0,rn>0. (5.66)

Restriction will be made to the semi-infinite medium x > 0. Then only the roots with
a positive imaginary part apply, because only these lead to a finite limit at infinity.
This means that the general solutions for the pore pressure and the velocity of the
solids can be written as

p =Apexp[—(w/c)(r1 —ig1)x]exp(iwt)

+ By exp[—(w/c)(r2 —ig2)x]exp(iwt), (5.67)
w = Ayexp[—(w/c)(r1 +iqgr1)x]exp(iowt)
+ By expl—(@/c)(r2 — ig2)x] explir), (5.68)

where, in order to satisfy (5.59),

ﬂ _ (dsb— aylz)cmv (5.69)
Ay (I—adf—yDn’
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ﬁ _ (dfb — ayzz)cmu (5.70)
By (1—adf—y)y

The general solutions for the effective stress o’ and the velocity of the fluid can be
written as
o' = Agexp[—(w/c)(r1 —iq1)x]exp(iwt)
+ By exp[—(w/c)(r2 —iga)x]exp(iowt), 5.71)
v=A,exp[—(w/c)(r1 —iq1)x]exp(iwt)
+ Byexp[—(w/c)(r» —iga)x]exp(iwt). (5.72)

In order to satisfy (5.46) and (5.45) the coefficients of these equations must be

A
Lo __ M (5.73)
Ay cmy

B,

o (5.74)
By, cmy

A - 1 —ads —yHb

Ay __a—n (I —ady Vlz) , (5.75)
Ay n n(dseb —ayf)

B - 1 —ads —yHb

By _aon U-edjmydb (5.76)
By n n(dsb —ayy)

Equations (5.75) and (5.76) give the ratio of the amplitudes of the displacements of
the fluid and the solids, in the two waves.

The boundary conditions for a plane wave applied at the end x = 0 of a semi-
infinite column of soil, with the wave being applied both to the soil and the fluid, as
in the experiments of Van der Grinten (1987) and Smeulders (1992), are, because
o =o' +ap,

x=0:0 = —a)pyexp(iot), (5.77)

x=0: p=poexp(iowt). (5.78)
From these conditions it follows, with (5.71) and (5.67), that

Ay + By = (1 — ) po, (5.79)
Ap+B,=po. (5.80)

With (5.73) and (5.74), (5.79) gives

Y1Aw + v2By = —(1 —a)cmy po. (5.81)
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Using (5.69) and (5.70) this can be transformed into a relation between A, and B,

db —ay? dsb —ay}
fiaylep fi‘xbzgp =—(1—a)pg. (5.82)
l—Oldf—)/l 1—Oldf_)/2

The two (complex) constants A, and B, may now be solved from (5.80) and (5.82).
The result is

Ay ldpb—y3 + (=) —adp))(l —ady —y})

= , (5.83)
Po (y2 — ) (e —a2ds —bdy)
B, ldpb—yl+(-a)a—ad)l(l —ads —y3) (584
Po (i — v —a2dy —bdy)

Substitution of these expressions for A, and B, into (5.67) finalizes the solution for
the pore pressure.

5.4.2 Response to a Sinusoidal Load

The solution for a sinusoidal load can be constructed from the general periodic
solution considered in the previous section by formulating the boundary condition
as

x=0: p= posin(wt) = poI[exp(iwt)]. (5.85)
The solution for this case can immediately be obtained from the solution in the
previous section, by taking the imaginary part. Thus, with (5.67),
p ={Apexp[—(w/c)(r1 —ig)x]exp(iwt)
+ By expl—(@/0)(r2 — ig2)x]expliot)), (5.86)

or

p =N{Ay}exp(—wrix/c)sinfw(gix/c+1)]
+ J3{Ap}exp(—wrix/c) coslw(gix/c +1)]
+ R{Bp}exp(—wrax/c) sin[w(gzx/c +1)]
+ 3{B,}exp(—wrax/c) coslw(gax/c + 1)]. (5.87)
It can be observed from this expression that for x — oo the pore pressure tends to-
wards zero, because 1 > 0 and r, > 0. The expected wave character of the solution
requires that g1 < 0 and g, < 0, but this will automatically be satisfied if r; > 0 and

rp > 0. This property of the solution has been verified by numerical computations
of the coefficients for various combinations of the basic parameters.
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It can easily be verified numerically that the boundary condition at x = 0
is always satisfied, because it appears that %{A,} + N{B,} = po and J{A,} +
3{B,}=0.

In a similar way the response to a load in the form of a cosine function, cos(wt),
can be derived, by formulating the boundary condition as

x=0: p=pocos(wt) = poRlexp(inwt)]. (5.88)
In this case the solution is

p=MApexpl—(w/c)(r1 —iq1)x]exp(iwt)
+ Bpexp[—(w/c)(r2 — iqz)x]exp(iwt)}, (5.89)

or

p=N{Ap}exp(—wrix/c)cosw(qi1x/c +1)]
— J{Aptexp(—wrix/c)sin[w(qix/c +1)]
+ N{B,}exp(—wryx/c) cos[w(gax/c +1)]
— 3{Bp}exp(—wrax/c) sinf[w(g2x/c + 1)]. (5.90)

This completes the solution for the pore pressures produced by a sinusoidal load.
In the limit w — 0 the solution for the steady state problem with the boundary
conditions

x=0:0"=0—-a)po, x=0: p=po, (5.91)
is obtained as
o'=(—-a)po. p=po. (5.92)

The velocities of the constituents are zero in this case
v=w=0. (5.93)

It can easily be verified that this is indeed a solution of the basic equations (5.17)—
(5.20), and that it satisfies the boundary conditions (5.91). It should be noted that
the vanishing of the velocities does not mean that the deformations and the displace-
ments also vanish. Actually, the effective stress (5.92) implies a uniform deforma-
tion.

5.4.3 Approximation of the Solution

For real soils it can be expected that the product of hydraulic conductivity and fre-
quency, kw, will be rather small, and often very small. This means that the parameter
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a, defined in (5.54) as a = ng/kw, will be very large. In that case the coefficients
A, B and C, see (5.62)—(5.64), may be approximated by

A=n, (5.94)
B =iads(a® +b), (5.95)
C = —iadyb. (5.96)
The general solution of (5.61),
Ay*+ By’ +C =0, (5.97)

is

yzz—%{li,/l—4AC/Bz}, (5.98)

or, because 4AC/B2 <1,
2 B 2
y =—ﬂ{1:|:[1—2AC/B ]}. (5.99)

The two possible solutions for % now are

C b
2
=——=— 5.100
MTTB T w2 1b (>-100)
B de(a®*+b 2 S
yr=—t =2 re” b _ _prel@imy £ Sp) (5.101)
A n komyw
This last expression may also be written as
2 c?
Yy = —i , (5.102)
Crw

where c is the wave speed in a medium with compressibility m, and density p,
see (5.57), and ¢, is the one-dimensional consolidation coefficient of the porous
medium, defined as

k

. S— (5.103)
prg(a®my+Sp,)

Cy

see (4.96).
It now follows that the possible solutions for y are, taking the roots with a nega-
tive real part, as only these apply in a semi-infinite beam x > 0,

b
= — . 5.104
Vi VaZtb ( )

2

r2=—-0-10 (5.105)

2cyw
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The propagation speed ¢ of waves in a porous medium is usually of the order of
magnitude of 1000 m/s, and the consolidation coefficient ¢, is usually of the order
of magnitude of 1 m?/s, or much less, indicating that the parameter ¢?/c, usually
is very large. This may also be concluded from the original form of the parame-
ter, which is g/kw (and some relative quantities). Because g = 10 m/s?> and the
permeability can be assumed to be not larger than k = 1073 m/s, for very coarse
sand, it follows that the parameter g/kw will be large, except for extremely high
frequencies.

It may also be noted that the solution (5.67) contains a factor exp(—wrx/c),
where r is the imaginary part of the dimensionless root y. Now that it has been
found that this can be written as r = /c2/2c,w it follows that the second wave
contains a factor exp(—x+/w/2c,). This means that this wave is noticeable only for
a distance of about

L~42¢, /0. (5.106)

For most soils, in which ¢, is small compared to 1 m?/s, this will be a small dis-
tance, indicating that the second wave usually will influence only the immediate
vicinity of the disturbance. The exception is the case of a very stiff material, of high
permeability, for which the consolidation coefficient may be large.

It is also interesting to substitute the results (5.104) or (5.105) into (5.75)
and (5.76), which define the relationship between the two velocities. Using the as-
sumption, characterizing the approximation considered here that a = % > 1, it
then follows that

%

1, (5.107)

_[O‘_”+ Sp ] (5.108)

n oanm,

v
w
v

%

w
This means that in the first wave the fluid and the solids move together, and that
in the second wave the fluid moves out of phase with the solids. This explains why
the second wave is so strongly damped. The existence of these two waves, and their
characteristic properties, were first noted by De Josselin de Jong (1956) and Biot
(1956).

The first wave, in which the soil particles and the pore fluid move at the same ve-
locity, was already considered in Sect. 5.3.1. The order of magnitude of the velocity
of this wave was found to be about 1600 m/s for soft soil, and somewhat larger for
stiff soils or rock, up to 2000 m/s.

The second wave, characterized by the ratio (5.108) for the two velocities, can
be further analyzed by considering the behaviour of the basic differential equations
for this ratio. Actually, (5.17) and (5.20) now reduce to

U=t 8,/m Y s, (5.109)
F e T ‘

ow a
o —n+ 7+ 1+ D)8 /my) o = L

= . 5.110
at pf 0x ( )
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From these two equations the velocity of this wave can be obtained as

[ 1—a+S,/m,
CHy =
*Tla—ntc+A+1)S,/m,

} " (5.111)
Sppf. .

If o =1 and 7 = 0 the storativity is S, = nC s, where Cy is the compressibility of
the fluid. Equation (5.111) then reduces to

cz:[ nCylmy } P (5.112)
Il—n+nCy/my [Crpy

The second factor is the velocity of a wave in the pure fluid. The first factor is
smaller than 1, so that the velocity of the second wave is somewhat smaller than the
velocity of a wave in the fluid.

It may be noted that the solution for a material with incompressible constituents
(incompressible particles and incompressible fluid) has been considered by De Boer
(2000). In this case the velocity of the first wave is infinitely large, and only the
second wave remains.

5.4.4 Numerical Verification

In order to verify the results of the preceding section, the exact results have been
obtained by numerically calculating the values of A, /A, and B, /By, using (5.75)
and (5.76), for a material having the properties listed in Table 5.1.

In this case (1 —n)/n=1.5,b=S,/m, = 1. The values of the two roots y; and
y, are found to be

y1 = —0.707106781 + 0.000000004i : A,/Ay =0.999999981 — 0.000012500i,
yy = —22.439191923 4- 22.394414404i : B, /B, = —4.000000019

— 0.000012500i.

Table 5.1 Example

properties Symbol Property Value
Ps Density of solids (kg/m?) 2650
of Density of fluid (kg/m3) 1000
k Permeability (m/s) 0.001
n Porosity (-) 0.400
T Tortuosity (-) 0.000
o Biot coefficient (-) 1.000
MMy Compressibility of soil (m?/MN) 0.0002
Cy Compressibility of fluid (m?/MN) 0.0005
Cy Compressibility of solids (m?/MN) 0.0000

w Frequency (1/s) 10
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These values compare very well with the approximate results

v =—0.7071068 : Ay/Ay = 1,
Y2 =: —22.416793 +22.416793i : B,/B, = —4.

The exact results confirm the accuracy of the approximate values. In particu-
lar, they confirm that the first wave, in which the solids and the fluid move at
practically the same velocity, is only very slightly damped, and that the second
wave, in which the solids and the fluid move in opposite directions, is strongly
damped.

5.4.5 Response to a Block Wave

On the basis of the response to a single wave of the form sin(wt) or cos(wt), the
response to a periodic wave of arbitrary shape can be generated, using Fourier series
expansion.

A block wave, of period T, see Fig. 5.2, can be represented by the Fourier series

(5.113)

2 & sinQukt/T)
g=5+= Y D

k

| =

k=1,3,5,

The response of a column of a porous material, with properties as given in Table 5.1,
to a block wave of period T can be generated from the elementary solution given
in (5.87), using the Fourier series (5.113), provided that the period of the block wave
is large enough for the pore pressures to approach the static value p/pq after one
half of the period.

The results can be produced by the program SHOCKWAVE. For a point at a
distance of 0.2 m from the boundary the pore pressures are shown in Fig. 5.3, taking
T =0.1 s. Two waves can be seen to have developed. It can be verified that the first
wave, arriving at a distance of 0.2 m after about 0.00009 s, is the undrained wave,
in which the velocities of particles and fluid are equal. The propagation velocity
of this wave is given by (5.30). It now follows, using the data from Table 5.1, that
¢ = 2240 m/s. This value is in good agreement with the value observed in Fig. 5.3 of
about 2200 m/s. The second wave observed in this figure is the wave with opposite

Fig. 5.2 Block wave 0 T 2T
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Fig. 5.3 Shock wave in a 1
porous medium—analytical
solution
p/po
00 0.0005

#(s)

velocities, for which the propagation velocity is found to be, with (5.112) and the
data from Table 5.1, ¢ = 1120 m/s, which is a factor 2 slower than the first wave.
This is in good agreement with the results shown in Fig. 5.3.

It can be verified that in the special (and unrealistic) case of an incompressible
fluid only one wave, the wave in which the velocities of the fluid and the solids
move in opposite directions, can be observed. This is a highly damped wave. This
case can be investigated by taking a very small value for the compressibility C s of
the fluid, for instance a factor 1000 smaller than the value given in Table 5.1.

5.5 Numerical Solution

For a numerical solution by finite differences it is convenient to rewrite (5.17)—(5.20)
in the following form,

np ov
e

19 o’ 9
__Llop nu _w)_é{i a_p}, (5.114)

pr dx  Kkpr (1—n)ps | 0x dx

) ) 1 o’ 9

ow___ My oV 99 Lol (5.115)

ot (I—n)ps 0t (1 —n)ps | 0x 0x

3 9 —-nd

p__nW _g-ROW (5.116)

dt Sp 0x S, ox

do’ 19

9o __1 (5.117)
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When written in this form a numerical solution by finite differences can easily be
developed, because new values for the variables v, w, p and o’ can be calculated
successively from the four equations.

As an example the problem of propagation of an under water shock wave will be
considered. At time ¢ = 0 all variables are assumed to be zero, and at that time a
shock wave hits the end x = 0, so that the boundary conditions are

x=0:p=q, (5.118)
x=0:0"=(—a)g. (5.119)

The shock wave is supposed to act both in the total stress and in the pore water pres-
sure. This means that the effective stress at the surface remains zero. This situation
can be considered to apply to a wave reaching the soil through a layer of water to
the left of the boundary x = 0.

The numerical procedure now can be that new values for v are first calculated
from (5.114), then new values for w are calculated from (5.115), next new val-
ues for p are calculated from (5.116), and finally new values for o’ are calculated
from (5.117). This completes the calculations in a time step. The same calculations
can then be repeated for a new time step, and so the process can be solved in suc-
cessive time steps.

The main part of the program SHOCKWAVENUM (in C) that may be used to
perform the calculations, is reproduced below.

NN=2000;N=4000;RS=2650.0;RF=1000.0;PORO=0.4; PERM=0.001;GRAVITY=10.0;
SP=0.5*0.001*0.001*0.001*PORO;MV=0.2*0.001*0.001*0.001; TAU=0;ALPHA=1;
XX=1.0;DX=XX/NN;XP=0.2; RR=PORO*RF+ (1.0-PORO) *RS;EE=1.0/ (MV+ALPHA*ALPHA*SP) ;
CC=sqgrt (EE/RR) ; C2=sqrt ( (1-ALPHA+SP/MV) *EF/ (RF* (ALPHA-PORO+TAU+ (1+TAU) *SP/MV) ) ) ;
if (C2>CC) CC=C2;TC=DX/CC;DT=0.4*TC; IP=XP/DX;
for (i=0;i<=N;i++) {V[1i]=0.0;W[1i]=0.0;P[1i]=0.0;S[1]=0.0;F[1i]=0.0;}
al=1.0+TAU* (1.0+PORO*RF/ ((1.0-PORO) *RS));a2=1.0/ (RF*DX) ;
a3=PORO*GRAVITY/PERM;ad=TAU/ ( (1.0-PORO) *RS*DX) ;
b1=PORO*RF/ ((1.0-PORO) *RS) ;b2=1.0/ ( (1.0-PORO) *RS*DX) ;
c1=PORO/ (SP*DX) ; c2= (ALPHA-PORO) / (SP*DX) ;d1=1.0/ (MV*DX) ;
for (j=1;j<=N;j++)
{
if (j<20) P[0]=j*0.05;else P[0]=1.0;
for (i=1;i<=j;i++)
{
aa=-(a2* (P[1i]1-P[i-1])+a3*(V[i]-W[i])+ad*(S[1i]1-S[i-1]1+ALPHA*P[i]-ALPHA*P[i-1]))/al;
V[il=V[i]l+aa*DT;W[i]=W[i]-(bl*aa+b2* (S[1]-S[i-1]1+ALPHA*P[i]-ALPHA*P[i-1])) *DT;
}
for (i=1;i<j;i++)
{
P[1]=P[1]-(cl*(V[i+1]-V[1i])+c2* (W[i+1]-W[i]))*DT;
S[1i1=S[1]-dl* (W[i+1]-W[i])*DT;
}
F[j]1=P[IP];

The program applies to a soil column of 1000 mm length. The column is subdivided
into 2000 elements of 0.5 mm length. The data describing the problem are defined
in the first 6 lines. They are in agreement with the data given in Table 5.1. The
time step is determined such that the two waves will not lead to instabilities. The
arrays P[1i], S[1i], V[1], W[i], F[i] must be defined so that they can store
values from 1=0 to 1=4000. The values of the array F [ j ] denote the relative pore
pressure at a depth XP.
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Fig. 5.4 Shock wave in a 1
porous medium—numerical
solution
p/po
00 0.0005

t(s)

The results of the computations of the pore pressure as a function of time are
shown in Fig. 5.4.

The results of the numerical calculation agree very well with the analytical re-
sults shown in Fig. 5.3. As in the analytical solution, it appears that two waves are
generated in the column. The arrival time of the first wave corresponds with that of
the undrained wave, in which the soil particles move with the pore fluid. The second
wave is typical of porous media in which the compressibility of the fluid and of the
solids have the same order of magnitude (Van der Grinten, 1987). In this wave the
fluid particles move with respect to the soil particles. This wave is strongly damped,
because of the friction between the fluid and the solid particles. The effect of this
wave can only be observed near the surface (in the example this is at a depth of 200
mm). At large depths it has been dissipated.

It may be noted that the high frequency oscillations observed in Fig. 5.4 are a
result of the numerical process. In the analytical solution they do not appear. Actu-
ally, these fluctuations have been largely suppressed by approximating the step load
at the boundary by a load that gradually increases in steps of 5% of the total load,
in 20 very short time steps. If the load is applied in a single step the fluctuations are
much larger.

5.6 Conclusion

It has been seen in this chapter that in a saturated porous medium two compressive
waves can be generated, one in which the particles and the fluid move together, and
one in which they move in opposite directions. As could be expected, this second
wave is strongly damped, because of the friction between the soil particles and the
fluid in the small pores. Actually, it is not so easy to choose the data such that
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this second wave is indeed observed. In a series of experiments at the University of
Eindhoven this was accomplished by Van der Grinten (1987) and Smeulders (1992).
The soil in these experiments was a cemented porous medium. In normal soils the
compressibility of the soil is usually much greater than the compressibility of the
fluid, and then the effect can hardly be observed, see also (5.106) and its derivation.
Even in these experiments the effect could only be observed in the vicinity of the
application point of the load.

It has been seen earlier that the second wave is strongly damped, because the
movement of the water with respect to the soil particles generates such large fric-
tional forces. Because the factor kw/g is small for all normal saturated soils it can
be concluded that in plane deformations, or in compression, these soils under dy-
namic loading will behave in undrained condition, which means that its Poisson’s
ratio will be close to 0.5.

The situation is quite different for shear waves. Because pure shear does not
involve any volumetric deformation, it follows that the fluid in the pores does not
affect the propagation of shear waves. The conclusion must be that for dynamic
effects a saturated porous medium usually can be considered as a soil in undrained
conditions, with its compression modulus given by (4.49),

0[2
Ki=K+ —, (5.120)
Sp

where K is the compression modulus, and S, is the storativity, see (4.28). Because
for a saturated soft soil the fluid compressibility and the compressibility of the soil
particles are very small, this means that the soil is almost incompressible.



Chapter 6
Cylindrical Waves

In this chapter a number of cylindrically symmetric problems from the theory of
elasticity are considered, both for the static case and the dynamic case. These prob-
lems can be considered as first approximations for the analysis of the influence of
a local disturbance in a very large homogeneous elastic plate, or for the case of de-
formation of bodies bounded by very long cylindrical surfaces. Certain problems of
this kind are known as the expansion of cylindrical cavities.

6.1 Static Problems

6.1.1 Basic Equations

Figure 6.1 shows an element of material in a cylindrical coordinate system. If the
radial coordinate is denoted by r, and the tangential coordinate by 6, then the area
of the element is r dr d6. If it is assumed that the displacement field is cylindrically
symmetrical it may be assumed that there are no shear stresses acting upon the
element, and that the normal stresses o, and oy, are independent of the tangential
coordinate 0. The stresses acting upon the element are indicated in the figure.

The only non-trivial equation of equilibrium now is the one in radial direction,

doy, Orr — Oyt
dr r

The deformations are related to the stresses by Hooke’s law. If the body considered
is a thick plate, it may be assumed that the plate deforms in a state of plane strain.
In that case Hooke’s law states, in its inverse form,

—0. 6.1)

Orr = Ae + 218y, (6.2)
oy = Ae+ 28y, (6.3)
where e is the volume strain,
e==¢&~+ &4, 6.4)
A. Verruijt, An Introduction to Soil Dynamics, 113
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Fig. 6.1 Element in circular Yy
coordinates

Ot
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and A and p are the elastic coefficients (Lamé constants),

vE
A= (6.5)
(1+v)(1 —2v)
E

The strains ¢, and &, can be related to the radial displacement u by the relations

du ©6.7)
Erp = — .
rr dr 9
u
& = — (6.8)
Substitution of (6.2)—(6.8) into (6.1) gives
d*u  ldu u
A 2 R _ = = 0, 69
@+ M){dr2+rdr r2} 6.9)
or
d’u 1d
‘ Lo (6.10)

dr? + rdr r?
This is the basic differential equation for radially symmetric elastic deformations.
It is remarkable that all terms appear to have a coefficient (A + 2x), which means
that the equation is independent of the elastic properties of the material. Hence, if
the boundary conditions can all be expressed in terms of the displacement u, then
the solution will be independent of the elastic properties.

The stresses can be expressed into the radial displacement by substitution of (6.7)
and (6.8) into (6.2) and (6.3). This gives

du u
orr = (A4+2u)— + A—, (6.11)
dr r
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u du
oy =A+2u)—+r—. (6.12)
r dr
6.1.2 General Solution
The general solution of the differential equation (6.10) is
B
u=Ar—+ —, (6.13)
r

where A and B are integration constants, to be determined from the boundary con-
ditions.
The general expression for the volume strain, corresponding to the solution (6.13)
is
e=2A. (6.14)

It appears that the deformation field corresponding to the basic solution B/r is iso-
choric, i.e. of constant volume.
The stresses oy and oy, can be expressed as

B
Orr =20k + WA =20, (6.15)

B

Some examples will be given in the next section.

6.1.3 Examples

Example 1: Cylinder Under External Pressure

Of the two basic solutions the solution with the coefficient B is singular in the
origin. Thus for a massive cylinder, which includes the axis » = 0, this solution
must vanish, to prevent the stresses and displacements from becoming singular. If
the boundary condition at the outer boundary of the cylinder is

r=a: o =-p, (6.17)
see Fig. 6.2, then the two constants are

P (6.18)

200+ )
B=0. (6.19)
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Fig. 6.2 Cylinder under
external pressure

Fig. 6.3 Hollow cylinder
under external pressure

The stresses now are, in the entire cylinder,
O’rr = Gl‘t = —[) (620)

The displacement field is

- pr

T 204w’
Thus the stresses (and the strains) in the cylinder are homogeneous, and the displace-

ment field is such that the radial displacement increases linearly with the distance
from the origin.

6.21)

Example 2: Hollow Cylinder Under External Pressure

For a hollow cylinder under external pressure, see Fig. 6.3, the boundary conditions
are

r=a: o,=0, (6.22)
r=>b: o, = —-p, (6.23)

where it has been assumed that a < b.
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In this case the constants A and B are found to be

b2
A=— P , (6.24)
200 4 w) (b2 —a?)
212
b
p=__Pao (6.25)
2u(b? —a?)
The stresses now are
1-— az/r2
Opy = _pm, (6.26)
1+ az/r2
Oy = —pTz/bz. (6.27)

It can easily be seen that the expression (6.26) satisfies the boundary condi-
tions (6.22) and (6.23).

A special case occurs when the outer boundary is located at infinity. This is the
case of a very large plate with a small circular hole. In this case b — co. At infinity
(r — o0) all stresses then approach the limiting value —p. At the boundary of the
hole the radial stresses o, are zero, but the tangential stress oy, at the boundary
of the hole then is —2p. The multiplication factor 2 is called a stress concentra-
tion factor. This solution also applies to a plate under tension, of course. The only
difference then is that p is negative. The stresses along the hole then are twice as
large as the stresses at infinity. If the material has a limited range in which it can
withstand stresses, as most materials do, the material will start to crack or yield at
the boundary of the hole. More refined studies for other cases, such as a plate with
an elliptical hole, have shown that the stress concentration factor can be much larger
than 2, for instance near the corner points of a square hole.

Example 3: Cylinder with Rigid Inclusion

For a cylinder under external pressure, with a rigid circular inclusion, see Fig. 6.4,
the boundary conditions are

r=a :u =0, (6.28)
r=b: o,y=-—p. (6.29)

In this case the constants A and B are found to be

14
A=— , 6.30
2(h + w) + 2ua?/b? (6.30)

pa*

B = .
+2(A + i) + 2pna?/b?

(6.31)
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Fig. 6.4 Cylinder with rigid
inclusion

The stresses now are

200+ ) + 2ua*/r?
P20+ 1)+ 2pa?/p?

2+ ) — 2ua?/r?
P )+ 2uap?

(6.32)

Opr =

(6.33)

Ott

Again the case of an infinite plate is of some special interest. In this case the radial
stress is not zero at the boundary of the inclusion, of course. Actually, the stresses
at the boundary of the inclusion are

A+2
a—>00, r=a:0,=—p + ,u’ (6.34)
At
A
. = . = — _— 635
a— 00, r=a: oy pA+M (6.35)

One might suppose that the solutions for an infinite plate with a circular hole and
for an infinite plate with a rigid circular inclusion would become identical when the
radius of the hole and the inclusion tends to zero. This is not the case, however.
Apparently the special behaviour near the boundary of the hole or the boundary of
the inclusion can still be felt, even when the radius is infinitely small. Especially for
the case of a rigid inclusion this seems strange, because one would expect that the
solution for this case approaches the solution for a homogeneous plate if the radius
of the inclusion tends towards zero. The explanation for this paradox is that the
limiting cases should be approached more carefully. Actually, the limiting case for
a — 0 should be considered first for the integration constants A and B, see (6.30)
and (6.31). These then correctly reduce to the values given in (6.18) and (6.19). The
procedure of first setting r = a and then taking a = 0 in (6.32) and (6.33) leads to
aresult differing from the one obtained by first setting @ = 0 and then letting r — 0.
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Fig. 6.5 Cavity expansion

Example 4: Cavity Expansion

A case of special interest is the expansion of a cylindrical cavity in an infinite body,
see Fig. 6.5. In this case the boundary conditions are

r— 00 : oy =0, (6.36)
r=a: oy=-—p. (637)

The constants A and B are found to be

A=0, (6.38)
2
p=12% (6.39)
2p
The stresses now are
a2
Opp = —Pr—z , (6.40)
2
a
r
The displacement field is
2
u="2% (6.42)
2ur

The displacement at the boundary of the cavity is of particular interest,

_pa

o (6.43)

Uq

If this displacement can be measured, the value of the shear modulus p can be
obtained. This is the basis of the pressuremeter test, developed by Ménard.
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6.2 Dynamic Problems

In the dynamic case the basic equilibrium equation (6.1) must be extended with an
inertia term,
90, | O —oy _ 9%u
or r P
where p is the mass density of the material. Substitution of (6.2)—(6.8) into this
equation gives

(6.44)

Pu  1ou u 1 0%
a2 rar 2 e arr’

where c is the propagation velocity of compression waves,

c=V0+2m)/p. (6.46)

Equation (6.45) is the basic differential equation for cylindrically symmetric dy-
namic elastic deformations. For certain cases solutions of this differential equation
may be obtained by separation of variables or by the Laplace transform method.

(6.45)

6.2.1 Sinusoidal Vibrations at the Cavity Boundary

As a first example the case of a sinusoidal variation of the displacements at the
boundary of a cylindrical cavity in an infinite medium will be considered. The
boundary condition is supposed to be

r=a : u=ugsin(wt), (6.47)

where w is the frequency of the vibration.
The solution may be obtained by separation of variables. In this method it is
assumed that the solution of the differential equation (6.45) can be written as

u =Re{F(r)exp(iowt)}. (6.48)
Substitution into (6.45) shows that this is the case if the function F(r) satisfies the
equation
¢F L LAE (@ e (6.49)
dr? = r dr 2 r2 o '

The solution of this differential equation can be expressed in terms of Bessel func-
tions (Abramowitz and Stegun, 1964). The general solution is

F = AJi(wr/c) + BY)(wr/c), (6.50)

where Ji(x) and Y (x) are the Bessel functions of the first and second kind, of order
one, see Abramowitz and Stegun (1964).
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In many problems of mathematical physics in an infinite region one of the two
fundamental solutions can be excluded because of its behaviour near infinity. In
the radial case this is not so, because both fundamental solutions J;(x) and Y;(x)
behave in about the same way as x — oco. Therefore the condition at infinity has
to be formulated in a more refined way, namely by specifying that at infinity the
behaviour of the solution must be such that it corresponds to an outgoing wave.
This is known as the radiation condition, as formulated by Sommerfeld (1949), and
used implicitly by Lord Rayleigh (1894) and Lamb (1904).

At very large distances the Bessel functions Ji(x) and Y(x) may be approxi-
mated by the asymptotic expansions

x —>o00:Ji(x)~—/2/mx cos(x + %n), (6.51)
x — oo:Yl(x)%—,/Z/nxsin<x+ Z—in) (6.52)

This means that for very large values of r the radial displacement will be
1
F—>00: U~ Re[‘/c/2na)r{(A — iB)exp[ia)(t +r/c)+ Zm’:|

+(A+iB)exp|:iw(t—r/c)— im:|” (6.53)

The first term in the right hand side represents a wave traveling from infinity towards
the origin, whereas the second term represents an outgoing wave, traveling towards
infinity. This is the only acceptable term, and thus the radiation condition in this
case requires that

A=IiB. (6.54)
The solution for the function F(r) now is
F=iBJi(wr/c)+ BY|(wr/c). (6.55)

The coefficient B must be determined from the condition at the inner boundary
r =a, see (0.47). The result is

—u Ji(wa/c) +iY1(wa/c)

" P(wajc)+ Y(walc) (6:56)

Using this expression for the coefficient B the final solution for the radial displace-
ment is

u Jilwa/c)Ji(or/c)+Yi(wa/c)Yi(wr/c)
uy JXwa/c) + Y (wa/c)
Ji(wa/c)Y1(wr/c) — Yi(wa/c)J1(wr/c)
B le(a)a/c) + le(a)a/c)

sin(wt)

cos(wt). (6.57)
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It can easily be verified that this solution satisfies the differential equation (6.44),
because it consists of products of Bessel functions and circular functions, and that
it satisfies the boundary condition (6.47), because for r = a only the first term re-
mains, and its coefficient reduces to 1. For large values of the radial coordinate r the
solution can be approximated by

u Ji(wa/c)/2c/mwr 1
r—>o00: —~X-—— 5 sm[a)(t—r/c)——n]
uo Ji(wa/c) + Yi(wa/c) 4
B Yi(wa/c)/ 2c/mowr .
J]Z(a)a/c) + le(a)a/c)

os[w(t —r/c) — %ni| (6.58)

Because the time ¢ appears in this expression only in the form of the factor (t —r/c)
it can be seen that the solution indeed satisfies the radiation condition that at infinity
only an outgoing wave remains.

One of the most important aspects of the solution (6.57) and its approxima-
tion (6.58) is that the amplitude of the vibrations tends towards zero for r — oo
as the factor /1/r. This is in contrast with the static case, in which the solution
tends towards zero at infinity as 1/, which is much faster. This means that dynamic
effects are attenuated in space much slower than static effects.

The amplitude of the solution is shown graphically in Fig. 6.6, as a function of the
distance r. The value of the parameter wa/c has been taken as 0.2. The figure indeed
shows that the amplitudes at great distances from the inner boundary approach zero
rather slowly. Even at a distance of 50 times the radius of the cavity the amplitude
of the wave is still about 10% of the amplitude at the cavity boundary. In the static
case this would only be about 2%.

The displacements in the wave, as a function of the radial coordinate r, are shown
in Fig. 6.7, for a value of time such that sin(wt) = 1, for instance wt = 7 /2. Again it
can be observed that the damping of the maximum displacements in space is rather
slow.

From the solution (6.57) the radial stress o,, and the tangential stress o;; can be
determined, using (6.11) and (6.12). This gives

|u/uol
\
1
\
\

Fig. 6.6 Amplitude of wave, 0 r/a
wa/c=0.2 0 10 20 30 40 50
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Fig. 6.7 Radial u/uo
displacement, wa/c =0.2,
wt/mr =0.5

0 H— (r—a)/a
0 10 20 30 40 50

opa _a Ji(wa/c)J{ (wr/c) + Yi(wa/c)Y{ (wr/c) i

2uug 1 le(a)a/c) + le(a)a/c) n(et)
_a Ji (a)a/c)Y;’(a)r/c) — Y;(wa/c)]lr(a)r/c) os(@r).  (6.59)
r Ji(wa/c)+ Y{(wa/c)
ona  aJi(wa/c)J{(wr/c)+Yi(wa/c)Y{(wr/c) .
=— sin(wt)
2uug r le(a)a/c) + le(a)a/c)
t _ t
_a Ji (wa/c)Y21 (wr/c) le(a)a/c)J1 (wr/c) cos(@r).,  (6.60)
r Ji(wa/c) + Yi(wa/c)
where
2
I = 10+ 22 o), 6.61)
2
Y] = V1) + 22 v o), (6.62)
Ji(x)=Ji(x)+ i)cJo()c), (6.63)
2p
Ylt(x) =Y (x)+ ixYo(x). (6.64)
2p

Here Jo(x) and Yy(x) are the Bessel functions of the first and second kind, of order
zero, see Abramowitz and Stegun (1964).

The radial stress o, is shown as a function of (r — a)/a in Fig. 6.8, at a moment
in time for which wt = 7 /2, and assuming that wa/c = 0.2 and v = 0.25. It appears
that the stresses tend to zero much faster than the displacements, as a result of the
factor a/r in the expression (6.59). In the elastostatic case the convergence is even
faster, of order a2 / r2, see (6.40).

Of particular interest is the radial stress at the inner boundary. If this is denoted
by —p,

r=a: op=-—-p, (6.65)
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Fig. 6.8 Radial stress, orra/2puo
wa/c=02,wt/r =0.5,
v=0.25

\
0 \ (r—a)/a

0 1 20 30 10 50

the relation of this boundary pressure with the displacement i is found to be

2uug .
p= [F1(wa/c)sin(wt) + Fa(wa/c) cos(wt)], (6.66)
where
Floo = 1 _xk+2u J1(x)Jg(X)+Y12(x)Yo(X)’ (6.67)
21 T2+ Y2 (o)
A+2p J1(x)Yo(x) — Y1 (x) Jo(x)
F = 6.68
2= T2+ Y2) (069

The expression for F>(x) can be simplified using the relation for the Wronskian
determinant (Abramowitz and Stegun, 1964, formula 9.1.16)

2
J1(0)Yo(x) = Y1(x)Jo(x) = o (6.69)
This gives
A42u 1
Fa(x) = 3 o (6.70)
T TR+ V)
If the frequency w is very small, the static solution is recovered,
2
w—0: p=H10 6.71)
a

This is in agreement with the results obtained for cavity expansion in the static case,
see (0.43).

The absolute value of the expression between square brackets in (6.66) gives the
multiplication factor for the amplitude of the radial pressure in case of a dynamic
load of given displacement. Its inverse represents the multiplication factor for the
dynamic displacements for a given pressure at the inner boundary,

1
- \/Flz(a)a/c) + Fzz(wa/c)'

Uud
U

6.72)
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Fig. 6.9 Dynamic | /us|
amplification factor
2
7\ = 0.4
v = 0.40

Wi
/;
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Do

This dynamic amplification factor is shown in graphical form in Fig. 6.9, for various
values of the Poisson ratio v. It appears from the figure that for large frequencies
the dynamic amplitude is very small, especially for values of Poisson’s ratio ap-
proaching the incompressible limit v = 0.5. This means that then the response is
very stiff. This phenomenon is often observed in dynamics. The reason for it is that
it is very difficult to move the mass of the material in a very short time interval
(this is called inertia of the material). In this case of cylindrically symmetric de-
formations the static response is governed by the shear modulus @ only, see (6.43).
In the dynamic case, however, the other elastic parameter, Poisson’s ratio v or the
compression modulus K, also influences the response, which indicates that in the
dynamic case the wave not only involves shear, but also compression. The solution
of the problem also indicates that at large distances from the inner boundary, where
the disturbance is generated, the compression wave dominates, because the wave
velocity at infinity is that of a compression wave.

6.2.2 Equivalent Spring and Damping

It is convenient to write the relation (6.66) between the pressure p at the cavity
boundary r = a and the displacement u( of that boundary in the form

2raLp = {K sin(wt) + wC cos(wt)} ug, (6.73)

where L is the thickness of the plate, K is an equivalent spring stiffness and C is
an equivalent damping, see also Sect. 1.5. The expressions for these quantities are,
with (6.66), (6.67) and (6.70),

K
m :Fl(a)a/c), (674)
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Fig. 6.10 Equivalent spring K/(4wpL)

0 \ 2 3 1 5 wafc
v =i0.4
\\
—0.5
and
C 2
¢ == c/wa . . (6.75)
2r(A+2w)La 7 Ji(wa/c)+ Y{(wa/c)

The equivalent dynamic stiffness is shown, as a function of the dimensionless fre-
quency (wa/c), in Fig. 6.10. For small frequencies the spring constant is practically
equal to the static value, but for large frequencies the spring is much more flexible.
Actually, for very large frequencies the function F1(x) may be approximated by the
following relation, which may be derived by using asymptotic expansions for the
Bessel functions (Abramowitz and Stegun, 1964). The result is

wa K 2n(A+2u)La
@d ~ 2 ) .
c dr L c

(6.76)
Ifv> % this is negative, indicating that the force and the displacement are out of
phase. This is confirmed by the curve for v = 0.4 in Fig. 6.10.

The value of the equivalent damping C is shown in Fig. 6.11. For large values of
the dimensionless frequency wa/c the damping is practically constant,

2 (A +2u)La

wa
—>1:C~x
C C

6.77)

This approximation can be derived by using the asymptotic expansions of the Bessel
functions appearing in (6.75).
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Cc/2m(A+2p)La

/

L

05 1 2 3 1 5 wa/c

Fig. 6.11 Equivalent damping

6.3 Propagation of a Shock Wave
6.3.1 Solution by Laplace Transform

Another interesting problem concerns a shock wave propagating from a cavity in
an infinite medium. In this case the Laplace transform method (Churchill, 1972)
seems well suited to solve the problem. The Laplace transform of the displacement
is defined by

o
ﬁ:/ u exp(—st)dt, (6.78)
0

where s is the Laplace transform parameter, which is supposed to be sufficiently
large so that all transforms exist.
Application of the Laplace transform to the differential equation (6.45) gives

d’n  ldu (s> 1
- =4+ = u=0, 6.79
dr? +rdr <cz+r2>u ( )

where it has been assumed that the initial values of the displacement and the velocity
are zero. The solution of the differential equation (6.79), vanishing at infinity, is

= AKi(sr/c), (6.80)

where K (x) is the modified Bessel function of the second kind, and of order one.
The boundary condition is supposed to be that from time + = 0 on a compressive
stress p is acting inside the cavity,

r=a, t>0: 0,=—p. (6.81)

The condition for the transformed problem is

r=a:o,=-"L. (6.82)
S
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Using the boundary condition (6.79) and the expression for the radial stress in terms
of the displacement,

ou u
Orr = (A +2u)— +A—, (6.83)
ar r

the integration constant A can be determined. The final solution of the transformed
problem then is found to be

pa Ki(sr/c)

2us Ki(sa/c) + [(A+2w)/2ul(sa/c)Ko(sa/c)”

U= (6.84)
The mathematical problem now remaining is to determine the inverse transform of
this expression. This can be accomplished by using the complex inversion integral
(Churchill, 1972), but will not be elaborated further here, because of the mathemat-
ical complexities, see Miklowitz (1978).

An approximate solution valid for small values of the time may be obtained by
using the theorem (Churchill, 1972) that by assuming that the Laplace transform
parameter s is very large, the Laplace transform

u(s) = /Oo u(t) exp(—st)dt, (6.85)
0

practically contains contributions of #(¢) only for very small values of z. If in (6.84)
the parameter s is assumed to be very large, the Bessel functions may be approxi-
mated by their asymptotic expansions,

Yst K0<E> ~ Eexp(—ﬁ) (6.86)
c c 2sa c

sa sa [mc sa
—>1: K, <—) ~ —exp(——). (6.87)
c c 2sa c

The expression (6.84) then reduces to

_ pe a
. \/; expl—s(r — a)/cl. 6.88)

The inverse Laplace transformation now is simple, with the result

_pc[t—(r—a)/c] a o
u_—k—i—Zu rH[t (r—a)/cl, (6.89)

where H (t — tp) is Heaviside’s unit step function,

0, iftr <1,

H@ —t) = { . (6.90)
1, ift>n.

The approximate solution (6.89) indicates that for small values of time, i.e. shortly
after the application of the shock, the response of the system is comparable to that
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of a one dimensional system (a pile) in which a compression wave is generated. The
factor «/a/r indicates that the displacements are decreasing in radial direction, as
could be expected. The approximate solution also has the convenient, and expected,
property that the displacements are zero if ¢+ < (r —a)/c, i.e. when the wave has not
yet arrived.

Another approximation can be obtained by using the property of the Laplace
transform that

Iim u(t) = lim su(s), (6.91)
t—00 s—0
see e.g. Churchill (1972). Application of this theorem to (6.84) now gives

pa’

lim u(t) = .
t—00 Zur

(6.92)
This is the static solution, see (6.42). It appears that the dynamic solution indeed
approaches the static solution for very large values of time.

6.3.2 Solution by Fourier Series

The problem of the propagation of a shock wave from a cylindrical cavity can also
be solved, and perhaps in a simpler way, by determining the response to a block
wave of sufficiently long duration, considered as the summation of many sinusoidal
variations.

A block wave, of period T, see Fig. 6.12, can be represented by the Fourier series

L2 (6.93)
7T

i sin(2kt /T)
k
1,3

k=1,3,5,

The basic element of the solution by Fourier analysis is the response of the medium
to a sinusoidal variation of the radial stress at the cavity boundary,

r=a : op = —posin(wt). (6.94)

The displacement of the boundary due to this load can be written as

r=a:u= %[G | (wa /) sin(wt) + Ga(wa/c) cos(wr)], (6.95)
m

Fig. 6.12 Block wave 0 T 2T
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where the functions G1(x) and G, (x) are the inverse forms of the functions Fj(x)
and F>(x), defined in (6.67) and (6.70),

_ Fi(x)
Gi(x) = —Flz(x) n Fzz(x)’ (6.96)
Ga(x) = 00 (6.97)

)+ )

The expression for the radial displacement as a function of r and ¢ is, generalizing
equation (6.57), and replacing the reference parameter 1o by poa/2u,
2uu _ Ji(wa/c)J1(wr/c) + Yi(wa/c)Y1(wr/c)
poa J¥(wa/c) + Y2 (wa/c)
Ji(wa/c)Y1(wr/c) — Yi(wa/c)J1(wr/c)
a le(wa/c)+Y12(a)a/c)

Awt)

B(wt), (6.98)

where

A(wt) = Gi(wa/c)sin(wt) + Ga(wa/c) cos(wt), (6.99)
B(wt) = Gi(wa/c) cos(wt) — Ga(wa/c) sin(wt). (6.100)

The expression (6.93) consists of a constant load py/2, the average pressure, and
a number of sinusoidal loads, with amplitude 2pg/km. The first term gives rise
to a solution of the form u = poa2 /(4ur), in agreement with the solution (6.42)
for elastostatic cavity expansion. The other terms lead to partial solutions of the
form (6.98), with wt = 2wkt/T, or w = 2mwk/T. The results of a Fourier series
solution, taking 500 terms, are shown in Fig. 6.13. The value of T has been chosen
very large, so that ¢T/a = 100, to ensure that in half a period of the block wave
the steady state solution will be reached. The other parameters in the solution are
Poisson’s ratio, and the distance from the cavity for which the radial displacement
is plotted. The figure also shows, by dots, the solution for small values of time, as
given by (6.89), and the steady state solution. The Fourier series solution appears
to agree very well with these approximations for small and large values of time.

2uu/pa

Fig. 6.13 Radial j
displacement, ¢ /a = 100, 0
v=0,r/a=2 0 0.1 0.2 0.3 0.4 0.5

t/T
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Fig. 6.14 Radial stress, Orr /Do
cT/a=100,v=0.25,
rla=2 1
0 / t/T
0 0.1 0.2 0.3 0.4 0.5

The shape of the curve is also in agreement with a solution by Miklowitz (1978),
obtained using the Laplace transform and numerical integration.

The expression for the radial stress o, as a function of r and ¢ caused by a single
component of the Fourier series is, generalizing equation (6.59), and replacing the
reference parameter ug by poa/2u,

O _ A Ji(wa/c)J{(wr/c) + Yi(wa/c)Y{ (wr/c)

Do r le(a)a/c) + le(a)a/c) Atn
_ a Jilwa/o¥i(or/o) = Vilwa/OJi@r/e) g6 1on
r le(a)a/c) —I—Yf(wa/c) ’ -

where A(wt) and B(wt) are defined by (6.99) and (6.100).

In this case the constant load term pg/2 in the Fourier series (6.93) gives rise
to a solution of the form o,, = — poa2 / (2r?), as given by the solution (6.40) for
elastostatic cavity expansion. The other terms lead to solutions of the form (6.101),
taking into account the amplitude 2pg/ k7, and writing wt = 2wkt /T . The results
of a Fourier series solution for the radial stress, taking 500 terms, are shown in
Fig. 6.14. The dots in the figure indicate the elastostatic solution, that should be
obtained for ¢ /T — oo.

6.4 Radial Propagation of Shear Waves

For the analysis of the transmission of vertical forces from a foundation pile to the
surrounding soil, it may be interesting to consider the propagation of shear waves
through the soil, in radial direction. If it is assumed that there are no vertical defor-
mations in the layer, and that its only mode of displacement is a vertical displace-
ment w, which is a function of the radial distance r and the time ¢ only, the basic
differential equation is

82w+18w_ 1 9%w 6.10)
a2 rar 2 arr’ '
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Fig. 6.15 Shear stresses
acting upon a ring

where now c is the velocity of shear waves,

c=/n/p. (6.103)

Equation (6.102) can be derived from the equation of conservation of momentum,
in vertical direction, of a ring of radius r, see Fig. 6.15, which requires that

dQ2mrt) 9w
L =2nrp—-. 6.104
or ST (©109
Using an appropriate form of Hooke’s law for this schematization,
0
r=ul? (6.105)
ar

to relate the shear stress 7 to the vertical displacement w, (6.102) is obtained. It
should be noted that these equations are valid only if the vibrating soil layer is not
supported at its base. The only means of stress transfer is in radial direction, through
shear stresses.

6.4.1 Sinusoidal Vibrations at the Cavity Boundary

As an example the case of a sinusoidal variation of the displacements at the bound-
ary of a cylindrical cavity in an infinite medium may be considered. The boundary
condition is supposed to be

r=a : w=wgsin(wt), (6.106)

where o is the frequency of the vibration.
As in the case of radial compression waves, considered in the previous section,

the solution may be obtained by separation of variables. The solution proceeds in

very much the same way, except that the Bessel functions now are of order zero. The

determination of the integration constants again requires the radiation condition at

infinity in order to eliminate the incoming wave. The final solution is

w Jo(wa/c)Jo(wr/c) + Yo(wa/c)Yo(wr/c) .

wo Je(wa/c) + Y3 (wa/c)
_ Jo(wa/c)Yo(wr/c) — Yo(wa/c)Jo(wr/c)
Joz(a)a/c) +Y02(a)a/c)

n(wt)

cos(wt).  (6.107)
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For large values of the radial coordinate r the solution can be approximated by

W Jo(wa/c)/2c/mwr

r—>00 1 —~N-—— 5
wo Jy(wa/c) + Yy (wa/c)

_ Yo(wa/c)s/2c/mowr
Joz(a)a/c) + Yoz(a)a/c)

sin[a)(t —r/c)+ ini|

cos[a)(t —r/c)+ in:| (6.108)

Because the time ¢ appears in this expression only in the form of the factor (r —
r/c) it can be seen that the solution indeed satisfies the radiation condition that it
represents an outgoing wave at infinity.

The shear stress T can be found from the relation (6.105). For the total force T,
acting on a pile of length L, this gives

T = {K sin(wt) + wC cos(wt)} wo, (6.109)
where
K= 2anL<%> Jo(a)a/c)J;(a)a/c) + Yoz(wa/c)Yl (a)a/c)’ 6.110)
c Jy(wa/c) + Yy (wa/c)
and
C=(4“L) . ! 5 . 6.111)
o ) Jy(wa/c)+ Yy(wa/c)

These quantities can be considered as the equivalent dynamic spring and damping
of the soil system, as acting upon the mass of the pile. They are shown in graphical
form, as a function of the frequency w, in Figs. 6.16 and 6.17. It appears from
Fig. 6.16 that for high frequencies the equivalent stiffness is

wa
Z>1: K~nul. (6.112)
C

K/2muL

Fig. 6.16 Equivalent spring 0 1 2 3 4 5
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Cc/2nuLa

Fig. 6.17 Equivalent damping

This relation can also be obtained by an asymptotic expansion of the general for-
mula (6.110) for large values of the parameter wa/c. For small frequencies, which
correspond to the static case, the equivalent spring stiffness is zero. This is due to
the circumstance that the circular plate is not supported.

The equivalent damping can be approximated for large values of the frequency
by

wa
—>1:C~2rulajc, (6.113)
c

which is a constant. It appears from Fig. 6.17 that this approximation can be used
for practically all values of the frequency with reasonable accuracy. Only for very
small frequencies the damping is larger.

It may be noted that the approximations obtained above indicate that in the anal-
ysis of the behaviour of foundation piles the effect of the generation of shear waves
due to the transmission of friction to the ground can be approximated, at least for
high frequencies, by a spring and a damper, with constant properties, as indicated
by (6.112) and (6.113). It should also be noted that these approximations cannot be
used for low frequencies.

Problems

6.1 Consider a thin-walled cylinder, of radius a and wall thickness d, with d < a.
In the interior of the cylinder a pressure p is acting, the outer boundary is free of
stress. Determine the constants A and B, see (6.13), for this case. Show that the
tangential stress in the cylinder is —pa/d, which is the well known formula for the
stress in the wall of a boiler.

6.2 Consider a thin circular plate, of thickness d and radius a. On the surface of
the plate a uniform shear stress t is acting, in outward direction. Modify the basic
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equation (6.9) to take this shear stress into account, and solve the modified differen-
tial equation. Calculate the stress in the center of the plate.

6.3 Figure 6.6 was prepared using the value 0.2 for the parameter wa/c. Construct
a similar figure using a different value for this parameter, for instance wa/c = 0.1,
orwa/c=1.






Chapter 7
Spherical Waves

In this chapter a number of spherically symmetric problems from the theory of elas-
ticity are considered, especially the problem of the expansion of a spherical cavity.
This can be considered as a first approximation for the analysis of the influence of a
local disturbance in an infinite homogeneous elastic body. Both static and dynamic
loading will be considered.

7.1 Static Problems

7.1.1 Basic Equations

Figure 7.1 shows an element of material in a spherical coordinate system. If the
radial coordinate is denoted by r, the angle in the x, y-plane by 6, and the angle
with the vertical axis by ¥, then the volume of the element is 2 dr d6 diyr cos(¥).
It is assumed that the displacement field is spherically symmetrical, so that there are
no shear stresses acting upon the element, and the tangential stress o, is independent
of the orientation of the plane. The stresses acting upon the element are indicated
in the figure. The only non-trivial equation of equilibrium now is the one in radial
direction,

doy, n 2(0rr — O1t) _
ar r

0. (1.1)

The stresses can be related to the strains by Hooke’s law,

Orr = Ae+ 28y, (7.2)
oy = Ae+ 28y, (7.3)
where e is the volume strain,
e =& + 284, (7.4)
A. Verruijt, An Introduction to Soil Dynamics, 137

Theory and Applications of Transport in Porous Media 24,
© Springer Science+Business Media B.V. 2010
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Fig. 7.1 Element in spherical z
coordinates
Orr + AUTT
Y
and A and pu are the elastic coefficients (Lamé constants),
vE
A ——————— (7.5)
(1 +v)(1 —2v)
E
=—. 7.6
H 2(1+v) (7.0

The strains &, and &;; can be related to the radial displacement u, by the relations

u,
Err = /> (77)
or
gy = 2L, (7.8)
r
The volume strain can now also be written as
0 2
o= T 1.9)
ar r
Substitution of (7.2)—(7.9) into (7.1) gives
82u+28u 2 o (7.10)
a2 rar  r2 '

This is the basic differential equation for spherically symmetric elastic deforma-
tions. As in the case of cylindrical deformations the elastic properties of the material
do not appear in this equation. This means that if the boundary conditions can all
be expressed in terms of the displacement, the solution will be independent of the
elastic properties.



7.1 Static Problems 139

7.1.2 General Solution
The general solution of the differential equation (7.10) is
B
u:Ar+—2, (7.11)
r

where A and B are integration constants, to be determined from the boundary con-
ditions.
The general expression for the volume strain, corresponding to the solution (7.11)
is
e=3A. (7.12)

Because the volume strain appears to be independent of the constant B it can be
concluded that the deformation field corresponding to the basic solution B/r? is
isochoric, i.e. of constant volume. The deformation field corresponding to the other
basic solution Ar appears to lead to a homogeneous volume strain, independent of
the radial coordinate . Thus the volume change is always homogeneous throughout
the spherical body.

The stresses o, and oy, can be expressed as

B
Oy =(3A+2M)A—4ur—3, (7.13)

B

Some examples will be given in the next section.

7.1.3 Examples

Example 1: Sphere Under External Pressure

Of the two basic solutions the solution with the coefficient B is singular in the
origin. Thus for a massive sphere, which includes the origin » = 0, this solution
must vanish, to prevent the stresses and displacements from becoming singular. If
the boundary condition at the outer boundary of the sphere is

ryr=a . O'rrZ_P, (715)

see Fig. 7.2, then the two constants are

P (7.16)
Gr+2m) '

B=0. (7.17)
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Fig. 7.2 Sphere under
external pressure

The stresses now are, in the entire sphere,
O’rr :alt = —p (718)

The displacement field is

w=——Prr (7.19)
Br+2w)

Thus the stresses (and the strains) in the sphere are homogeneous, and the displace-
ment field is such that the radial displacement increases linearly with the distance
from the origin.

Example 2: Hollow Sphere Under External Pressure

For a hollow sphere under external pressure, the boundary conditions are
ryr =a . O’rr = 0, (720)
r=>5b : Opr = —p, (7.21)

where it has been assumed that a < b.
In this case the constants A and B are found to be

b3
A=— P , (7.22)
Br+2u)(b* — a3)
pa3b3
B=—_—+t""7 (7.23)
4u(b® —a’)
The stresses now are
1-— a3/r3
0, = — pm, (7.24)
1+a’/@2r3)
oy =— pi/ (7.25)

1—a3/b3
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Fig. 7.3 Hollow sphere
under external pressure

Fig. 7.4 Sphere with rigid
inclusion

It can easily be seen that the expression (7.24) satisfies the boundary conditions
(7.20) and (7.21).

A special case occurs when the outer boundary is located at infinity. This is the
case of a very large body with a small spherical hole. In this case b — co. At infinity
(r — o0) all stresses then approach the limiting value —p. At the boundary of the
hole the radial stresses o, are zero, but the tangential stress o; at the boundary of
the hole then is —1.5p. Thus the stress concentration factor in this case is 1.5.

Example 3: Sphere with Rigid Inclusion

For a sphere under external pressure, with a rigid spherical inclusion, see Fig. 7.4,
the boundary conditions are

r=a : u=0, (7.26)
r=b:o,=—p. (7.27)

In this case the constants A and B are found to be

A= P (7.28)

 Bh+2u) +4ud’ b3’
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3

pa
B = . 7.29
+ BAr+2u) + 4pad /b3 (7.29)
The stresses now are

(BA+2u) + 4pa’/r?

Orr = _p 3 3° (730)
GBAr+2w) +4pa’/b

3 42u) — 2ua’/r3

o1 = (BA+2u) —2pa’/r (7.31)

TP G20 + dpad b

Again the case of an infinite body is of some special interest. In this case the radial
stress is not zero at the boundary of the inclusion, of course. Actually, the stresses
at the boundary of the inclusion are

3r+6u

s = . =P, 732

a—00,r=a: o, p3)\+2“ (7.32)
3A

a— oo, r=a: at,z—pm. (7.33)

Again, as in the case of a cylindrical inclusion, the solution does not tend to the
homogeneous stress state when the radius of the inclusion becomes infinitely small.

Example 4: Cavity Expansion

An interesting problem is the case of expansion of a spherical cavity in an infinite
body, see Fig. 7.5. In this case the boundary conditions are

r— 00 : o, =0, (7.34)
r=a . O’rr frd —p (735)

The constants A and B are now found to be

A=0, (7.36)
3

p=r% (1.37)
du

Fig. 7.5 Cavity expansion
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The stresses now are

a
Orr = —D=3» (7.38)
r
a3
O = pﬁ (739)
The displacement field is
3
u="L% (7.40)
4ur?

Of special interest is the displacement at the boundary of the cavity,

_pd

= (7.41)

Uq

If this displacement can be measured, the value of the shear modulus w can be
obtained.

It may be noted that in this case the volume change is zero, because the con-
stant A is zero, see (7.12). For soil mechanics practice this implies that in a water-
saturated linear elastic medium no pore water pressures will be generated.

An interesting aspect of the solution for this problem of cavity expansion is that
for r — oo the displacements tend to zero as 1/ r2, and the stresses tend to zero as
1/r3. This means that the displacements, and especially the stresses, decrease very
fast with the radial distance. At a distance of 4 times the radius of the cavity, for
instance, the stresses are a factor 64 times smaller than the stress at the boundary
of the cavity, or, in other words, the stresses have been reduced to a level of about
1.5%. It will appear later that in the dynamic case this is quite different.

7.2 Dynamic Problems

In the dynamic case the basic equilibrium equation (7.1) must be extended with an
inertia term,

a(Trr + 2(O'rr - Olt) _ 8214

=p—". 7.42
ar r Lo (7:42)
Substitution of (7.2)—(7.8) into this equation gives
u  20u 2u 1 0% A
T PR Tk (7:43)
where
A+2
2 _AE (7.44)

P o
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Equation (7.43) is the basic differential equation for spherically symmetric dynamic
elastic deformations. The differential equation can be solved by various methods,
such as separation of variables or the Laplace transform method. In this way general
types of boundary value problems can be solved. It should be noted that the quantity
¢p, as defined by (7.44), is the propagation velocity of compression waves in an
elastic medium. It should not come as a surprise that for spherically symmetric
waves the characteristic velocity is the velocity of compression waves.

7.2.1 Propagation of Waves

A simple method of solution for wave propagation problems has been given by
Hopkins (1960). This solution can be obtained by observing that the displacement
field is irrotational, so that one may introduce a displacement potential ¢ such that

_9

=—. 7.45
" ar ( )
Substitution of (7.45) into (7.43) shows that ¢ must satisfy the equation
¥ 29° 29 1 9
¢ 2079 209 1 99 (7.46)
a3 rorr  r?or 2 dror?
This equation can be integrated once with respect to r, which gives
2¢p 200 1 3%
—t-—= . 7.47
arr - rar 3 or? (7.:47)
Equation (7.47) can also be written as
*(r¢) _ 1 8°(r¢)
= ) 7.48
ar? ¢z 812 (7.48)

This is the standard form of the one-dimensional wave equation. The solution can
immediately be written down as

r¢=f@r—cpt) +gr+cpt), (7.49)

where f and g are arbitrary functions, to be determined from the boundary condi-
tions. The solution (7.49) represents two waves, a diverging and a converging one.
Of special interest is the solution that travels in outward direction from a certain
local disturbance,

r¢=f@r—cpt). (7.50)
The corresponding displacement field is
1d
u:——f—i. (7.51)
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Some examples of solutions of particular problems using this general form of the
solution, will be presented below.

7.2.2 Sinusoidal Vibrations at the Cavity Boundary

As an example the case of sinusoidal variations of the displacements at the bound-
ary of a spherical cavity will be elaborated. Therefore the boundary condition is
assumed to be

r=a : u=ugsin(wt), (7.52)

where w is the frequency of the variation. The other boundary is supposed to be at
infinity.

The solution of the problem can be described by a single function f, as in (7.50).
It can be expected that this function can be written as

f = Asin(wt — kr) + B cos(wt — kr), (7.53)

where A and B are constants, and k = w/c),. The factor kr can also be written as
2mr /L, where now A is the wave length. It appears that

k=2m/xr. (7.54)
The radial displacement corresponding to the solution (7.53) is, with (7.51),

U= —%{(A — Bkr)sin(ot — kr) + (B + Akr) cos(wt — kr)}. (7.55)
r

The constants A and B can now be determined from the boundary condition (7.52).
The result is

ka) + (ka) sin(k

A 5 €os( ai E Ekz;sm( a), (7.56)
in(ka) — (k k

B = —uga® S a)l +((k‘;))gos( a) (1.57)

Substitution of these values into (7.55) gives, after some elementary mathematical
operations,

u a?
uo 21+ (ka)?]

+ k(r —a) cos[wt — k(r — a)]}. (7.58)

{[1 + (ka)(kr)]sin[wt — k(r —a)]

This solution can also be written in the standard form

u r .
= = (Z) sin(wt — V), (7.59)

140_
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where f(r/a) is a dimensionless damping factor and v is a phase angle. It can be

shown that
r a\? |1+ (ka)2(r/a)?
/ (E>=<?) Vs ka? (7:60)
and

_ r—ay ka(r —a)/a
w_ka< P ) arctan[71+(ka)2(r/a):|. (7.61)

The volume strain e can be obtained from the relation (7.9),

2
e= % {sin[a)t —k(r —a)] — (ka) cos[wt — k(r — a)]}. (7.62)

The radial stress o, can be obtained from (7.2),

_ O+ 2pup(ka)®
T+ (ka)?)

4puga® '
" A+ (ka)?] {11 + (ka) (kr) ] sin[wt — k(r — a)]

+ k(r — a) cos[ot — k(r —a)]}. (7.63)

{sin[wt — k(r — @)] — (ka) cos[wt — k(r — a)]}

One of the most striking features of this solution is that at large distances from the
cavity (i.e. for large values of r/a) the displacements and the stresses are much
larger than in the static case. Both the radial displacement and the radial stress are
of the order O(1/r). This is in sharp contrast with the static case, in which the
displacement and the stress tend to zero much faster, with a factor 1/73.

The static solution can be obtained from the dynamic solution by assuming that
the frequency w is so small that ka and kr tend to zero. The solutions then reduce
to

u a* .
o—>0: —=— sin(wt), (7.64)
uyg r
duuga® .
w—0:0,p=— 3 sin(wt). (7.65)
r

This is in agreement with the static solution, as expressed by (7.38) and (7.40).
The relation between the pressure at the cavity boundary (p = —o,,) and the
displacement of that boundary is, in the static case,

4
p= ‘;“0. (7.66)
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In engineering practice it is often convenient to describe the response of a linear
elastic system by a spring constant, writing

U=, (7.67)

Ce

where c, is the spring constant. It appears that in this case the equivalent spring
constant is
4
o= (7.68)
a

Thus the equivalent spring constant is proportional to the shear modulus of the ma-
terial, and inversely proportional to the radius of the cavity. The larger the cavity,
the smaller the spring constant. A uniform pressure inside a large cavity results in a
large displacement.

It is also interesting to investigate the behaviour of the pressure at the cavity
boundary, in relation to the amplitude of the displacement ug for the general dy-
namic case. If the pressure inside the cavity is again denoted by p, which is the oppo-
site of the stress o, at the cavity boundary (i.e. for » = a), one obtains, from (7.63),

_ dpaug { ()»—FZM)( (ka)* ) in(or)
P== {[ BSTAVERTDE ]Smw

A420 (ka)?

). 7.69

+< 4 )<1+<ka>2 cos(@n (709

The coefficients of the trigonometric functions in (7.69) are now written as a; and
ap, respectively,

A+2 ka)?
@ =1 (22 (kT (7.70)
4u 1+ (ka)?
A+2 ka)?
P Gt Y CCVA | (7.71)
4 1+ (ka)?

The expression (7.69) can then also be written in the standard form

4uug
p =

{a1 sin(w) + az cos(@n) } = 2 sin(wt + ), (1.72)
Cd
where now ¢y is the dynamic spring stiffness,
4
Ccqg= lid a% + a%, (7.73)
a

and v is the phase angle, defined by

tany = 22 (1.74)

aj
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Fig. 7.6 Dynamic response, Ce/Ca
amplitude

The dynamic spring constant c¢; and the phase angle v depend upon the frequency
o through the parameter ka, which can also be written as

ka=wa/c, =w/wy, (7.75)

[i+2
wp=2 = [EEZH (7.76)
a pa

This is a characteristic frequency of the system, depending upon the ratio of the
elastic stiffness and the mass density, and upon the radius of the cavity. It has the
form of the square root of the ratio of an elastic stiffness and a mass. A characteristic
frequency of this type often exists in dynamic systems.

The dynamic spring constant ¢z is shown, in the form of the ratio c./cy4, in
Fig. 7.6, as a function of the dimensionless frequency w/wo, or ka. This can also
be interpreted as the amplitude of the dynamic response of the displacement of the
cavity boundary to a periodic pressure of constant amplitude. The response curves
have been plotted for various values of the Poisson ratio v, which determines the
ratio (A + 2u) /4. It appears that the response tends to zero when the frequency is
very high, but for a certain low frequency there is a form of resonance, especially if
Poisson’s ratio is large. The order of magnitude of this resonance frequency is wy.

The phase angle v is shown graphically in Fig. 7.7, as a function of the fre-
quency, and for various values of the Poisson ratio v. It follows from the figure,
but also from the formula (7.74), that for large values of the frequency (that is for
very rapid vibrations), the phase angle tends towards /2, indicating a very large
amount of damping. In this case the damping cannot be the result of viscous or hys-
teretic damping of the material, as these effects have not been included. The cause
of the damping must be the spreading of the energy over ever larger areas when the
waves travel from the cavity. This form of damping is called radiation damping. In
engineering practice this is often one of the most important causes of damping.

where now
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Fig. 7.7 Dynamic response, Y
phase angle

149

7.2.3 Propagation of a Shock Wave

Another approach to problems of elastodynamics is by using the Laplace transform
method. This seems especially suited for the analysis of the propagation of a shock
wave. This method will be used in this section to solve the problem of a shock wave

propagated from a spherical cavity.
The problem is described by the equation of motion (7.43),

82u+28u 2u 1
a2  rar r? _C% ot

where, as before, ¢, is the propagation velocity of compression waves,

2 A+2u
¢, = .
0

The stresses can be related to the radial displacement by the equations

ou
o =Ae+2u

.
e
Ur
Oy =Ae+2u—,
r
where e is the volume strain,

u,  2u,
e =

or r
The boundary conditions now are supposed to be:
r=a,t>0: 0,=-—p,

r—o00,t>0:0,=0.

(7.77)

(7.78)

(7.79)

(7.80)

(7.81)

(7.82)
(7.83)
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These boundary conditions express that at time ¢ = O a pressure p is suddenly ap-
plied at the boundary of the cavity.
The Laplace transform (Churchill, 1972) of the displacement is defined by

o
ﬁ:/ u exp(—st)dt, (7.84)
0

where s is the Laplace transform parameter, supposed to be positive. For all quanti-
ties the Laplace transform will be indicated by an overbar.
Applying the Laplace transform to the differential equation (7.77) gives

j%‘ %Z—Lr‘ ~ 3—’; =k, (7.85)
where
k=s/cp. (7.86)
The general solution of this differential equation is

LR (k) + B exp(akr) (7.87)
exp(—kr —-ex r). .

kry? P k2 <P

Because of the boundary condition at infinity the coefficient B can be assumed to

be zero, so that the solution reduces to

u=2A

1+kr

w=A (kr)?

exp(—kr). (7.88)
The volume strain corresponding to this solution is
_ A
e = — — exp(—kr). (7.89)
r

And the stress components are found to be

1+ (kr) + m(kr)?

o = —4ukA 7BE exp(—kr), (7.90)
1+ (kr) — (2d — 1) (kr)?
5 = 2uk At *D = VL) exp(—kr). (7.91)
(kr)3
where d is an additional elastic coefficient defined by
A+2 1-—
gt v (7.92)

4 2(1=2v)°

The coefficient A must be determined from the boundary condition (7.82). The
transformed boundary condition is

r=a:o,=-L. (7.93)
N
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With (7.90) the value of A is found to be

AP (ka)?®
"~ 4pks 1+ (ka) +d(ka)?

exp(ka). (7.94)

The Laplace transform of the radial displacement now is, with (7.88) and (7.94),

3

_ pa’ 1+sr/cp
= —s(r — , 7.95
0= e Crsaje, +dGaje,)? exp[—s(r —a)/cp] (7.95)

or
3
1

=22 TS expl—s(x — b)), (7.96)

A4psr? 14 bs + db2s?

where b=a/c, and x =r/c).
Using the value (7.94) for the constant A the expressions for the transformed
stresses are

pa’ 1+ xs + dx>s?
53 1+ bs + db2s?
pa’ 1+xs — (2d — 1)x2s?

T 253 1+ bs +db2s2

Opr =

exp[—s(x —b)], (7.97)

exp[—s(x — b)]. (7.98)

Ot
The mathematical problem now remaining is to find the inverse transform of the
expressions (7.96), (7.97) and (7.98). The displacement will first be elaborated.
Displacement
In order to perform the inverse Laplace transformation of the expression (7.96) it

is first required to decompose the denominator into the form of a product of single
factors, by writing

1+ bs + db>s> = db*(s + 51) (s + s2), (7.99)
where
s1 = (1 +ia)/2db, (7.100)
52 = (1 —iae/2db, (7.101)
with
a=+4d —1=1/v/1=2v. (7.102)

Using this decomposition equation (7.96) can be written as

_ pa’®  [Cy Cy C3
U=———5—>1— +
4pdb?r?

s s+ s+sz}eXp[_S(x—b)], (7.103)
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where
1 2
Ci=—=db”, (7.104)
5152
1 _
Cp=— 20 (7.105)
s1(s1 — $2)
1 _
Cy= — 2 (7.106)
52(s2 — 81)

Inverse Laplace transformation is now a relatively simple operation, because the
expression (7.103) consists of a summation of elementary fractions. The process
is somewhat laborious, however, because the coefficients C> and C3 are complex.
After separation into real and imaginary parts the final result is

pa3 acyT 2r—a . (acpT
u= 1 —|cos — sin exp H(7),
4pr? 2da aa 2da Zd

(7.107)

where
T=t—(r—a)/cp. (7.108)

The appearance of the Heaviside step function H (t) in the solution (7.107) indicates
that, as expected, a shock wave travels through the medium, with a velocity c,, the
velocity of compression waves.

The displacement uq of the inner boundary of the medium, at the radius of the
circular cavity (r = a), is of particular interest. This is found to be

pal acpt _l . [acpT Cp
uy = 4M{1 |: <2da> asm( da >:|exp< da )}H(l) (7.109)

This function is shown, for three values of Poisson’s ratio, in Fig. 7.8.

4pup /pa

S R ——
oL =02 RN

v =U.

Fig. 7.8 Displacement of 0 ‘ cpt/a
boundary 0 1 2 3 4
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It may be interesting to further investigate the behaviour of the solution (7.107).
It can be seen, for instance, that for large values of time the solution approaches the
static solution u = pa>/4ur?. It also appears from the solution that at the arrival of
the shock wave the displacement is continuous, but shortly after this arrival there is
a relatively large effect, as indicated by the factor r/a in the term between brackets.
This shows that during the passage of the shock wave the displacements are consid-
erably larger than in the static case. It is left to the reader to plot the behaviour of
the solution (7.107) for various values of the distance from the cavity.

Stresses

Using the decomposition (7.99), (7.97) and (7.98) can be written as

3
pa {Dl b | Ds }exp[—s(x—b)], (7.110)

I =T a3 | s s+s s+
= PO (B, B B [—s(x — b)] (7.111)
O ==——5—=1— exp[—s(x — b)], .
TTdp23 s s+s s+ pl=six
where
1 2
D) = — =db?, (7.112)
5152
1 — d 2.2
Dz:M’ (7.113)
s1(s1 — 82)
1— dxs3
Dy = L X2t dxTsy (7.114)
s2(s2 — 1)
1 2
Ei=—=db", (7.115)
5182
1 —xs; — (2d — D)x2s?
Ey = 1= ) L (7.116)
s1(s1 — 82)
1 —xs2 + (2d — 1)x2s2
By = 1T X52 71 ( )X’y (7.117)
s2(s2 — 51)

The inverse transformation of the expressions (7.110) and (7.111) is now relatively
simple. After some mathematical manipulations the final results are

3 2 2
_ pa rc—a ac,T
o= () (50)
2
_(r—a l acyT ox ot H(o) (7.118)
a o "™ 244 P\ 7244 ’ '
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pa’ - r? —a? 3d —1\ [ r? acyT
oy = —= — — | ¢ cos
T3 a? d a? 2da
r—a\? 3d — 1 r2 1 . facpT cpT
_ - — |t —sin exp| —=—— | {H (1),
a d a?) )« 2da 2da

(7.119)

where, as before,
a=+4d —1=1//1-2v. (7.120)
T=t—(r—a)/cp. (7.121)

The solutions indicate again that a shock wave is propagated through the medium at
velocity c¢,. Before the arrival of the shock wave the stresses are zero. The values of
the stresses at the front of the wave can be obtained by letting t | 0. This gives

10 :q,=-22 (7.122)
r
2d -1
210 oy = 2= Dpa (7.123)
dr

Again, as in the case of a sinusoidal vibration, it is found that the dynamic stresses
tend to zero as 1/r when r — oo.

After a very long time the influence of the shock wave has been attenuated. The
stresses then are

T—> 00 0pp=——, (7.124)
pa

53 (7.125)

T—>00: 0y=
These expressions are in agreement with the static solution. The static stresses tend
to zero as 1/r> at infinity. Again it may be noted that the dynamic stresses far from
the cavity are much larger than the static stresses.

Problems

7.1 Consider a thin-walled sphere, of radius a and wall thickness d, with d < a.
In the interior of the sphere a pressure p is acting, the outer boundary is free of
stress. Determine the constants A and B, see (7.11), for this case, and determine
the tangential stress in the wall of the sphere. Note that this is the problem of a
pressurized balloon.

7.2 From (7.74) derive an asymptotic expression valid for large values of the fre-
quency w. Express the material constant in this expression into the Poisson ratio v.
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7.3 In Fig. 7.8 the displacement of the cavity boundary is plotted as a function of
time, using the dimensionless parameter ¢t /a. Replot this figure, now using a time
scale based on Young’s modulus E, i.e. using a dimensionless parameter cit/a,
where ¢ is defined by ¢; = \/E/p. It may appear that the waves in the plots now
have approximately equal periods.

7.4  The solution (7.118) contains a damping factor exp(—c,1/2ma). Normal
values for the propagation speed of compression waves in soils are of the order
1000 m/s. Now estimate the duration of the shock generated from a cavity of radius
1 m.

7.5 In the solution (7.118) assume that r > a. Sketch the stress at a certain point
as a function of time.

7.6 Redraw Fig. 7.6, using the parameter w/w; as the independent variable, with
ws = +/ju/ pa?. If the resonance frequency now appears to be independent of 1 it
has been found that resonance is determined by the velocity of shear waves.






Chapter 8
Elastostatics of a Half Space

In soil mechanics it is often required to determine the stresses and deformations
of a soil deposit under the influence of loads applied on the upper surface. As a
first approximation it may be useful to consider an elastic half space, or, in the case
of plane strain deformations, an elastic half plane, loaded on its upper surface, see
Fig. 8.1. In this chapter some solutions are derived, for vertical loads. For the sake of
completeness the basic equations of the theory of linear elasticity are included. The
examples to be presented are the classical solutions for a point load and a line load
on a half space (the problems of Boussinesq and Flamant), the solution for a uniform
load on a circular area, and some mixed boundary value problems. The problems
can be solved effectively by using Fourier transforms or Hankel transforms. These
methods will be described briefly.

It can be expected that for the class of problems considered here, an elastic half
space loaded by vertical loads on its surface, the vertical displacements are more im-
portant than the horizontal displacements. On the basis of this expectation, which is
also confirmed by the analytical solutions that can be obtained for certain problems,
an approximate method of solution can be developed by neglecting all horizontal
displacements. This approximate method, which was first proposed by Westergaard
(1938), is also presented in this chapter, and its results are compared with the com-
plete analytical solution.

It should be noted that throughout this chapter the material is supposed to be
homogeneous and isotropic, and linear elastic, so that its mechanical properties can

Fig. 8.1 Half space
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158 8 Elastostatics of a Half Space

be fully characterized by an elastic modulus E and Poisson’s ratio v, or some other
combination. The strains are assumed to be small compared to 1.

8.1 Basic Equations of Elastostatics

The basic equations of the theory of elasticity are the conditions on the stresses, the
strains, and the displacements in a linear elastic continuum. These are the conditions
of equilibrium, the constitutive relations, and the compatibility conditions.

Let the stresses and displacements be described in a Cartesian coordinate system
X, ¥, z. The components of the displacement vector in the three coordinate directions
are denoted by u,, uy and u,. If it is assumed that the displacement gradients are
small compared to 1, then the expressions for the strains are

Juy 1 /0uy duy
= 8">’_§<ay T )

duy 1/ 0uy n ou; 8.1)
Eyy = —, Ey; ==l —+—), .
W %y A dy
ou; 1 [ 0u;, . ouy
&= —, == — .
“T 8z “2ax a2
The three normal strains &y, €y, and &,; express the relative elongation of line
elements in the three coordinate directions (Al/[), and the three shear strains &y,

eyz and &, express the deformation of right angles. The volume strain e = AV/V
is the sum of the normal strains in the three coordinate directions,

€ =¢6xx+ &yt &z (8.2)

The stresses can be expressed into the strains by the generalized form of Hooke’s
law. For an isotropic material this is

Oxx = Ae+2Exy, Oxy = 2/‘L8.Xy7
Oyy = Ae +2ueyy, Oyz =2/uEyz, (8.3)
Oz = he +2pue, Ozx = 24

Here A and pu are the Lamé constants. These constants are related to the modulus of
elasticity £ (Young’s modulus) and Poisson’s ratio v by

vE E

M aTna—y T aaTwy (84)

For the stresses in (8.3) the sign convention is that a stress component is positive
when acting in positive coordinate direction on a plane with an outward normal in
positive direction. This is the usual sign convention in continuum mechanics, which
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RELY 2T,
YO - — Oy + Aoy
Oag 1 Ay
[T D y
R
Ty

X

Fig. 8.2 Equilibrium of element

implies that tensile stresses are positive. It may be noted that in soil mechanics the
sign convention is often just opposite, with compressive stresses being considered
positive.

The stresses must satisfy the equations of equilibrium. In the absence of body
forces these are

00y n 00y n 00,y

:07 = X s
ax dy 0z Txy = Oyx
doyy 0oy 0oy
ox + dy + oz =0, Oyz = O0zy, (8.5)
do do do,
= + - + = =0, Ozx = Oxz-

ox dy 0z

The second of these equations is illustrated in Fig. 8.2.

The stresses, strains, and displacements in an isotropic linear elastic body must
satisfy all the equations given above, and in addition must satisfy the conditions on
the boundary, which may specify the surface stress or the surface displacement, or
a combination. For general methods of analysis the reader is referred to textbooks
on the theory of elasticity, e.g. by Timoshenko and Goodier (1970), or Sokolnikoff
(1956). In the next sections some special solutions will be presented.

For the purpose of future reference it is convenient to express the equations of
equilibrium in terms of the displacements. If it is assumed that the parameters A
and p are constants (which means that the material is homogeneous), one obtains
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from (8.1), (8.3) and (8.5),
O+ u) + uV2uy =0,
de 2
(A+u)a— +uVauy, =0, (8.6)

( +u) +MV2uz =0.

These are usually called the Navier equations. They are three equations with three
variables, the three displacement components. Their solution usually also involves
the stresses, however, because the boundary conditions may be expressed in terms
of the stresses.

8.2 Boussinesq Problems

An important class of problems is formed by the problems for a half space (z >
0), bounded by the plane z = 0, loaded by vertical normal stresses on the surface
only, see Fig. 8.3. This is called the class of Boussinesq problems, after the French
scientist who published several solutions of such problems in 1885.

This type of problem can be solved conveniently by introducing a specially cho-
sen displacement function ¢ (Green and Zerna, 1954), from which the displace-
ments can be derived by the formulas

2
y = (1—2v )8—¢’+ z;—;’ 8.7)
2
y = (1—2v )—¢+ a;b (8.8)
0 3¢
u;,=-2(1—-v )—+Z8—Z2 (8.9)

Fig. 8.3 Boussinesq problem z
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Substitution of these expressions into (8.6) shows that all three equations of equi-
librium are identically satisfied, provided that the function ¢ satisfies the Laplace
equation

V2p =0. (8.10)

The advantage of the introduction of the function ¢ is that there now is only a sin-
gle unknown function, which must satisfy a relatively simple differential equation,
(8.10), for which many particular solutions and several general solution methods are
available. That the solutions are useful appears when the stresses are expressed in
the function ¢. With (8.1), (8.3) and (8.10) one obtains for the normal stresses

2 3 2
a a
Txx =(1-2)7 ¢ ¢ 5,99 8.11)
Z;L ax23z 972
52 3 2
) 0 a
I (-2 )55 d’ o 5,09 (8.12)
2u 8y28z 972
o _ 0’9 a3¢
A 8.13
2u 32 i 923 ®19
For the shear stresses the following expressions are obtained
52 3
a
o (- ) ¢ ¢ (8.14)
21 8x3y3z
33

vz z—¢, (8.15)

21 dydz?

Ozx 83¢

— =z —. 8.16

20 “oxo2 (8.16)

From the last two equations it can be seen that on the surface z = 0 the shear stresses
are always zero,

2=0: 0, =0, =0. (8.17)

This means that the function ¢ can only be used for problems for which the plane
z = 0 is free from shear stresses. This is an essential restriction. On the other hand,
this restriction appears to lead to a relatively simple mathematical problem, namely
the solution of the Laplace equation (8.10). On the boundary z = O the stress o
may be prescribed, or the displacement u,. On the surface z = 0 the expression for
the vertical displacement reduces to

z=0: uz=—2(1—v)%, (8.18)

and the expression for the vertical normal stress reduces to

82
2=0: 0, = 2u—¢ (8.19)
972
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Thus, if the displacement or the stress on the surface is given, this means that either
the first or the second derivative of the displacement function ¢ is known. In the
next sections a number of solutions will be presented.

8.2.1 Concentrated Force

A classical problem, the solution of which was first given by Boussinesq, is the
problem of a concentrated point force on the half space z > 0, see Fig. 8.4.
The solution is assumed to be given by the function

¢ = —L In(z + R), (8.20)
4

where

R=./x*+y>+72 (8.21)

It can easily be verified that this function indeed satisfies the differential equation
(8.10). That it satisfies the correct boundary conditions is not immediately obvious,
but may be verified by considering the stress field.

Differentiation of ¢ with respect to z gives

P P 1

—_— = (8.22)
0z 4 R
32 P
o _ P z (8.23)
972 4mp R3
9’ P (1 2
Yo _ P (L _32) (8.24)
9z3  4mu \ R3 RS

The vertical normal stress o, is now found to be, with (8.13),
3P 73

Fig. 8.4 Concentrated force
on half space z
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On the surface z = 0 this stress is zero everywhere, except in the origin, where the
stress is infinitely large. That the solution is indeed the correct one can be verified
by integration of the stress over the surface are. This gives

x o0
/ / o,;dxdy=—P. (8.26)
—00 J—00

Every horizontal plane transfers a vertical force P, as required.
The vertical displacement is, with (8.8),

Z2
= [2(1 —v)+ ﬁ]. (8.27)

On the surface z = 0 the displacement is, expressed in terms of E and v,

P(l—v) P(—v?)
Z:O:I,{Z: =

, (8.28)
27 ur wEr

where r = y/x2 + y2. In the origin the displacement is singular, as might be ex-
pected in this case of a concentrated force.

All the other stresses and displacements can of course also be derived from the
solution (8.20). This is left as an exercise.

8.2.2 Uniform Load on a Circular Area

Starting from the elementary solution (8.20) many other interesting solutions can
be obtained, see the literature (Timoshenko and Goodier, 1970; Sokolnikoff, 1956).
As an example the displacement of the center of a circular area carrying a uniform
load will be derived, see Fig. 8.5. The starting point of the considerations is the
observation that a load of magnitude pd A at a distance r from the origin results in
a vertical displacement at the origin of

pdA(1 —v?)
T Er

3

as follows immediately from the formula (8.28).

T )

Fig. 8.5 Uniform load on
circular area z
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The displacement due to a uniform load over a circular area with radius a can
be obtained by integration over that area. Because d A = r dr df one obtains, after
integration over 6 from 6 = 0 to # = 2, and integration over r fromr =0tor =a,

_ 2pa(l— v2)

r=0,z=0: u, z

(8.29)
This is a well known and useful formula. If the formula is expressed in the total
load P = wa?p it reads

_2P(1—Y)

8.30
nEa ( )

r=0,z=0: u,
This shows that the displacement of a foundation plate can be reduced by making
it larger, as one would expect intuitively. The relationship appears to be that the
displacement is inversely proportional to the radius a of the plate, and not to the
area of the plate, as one might perhaps have expected.

Actually, this result can also be obtained by considering the physical dimensions
of the parameters of the problem. It can be expected that the displacement will be
proportional to the load P, because the theory is linear, and it can also be expected
that the displacement then will be inversely proportional to the modulus of elasticity.
The only possibility to obtain a quantity having the dimension of a length then is
that the displacement is proportional to P/Ea.

8.3 Fourier Transforms

A class of solutions can be found by the use of Fourier transforms (Sneddon,
1951). This method will be presented here, for the case of plane strain deformations
(uy =0).

The solution is sought in the form

¢ = /Oo{f(oz) cos(ax) + g(o) sin(ax)} exp(—az) do, (8.31)
0

where f(«) and g(«) are as yet unknown functions of the variable «.

That (8.31) is indeed a solution follows immediately by substitution of the el-
ementary solutions cos(ax) exp(—az) and sin(ax)exp(—az) into the differential
equation (8.10). For z — oo the solution will always approach zero, which suggests
that this solution can perhaps be used for cases in which the stresses can be expected
to vanish for z — oo.

With (8.13) one now obtains

Ozz

z=0:—== —/ az{f(a)cos(ax) + g(a) sin(ax)} do. (8.32)
2p 0
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Suppose that the boundary condition is
72=0, —c0o <x <00 : 0;; =¢q(x), (8.33)

in which ¢ (x) is a given function. Then the condition is that

/OO{A(a) cos(ax) + B(a) sin(ax)}da = q(x), (8.34)
0
where
Al@) = —2pa’® f(a), (8.35)
B(a) = —2pa’ g(a). (8.36)

The problem of determining the functions A(«) en B(«) from (8.34) is exactly the
standard problem from the theory of Fourier transforms. The solution is given by
the inversion theorem, which will not be derived here, see the literature on Fourier
analysis (e.g. Sneddon, 1951). The final result is

Alx) = %/oo q(t)cos(at)dt, (8.37)
B(x) = %/oo q(t) sin(at) dt. (8.38)

The problem has now been solved, at least in principle, for an arbitrary surface load
g (x).Ina specific case, with a given surface load ¢ (x) the integrals (8.37) and (8.38)
must be evaluated, and then the results must be substituted into the general solu-
tion (8.31). Depending on the load function this may be a difficult mathematical
problem. In the next section a simple example is given, in which all integrals can be
evaluated analytically.

8.3.1 Line Load

As a first example the case of a line load on a half space will be considered (Fla-
mant’s problem), see Fig. 8.6. In this case the load function is

—F/Qe), |x|<e,

q(x)= 0. | > e, (8.39)

where it will later be assumed that € — 0. From (8.37) and (8.38) it follows that

Aler) = _i sin(oee),
TE o

B(a) = 0.
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Fig. 8.6 Line load on half F
space
x
z
If € — 0 this reduces to
Ala) =—F/m, (8.40)
B(a) =0. (8.41)
With (8.35) and (8.36) one obtains
= , 8.42
=55 (8.42)
g(a) =0. (8.43)
The solution of the problem therefore is
b= F /"0 cos(ax) exp(—az) do. (8.44)
2 Jo o?

Although this integral does not converge, due to the behavior of the factor o in
the denominator near ¢ — 0, the result may well be useful, because the relevant
quantities are derived expressions, such as the stresses, which require differentiation.
It is found, for instance, that

3¢ F

o0
P _m/o cos(ax)exp(—az)da,

and this integral converges. The result is

3%¢ F  z
— = 8.45
ax2 2w x2 4 22 (8.45)
In a similar way one obtains
32 F
¢ . (8.46)
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After another differentiation one obtains

Py F
973 - 2 (x2 +22)2

2 2
Al (8.47)

and
33 F 2_ 2
¢ _ r e (8.48)

0x287 _271’/1, x2 4222

The expressions for the stresses are finally, using (8.11), (8.13) and (8.16),

2F x2z
= 8.49
GXX T (_X2+Z2)2 ( )
2F 3
0w =""""773 < 770 (8.50)
T (x*4z%)
2F  xz?
= 8.51
GXZ T (x2+z2)2 ( )

These are usually called the Flamant formulas. Their form is somewhat simpler

when using polar coordinates x =r cosf and z =rsin#,

2F . 2
Oxx = —— sinf cos“ 0, (8.52)
Tr
2F 4
0, = —— sin” 0, (8.53)
Tr
2F .,
Ox; = —— sin“ 6 cosf. (8.54)

wr
When the stress components are also transformed into polar coordinates the formu-

las are even simpler,

. 2Fz
Oy = —— 8inf = — 5 (8.55)
r Tr
0Py = 0, (8.56)
o9 = 0. (8.57)

It appears that the only non-vanishing stress is the radial stress, and that it decreases
inversely proportional to the distance from the origin, and with the sine of the angle

with the horizontal axis.
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8.3.2 Strip Load

Another classical example is the case of a strip load on a half space, see Fig. 8.7.
The solution of this problem can be found in many textbooks on theoretical soil
mechanics. Here the solution will be determined using the Fourier cosine transform.
In this case the boundary condition is

-p, lxl<a,
q(x)= (8.58)
0, x| > a.

The displacement function ¢ now is found to be

_ P [ sin(aa)cos(ax) exp(—az)
¢_M /0 = da, (8.59)
or
_r /°° inlatx + ) - sinlax —allexpCad) ;- g g0
T Jo o

Again, this integral does not converge, but its second and third derivatives, which
are needed to determine the stresses, do converge. Expressions for the stresses can
be obtained using (8.11), (8.13) and (8.16), and a table of integral transforms. The
result is

p x+a xX—a (x+a)z
Oxx = ——{arctan — arctan — )
b4 z z x+a)+z

(x—a)z
(x —a)2+zz}’ ®o0
p{ <x+a) (x—a> (x+a)z
0,; = ——jarctan — arctan +
b2 z z (x+a)?+z2
(x —a)z
— 7@ Pt 2 } (8.62)

Fig. 8.7 Strip load on half
space z
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2 2
p z z
== - : 8.63
o n{(x+a)2+12 (x—a)2+z2} (863

These are well known formulas, see for instance Sneddon (1951). They can also be
written in the form

oxx = —L {61 — 6> — sin6) cosO; + sind cos o}, (8.64)
b4
02 = —L{6, — 0, + sin6; cos 6 — sin cos by}, (8.65)
b4
Ox; = P tcos261 — cos?6s), (8.66)
T

where the angles 0; and 6, are indicated in Fig. 8.7.

8.4 Axially Symmetric Problems

Problems for an elastic half space loaded by a radially symmetric normal stress on
the surface z = 0 can conveniently be solved by the Hankel transform method (Sned-
don, 1951). The problem can be formulated in terms of the displacement function ¢
introduced in (8.8). This function must satisfy the Laplace equation (8.10). In axially
symmetric coordinates this equation is

2 2
P 1o 0%

— 4+ - —=0. 8.67
arr ror 972 (8.67)
The Hankel transform of the function ¢ is defined as
o
G2 = [ roc.aneedn (8.68)
0

where Jo(x) is the Bessel function of the first kind and order zero. The inverse
transformation is (Sneddon, 1951)

(o.¢]
¢(r, 2) =/ ED(E,2) Jo(6r)ds. (8.69)
0
The advantage of the Hankel transformation is that the operator
9? L1
arr r or

is transformed into multiplication by —&2. This means that the differential equation
(8.67) becomes, after application of the Hankel transform,
d*®

iz £20 =0, (8.70)
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which is an ordinary differential equation. The general solution of this equation is
® = Aexp(§z) + Bexp(—§2), (8.71)

where the integration constants A and B may depend upon the transformation pa-
rameter &. In the half space z > 0 the constant A can be assumed to vanish.
If the boundary condition is

72=0:0,,=¢q(), (8.72)

then we obtain, with (8.19) and (8.71),

—2;4352 = /Ooorq(r)Jo(Er) dr, (8.73)

from which the value of B can be determined. In the next two sections some exam-
ples will be given.

8.4.1 Uniform Load on a Circular Area

A well known classical problem is the problem of a uniform load over a circular
area. This problem was already considered above, where the displacement of the
origin was derived from a particular solution, see (8.29). Here the complete solution
will be derived by a straightforward analysis.

In this case the load function ¢ (r) is

q(r) = { R (8.74)

0, r>a.

Substitution of this function into the general expression (8.73) gives

p a
B = W/o rdoEr)dr. (8.75)

This is a well known integral (Abramowitz and Stegun, 1964, 11.3.20). The result
is
__pa
2u&d
where Ji (x) is the Bessel function of the first kind and order one.
The displacement function ¢ now is

_pa [ hEa)ep(—EoEn) |
2u Jo g2

Although this integral itself cannot be evaluated, because of the logarithmic singu-
larity in the origin, certain useful results can still be derived from it, because the

Jia), (8.76)

£. (8.77)
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physical quantities such as the displacements and the stresses must be derived from
it by differentiation, and after differentiation the integrals may well converge, as
indeed they do.

The vertical displacement of the surface can be obtained from the formula (8.18).
With (8.77) this gives

z=0:u;

_ pa(L— V) /"O Jia)Jo(ér) dt. (8.78)
0

3
This integral is given in Appendix A, see (A.69). The result is

27,2
z2=0:u,= 721%1(1 —v) {E(rz/az)’ rea (8.79)
T F@*/a®), r>a,
where
F(x)=+x[E(1/x)— (1 —1/x)K(1/x)], (8.80)

and where K (x) and E (x) are complete elliptic integrals of the first and second kind,
respectively. A short list of values, adapted from Abramowitz and Stegun (1964), is
given in Table A.2, in Appendix A. For x = 0 both K (x) and E (x) are equal to /2.
The result (8.79) is also given by Timoshenko and Goodier (1970).

Figure 8.8 shows the displacements of the surface in this case in graphical form.
The displacement of the origin is of special interest. This is found to be

r=0,z=0: u.=ug=—", (8.81)

which agrees with the expression (8.29) found before.

It should be noted that in this section the symbol E is used for the complete
elliptic integral, whereas it has also been used earlier for Young’s modulus of elas-
ticity. The reader should carefully distinguish between the symbol E for Young’s
modulus, and the function E (x), which denotes the complete elliptic integral of the
second kind.

0.5

Fig. 8.8 Displacements of
the surface uz [uo
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Fig. 8.9 Vertical stress o, —0:2/p
forr =0 0 0.5 1
0
_—
z/a 5 //
ol
The vertical normal stress o is, with (8.13) and (8.77),
Oz o
) a(l+§&z)Ji(§a)exp(—§z)Jo(6r) d§. (8.82)
Along the vertical axis, for r = 0, this integral reduces to
Ozz o
r=0: 7 =— a(l+&z)J1(Ea)exp(—&z) d&, (8.83)
0

which can be evaluated using a table of Laplace transforms (Churchill, 1972). The
result is
’;

r:O:gz—l <

5 + @1 (8.84)

This is a well known formula, see e.g. Timoshenko and Goodier (1970). Just under
the load the vertical stress is —p, and this stress tends to zero when z — oo, see
Fig. 8.9.

8.5 Mixed Boundary Value Problems

In the previous sections the boundary value problems considered were such that on
the entire boundary the surface stresses were prescribed. More complicated prob-
lems occur in the case that on a part of the boundary the surface stresses are given,
and the displacements are prescribed on the remaining part of the boundary. These
problems are said to be of the mixed boundary value type. In this section a method
of solution to these problems is illustrated by considering some examples.
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8.5.1 Rigid Circular Plate

In the first example a vertical load P is applied to a half space by a rigid circular
plate of radius a, see Fig. 8.10. In this case the boundary conditions on the upper
surface are that the shear stress o, = 0 along the entire surface, and that

z=0:u,=wy, 0<r<a, (8.85)
z=0:0,,=0, r>a, (8.86)

where wy is the given vertical displacement of the plate.
If the elasticity equations are formulated using a potential function ¢, as in the previ-
ous sections, the general solution for the half plane z > 0 is, with (8.69) and (8.71),

¢(r.2) =/O EB(§)exp(—£2)Jo(§r) d§, (8.87)

where B(§) is an unknown function, that should be determined from the boundary
conditions. Using (8.18) and (8.19), the boundary conditions (8.85) and (8.86) can
be expressed as

3
Z=0:uZ=—2(1—v)a—¢=w0, 0<r<a, (8.88)
Z
82
z=0:0;= —Z/L—f =0, r>a. (8.89)
9z

With (8.87) these conditions can also be written as
/00523(5)10(@)(15:]0@):&, 0<r<a, (3.90)
0 2(1 —v)
/OO§3B(€)J0(€F) d& =0, r>a. (8.91)
0

A system of this form is denoted as a pair of dual integral equations. For the solution
amethod described by Sneddon (1966) will be used here, see also Selvadurai (1979).

P

Fig. 8.10 Rigid circular plate
on half space z
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In the example the function f(r) is a constant, but the method applies equally well
to the more general case that f(r) is an arbitrary function. Some general aspects of
the solution of dual integral equations are given in Appendix B.

The solution method consists of two steps, each addressing one of the dual inte-
gral equations. The first step is that it is assumed that the function £2B(£) can be
represented by the finite Fourier transform

£2B(£) = / ’ W (t) cos(£1) dt, (8.92)
0

where W (t) is a new unknown function, defined in the interval O < ¢ < a. Substitu-
tion of (8.92) into the integral appearing in (8.91) gives

/O £ B(&)Jo(Er) dE =/0 E{/O W(t)COS(St)dt}Jo(Sr)dS, (8.93)
or, using partial integration,

/0 EBE)JoEr)dE = W(a) /0 sin(Ea)Jo(er) d

_ /“ W’(t){/oosin(St)Jo(Er) dg}dz. (8.94)
0 0

A well known integral of the Hankel type is, see (A.76),

r>t,

3

(tz—rz)’lﬂ, 0<r<t. (8.95)

/0 Sin(E1) Jo(Er) d = {

Because in the last integral in (8.94) the value of ¢ is restricted to the interval 0 < ¢ <
a, it follows that both integrals in the right hand side are zero if r > a, so that it can
be concluded that the second boundary condition (8.91) is automatically satisfied,
whatever the function W (¢) is.

The second step in the solution method is to determine the function W (¢) from
the first boundary condition, (8.90). Substitution of (8.92) into the integral in this
condition gives, again assuming that the order of integration may be interchanged,

/0 E2B(E)Jo(Er) dE = /0 W(t){ /0 COS(SI)JO(Sr)dé}dt- (8.96)

Another well known integral of the Hankel type is, see (A.77),

0, 0<r<t,

(r2 — t2)_1/2, r>t. (8.97)

/O cos(E1) Jo(Er) dE = {

This means that in the interval O < ¢ < a the integrand of (8.96) is zero if r <t < a.
It follows that the boundary condition (8.90) can be written as

W
‘/(; ﬁdlz‘f‘(l’), O§r<a. (898)
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This is an Abel integral equation. Its solution is (Sneddon, 1966, p. 42)

t
w224 [

In the example of a uniform displacement of a rigid plate the function f(r) is,
see (8.90),
wo

= 0< . 8.100
S - <r<a ( )
In this case the function W (¢) is found to be the constant
W) = —20 (8.101)
T '
The function £2B(&) now is, with (8.92),
2 wo  sin(éa)
B)=—— . 8.102
EBO = 7o (8.102)
The solution for the potential function ¢ is, with (8.87)
wo ® sin(éa)
¢ = / 5— exp(—§2)Jo(§r) d§. (8.103)
(I =) Jo §

Of particular interest is the vertical normal stress at the surface. With (8.19) this is
found to be

9%¢ Ewy [ .
ZZO . O’ZZ:_ZMQZ m/(; Sln(éa).]()(gr)dé. (8104)

Using the integral (8.95) the boundary stress is

0, r>a,
72=0:0,;= { 27,,1((121)_,2)1/2» 0<r<a, (8.105)
where
- % (8.106)

the total force on the plate. The first part of (8.105) confirms the second boundary
condition (8.86). The second part is a well known result of the theory of elasticity,
see e.g. Timoshenko and Goodier (1970).

Another quantity of special interest is the vertical displacement of the surface.
With (8.18) and (8.103) this is

2wy [ sin(éa)
z=0:u,=—
T Jo 3

exp(—&z)Jo(Er) d§. (8.107)
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Fig. 8.11 Surface r/a
displacements, rigid circular 0.0 1.0 20 3.0 4.0
plate 0.0

—

1.0

Using the integral (A.78) the displacement of the boundary is found to be

wo, r<a,
72=0:u,= 5 ' (8.108)
Zwparcsin(a/r), r>a.

The first part of (8.108) confirms the first boundary condition (8.85). The second
part is a well known result of the theory of elasticity, see e.g. Sneddon (1951). The
surface displacements are shown, as a function of r/a, in Fig. 8.11.

Alternative Derivation

An alternative for the second step of the derivation, avoiding the Abel integral inte-
gration, is as follows.
The first boundary condition is, see (8.90),
00 ) wo
§°B(§)JoGr)deé=f(r)=s———, 0=r<a. (8.109)
0 2(1 —v)
The Bessel function Jo(£r) can now be eliminated form this equation by using the
integral

fo mlo(ér) dr = Smffs), (8.110)

which can be considered to be the inverse form of the integral (8.95) when this is
considered as the Hankel transform of the function sin(£¢)/&.
It follows that (8.109) can also be written as

9] t
[ es@sinenas = [ O 0<i<a S.111)
0 o (t#—r?) /2

or, using the representation (8.92), and interchanging the order of integration,

a ® sin(£t) cos(£s) ' rf(r)dr
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The integral between brackets is a well known Fourier integral,

Ei

/‘OO sin(&t) cos(&s) dt = 5, §<I,
0 3 0, s>t.
This means that (8.112) reduces to
! 2 (Y rf@r)dr
WEs)ds=— | ——== 5, 0<t .
/0 (s)ds z )y @) <t<a
Differentiation with respect to ¢ gives
2d (! d
W) = rfrdr O<t<a,

mdt Jy (2 —r2)l2

which is the same as the solution (8.99) derived above.

8.5.2 Penny Shaped Crack

177

(8.113)

(8.114)

(8.115)

Another class of problems involving mixed boundary conditions is concerned with
the stress distribution in an elastic medium with a circular (penny shaped) crack,
see e.g. Kassir and Sih (1975). For the problem of a crack in an infinite elastic
plate, loaded by a uniform internal pressure p in the crack, the problem can be
schematized as a problem for a half plane (see Fig. 8.12), with the boundary condi-

tions
0
Z=O:u2=—2(1—v)—¢=0, r>a,
0z
3%¢
z2=0:0;=-"2u—=—-p, 0<r<a.
972

(8.116)

(8.117)

Fig. 8.12 Penny shaped
crack z
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If the elasticity equations are again formulated using a potential function ¢, the
general solution for the half plane z > 0 is, with (8.69) and (8.71),

¢, Z)Z/O EB(§)exp(—£2)Jo(§r)d§, (8.118)

where B(£) is an unknown function, that should be determined from the boundary
conditions. With (8.118) these conditions can also be written as

/ms2B<s)Jo<sr)ds ~0, r>a, 8.119)
0

/0053B(§)Jo(ér)d§ =g(r), 0=r<a, (8.120)
0

where in the example considered g(r) = p/2u.

In order to solve the system of dual integral equations (see also Appendix B),
in two steps, it is first assumed that the function £2B(£) can be represented by the
finite Fourier transform

E2B(£) =/a V(1) sin(€t) dt, (8.121)
0

where V (¢) is a new unknown function, defined in the interval 0 < ¢ < a. Substitu-
tion of (8.121) into the integral appearing in (8.119) gives, if the order if integration
is interchanged,

fo ézB(é)Jo(Er)dész V(t){/o sin(ét)]o(ér)dé}dt. (8.122)

In the integral the variable ¢ is always smaller than a, so that for r > a it is certain
that r > ¢, and then the integral is zero, see (A.76). This means that the boundary
condition (8.119) is automatically satisfied by the representation (8.121).

In the second step of the solution the unknown function V (¢) is determined from
the remaining boundary condition (8.120). For this purpose the definition (8.121) is
first rewritten, by using integration by parts, as

cos(£a) cos(&t)

E2B(E) =V (a) — V() + /Oa V(1) dt. (8.123)

It can be assumed, without loss of generality, that V (0) = 0, so that
a
E3B(£) = V(a)cos(€a) + / V'(t) cos(£1) dt. (8.124)
0

Substitution into (8.120) now gives

/“ V/(f){/oo Jo(ér)COS(Sl)dé}dl‘ —Vi(a) /00 Jo(&r)cos(Ea) d = 2,
0 0 0 21
(8.125)
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where it should be noted that » < a. The integrals are of the form of (A.76), hence

00 0, t>r,
/ cos(§1)Jo(6r)d§ = (8.126)
0 (r2—t2)_1/2, O<t<r.
This means that (8.125) reduces to
r V/(t)
/0 (rz_tz)l/zdt:g(")~ (8.127)

This is again an Abel integral equation. Its solution is, as before, see (8.99),
borg(r)

V(¢ —_
O = wdt )y 12—r2)12

dr, O0<t<a. (8.128)

Integrating this equation gives, taking into account that it has already been assumed
that V(0) =

V() = /(tzrg(rz))l/2 , 0<t<a. (8.129)

In the example considered here g(r) = p/2u. In that case the result is
pt
Vit)y=—, O<t<a. (8.130)
TR

In this case the function B(§) is, with (8.121),
pa { sin(a)
mus | &a
The potential function ¢ now is, with (8.118),
pa /°° exp(—£2)Jo(Er) { sin(§a)
U Jo g2 a

One of the most interesting quantities is the normal stress at the surface. This is
found to be

E2B(E) = —cos(ga)}. (8.131)

¢:

- COS(Ea)}d%‘. (8.132)

2 2pa 00
z=0: O‘ZZ——2/L—¢——L Jo(ér){
82 b/ 0

sin6a) —cos(ga)}dg. (8.133)
Ea

Using the Hankel transforms (A.77) and (A.78) this gives
z=0,r<a: o;=—p, (8.134)

) 2p . a
z=0,r>a: UZZ:_? arcsm(a/r)—m . (8.135)

Equation (8.134) confirms the boundary condition (8.117), and (8.135) is a well
known result (Sneddon, 1951, p. 495).



180 8 Elastostatics of a Half Space

Alternative Solution

An alternative for the second step of the derivation is as follows. In this alterna-
tive method the Bessel function Jy(&7) is eliminated from the boundary condition
(8.120) by using the integral (8.110),

§ r sin(&s)
/0 mfo(ér)dr— P (8.136)
This boundary condition (8.120) then is transformed into the form
Tep@sinends = [ 20 _ar o< (8.137)
sin(és L GEo i r, <s<a. .

The function B(£) can be written in the form of (8.124), which was obtained by
partial integration from the actual definition (8.121), and assuming that V' (0) =0,

£3B(E) = V(a) cos(Ea) + f V'(t) cos(Et) dt. (8.138)
0

Substitution into (8.137) gives

v /oo sin(£s) cos(éa) dé + /a V/(t){/oo sin(£s) cos(&t) de }dl
0 § 0 0 §

_ [ e o 8.139
= A m r, <s5s<a, ( . )
where it should be noted that in the second integral 0 < ¢ < a. The integrals are of
the form of (8.113),

§ s>t

- T
[ Mdé:{oz’ st (8.140)
O b

This means that the first integral of (8.139) is zero, and that in the second integral
the integration can be restricted to the interval 0 < ¢ < s. The result is

rg(r)

&2 —r2)1/2 dr, 0<s<a. (8.141)

fs V'(t)dt =V (s) =
0

This is the same solution as obtained before, see (8.129). The present derivation
seems to be simpler, as it avoids the Abel integral equation.

8.6 Confined Elastostatics

Although several elastic problems have been successfully solved analytically in the
preceding sections, and many more solutions can be found in the literature, the so-
lution methods are relatively complex, and it seems attractive to attempt to develop
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a simplified approximate method of solution. This may be especially useful as a
preparation for the more difficult problems of elastodynamics, which will be con-
sidered in the next chapter.

For problems of an elastic half space in which the load consists of vertical nor-
mal stresses on the surface only, it can be expected that the vertical displacements
are considerably larger than the lateral displacements. This suggests to develop an
approximate method of solution by assuming that the horizontal displacements are
zero, so that the only remaining displacement is the vertical displacement. Problems
solved under these assumptions will be referred to as confined elastic problems here.
The approximation was introduced by Westergaard (1938), by considering the van-
ishing of the horizontal deformations as a consequence of a reinforcement of the
material by inextensible horizontal sheets.

The basic assumptions are

uy =0, (8.142)
uy =0, (8.143)
u;, =wx,y,z). (8.144)

The vertical displacement will be denoted by w, for simplicity.
Using these assumptions the only relevant basic equation is the equation of ver-
tical equilibrium, which now requires that

0 P o P o (8.145)
ry” “ayZ Wz =% '
The remaining relevant stress components are the stresses on horizontal planes.
They are related to the vertical displacements by the equations

Jw
Oz =R+ 2#)3—, (8.146)
Z
9
oo = pom, (8.147)
0x
Jw
Oy = MW. (8.148)

8.6.1 An Axially Symmetric Problem

In case of an axially symmetric surface load the differential equation (8.145) can be
formulated, using polar coordinates, as

[ %w | 10w +32w_0 (8.149)
TVor2 T ar az2 '
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where

2 I 1—2v
Tatou 20—v)

If the load is a uniform load on a circular area, the boundary condition is,

with (8.146),

n (8.150)

0 —p, r<a,
2=0: G422 ="P (8.151)
0z 0, r>a.

For the solution of this problem the Hankel transform method seems particularly
suited, as in other axially symmetric cases. The Hankel transform of the vertical
displacement w is defined by

W, 2) =/ rw(r,2)Jo(r&)dr, (8.152)
0

where Jo(x) is the Bessel function of the first kind and order zero. The inverse
transformation is (Sneddon, 1951)

w(r, Z)=f0 EW(&,2)Jo(6r) dE. (8.153)

The differential equation (8.149) becomes, after application of the Hankel trans-
form,

dw
dz?

which is an ordinary differential equation. The general solution of this equation is

—&X*W =0, (8.154)

W = Aexp(§nz) + Bexp(—£nz), (8.155)

where the integration constants A and B may depend upon the transformation pa-
rameter £. In the half space z > 0 the constant A can be assumed to vanish, because
of the boundary condition at infinity. With the boundary condition (8.151) the value
of the constant B is found to be

___ b ‘
B = 77()~+2M)§/0 rdoér)dr. (8.156)

This is a well known integral (Abramowitz and Stegun, 1964, 11.3.20). The result
is
B P
n(A+2u)é
where Ji(x) is the Bessel function of the first kind and order one.
The vertical displacement w now is

Jia), (8.157)

__pa f * N exp(=EndhoEn) (8.158)
n(+2w) Jo

§
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The standard tables of integral transforms do not give closed form expressions of
this integral. However, for the displacements of the surface one obtains, with z =0,
and using (8.150) in order to express the coefficient in terms of the shear modulus 1,

_ pan [® hEahEn

z=0:w
u Jo &

£, (8.159)

This happens to be the same integral as in the exact solution, (8.78). Hence the result
is

E 2/.2
(=0 s o 2Pan [ ECTE), r=a (8.160)
T F(rz/az), r>a,
where
F(x)=+x[E(1/x)— (1 —1/x)K(1/x)], (8.161)

and where K (x) and E(x) are complete elliptic integrals of the first and second
kind, respectively.
It is perhaps remarkable that the approximate solution and the exact solution are
of precisely the same form, even though the coefficient is slightly different, in its
dependence upon Poisson’s ratio v. Only in the completely incompressible case, v =
0.5, the approximate solution degenerates. This could have been expected, because
the only possible deformation is a vertical displacement, which is suppressed in
an impermeable material if there are no horizontal displacements. The agreement
between the exact elastic solution and the approximate solution for a confined elastic
medium may provide support for a similar approach to problems of elastodynamics.
The only difference between the exact solution, as given by (8.79), and the ap-
proximate solution (8.160) derived here, is in the coefficient of the solution. In the
exact case this coefficient is 1 — v, and here it is found to be n, where n is de-
fined by (8.150). These two coefficients are compared in Table 8.1. The exact solu-
tion appears to give somewhat larger displacements than the approximate solution.
This is a general property of approximate solutions obtained by a constraint on the
displacement field. The material appears to be somewhat stiffer because of the con-
straint that there can be no horizontal displacements. Or, as Westergaard stated in his
original publication (Westergaard, 1938), because the material has been reinforced

Table 8.1 Comparison of

coefficients v I—v n
0.0 1.000 0.707
0.1 0.900 0.667
0.2 0.800 0.612
0.3 0.700 0.534
0.4 0.600 0.408

0.5 0.500 0.000
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Fig. 8.13 o, forr =0 022/p
(v=0) 0 0.5 1

S

L

z/a 5

10

by horizontal inextensible sheets. The vertical normal stress o, is, with (8.146)
and (8.158),

o o
% fo a1 (Ea) exp(—Enz) Jo(Er) de. (8.162)
For r = 0, that is along the vertical axis, this reduces to
Ozz o0
r=0: 7:—/ aJi(Ea)exp(—&nz) dé&. (8.163)
0

This integral can be found in a table of Laplace transforms (Churchill, 1972). The
result is

r=0: o1 (8.164)

P Va2 + 22
This function, illustrated in Fig. 8.13, has the same properties as the exact solution
given in (8.84), see also Fig. 8.9. It is not the same, however. One of the major differ-
ences is that the present solution depends upon Poisson’s ratio. Another difference
is that in this approximate solution the stresses tend to zero much faster than in the
complete elastic solution.

8.6.2 A Plane Strain Problem

For a case of plane strain deformation in the x, z-plane the basic differential equation
is

5 2w 9w
ax2 972

where 7 is a parameter depending upon Poisson’s ration, see (8.150).

=0, (8.165)
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If the load is a uniform load on a strip of width 2a, the boundary condition is,
with (8.146),

d —-p, |x|<a,
i=0: G ] M (8.166)
9z 0, |x] > a.

Because of the symmetry of the load, the Fourier cosine transform seems to be
appropriate in this case,

W(x,z) = /‘00 w(x, z) cos(ax)dx. (8.167)
0

The differential equation (8.165) now can be transformed into

wo o,

e —a "W =0. (8.168)
The solution vanishing at infinity is

W = Aexp(—anz). (8.169)

The constant A can be determined using the boundary condition (8.166). The final
result is

p  sin(aa)

=— - . 8.170
R e SPend) (8.170)
Inverse transformation gives
2 % i
w = P / Sm(““)‘;"s(“x) exp(—anz) da. (8.171)
A +2u) Jo a

The vertical normal stress o, is of particular importance. This is found to be

2p °°sin(aa)cos(ax)exp(—anz)d

a, (8.172)
T Jo o

or

0, = P / sinfa(x + @)] = sin(@(x —a)] exp(—anz)da. (8.173)
0

T o

The integrals have the form of Laplace transforms, with ¢ replaced by «. They can
be evaluated using a table of standard Laplace transforms. This gives

JZZ:—E{arctan(x—l—a) —arctan(x_a>}. (8.174)
T nz nz

Comparison of this result with the solution of the complete elastic problem,
see (8.62), shows that there is a certain similarity of the solutions. Again, the ap-
proximate solution using Westergaard’s approximation appears to depend upon the
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value of Poisson’s ratio, whereas the solution of the complete elastic problem is
independent of Poisson’s ratio, at least as far as the stresses are concerned. The
boundary condition (8.166) is exactly satisfied, of course.

The case of a line load can be obtained by taking the width of the load a — 0,
with F' = 2pa. The simplest way to derive the vertical stress o, for this case is by
starting from (8.172), which then becomes

F o0
O = _;/0 cos(ax) exp(—anz) do. (8.175)

This is an elementary Laplace transform, see Table A.1 in Appendix A. It follows
that

_ Fnz
T (x24+n2z2)’

This can be compared with the exact result given in (8.50).

(8.176)

Ozz =



Chapter 9
Elastodynamics of a Half Space

An important and useful basic problem for the analysis of the propagation of waves
in soils is the problem of an elastic half space loaded at its surface by a time-
dependent load, see Fig. 9.1. The load may be fluctuating sinusoidally with time,
or it may be applied in a very short time, and then remain constant. For the case
of a concentrated pulse load the solution has first been given by Lamb (1904), and
later by others, such as Pekeris (1955) and De Hoop (1960). All these solutions are
mathematically rather complex, however. Therefore in the next chapter a simplified
approach will be followed, in which the elastic problem is approximated by disre-
garding the horizontal displacements, and thus considering vertical displacements
only. This approximation was first suggested by Westergaard (1938), and is denoted
as confined elasticity in this book. It has been shown in the previous chapter that
this approximate method gives very good results for the elastostatic problems of
the same type. The extension to problems of elastodynamics was first suggested by
Barends (1980). It will appear in the next chapter that in the case of elastodynamics
the most important aspects of the solutions, such as the magnitude of the vertical
displacements, and the effect of damping, can be approximated reasonably well.
The solution of these problems will be used as basic elements for the analysis of
foundation vibrations in Chap. 15.

In later chapters the complete solution of some problems of elastodynamics of a
half space (or a half plane) will be presented, using methods developed by Pekeris

Fig. 9.1 Half space z
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(1955) and De Hoop (1960). These include the solutions for a line load and a point
load on the surface of an elastic half space.

As an introduction to the chapters in which the solutions of particular prob-
lems are presented, this chapter presents some general aspects of the propagation
of waves in homogeneous elastic media. A brief introduction is given of compres-
sion waves and shear waves, which are important waves that appear in the solution
of many problems. Also a general description is given of Rayleigh waves, which ap-
pear in problems for a half space, and which are mainly responsible for the damage
caused by earthquakes.

9.1 Basic Equations of Elastodynamics

The basic equations of elastodynamics are the Navier equations, extended with an
inertia term. These equations are

de 2 3%uy
A — Viuy =p—5-, 9.1
A+t uViug=p o2 .1
de 8%u,
A W) — + uViuy = z, 9.2
( +M)ay+u Uy =p—3 9.2)
de 5 3%u;
A — Vou, = p—-, 9.3
( +u)az+u Uy =p—3 9.3)

where p is the density of the material, and ¢ is the time. The static versions of these
equations have been derived in Chap. 8.

The stresses can be expressed into the displacement components by the general-
ized form of Hooke’s law. For an isotropic material the expressions for the normal
stresses are

0
O = he+ 2"~ 9.4)
X
ouy
= e +2u—=, 9.5
Oyy = e+ 2/ 5 9.5)
0
0, = \e+ Z/Lﬁ, 9.6)
0z
and the expressions for the shear stresses are
duy  duy
;= — ], 9.7
Oxy ,LL< 3y + 3x) 9.7
duy  du,
=ul —=+—), 9.8
%% “<8z+8y> ©-9

du,  Juy
Ox = U a-f- 9z . (99)
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Here X\ and u are the Lamé constants, and e is the volume strain,

oo dtx ) Oy Buz
ox ay 0z

(9.10)

9.2 Compression Waves

A special solution of the basic equations of elastodynamics can be obtained by dif-
ferentiating the first equation of motion, (9.1) with respect to x, the second one with
respect to y, the third one with respect to z, and then adding the result. This gives

(4 21) V2 o 9.11)
e=p—. .
’ ar2
This is the classical form of the wave equation. It has solutions of the form
e= fi(r —cpt) + fo(r +cpt), 9.12)

where r is the direction of the wave, and ¢, is the velocity of the wave,

cp=vO+2m)/p. (9.13)

These waves are called compression waves, or simply P-waves.

9.3 Shear Waves

Another special solution of the basic equations of elastodynamics can be obtained
by differentiating the first equation of motion, (9.1) with respect to y, the second
one with respect to x, and then subtracting the result. This gives

3w
uViony = p— 3=, (9.14)
where wyy is the rotation about the z-axis,
ouy  duy
=l—-—). 9.15
Wyy < dy ax ) ( )
Similar equations can be obtained from other combinations, namely
0w
UV, = p—m>=, (9.16)
ot
8w
UVrw, = p—ra- (9.17)

a2
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Again equations of the form of the wave equation are obtained. For these rotational
waves, or shear waves, or simply S-waves, the propagation velocity is

Cs =+ 1/p. 9.18)

Comparison with (9.13) shows that the velocity of the shear waves in general will be
smaller than the velocity of the compression waves. The P-waves and S-waves play
an important part in seismology. From the arrival time of these waves the dynamic
properties of the material may be derived.

9.4 Rayleigh Waves

The possibility of elastodynamic waves propagating along the surface of an elas-
tic half space was first considered by Lord Rayleigh (1885). This is a wave that
propagates near the free surface of an elastic half space, and is strongly decreases
exponentially with depth. Derivations of the Rayleigh wave solution can be found
in many textbooks on soil dynamics and earthquake engineering (e.g. Kolsky, 1963;
Richart et al., 1970; Das, 1993; Kramer, 1996). In this chapter the derivation mainly
follows the method used by Achenbach (1975).

It is assumed that a solution of the basic equations of elastodynamics can be
represented by the following expressions for the displacements of a wave in the
x, z-plane (see Fig. 9.1),

uy = Aexp(—bz)sinlk(x — c,1)], (9.19)
u; = Bexp(—bz)cos[k(x — c,1)], (9.20)

where k is a given constant, and b and ¢, are as yet unknown parameters. It is
assumed that b > 0, so that the displacements tend towards zero for z — oco. The
constants A and B are also unknown at this stage. The displacements in the direction
perpendicular to the x, z-plane are assumed to vanish, and the other two components
are assumed to be independent of y. It should be noted that in this solution, if it is
found to exist, the amplitudes of the displacement components are independent of
the lateral distance x.

Substitution of (9.19) and (9.20) into the basic equations in x- and z-direction,
see (9.1) and (9.3), gives

[c3% — (¢} — DK | A+ (c;, — c})kbB =0, (9:21)
—(c; = cDkbA + [c3b* — (c; — c)K*]B =0, (9.22)

where ¢ and c; are the velocities of compression waves and shear waves, respec-
tively, as defined by (9.13) and (9.18). A solution of this system of equations is
possible only if the determinant of the system is zero. This leads to the condition

(-GN -
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If it is assumed that ¢, < ¢5 < ¢ there are two real and positive solutions,

bi/k=/1—c2/c2, (9.24)
by/k =/1—c2/c2. (9.25)

It now follows from (9.21) and (9.22) that for these two solutions
B1/A1 =b1/k, (9.26)
Ay/By =by/k. (9.27)

These relations can most conveniently be satisfied by writing A = kCy, By = b1Cq,
A2 =brCy and By = kC», where C; and C; now are the unknown constants of the
two solutions. The total solution can then be written as

uy = [kCiexp(—b1z) + brCr exp(—baz) | sin[k(x — ¢, 1)], (9.28)
u; = [b1C1 exp(—b1z) + kCa exp(—baz)] cos[k(x — c,1)]. (9.29)

The solution is supposed to be applicable to the region near the free surface of a half
space. Thus, the boundary conditions are

z=0:0,;,=0, (9.30)
z2=0: 0., =0. (9.31)

Using the relations (9.6) and (9.9) these boundary conditions lead to the equations

Q2—c2/cHCr +2,/1—c2/c2Cy =0, (9.32)
2 /1=c2/c3Ci+ @2 —c}/c})Cr =0. (9.33)

This system of equations will have a non-zero solution only if the determinant of
the system is zero. This gives

@/ — 41—/t 1 - 2/ =0, (9.34)
where
n*=ci/ch=(1—-2v)/[2(0 —v)]. (9.35)

The Rayleigh wave velocity ¢, can be determined from the condition (9.34).
A simple way to determine this value is to write p = cf / cf. It then follows from
(9.34) that

Qp—D*=16p*(p — P (p— 1), (9.36)
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or
16(1 —n*)p®> -8B -2 p*>+8p—1=0. (9.37)

This is a cubic equation, for which an analytical method of solution is available (see
e.g. Abramowitz and Stegun, 1964, p. 17). This will show that there is only one real
solution. This solution can also be derived in an approximate way by noting that it
can be expected (and follows from the analytical solution) that p = 1 4 a, where
a « 1. Equation (9.37) then gives

a(a+ D21 —nPa+ 1 —2pH)]=1/8, (9.38)
or, using the definition (9.35) of the parameter nz,

1—v

S i to0ta) ©-39)

If v is sufficiently large, the value of a can be determined iteratively, from this
equation, starting from an initial small value, say a = 0.01. For small values of v,
say v < 0.1, it may be more effective to write v+ a = a(1l 4+ v/a), so that

s 1—v
T8 +a)(1+v/a)’

(9.40)

which can be used to determine the value of a iteratively, starting from the same
initial estimate, a = 0.01.
Once that the value of a has been determined, it follows that p = 1 + a, and thus
cr 1

= : 9.41
P wr (94D

A function (in C) to calculate the value of ¢, /c;s as a function of Poisson’s ratio is
shown below.

double crcs(double nu)

{

double a,b,e, f;

e=0.000001;e*=e;f=1;b=0.01;

if (nu>0.1) {while (f>e) {a=b;b=(1-nu)/(8* (1l+a)* (nu+a));f=fabs(b-a);}}
else {while (f>e) {a=b;b=sqgrt((l-nu)/(8*(1l+a)*(l+nu/a)));f=fabs(b-a);}}
return(l/sqgrt(l+a));

}

Some numerical values are shown in Table 9.1. The table also gives the values of
¢p/cs, the ratio of the velocities of compression waves and shear waves.

A graphical representation of the ratio of the velocities of Rayleigh waves and
shear waves is shown in Fig. 9.2. It appears that the Rayleigh wave is always some-
what slower than the shear wave.

The relation between the two coefficients C; and C; in the solution can be ob-
tained from either of (9.32) and (9.33). The two components of the displacements
in a Rayleigh wave can then be determined from (9.28) and (9.29). This results in
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Table 9.1 Velocity of
Rayleigh waves v cr/cs cp/cs
0.00 0.874032 1414214
0.05 0.883695 1.452966
0.10 0.893106 1.500000
0.15 0.902220 1.558387
0.20 0.910996 1.632993
0.25 0.919402 1.732051
0.30 0.927413 1.870829
0.35 0.935013 2.081667
0.40 0.942195 2.449490
0.45 0.948960 3.316625
0.50 0.955313 00
Fig. 9.2 Velocity of 1.00
Rayleigh waves
0.95 =
0.90
Cr
Cs
0.85
0.80
0.75
0.0 0.1 0.2 0.3 0.4 0.5

the following expressions for the two displacement components

where

u, =kC [exp(—ﬁlkz) - %(1 + /322) exp(—ﬁzkz)] sinfk(x — ¢, 1)], (9.42)

1
u, =kC [exp(—ﬁzkz) - 5(1 + /322) exp(—ﬁlkz)] cos[k(x —c,1)], (9.43)

Br=b1/k=,/1-c2/2,

(9.44)
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Table 9.2 Table of Rayleigh wave velocities and some parameters

v cr/cs cp/cs Bi B2 C2/Cy

0.00 0.874032 1.414214 0.786151 0.485868 —1.272020
0.05 0.883695 1.452966 0.793783 0.468064 —1.302263
0.10 0.893106 1.500000 0.803426 0.449846 —1.336414
0.15 0.902220 1.558387 0.815367 0.431277 —1.374987
0.20 0.910996 1.632993 0.829929 0.412415 —1.418577
0.25 0.919402 1.732051 0.847487 0.393320 —1.467890
0.30 0.927413 1.870829 0.868481 0.374040 —1.523776
0.35 0.935013 2.081666 0.893448 0.354613 —1.587294
0.40 0.942195 2.449490 0.923063 0.335064 —1.659785
0.45 0.948960 3.316625 0.958193 0.315397 —1.743000
0.50 0.955313 00 1.000000 0.295598 —1.839287

Br=br/k=,/1—c2/c, (9.45)

and where the constants C1 and C, are related by the condition
C2/Cr=—(1+3)/2B. (9.46)

The values of the parameters f1, f2 and C»/Cy are shown in Table 9.2, as a function
of Poisson’s ratio v.
The amplitudes at the surface z =0 are

1
Z=0:|ux|:k|C1|[l—5(1+,3§)}, (9.47)
z=0:|uz|=k|C2|[1—%(1+,322)1|, (9.48)

which shows that the amplitude of the vertical displacement at the surface is larger
than the amplitude of the horizontal displacement, because |Ca| > |Cq].

For three values of Poisson’s ratio v the amplitudes of the displacements are
shown, as a function of z/L, where L is the wave length, L = 27/ k. The vertical
displacement at the surface, indicated by uo, is used as a scaling factor.

9.5 Love Waves

In a non-homogenous elastic material, such as a material consisting of various hori-
zontal layers (a common occurrence in nature), compression waves and shear waves
may be reflected and partly transmitted on the interfaces, as was illustrated for the
one-dimensional case in Chap. 3. Successive reflections on the two sides of a thin
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Fig. 9.3 Displacements for 0 ~ g
Rayleigh wave \\§<\
vi=|0
5
z/L Yiz O/ 2
| 0
1 I
-1 Uz /U0 0 uz /o

Fig. 9.4 Soft layer on a stiff
half space

soft layer on top of a stiffer subsoil may lead to a special type of wave, the Love
wave. At the interface of two solids with certain properties a Stoneley wave may
be generated. This resembles a Rayleigh wave in the sense that it is confined to the
vicinity of the interface. For soil mechanics practice the Love wave is especially rel-
evant. Therefore this wave will be considered in some detail here. For the Stonely
wave see e.g. Ewing et al. (1957), Cagniard et al. (1962), Achenbach (1975).

The simplest case of a Love wave occurs in a thin soft layer on a relatively stiff
half space, see Fig. 9.4. It is assumed that the only non-vanishing displacement is a
displacement v = v(x, z, t) in the y-direction, that is the direction perpendicular to
the plane in which the wave propagates.

The basic equations are

9%v u1 v 9%
0 h: —=—|—+—, 9.49
<z< 0= <8x2 + 3Z2> (9.49)

9%v 7p) v 9%
h: —=—"\|—+—, 9.50
= a2 py <8x2 + 812) ©-20)
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where 1 and w, are the shear moduli of the layer and the base rock, respectively,
and p; and p; are their densities.
It is assumed that the solutions can be written in the form

O<z<h :v=[Aexp(r12) + Bexp(—Xriz)]sin[w(t —x/c)], (9.51)
z>h 1 v=[Cexp(r2z) + Dexp(—Azz)]sin[w(t — x/c)], (9.52)

where the frequency w is supposed to be given, but where the propagation velocity
¢ and the parameters A1 and A, are unknown.

Substitution into the basic equations shows that a solution may be obtained if
c1 <c<cand

2

W) w
M= — - =), 9.53
! (c% c? ) ©.53)
A= == g , (9.54)

where the terms between brackets are positive.
The boundary condition at the free surface is that the shear stress is zero, so that

8v_

z=0: —=0, (9.55)
0z

and the condition at infinity is that the solution tends towards zero,
z—>00 :v—0. (9.56)

Using these conditions it follows that the solution reduces to

O<z<h: v:Acos(a)z,/l/c% — l/cz)sin[a)(t —x/0)], (9.57)
2>h:v= Dexp(—wz,/l/c2 - 1/c§) sinfw (7 — x/¢)]. (9.58)

The conditions at the interface z = h are that the displacement and the shear stress
are continuous. The first condition leads to the equation

Acos<wh,/1/c% - 1/c2> - Dexp(—wh,/l/c2 _ 1/c§). (9.59)

The second condition leads to the equation

—w1Ay/1/ct —1/c? sin(a)h,/ 1/c} — l/cz)
=—MD,/1/c2—1/c§exp(—wh 1/c2—1/c§). (9.60)
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Fig. 9.5 Determination of 100
the velocity of a Love wave,
ca/c1 =5, wh/c1 =1

\
F(e/er)
\

c/a

This system of equations has a non-zero solution only if the determinant of the
system of equations is zero. This gives

hoJ c2/c? —c2/c?
tan(a)_ 1 _ C%/CQ‘) — 02C2 2/ 1 > / 1 . (961)
€1 pici /ey —1

This equation contains two given parameters: c2/c1 and wh/c1. The unknown value

of ¢/cy can be determined by determining the intersection point of the two func-
tions in the left and right hand side, respectively. The procedure is illustrated in
Fig. 9.5, for the case c2/c; =5 and wh/c; = 1. It has been assumed that the densi-
ties of the two layers are equal. The location of the intersection point of the two
curves indicates that the value of the Love wave velocity c in this case is very
close to cp, the shear wave velocity in the deep layer. This will be found for all
values of wh/c; < 1. It means that for slow vibrations the velocity of the shear
waves in the deep layer dominates the velocity of the Love wave in the upper
layer.

For high frequencies, say wh/c1 > 4, the first zero is close to ¢ = ¢y, but there
may be several possible solutions in the range ¢; < ¢ < ¢2. In the case wh/c; =
8, shown in Fig. 9.6, there appear to be three solutions. For larger values of the
frequency the number of zeroes further increases.

The velocity of the (first) Love wave is shown as a function of the frequency w in
Fig. 9.7, for three values of the parameter c3/c;. For high frequencies the value of ¢
approaches c1, and for small frequencies it approaches c», as mentioned before.
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Fig. 9.6 Determination of 100
the velocity of a Love wave,
erfer =5, whfc =8 OSSOSO SR

|
fle/er)
\

c/c1

Fig. 9.7 Velocity of Love 10

wave x

C2 /C1 = 1%

c/a

0 10
wh/c1

9.5.1 A Practical Implication

For geotechnical engineering an interesting situation is a soft layer of limited thick-
ness on top of a hard rock of great thickness, in which an earthquake wave is gener-
ated. A normal value for the density of the rock is py = 2500 kg/m> and a normal
value for the density of the soft soil is p; = 2000 kg/m?>. The shear modulus of
the rock may be as large as 1, = 10 MPa = 10 x 10° kg/ms?. This means that the
velocity of shear waves in the rock is about c; = 2000 m/s. The shear modulus of
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the soft soil is of the order of magnitude | = 20 kPa = 20 x 10° kg/ms?, so that
the velocity of shear waves in the top layer is about ¢; = 100 m/s. Thus the ratio of
the shear waves is about ¢ /c1 = 20.

The frequency of earthquake vibrations is of the order of magnitude v =30 s~!,
indicating a period of about 7' = 27 /w ~ 0.2 s. For a layer of 20 m thickness the
parameter wh/c; now is about 6, which is large enough to conclude that several
modes of Love waves will be possible, one with ¢ ~ ¢; and one approaching c;.
Considering a Love wave for which ¢ & ¢;, the solution for the displacements in the
top layer is, with (9.57),

O<z<h : v:Acos(wz,/l/c%— l/c%)sin[a)(t—x/cz)], (9.62)

or, because ¢; > ¢y,
O<z<h :v=Acos(wz/cy)sin[w(t —x/c2)]. (9.63)

This is precisely the expression (3.16) used in Chap. 3. It appears that the approxi-
mate solutions considered in that chapter can be considered as approximations of a
Love wave.






Chapter 10
Confined Elastodynamics

For a particular problem of elastodynamics, characterized by its boundary condi-
tions, the basic equations are often very difficult to solve, both analytically or nu-
merically. Some insight can be obtained by studying special solutions, such as those
describing compression waves and shear waves. Another way of gaining some in-
sight into the dynamic behaviour of an elastic continuum is to simplify the problem
by an appropriate restriction on the displacement field. For this purpose it will be as-
sumed here that the two horizontal displacements are so small compared to the verti-
cal displacement that they may be neglected. This assumption was first proposed by
Westergaard (1938) for problems of elastostatics, and has been used in Chap. 8. The
generalization to problems of elastodynamics was first made by Barends (1980).
Problems solved under these assumptions will be referred to as confined elastody-
namic problems in this chapter.
The basic assumptions are

u, =0, (10.1)
uy =0, (10.2)
u; =wx,y,x). (10.3)

The vertical displacement will be denoted by w, for simplicity.
Using these assumptions the only remaining basic equation is the equation of
vertical equilibrium, which now requires that

32w 3w 32w 3w

— tUu—+A+2U)— =p—. 10.4
noa Tr 7y ( ) 3z ~Pon (10.4)
The remaining relevant stress components are the stresses on horizontal planes.
They are related to the vertical displacements by the equations

ow
Oz = (A+21)—, (10.5)
9z
ow
Ox = [P (10.6)
ox
A. Verruijt, An Introduction to Soil Dynamics, 201

Theory and Applications of Transport in Porous Media 24,
© Springer Science+Business Media B.V. 2010
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Ozy = 7. (10.7)

10.1 Line Load on Half Space

As a first example consider the problem of a line load as a step in time. The load is
applied in a very short time, at time ¢ = 0, and then remains constant, see Fig. 10.1.
In this case of a line load, with the line following the y-axis, the vertical displace-
ment w can be assumed to be independent of y, so that the basic equation (10.4)
reduces to

(AP i B (10.8)

Koo oz =P '
The boundary condition is

0 G [0 ift <0, 109)

c=u Wz T =Psw), ifr>o, '

where §(x) is a function that is everywhere zero, except in the origin, where it is
infinitely large, such that the integral over x is 1, whenever the origin is included,
i.e. for all positive values of a,

+a
/ d(x)dx=1. (10.10)
—a
The dimension of P is [F]/[L], i.e. kKN/m in SI-units.

The initial condition is supposed to be that before + = 0 the displacement w and
its derivative (the velocity) are zero,

t=0:w=0, (10.11)
Jw

tr=0: —=0. (10.12)
ot

The problem can be solved by using the Laplace transform method (see e.g.
Churchill, 1972). The Laplace transform of the displacement w is defined by

00
E:/ w exp(—st) dt, (10.13)
0

JZZ

Fig. 10.1 Step load
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where now w is a function of the Laplace transform parameter s as well as the
spatial variables x and z.
Applying the Laplace transformation to the differential equation (10.8) gives

vw +(A+2 )_a2w 5 (10.14)
= 0SS w’ .
Hoax2 Wz =F
and the transformed boundary condition is

ow P
z=0: A4+2u)— =——468(x). (10.15)
9z K

The partial differential equation (10.14) can be solved by the Fourier transform
method (see e.g. Sneddon, 1951). The Fourier transform is defined by

_ +o00
W:/ wexp(iax)dx, (10.16)
—0oQ

and the general inversion formula is given by the fundamental theorem of the theory
of Fourier transforms (Sneddon, 1951),

1 —0o0

W= — W exp(—iax)da. (10.17)
27 J_ oo

Applying the Fourier transform to the differential equation (10.14) gives
2% W 277
— o W+(A+2M)W=ps W, (10.18)
b4

which is an ordinary differential equation. After some rearranging it can also be
written as

W,
— = w, 10.19
a2 =y ( )
where
yr=a?+5%/ck, (10.20)
and
1-2
S S v (10.21)
A+20n 2(1—v)
The parameter c; is the velocity of shear waves in the medium,
2=E (10.22)
0

The solution of (10.19) vanishing at infinity is

W= Aexp(—ynz). (10.23)
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The Fourier transform of the boundary condition (10.15) is
dw P o[t P
z=0: A 4+20)—=—— exp(iax)dx = ——. (10.24)
dz 2es J_g s

From this condition the constant A can be determined,

P
=—, (10.25)
N +2u)sy
so that the final solution of the transformed problem is
— P
W= ———"——exp(—ynz). (10.26)

n+2u)sy

In principle the problem is solved now. What remains is to evaluate the inverse
Fourier and Laplace transforms, which in general may be a formidable mathematical
problem.

In this case the Fourier inverse of the expression (10.26) can formally be written
as

w=

exp(—iax)da, (10.27)

P /+°° expl—nzy/a? + s%/c2]
2rn(A +21)s J oo Va2 +s2/c?

or, because the integrand is even,

P 00 _ 2 2/,.2
/ CXPLnIV” F57/GT Cwn)da. (10.28)
T +2u)s Jo Vel +s?/c?

It remains to evaluate this integral, and then to perform the inverse Laplace trans-
formation.

The integral (10.28) happens to be a well known Fourier transform (Erdélyi et
al., 1954, 1.4.27). The result is

P K
— Kol 22+ n222). 10.29
U Gt 2ms °<cs * +“) (1029

where Ky (x) is the modified Bessel function of the second kind and order zero.
The inverse Laplace transform of the function (10.29) is also well known (Erdélyi
et al., 1954, 5.15.9). Thus the final expression for the vertical displacement is

w =

w = ———— arccosh(z/19) H(t — 1p), (10.30)
T (h +2u) /

where f is the arrival time of the wave, taking into account the apparent scale trans-

formation of the vertical coordinate,

2 2,2
o= Y Eme (10.31)

Cs
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and H (¢t — o) is Heaviside’s unit step function,

Hi—ry= O =t (10.32)
O TR, '

In view of the complexity of the original function (10.28) the simplicity of the final
result (10.30) is perhaps surprising.
If the Laplace transform of the vertical normal stress o is defined as

00
0z :/ o7z exp(—st)dt, (10.33)
0

then the solution for o, is, because o, = (A +2u)dw/dz,

P o0
.= -— /(; exp[—nz,/a? + 5% /cZ] cos(ax)da. (10.34)

Again this integral is a well known Fourier transform (Erdélyi et al., 1954, 1.4.26).
The result is

o Z_LLKI i X2+TIZZ2 (10.35)
2z e /—x2 n 772Z2 cs Y, s .
where K (x) is the modified Bessel function of the second kind and order one.

The inverse Laplace transform of the expression (10.35) is, with (5.15.10) from
Erdélyi et al. (1954),

P nz t
o 2 2.2
T X+ nz 2 2
VEE— 8

This is the final expression for the normal stresses in the half space. Of course,
this formula can also be obtained from (10.30) by direct differentiation, using the
simplified form of Hooke’s law, (10.5). The value of 7y, the arrival time of the wave,
is defined by (10.31).

A quantity of great practical interest is the vertical velocity, dw/d¢. This is found
to be, after differentiation of (10.30),

H(t —1y). (10.36)

Ozz =

ow

P 1
— = H( —tg).
at  an(A+2p) /tz—tg

At the moment of arrival of the wave this is infinitely large, indicating the passage
of a shock. A certain time after this passage, say at t = fo + At, the velocity is,
approximately, assuming that Ar < fy,

(10.37)

t=ty+ At : aw’\’ P !
-0 Tt wnOo+2w) 2ot

(10.38)
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As the travel time ty is a linear function of the distance from the source of the
disturbance, see (10.31), this means that the velocities after the passage of the shock
are smaller at greater distance from the source, inversely proportional to the square
root of the distance.

It should be noted that, although certain characteristics of the complete elastody-
namic solution are obtained, the solution of the present problem is rather different
from the true solution of the elastodynamic problem for the line load on a half space.
In this complete solution (which is presented in Chap. 11), three waves can be dis-
tinguished: a compression wave arriving first, then a shear wave, and slightly later
the Rayleigh wave. This is the most important wave, because in two dimensions its
magnitude remains constant, without any attenuation. After an earthquake the main
damage away from the source of the disturbance is caused by the Rayleigh wave.

10.2 Line Pulse on Half Space

The solution for the case of a line pulse, that is a line load of very short duration,
see Fig. 10.2, can be derived from the solution for the previous case by replacing
the boundary condition (10.9) by the condition

z=0: (A+2u)%—lg =—08()8(x) (10.39)

which may be considered as the time derivative of the boundary condition in the pre-
vious problem. In order for the formulas to be dimensionally correct, the dimension
of Q should be [F][T]/[L], i.e. kNs/m in SI-units.

Because differentiation with respect to time corresponds to multiplication of the
Laplace transform space by s, the solution of the present problem in Laplace trans-
form space can be obtained from the previous solution by multiplication by the
parameter s.

In particular, the solution for the Laplace transform of the vertical displacement
now will be, multiplying the solution (10.29) by s,

B 0 s
=2 ko[ Z2an22), 10.40
Y Tt 20 O(cs * +'”) (1040

JZZ

Fig. 10.2 Line pulse
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It now remains to perform the inverse Laplace transformation. Using the formula
(5.15.8) from Erdélyi et al. (1954) one obtains

0 1
TG4 22

where 1y is the arrival time of the wave, as given by (10.31). This solution can also be
obtained from the solution of the previous problem, (10.30), by differentiation with
respect to ¢. The solution (10.41) was first given by Barends (1980). The derivation
of expressions for the stresses and the velocity is left as an exercise for the reader.

(10.41)

10.3 Strip Load on Half Space

10.3.1 Strip Pulse

The next problem to be considered in this chapter is the case of a strip load on an
elastic half plane, i.e. a constant load over a strip on the surface of the half plane.
As a function of time the load may be a pulse of short duration, or a load constant
in time. The pulse load will be considered first.

The elastodynamic solution to be derived in this chapter should reduce to the
solution for a line load obtained in the previous section, if the width of the loaded
strip (2a) becomes very small.

In this case the boundary condition for the vertical normal stress is

ow —qd(), if|x|<a,
72=0:0,=0A4+20)— = . (10.42)
9z 0, if |x| > a.

The Laplace transform of this condition is

(10.43)

Fig. 10.3 Half plane with
strip load z
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The Fourier transform of this condition is

dw a 2
z=0: A+2u)— =—¢q / exp(iax)dx = _ sin(aa). (10.44)
dz —a o
It is recalled from (10.23) that the general solution of the problem for the half plane
z>0is
W = Aexp(—nz,/a? +s2/c2), (10.45)
where
1-2
S S y (10.46)
A+2n 2(1—v)
It follows from (10.44) and (10.45) that
2asi
A= g sin(@a) (10.47)

B A+ 2u)no/o? +s2/csz'

The Fourier transform of the solution can be obtained by substituting (10.47)
into (10.45). This gives

— 2q  sin(aa)exp(—nzy/a? +s%/c?)
W = 5o (10.48)
(A +2p) nay/a? +s2/c?
Inverse Fourier transformation, using (10.17), gives
— q /*Oo sin(aa) exp(—nz/a? + s2/c?)
T +21) ) nay/a? +s2/c?

The vertical normal stress is of particular importance, and probably easier to deter-
mine. Its Laplace transform is, because o,; = (A +2u)ow/dz,

- _ 4 /'+°° sin(aa) exp(—nzy/a? + s2/c2)
T —
7 J_ o

]

exp(—iax)da. (10.49)

exp(—iax)da. (10.50)

The final mathematical problem now is to determine this integral, and then find the
inverse Laplace transform. This can be accomplished by a transformation of the
integral, using De Hoop’s method (De Hoop, 1960).

10.3.2 Inversion by De Hoop’s Method

The first step is to replace the Fourier parameter o by s, so that (10.50) can be
written as
T sin
F,=—2 / SI@AS) o ep[—s(iax +kn2)] da. (10.51)
T o

—00
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where k is defined by

k=1/c2 + 2. (10.52)

Following a suggestion by Stam (1990), the function sin(xas) can be brought into
the exponential function by using the relation

exp(iaas) —exp(—iwas)

sin(xas) = - (10.53)
2i
This gives
EZZ — —
7=g(x+a,z,S)—g(x—a,z,s), (10.54)
where
1 [t —s(i k
g(x,z,5) = _/ explstax + kna)l ;o (10.55)
270 J_oo o

This integral will be evaluated, for positive or negative values of x.

It may be noted that the Laplace transform parameter s occurs only once
in (10.55), as a factor in an exponential function. It will be attempted to transform
the integrand so that the factor (iacx 4 knz) is replaced by ¢, which then indicates a
Laplace transform.

The integration parameter « is now replaced by p, such that p = i«a. Equa-
tion (10.55) is then transformed into

1 +ioo _ knz
E(x,z,s)z—,f expl=slpx +kn2)l (10.56)
27 J oo p

k=./1/c2 — p2. (10.57)

The next step is to transform the integration path in the complex p-plane, see
Fig. 10.4. Two branch cuts are needed, to avoid multiple values for the parame-
ter k. The branch points are located at the points p & 1/cs. It is most convenient to
let the branch cuts follow the real axis, as indicated in the figure. The case x > 0 is
considered first.

It is assumed that along the transformed integration path a real positive parameter
t (time) can be defined such that

where now

t = px+knz. (10.58)
It follows from (10.57) and (10.58) that
kK2 =1/c? — p* = (12 = 2tpx + p*xH) /1?22, (10.59)

or

r2p* —2txp — 0%/, (10.60)
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Fig. 10.4 Transformed

integration paths, for x <0
andx >0

R(p)

where
rr=x?+ 222 (10.61)
Equation (10.60) is a quadratic equation in p, with the two solutions
P —t—x+ﬁ =y p2=;—)§—lrizz 222 (1062)

If it is assumed that along the two parts of the transformed integration path r/c; <
t < 00, it follows that on the curve pi, the upper half of the integration path, the
value of p varies from the real value p = x/rc;, if t =r/cs, to a complex value

= (x +inz)t/r?, if t = oco. The point p = x/rcy is always located between the
origin and the branch point p = 1/c;, if x > 0, which is assumed here.

The transformation of the integration path from the original path along the imag-
inary axis to the path consisting of the curves p> and p; in Fig. 10.4 is permissible
if the contributions of the parts along a closing contour at infinity vanish. This will
indeed be the case if x > 0, because in the factor exp(—spx) in (10.56) the parame-
ters s, R(p) and x are all positive and p — oo at infinity. The transformation of the
integration path also requires that there are no singularities between the two paths.
This means that it must be assumed that the pole at p = 0 in the integrand of (10.56)
is located just to the left of the original integration path.

It follows from (10.62) that along the paths p; and p;

dpr _x imz t o dp_x iz 1L (g3

dr 2 r2 /2 _ VZ/CSZ’ dt r2 r2 /2 _ r2/c%

so that, after some elementary operations,
dpi/dt t\/m+ inxz/c?
P (2= 22/ P —r2c
dp/di _ r\/m —inxz/c?
P2 — 222 /212 =2 )2

which are complex conjugates.

(10.64)
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Substitution into the integral (10.56) now gives, taking into account that the trans-
formed integration path consists of the two branches p; and p,, with the integration
path on pj from ¢t =r/cs tot =00, and on pr fromt =ootot =r/cy,

1 00 2
x>0:g(x,z,8)= —/ nxz/cy exp(—st)dt, (10.65)
r

7 e (=222 T =7
or

o0

1 2
x>0 :73g(x,z,8) = —/ nxz/¢ H(t —r/cs)exp(—st)dt,
T

0 (2 =n*2?/c})1* —r?/c
(10.66)
where H(t — r/c) is Heaviside’s unit step function.
The integral (10.66) has the form of a Laplace transform, which was the pur-
pose of the transformation of the original Fourier integral (10.55). Inverse Laplace
transformation now leads to

1 nxz/c;
LN N

If x < 0 the integration path must be transformed by moving the integration path
to the left, see Fig. 10.4, in order that the contributions by the arcs at infinity vanish.
This means that the pole at p = 0 will be passed, resulting in a contribution to the
integral. In the figure the transformed integration path is indicated by the curves p3
and p4, with a loop around the pole. It can be shown that the result of the integration
along p3 and p4 will be the same as before, see (10.67). However, to this expression
the contribution by integrating around the pole must be added. Along this path the
integration variable p is

x>0: g, z,t)= H(t —r/cs). (10.67)

p =¢eexp(if), (10.68)

where ¢ — 0, and the angle 6 runs from 8 = —n to 6 = 4 along the small circle
around the pole. This contribution can be determined by considering the limiting
value of the Laplace transform g(x, z, s), as defined in (10.56), for p — 0. This
leads to an additional contribution

Ag(x,z,8) =exp(—snz/cs){l — H(x)}, (10.69)

where the factor 1 — H (x) has been added to indicate that this contribution applies
only if x < 0. Inverse Laplace transformation of (10.69) gives

Ag(x,z,1) =8(t —nz/c){l — H(x)}. (10.70)
The results for £ > 0 and £ < 0 can be combined in the single formula

1 xz/c?
g(.x,Z,t)Z— n / 5

T (12 =022 /e 1R —rPct

H(t —r/cs) +8(t —nz/co){l — H(x)}.
(10.71)
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For the calculation of numerical values it is convenient to introduce the dimension-
less parameters

&E=x/a, ¢ =2/a, T =cst/a, 0 =+/E2+2 (10.72)

Using these parameters, (10.71) can be written as

g(x9 th)zh(gv {’T)/ta‘l'Ah(S’ é‘?l—)/tl)a (1073)
with
hE 1) =L nsg H(t — p), (10.74)
T (22 —n2g?)y/72 = p?
Ah, 2, 1) =8t —nO){1 — H()}. (10.75)

In (10.73) 1, is a reference time, defined as
ty =ajcs. (10.76)

It has been assumed that 6 (t — nz/cs) = (1/t,)8(t — n¢), because both delta func-
tions should have an area equal to 1,

+00 +00 Foo
/ 3(t—nz/cs)dt=ta/ 5(t—nz/c5)dt=/ §(t —n¢)dr =1.

—00 —00 —0Q
(10.77)
Using (10.73) the expression for the vertical normal stress, (10.54) becomes, after
inverse Laplace transformation,

% =h¢+1¢,0)+AnE+1,¢,1)—h(E-1,8,1)—ARE - 1,2, 1), (10.78)

where o, is a reference stress, defined as
0a =q/ta =qcs/a. (10.79)

It may be noted that the physical dimension of g is a stress multiplied by time,
because the physical dimension of the delta function §(¢) in the boundary condition
(10.42) is the inverse of time, to ensure that its integral over time is 1. Thus, the
physical dimension of o, is indeed a stress, and o, /0, is dimensionless.

10.3.3 Constant Strip Load

The second problem to be considered in this section is the case of a strip load on
an elastic half plane, i.e. a load that is applied at time ¢ = 0, and then remains
constant in time, see Fig. 10.5. The solution will be obtained by an integration of
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Fig. 10.5 Half plane with —0zz
strip load q

the solution of the problem of a strip pulse, considered above, with respect to the
time parameter .

The elastostatic equivalent of this problem is a classical problem of applied me-
chanics (Timoshenko and Goodier, 1970; Sneddon, 1951). This means that the con-
fined elastodynamic solutions to be derived in this section should reduce to the
confined elastostatic limit if + — o0o. Also, the solution should reduce to the one
obtained for a line load in an earlier section, if the width of the loaded strip (2a)
becomes very small.

In this case the boundary condition is

ow —q H(t), if|x|<a,
i=0:0. =042 L =171 , (10.80)
0z 0, if |x| > a.

The Laplace transform of this condition is

0w [—q/s. if ,
e=0: G @ L als (Txl<a (10.81)
9z 0, if |x| > a.

Compared to the boundary condition in case of a strip pulse, see (10.43), the dif-
ference is a division by s. In the time domain this corresponds to integration with
respect to time ¢. The stresses will be evaluated for this case, taking the solution for
the strip impulse as the starting point.
The vertical normal stress is, on the basis of a time integration of (10.78),
Ozz

7:f($+1,g,f)‘i‘Af(s—I-],{,T)_f(s_1,;,7)_Af(é_1,§,f), (1082)
where

f(é:,é“yf):/ h(§, ¢, k) dxk, (10.83)

o
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Af(é,(,r):/r Ah(§, ¢, k) dk. (10.84)
0

The factor ¢ /a in the reference value of the stress has been omitted, because dt =
(cs/a)dx. In the first integral the lower limit of integration has been set equal to p,
because for k < p the actual function contains a factor zero.

It can be verified by differentiation of the right hand side with respect to t that

/r dK — 1 arctan(ngr—z_pz
p (KT —n2)K2— 2 ngy/p? =Pt TV pr—n*?

where ¢ < p. With (10.74) this gives

), (10.85)

1 2 _ 52
fE 0 T) = — arctan<"§7 M), (10.86)
b4 &
where it has been used that p? = &2 4 n2¢2.
Furthermore, with (10.75) and (10.84) it follows that
Af(E. ¢, 1)=H@—nO{l —H@E)}. (10.87)

All elements of the expression (10.82) now have been evaluated. This can now be
written as

2 2

o, 1 ngy/t? -1 1 ney /1% —15
— = —arctan ——  tH(t — 11) — —arctan] ——  t H(T — 1p)
qg 7 { T(E+1) } T { -1 }
+H(r—nO){HE -1) - HE+ D}, (10.838)
where
=E+D 07 mg=¢-1D 40 (10.89)

The last term in (10.88) represents a block wave just below the load, travelling with
the compression wave velocity in vertical direction.

To avoid passages through infinity at £ & 1 it is convenient to transform this equa-
tion, using the property that arctan(x) = 7 /2 — arctan(1/x) for all positive values

of x, and the property that arctan(—x) = — arctan(x) for all values of x. This finally
gives
1 1 -1
Juz .~ arctan{ M} (t—7)+— arctan{ )/n } )
1 i 12— 12 Jr2-13
1
+{HE-D—-HE+DIH(@ —nd) + {H(E—H)— E}H(T —11)

- {H(S—l)—%}H(r—Q). (10.90)
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In terms of the original variables this solution can be written as

o 1 {t(x—i—a)/nz}H(t_tl)_i_%arctan{t(x—a)/nz

—= = ——arctan _
T 2 _ 42 2 _ 42
JJt t Wt ty

}H(t—tz)
q
+{H(x—a)—H(x—|—a)}H(t—nz)+{H(x—i—a)—%}H(t—tl)

- {H(x—a)— %}H(t—tz), (10.91)
where
1 ={(x +a)* +n*%)/3, 5 ={(x —a)* +n’*}/c. (10.92)

For very large values of time + — oo and the solution reduces to

Ozz X
T — 00 . — = ——arctan

a 1 X —a
+ — arctan . (10.93)
q b4

nz T nz

This is indeed the solution of the elastostatic (and confined) problem, see (8.174).

A function to calculate the value of 0,;/g for given values of &, ¢, t and Pois-
son’s ratio v, is given below, in C. In this program the variables &, ¢, T and v are
denoted by x, z, t and nu.

double stress (double x,double z,double t,double nu)
{

double s,eta,eta2,tl,t2;
eta2=(1-2*nu)/(2*(1l-nu)) ;eta=sqgrt (eta2) ;s=
tl=sgrt ((x+1) * (x+1)+etal2*z*z);t2= sqrt(( -1
if (t>tl) {s-=0.5+atan((x+1)/((eta*z)*sqrt
(x+1>0) s+=1;}

if (t>t2) {s+=0.5+atan((x-1)/((eta*z)*sqgrt(l-t2*t2/(t*t))))/PI;if
(x-1>0) s-=1;}

if (t>=eta*z) {if (x-1>0) s+=1;if (x+1>0) s-=1;}

return(s) ;

}

(x-1)+eta2*z*z) ;

0;
)*
(1- tl*tl/(t*t))))/PI;if

Some results have been calculated by a computer program using this function. The
stresses below the strip load, as calculated using the present confined solution are
shown in the left half of Fig. 10.6, for a region of depth 10a. It has been assumed that
the value of time is such that the compression wave has just reached that depth. The
value of Poisson’s ratio has been assumed to be v = 0. At a small depth (z = a) the
stresses are practically equal to the static values. The right half of the figure shows
the solution for the full elastodynamic problem, which is considered in Chap. 12 of
this book.

For a different value of Poisson’s ratio, v = 0.499, the stresses for the confined
solution are shown in the left half of Fig. 10.7. In this practically incompressible
case the compression wave travels down very fast, and it will take (relatively) longer
for the stresses to approach the static values. It may be noted that the material is



216 10 Confined Elastodynamics
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Fig. 10.6 Stresses below a strip load, v =0, ¢t /a =10
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Fig. 10.7 Stresses below a strip load, v = 0.499, c,t/a = 10

practically undeformable for v — 0.5. Because it has been assumed that there are
no horizontal deformations, the assumption of incompressibility means that there
can be no vertical deformations either. The solution clearly degenerates for v — 0.5.
The exact solution of the full elastic problem is shown in the right half of the figure.
The differences with the confined solution appear to be very large.

In the case v = 0 the differences between the two solutions are not so very large,
although the confined solution does not show the effect of the Rayleigh wave, which



10.4 Point Load on Half Space 217

is present in the full solution. In the case v = 0.499 the differences are so large that
the conclusion must be that these confined solutions are perhaps interesting from an
educational viewpoint, but can not be considered as a serious alternative for the full
elastodynamic solution.

10.4 Point Load on Half Space

Another important case is that of the sudden application of a point load, see
Fig. 10.8.

In this case the use of polar coordinates is suggested by the axial symmetry of
the problem. Thus the differential equation is

Pw 10w G le 2 (10.94)
Mz T or a 972 BESFTE ’

The boundary condition is supposed to be

0, ift <Oorr >a,

z=0: (& +2u)%—lj = { (10.95)

—F/naz, ift >0andr <a.

where a is the radius of the loaded area, which is assumed to be very small.
The initial conditions are that before ¢t = 0 the displacement w and its derivative
(the velocity) are zero,

t=0: w=0, (10.96)
9

r=0: 2. (10.97)
at

The Laplace transform of the displacement w is defined by

o
E:/ wexp(—st)dt. (10.98)
0
Applying the Laplace transformation to the differential equation (10.94) gives
L WP S (10.99)
— + - —5 = psw. .
a2 T ar Wz =°

Fig. 10.8 Point load on half space
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For radially symmetric problems the Hankel transform is a useful method
(Sneddon, 1951). This is defined as

W:foowrjo(sr)dr, (10.100)
0

where Jo(x) is the Bessel function of the first kind and order zero. The inverse
transform is

o
w:/ W E Jo(ré) dt. (10.101)
0
The Hankel transform has the property that the operator
a2 N 19
arz  ror

is transformed into multiplication by —&2. Thus the differential equation (10.99)
becomes, after application of the Hankel transformation,
2= R A—
—nE WJr()»~l—2,u)d—Z2 =psW, (10.102)

which is an ordinary differential equation.
The transformed boundary condition is, applying first the Laplace transform and
then the Hankel transform to (10.95),
dw F [
z=0: ()»+2/L)d— =— rJo(Er)dr. (10.103)
< 0

wa’s

When a is very small the Bessel function may be approximated by its first term in a
series expansion, which is 1, so that one obtains

dw F
z=0: A +20)—=——. (10.104)
dz 21s

The general solution of (10.102) vanishing for z — oo is
W:Aexp(—ynz), (10.105)
with
y =€ +5%/c2, (10.106)

and where 7 and ¢ have the same meaning as before, see (10.21) and (10.22).
The integration constant A can be determined from the boundary condi-
tion (10.104), which gives

F

- 10.107
2 +21)ys ( )
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The final solution for the transformed displacement is

F exp[—nzy/€% +52/c?]

Although this may appear to be a rather complex formula, it happens that its inverse
Hankel transform can be found in the literature (Erdélyi et al., 1954, 8.2.24). The
result is

_ F 1 s/ )
W= exp| ——+/r2 +n%z2 ). 10.109
2+ 205 Jrig e ( A (010

The inverse Laplace transform is very simple (Churchill, 1972),

W= (10.108)

F 1
w= H(t — 10), (10.110)
27T77()\.+2[,L) /72+77222
where
2 2,2
o= YT (10.111)

Cs

Equation (10.110) is the solution of the problem. Again it may be surprising that
such a simple solution has been obtained. In this case there is a downward displace-
ment which occurs at the arrival of the wave. The magnitude of the displacement de-
creases inversely proportional with the distance from the source of the disturbance.
It may be noted that the steady state displacement, for t — oo, agrees in form with
the fully elastic solution given in Chap. 8§, see (8.28). The displacement is inversely
proportional to the distance from the source in both formulas, and inversely propor-
tional to the modulus of elasticity E (although that is not very surprising in a linear
model). The two formulas differ only in their respective dependence upon Poisson’s
ratio v.

It deserves to be mentioned that the approximate solution derived here, for
the case of horizontally confined displacements, markedly differs from the com-
plete elastic solution (Pekeris, 1955). When considering this complete solution, see
Chap. 13, it will appear that shortly after the arrival of the shear wave considered
here very large displacements occur, due to the generation of Rayleigh waves.

10.5 Periodic Load on a Half Space

In the previous sections some solutions of problems of wave propagation in a con-
fined elastic half space have been considered, especially for loads that were applied
stepwise. Another important class of problems is that of a half space with a peri-
odic load on its surface. A problem of this class will be considered in this section,
namely the problem of a uniform periodic load over a circular area, on a confined
elastic half space.
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Fig. 10.9 Circular load on
half space

As in the previous sections the problem is simplified by assuming that the only
non-vanishing displacement is the vertical displacement w, for which the differen-
tial equation then is, in the case of radial symmetry,

82w+13w 42 )82w_ 9%w (10.112)
M\or2 T ar Wz =P '

In the problem to be considered the load is a periodically varying load on a circular
area at the surface, see Fig. 10.9.
The boundary condition is

0: (it )aw 0, ift<Qorr>a, (10.113)
L=u 92 =1 =p sinwr), ifr>0andr <a, '

where a is the radius of the loaded area, and w is the circular frequency of the
periodic load.
The Laplace transform of the vertical displacement w is defined as

o
w:/ wexp(—st)dt. (10.114)
0

Assuming that the initial values of the displacement and velocity are zero, the dif-
ferential equation (10.112) now becomes

¥w 10w 9*w
- 4= A+ 20) — = ps’w, 10.115
“(ar2+rar)+(+“)azz ps W ( )

and the boundary condition (10.113) is transformed into

0, ifr >a,

W
z=0: (A+2M)8—={ (10.116)
Z

—pw/(s*+w?), ifr<a.

The radial symmetry of the problem suggests the use of the Hankel transform

W:/ wrlo(ré)dr. (10.117)
0
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The differential equation (10.115) then is transformed into the ordinary differential
equation

r—

d>W _
2 = (ps® + ugH W, (10.118)
or
d*w _
—— =12+ EHW, (10.119)
dz? ‘

where c; is the velocity of shear waves,

2=t (10.120)
0
and 7 is an elastic coefficient, defined by
1-2
2=t v (10.121)
A4+2n 2(1—v)

If a parameter y is introduced by the definition

yr=s%/2 + &%, (10.122)

the solution of the differential equation (10.119) vanishing at infinity can be written
as

W:Aexp(—yr}z). (10.123)

The integration constant A must be determined from the Hankel transform of the
boundary condition (10.116). Using the well known integral (Erdélyi et al., 1954,
8.3.18)

a
/ rJo(ré)dr = g J1(a§), (10.124)
0
this gives
A pod Ji(ag) (10.125)
= asg ), .
Y2 F oDE
so that the solution of the transformed problem is
W ped Ji(ag) exp(—yz/m) (10.126)
= a exXp(—yz/m). .
YO+ 2067+ IR
The inverse Hankel transformation of this result is
*J Ji -
T = Pwd2 . / 1(a&) Jo(r§) exp(—yz/m) dt. (10.127)
N +2p) (s + o) Jo Y

It will not be attempted to evaluate this integral. Restriction will be made to two
special results: the displacement of the center of the loaded area, r =0, z =0, and
the displacements for a vibrating point load.
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Displacement of the Origin

The displacement of the point r = 0, z = 0 is, with (10.127),

_ pwa /OO J1(a&)
wo = d
N +2m)(s2 + ) Jo %

E, (10.128)

or, in terms of the original parameters,

o0
7
Wo = P —— 1(as) (10.129)
N +2u)(s*+ %) Jo /&2 +52/c2
This is a well known integral (Erdélyi et al., 1954, 8.4.3). The result is
W, pex [1 —exp(—as/cy)] (10.130)
= — X —as/Cq)]|. .
O 0 2w s (2 + ) P :

This is the Laplace transform of the displacement of the center of the loaded area.
Inverse Laplace transformation gives

PCs

= — H(t —2t:) - —2t)]}, (10.131
n(x+2u)w{Hm H(t —21c) — cos(wt) + cos[o(r — 21,1}, (10.131)

wo

where 1. is a characteristic time,
te =a/2cs, (10.132)

and H (¢) is Heaviside’s unit step function,

H (1) 0. =<0, (10.133)
t)= .
1, ift>0.
For large values of time the two step functions cancel and the solution reduces to
wo = ——L°fcos(wt) — cosla (t — 21,1} (10.134)
N0+ 210 o '

After some elaboration this can also be written as

_ _pasin@le) oo -
O 0+ 2m) (1) sinfa (f — fc)]. (10.135)

The phase angle turns out to be wt.. As in the previous cases the simplicity of the

final solution may be noted.
For very small frequencies, w — 0, the solution approaches the static result

pa

— = (10.136)
N +2u)

w—>0: wy=w; =
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This means that the dynamic amplification factor can be written as

o
[l _ Jsintwte)] (10.137)
[w;| Wl

This is shown in Fig. 10.10 as a function of a dimensionless frequency w/w., where
w, is defined by

l_2cs

4u
=./—. (10.138)
te a pa

We = —

The characteristic frequency w, has the character of the square root of the ratio of a
spring stiffness and a mass, as usual in dynamic problems. In engineering practice
the shear wave velocity ¢, usually is of the order of magnitude of 100 m/s, and the
physical dimension of the foundation size a is of the order of 1 m, or perhaps as big
as 10 m. This means that the characteristic frequency is of the order of magnitude
of 20 s~! or 200 s~!. This is a rather large value, and it means that in many cases
the value of w/wp will be rather small. Only in case of very rapid fluctuations the
dimensionless frequency may be larger than one. An example of such a phenomenon
is pile driving, by hammering or by high frequency vibrating.

Because it can be expected that in engineering practice the value of w/w, will
usually be of the order of magnitude of 1, or smaller, the most common values in
Fig. 10.10 will be located at the left part of the figure. It may be noted that for cer-
tain large values of w/w, the dynamic amplitude may be zero. This can also be seen
from (10.137), from which it follows that wg = O for all values of the frequency for
which w/w. = km, where k is any integer. For these frequencies the dynamic am-
plitude is zero, indicating extremely stiff behaviour. Such a very stiff behaviour will
not really be observed in practice, because the assumptions underlying the present
theory are only weak reflections of the complex behaviour of real soils. Also, the
displacement at the center of the circle may be zero, but this does not mean that the
displacements are zero over the entire loaded area.

The phase angle 1 has been found to be wt.. Thus there may be a considerable
damping, except when the frequency w is extremely small. This phenomenon is
sometimes called radiation damping. It is produced by the spreading of the energy
over an ever larger area.

|wo/ws|

Fig. 10.10 Dynamic
amplification w/we
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Vibrating Point Load

If the radius of the loaded area a is very small the Bessel function Jj(a§) in the
solution (10.127) can be approximated by the first term in its series expansion,
Ji(aé) = %af. This solution then reduces to

— pwa® & Jo(ré)exp(—=ynz) de (10.139)

2n(A +21) (s2 + w?) Jo Y

or, writing F = pna2 for the total load,

_ Fo % & Jo(r§) expl—(nz)y/§% +s2/ci
= d 10.140
v 2rn(A +20) (s2 + w?) Jy [E2 4 52/c2 £ ( )

This is a well known inverse Hankel transform (Erdélyi et al., 1954, 8.2.24). The
result is

Fo exp[—(s/cs)v/r? + n?z2]
2 +21)(s2 + @?) JrE 22 '

Inverse Laplace transformation now is simple, using the standard formula for the
Laplace transform of the function sin(wt) and the translation theorem,

w =

(10.141)

F sin[w (t — tg)]

2O+ 2u) 222

H(t — 1), (10.142)

where, as before,

2 2,2
o= YN (10.143)

Cs

Again a simple result is obtained.

Problems

10.1 Derive expressions for the vertical normal stress o, and for the velocity
dw/dt, for the case of a line pulse, see Fig. 10.2.

10.2  Verify that the solution for a strip load, (10.91) reduces to the solution for
a line load, (10.36) if the width of the strip 2a tends towards zero, with P = 2qga.
Note that the variable x is also contained in 71 and #;.

10.3 Derive expressions for the vertical normal stress o,, and for the velocity
odw/dt, for the case of the sudden application of a point load, see Fig. 10.8.



Chapter 11
Line Load on Elastic Half Space

In this chapter some basic problems of an elastic half space are considered, in partic-
ular problems for a line pulse or a line load on the surface of the half space. A prob-
lem of this type is often denoted as a Lamb problem, because the first solutions for
such problems were obtained by Lamb (1904). Lamb’s solution, which started from
the solution of the problem for a periodic load, can be found, using more modern
formulations and techniques, in many textbooks, see e.g. Fung (1965), Achenbach
(1975), Graff (1975) and Miklowitz (1978). In the present book the solutions will
be obtained by De Hoop’s version of the Cagniard method, which uses a combi-
nation of Laplace and Fourier transform methods (De Hoop, 1960, 1970; Cagniard
et al., 1962), see also Appendix A. An alternative technique has been presented by
Eringen and Suhubi (1975), using a self-similar solution method, in which the num-
ber of independent variables is reduced by one, which is applicable in the case of a
concentrated load.

The problems to be considered in this chapter are the displacements due to a line
pulse on the surface, and the stresses due to a constant line load on the surface. The
solution of the first problem will be given in great detail. For the second problem
the solutions are given with only an outline of the derivation, as the solution meth-
ods are quite similar. It will be shown that, in the limit for large values of time, the
solution of the elastodynamic problem reduces to the known solution of the elasto-
static solution. The solutions also appear to be in agreement with general results of
theoretical elastodynamics, such as the appearance and the behaviour of Rayleigh
waves.

The solutions will be given in the form of analytic expressions, with elementary
algorithms to calculate numerical data. A computer program for a constant line load
is available as the program LINELOAD.

11.1 Line Pulse
11.1.1 Description of the Problem

The first problem to be considered is the case of a line pulse on an elastic half plane,
see Fig. 11.1. This is an important problem in seismology, where the load is caused

A. Verruijt, An Introduction to Soil Dynamics, 225
Theory and Applications of Transport in Porous Media 24,
© Springer Science+Business Media B.V. 2010
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Fig. 11.1 Half plane with —Ozz

impulse load

z

by an explosion of very short duration, and the displacements of the surface are
measured, at various distances from the load, as a function of time.
The basic equations are the equations of motion in two dimensions,

ox 0z =P

A0y N doe  u (11.1)

00y, 00 32w
' = =p—F, 11.2
ox oz o (112)

where u and w are the displacement components in x-direction and z-direction,

respectively, and where p is the density of the material.
The material is supposed to be linear elastic, so that the stresses and the strains

are related by the generalized form of Hooke’s law,

(20w ), 0 (11.3)
oxx =AM — +— —, .
X ax | oz Hox

N WP (11.4)
op=MAM—+— —, .
z ox oz Moz

ou Jw

UZX:M((?_ZJ’_%)’ (I1.5)

where A and p are the Lamé constants of the material.
Substitution of (11.3)—(11.5) into (11.1) and (11.2) leads to the basic differential

equations

RSN L LA 82u+82u 9% 116)
Wax\ox "oz ) T\ a2 T a2) T e '

RPN LA 32w+82w 9w aLn
Woz\ox ™ 8z M2 T2 ) = % )
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These equations can also be written as

T L S R (11.8)
"o Wozox " Ho92 =P '
42 g ey, P O (11.9)
gy Woazax "1 a2 TP '
The boundary conditions for a line pulse on the surface z =0 are
z2=0: 0., =0, (11.10)
72=0: 0, =—081)8(x), (11.11)

where Q is the strength of the line pulse, and §(x) and §(¢) are Dirac delta functions
(Churchill, 1972), for instance

0, if |¢| > €,
5(t) = ) (11.12)
1/2¢, if|t| <e,

with € — 0. The total area below the function is 1, ffooo S(t)ydt =1.

11.1.2 Solution by Integral Transform Method

The solution of the problem is sought by using Laplace and Fourier transforms. The
Laplace transforms of the displacements are defined as

o0
E:/ uexp(—st)dt, (11.13)
0

o
E:/ wexp(—st)dz. (11.14)
0

If it is assumed that the displacements and the velocities are zero at the time of
loading t = 0, the transformed basic equations are

(A+2 )azﬁ+(x+ )a2w + P 2u (11.15)
— — —5 = ps°u, .
iy K g ax Mazz P
’w 3%u ’w
A+2u)— + (A — 4 pu—— = ps’w. 11.16
r+ u)azer( +M)8z8x+M8x2 pS"W ( )
Fourier transforms are defined as
o o0
U=/ uexp(isax)dx, (11.17)
el

o0
W:f wexp(isax)dx, (11.18)
ee]
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with the inverse transforms

S o __
u=— U exp(—isax)da, (11.19)
27 J_ oo
s *© __
w=— / Wexp(—isax)do. (11.20)
27 J oo

It may be noted that the usual Fourier transform variable « has been replaced by sc,
for future convenience.

If it is assumed that the displacements and their first derivative with respect to x
vanish at infinity, it can be shown, using partial integration, that

® ou —

/ 8—exp(isax)dx =—iasU, (11.21)
* 3% —

/ Pyl exp(isax)dx = —a?5%U. (11.22)

Similar results apply to the Fourier transform of the vertical displacement.
The transformed form of the basic equations (11.15) and (11.16) is

’u dW _

e a2 ’SO‘(C?) - Cf)d—z =s7(1 +cf,oz2)U, (11.23)
d*w dU _

2 i 2 _ 2 _ 2 2.2

gz ~isele, — ) =5+ Ga)W, (11.24)

where ¢, and ¢y are the velocities of compression waves and shear waves, respec-
tively,

cp =0 +2uw)/p. (11.25)
2 =u/p. (11.26)

It is assumed that the solution of the two equations (11.23) and (11.24) can be ex-
pressed as

U=iAexp(—ysz), (11.27)
W = Bexp(—ys2), (11.28)

where y is an unknown parameter at this stage, and A and B are unknown integra-
tion constants.
Substitution of (11.27) and (11.28) into (11.23) and (11.24) gives

1+ c?,oz2 — c?yz)A — (cf, — csz)ayB =0, (11.29)

(e —cDayA+ (1 +ca’> —cry?)B =0. (11.30)
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This homogeneous system of linear equations has solutions only for the two values
of y? for which the determinant of the system is zero. These values can be written
as y =%y, and y = %y;, where

yp=Jo? +1/c2, (11.31)
vs = /o +1/c2. (11.32)

It is understood that in these equations the positive root is taken. The solutions with
the negative sign should be omitted to ensure that the solutions remain bounded for
7 — 00.

The solution of the transformed problem now is found to be

U=iaCpexp(—ypsz) +iys;Cyexp(—yss2), (11.33)
W= YpCpexp(—ypsz) + aCsexp(—ys52). (11.34)

Inverse Fourier transformation of these expressions gives

<

is [

= E\/‘ {an GXp(—S)/pZ) + )/SCS exp(_sysz)}exp(_isax) dOl, (11'35)
—00
s oo

W= > / {ypCpexp(—sypz) +aCsexp(—sysz)}exp(—isax)da. (11.36)
—0o0

The notations C, and Cy are used to indicate the strength of the compression wave
and the shear wave, respectively, as suggested by the parameters y, and y; in the
two parts of the solution.

In order to determine the coefficients C), and C, the boundary conditions must
be used. As these are expressed in terms of the stresses it is convenient at this stage
to obtain expressions for the Laplace transforms of the stresses, using the defini-
tions (11.3), (11.4) and (11.5). This gives

2 (o)
. S
To= 5 | (@na® =0 Cpexp—yyp52) + 2ua Coenp(—yiso)

—00
x exp(—isax)do, (11.37)
_ Szl‘« o 2 2
Oe="7" {Qa” +1/¢5)Cpexp(—ypsz) + 2ay; Cs exp(—yssz)}
—0o0
x exp(—isax)da, (11.38)
_ i,us2

o0
To =0 / 20y, Cpexp(—yps2) + (207 + 1/c)Cy exp(—y552))
o0

x exp(—isax)da. (11.39)
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For future reference the isotropic stress o is given as well. This quantity is defined
as

1
0 =3 (0x +0%2). (11.40)

It follows from (11.37) and (11.38) that its Laplace transform is

paun 2 00
L / Cpexp(—ypsz — isax) da. (11.41)
2ned J oo
The boundary conditions (11.10) and (11.11) can be expressed as Laplace trans-

forms as

7=0: 5. =0, (11.42)

o
72=0:0, = —% exp(—isax)do. (11.43)
—00

Using these boundary conditions the coefficients Cp, and C; can be determined. The
result is

202 +1/c2
,,:2 o+ 1/c; , (11.44)
ws Qa2 +1/¢2)? — 4oy, ys
2
c,=-2 *Vp (11.45)

s Qa2+ 1/ =4y, vy

11.1.3 The Vertical Displacement

The vertical displacement is of particular interest. It is found from (11.36) that its
Laplace transform is

w=wi +wy+ w3, (11.46)
where
00 2 2 1 2
o= 2 W@ F1/S) sz tian)lda,  (1147)
2 J oo Qa2 +1/c2)2 —daly,y;
00 20[2
Wy + Wy =— Q Yp exp[—s(ysz +iax)]da.

2 oo Qa2 +1/¢2)2 — 402
MJ o ( /s) YpVs (11.48)

The two integrals (11.47) and (11.48) will be evaluated separately, using De Hoop’s
method (see Appendix A). The second integral will be separated into two parts, w;
and wj3. For this first problem of the chapter, the analysis will be given in full detail.
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The First Integral

Using the substitution p = i, the first integral, (11.47), can be written as

_ 0yl —2p)
2ip )i (1/c2 —2p0)2 +4p2y, s

wi exp[—s(ypz + px)ldp, (11.49)

where now

vp=4/1/¢3 = p% (11.50)
¥s =4/ 1/c2 — p2. (11.51)

The appearance of the factor y), in the exponential function in (11.49) suggests that
it represents the contribution of the compression waves.

In the method of De Hoop (1960) it is attempted to transform the integration path
in the complex p-plane in such a way that the integral obtains the form of a Laplace
transform integral. For this purpose a parameter ¢ is introduced (later to be identified
with the time), defined as

t=vypz+ px, (11.52)

with ¢ being real and positive, by assumption. The shape of the transformed integra-
tion path remains undetermined in this stage.

The integrand of the integral in (11.49) has singularities in the form of branch
points in the points p = +1/c, and p = =£1/c, and simple poles in the points p =
+1/c,, where ¢, is the Rayleigh wave velocity, which is slightly smaller than the
shear wave velocity. It may be noted that ¢, > ¢y > ¢, sothat 1/c, <1/cy < 1/c;.
The integration path from p = —ico to p = oo is now transformed to the two paths
p1 and p> shown in Fig. 11.2, with the parameter ¢ varying along these two curves
from some initial value to infinity.

It may also be noted that the branch cut is necessary because the factors y,, and
s are multiple valued. In the denominator of (11.49) the product y,y; could be
made single valued by a branch cut between p =1/c, and p = 1/c; only, but the
appearance of a factor y,, in the numerator requires that the branch cut should extend
towards infinity.

It follows from (11.50) and (11.52) that

r?p® = 2px +1* =22 /c; =0, (11.53)

where
r=x%+ 2% (11.54)

Equation (11.53) is a quadratic expression in p, with the two solutions
tx l_Z

=+
P1="3 3

t2—t12,, (11.55)

r
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Fig. 11.2 Original and S(p)
transformed integration path
for the first integral
P
-1/c—1/c—1/cp 1/cp 1/cs 1/cr
= R(p)
2
Gy PR (11.56)
2= "5 T & - ’ .
PR=3"23 p
where
ty=r/cy. (11.57)

If it is assumed that the parameter ¢ varies in the interval ¢, <t < 00, it follows that
the two paths in the complex p-plane are continuous, intersecting at the real axis in
the point p = tpx/r2 = (x/r)(1/cp) (which is to the left of the first branch point
because x < r), and approaching infinity at the positive and negative sides of the
real axis, respectively. The precise shape of the curves p; and p, depends upon the
values of x and z, i.e. the location of the point considered in the physical plane.

Actually, the two branches, p; and pj, of the transformed integration path are
hyperbolas, with the slope of the asymptote of p; at infinity being z/x.

The Upper Part of the Integration Path

It follows from (11.55) that on the part p; of the integration path

dp x iz t
=p1:—=+—-—. 11.58
p=ri: =5+ 3 ( )

Furthermore, it follows from (11.52) that

tz ix
— . — 2 _ 5 2 2
p—pl)/p—r—z—r—z 1 —tp——l t _tp{

} (11.59)
2 2
1 tp
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It may be noted that on this part of the transformed integration path and for
x > 0 (which will later appear to be the main branch considered), Ji(y,) > 0 and
S(yp) <0, so that arg(y,) < 0. This is in agreement with the definition in (11.50)
and its analytic continuation into the upper right quarter of the complex p-plane.

It follows from (11.58) and (11.59) that

b __ivy

dt — [2_ .2
t*—t;

p=pi: (11.60)

Because N (yp) > 0 and I(y,) < 0 it follows that R(dp/dt) > 0 and I(dp/dt) > 0,
which is in agreement with the shape of the part p; of the transformed integration
path in Fig. 11.2.

The upper part of the integral (11.49) can now be written as

0 [®  yp(/cg=2p")  exp(—st)
W] d

2 )y, (1/c2 —=2pM)2 +4p2y,ys [ -2

t, p=pi. (1161

The Lower Part of the Integration Path

It follows from (11.56) that on the part p, of the integration path

dp x iz t
= e = 11.62
P=pr T2 2 _ g2 ( )
P
Furthermore, it follows from (11.52) that
tz ix X iz t
=p i Vp=—+ 52— 13=i /1P —1} 5 — 5 ———=1. (1163
P=p2ivp= 5t 2=if p{rz AT tg} (11.63)
It now follows from (11.62) and (11.63) that
dp iy
p=pz:d—=—7” . (11.64)
t 2 2
p

The lower part of the integral (11.49) can now be written as

_ Q0 [ y,?(l/c? —2p?) exp(—st) J

w2 = t, p=p2, (11.65)
2 S, (/2 =2p2)2 +4p%ypys [z 2

where a minus sign has been omitted because the integration path has been reversed.
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The Total Integration Path

On the two parts p; and p, of the integration path the values of p, y, and y; are
complex conjugates. This means that one may write

L0 v =2pY)  Hi—1p)

w) = $ exp(—st)dt, p=pi,
i Joo (/e =2pD* +4p%vpys [ 2
(11.66)
where H (t — t,) is the Heaviside unit step function, defined as
0, ifr<t,,
H—1,)= . (11.67)
1, ift>t.

The unit step function H (¢ — ) has been introduced to ensure that the integration
is actually from 7 =), to t = o0.

The integral (11.66) happens to be in the form of a Laplace transform, which
was precisely the aim of the transformation of the integration path. It may be noted
that the first term in the integral may be a (complex) function of the parameter ¢,
but the Laplace transform parameter s occurs only in the factor exp(—st). It can be
concluded that the inverse Laplace transform is

2 2 2
0 v, (1/cs —2p7) H(r —t,)
wp = —9 { 2p ;2 5 P pP=Drp1. (11.68)
o | (/eg =2p7)° +4p7ypys 12— 12
The Second Integral

Using the substitution p = i, the second integral, (11.48), can be written as

Wy + W3 = ——, /IOO 2 212722)/17 2 expl=s(ysz+ px)ldp,
2rip J_joo (1/cg —2p*)* +4p=ypYs
(11.69)

yp=1/l/c%—p2, (11.70)
vs =4/ 1/c2 — p2. (11.71)

The appearance of the factor y; in the exponential function in (11.69) indicates that
this represents the contribution of the shear waves.

Again it will be attempted to transform the integration path in the complex p-
plane in such a way that the integral obtains the form of a Laplace transform integral.
In this case a parameter ¢ is introduced (later to be identified with time), defined as

t =vysz+ px, (11.72)

where, as before,

with ¢ being real and positive, by assumption.
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It follows from (11.71) and (11.72) that

rip? —2px + 12 =2 )c? =0, (11.73)

N
where, as before,
r?=x*4 22 (11.74)

Equation (11.73) is a quadratic expression in p, with the two solutions

tx iz
p3_r_2 2 tz—tf, (11.75)
tx iz
p4_r_2_r_2 tz—tsz, (1176)
where
tsy=r/cs. (11.77)

If it is assumed that the parameter ¢ varies in the interval #; <t < o0, it follows that
the two paths in the complex p-plane are continuous, intersecting at the real axis
in the point p = t;x/ r?=(x /r)(1/cs) (which is to the left of the second branch
point because x < r), and approaching infinity at the positive and negative sides of
the real axis, respectively. The precise shape of the curves p3 and ps4 depends upon
the values of x and z, i.e. the location of the point considered in the physical plane.
Because t; > 1, the two integration paths may approach the real axis at opposite
points of the branch cut between 1/c,, and 1/c;. The integration path must then be
extended with a loop around the first branch point, see Fig. 11.3.

The integral is separated into four parts : along the branches p3, p4, ps and pe,
where the last two are the two possible branches of the loop around the branch point
1/cp. The contributions of p3 and p4 together form the part w of the integral, and
the contributions of ps5 and pg together form the part ws3.

The Upper Part of the Integration Path

It follows from (11.75) that on the part p3 of the integration path

dp x iz t
=p3i— ==+ -—. 11.78
P=p3i =313 Py ( )

S

Furthermore, it follows from (11.72) that

R LA L Y F U S CRy R A
p—p3.ys—r2 2 t ty = —iq/t t; r2+r2m' (11.79)

It may be noted that on this part of the transformed integration path and for
x > 0 (which will later appear to be the main branch considered), R(ys) > 0 and
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p3

-1/c,—1/cs~1/cy Ve | 1/cs 1/cr
L > £ L

Pa

Fig. 11.3 Original and transformed integration path for the second integral

I(ys) < 0, so that arg(y;) < 0. This is in agreement with the definition in (11.51)
and its analytic continuation into the upper right quarter of the complex p-plane.
It follows from (11.78) and (11.79) that

p=p3: d—p—i;.ys
3 7t tz—tsz‘

The upper part of the integral (11.69) can now be written as

(11.80)

2p2YpYs exp(=st)

oo
Wy = t, p=p3. (1181
2mp /t (1/c; =2p)2 +4p2ypys /12 =12

The Lower Part of the Integration Path

It follows from (11.76) that on the part p4 of the integration path
dp x iz t
P=ps =5 5
dt r re /2 — ts2

Furthermore, it follows from (11.72) that

(11.82)

tz  ix \/ X iz t
— . — 2 42 2 _ 42 _ _
p=p4: )/s—rz—i-rz 15—ty =14/t ts{rz 3 tz—t2}' (11.83)
N
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It now follows from (11.82) and (11.83) that

d s
e (11.84)

p:p4.dt_ m

The lower part of the integral (11.69) can now be written as

—_— /°° 2p%Yp¥s exp(—st) |
2ep Sy (/e =2pD)% +4p2ypys /12— 12

where a minus sign has been omitted because the integration path has been reversed.

t, p=ps (1185

The Sum of the Upper and Lower Paths

On the two parts p3 and p4 the values of p, y,, and y; are complex conjugates. This
means that one may write for the sum of the integrals along these two parts of the
integration path

_ 0 o 2172)’[1% H( —t5)
Wy = — N exp(—st)dt, p=ps3.
o Joo (1/cg =2pH)2 +4p2ypys /12— 12
(11.86)

Again, the integral happens to be in the form of a Laplace transform, and it can be
concluded that the inverse Laplace transform is

Q Y
=—N 2 22 2
au (/e =2p*)*+4p-ypys

2P2Vp)/s }H(t —t5)
w2

N

P =p3. (11.87)

The Contribution of the Loop

The intersection of the branches p3 and p4 with the real axis J(p) = 0 can be found
by determining the value of p3 or p4 for t = #;. With (11.75) or (11.76) this gives
Isx X 1

t:ts : p:psz—z_ —. (1188)
r rCs

This point is always located to the left of the branch point 1/cg, whatever the values

of x and z are. The point p; may be located to the left or right of the branch point

1/cp, however. It is located to the left of that branch point if

x 1 1
-—< (11.89)
reg cp
or
X X
o x (11.90)
rooNx?42?
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/ 1-2
Cp A2 2(1 —v)

If the depth z is sufficiently large for the condition (11.90) to be satisfied, the loop
around the branch point 1/c, is not needed, and there is no further contribution to
the integral w;.

On the other hand, if

where

=—— >, (11.92)
VxZ+72
the loop around the branch point 1/¢), is necessary to ensure the applicability of the
transformation of the integration path without passing any singularities, and there
are two more contributions to the integral w,. The additional contribution will be
denoted by ws.

X X
r

The Upper Branch of the Loop

Along the upper branch of the loop t < #; and p < 1/¢s. This means that y;, as

defined by (11.51),
Ys =4/ 1/¢2 = p?, (11.93)

now is real. Because t = px + y;z, see (11.72), it now follows that y; can also be

expressed as
t
yo=- -2, (11.94)
z  Z

It follows from (11.93) and (11.94) that the value of p can be determined from

rip? —2px 4+ 1> - %2 =0, (11.95)

xt z [5 5
= — — —,/tF — 14, 11.96
pS ]"2 }"2 Ky ( )

where the minus-sign has been taken to ensure that p < p;. Actually, it follows
from (11.96) that

which now gives

t

N

dp

& 11.97
o (11.97)

_ . X i Z
which shows that dp/dt > 0if 0 <t < t;.
The smallest value of ¢ along the upper part of the loop occurs in the point
p = 1/c,. If this value is denoted by #, it follows from (11.96) that
1 t4x 2
- 2_42
a—r—z—r—z 15— 15, (11.98)
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or, with t, =r/cp,

ty=(x/r)tg —(z/r) tf—tg. (11.99)
It follows from this equation that

tg=(x/r)ty+ (z/r) t}—tg, (11.100)

where the plus-sign has been chosen to ensure that #;, > 7,,. Equation (11.100) can
also be written as

to)ts = Gn+zJ1—n2)/r, t,/ts <1. (11.101)

It can be shown that this is always smaller than 1, in the region where the condi-
tion (11.92) is satisfied.
It follows from (11.93) and (11.96) that on the upper part of the loop

_fo_ X 2t
Vo = /13 t{r2+r2m . (11.102)

Comparison with (11.97) shows that

d )
L S (11.103)
dt 1212
which enables to write the integral along this part of the loop as an integral over the
variable 7. Actually, with (11.69) one obtains

2p? t
W3 = / pzyz”ys XD e p=ps. (11.104)
2w (I/C ) +4p YpVs —t2

Iq

In this case all the parameters in the integrand are real, except for y,,. Because on this
part of the integration path 1/c, < p < 1/cy it follows that arg(1 /c?7 —-pH=-
so that y,, is purely imaginary, and its argument is — /2.

The Lower Branch of the Loop

Along the lower branch of the loop all quantities are the same as on the upper part of
the loop, except for y,,, which now is the complex conjugate of the previous value.
Furthermore the integration path is from p =1/¢, to p = 1/c, i.e. from the right
to the left. By reversing the integration path the result will be

/ 2p%yp¥s exp(—st)
2wip J, (l/c 2P2)2+4P YpVs —t2

q

w3 = — dt, p=pe (11.105)

where it should be noted that the value of y,, is the complex conjugate of the value
in the integral (11.104).
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The Sum of the Upper and Lower Branches

If the integral (11.104) is written as w31 = (a+ib) /i, the integral (11.105) will be of
the form w3, = —(a —ib)/i. The sum of these two integrals then is w31 + w3, = 2b.
This means that

SN / 20 ¥pYs exp(—s1)
o Sy, (/e =2p)2 +4p%ypys 12— 12

q

dt, p=ps5. (11.106)

The integral is again in the form of a Laplace transform. The Laplace transform
parameter s appears only in the factor exp(—st), but the time ¢ may appear in various
forms in the integrand. It can be concluded that the original function is

0 .
= —d
T

202YpYs } H({t —t)H(t; — 1)
w3

{(1/63—2p2)2+4p27/p% Ji2=z P=rs

(11.107)
It may be noted that the function H (¢ —t,) H (¢, —t) is equal to 1 only in the interval
Iy <t <y, elsewhere it is zero.

Calculation of Numerical Data

The three components of the vertical displacement are defined by (11.68), (11.87)
and (11.107). In order to calculate numerical data it is most convenient to express
these equations in dimensionless form.

The first component of the vertical displacement is, from (11.68),

2012 2
(1/cs —2p7) H(t—t
w1=gm{ 2)’,; /2S2 2 2 } ( p), P =Di; (11.108)
m | (1/cg —2p2)° +4p°ypys /tz_,[%
where 1, =r/c,, r =~/x* +z%, and p; is defined by (11.55),
, .
plzr_);+;_j 212, (11.109)

The quantities y,, and y;, are related to the variable p and the velocities of compres-
sion waves and shear waves by (11.50) and (11.51),

Vp =4/ 1/¢3 = p? vs =4/ 1/c2 — p2. (11.110)

In general the quantities p, y, and y; are complex.
A suitable choice of basic dimensionless parameters seems to be

E=x/z, T =c5t/2, T, = Cstp /2, Ty = st/ 2,
’ P R PR E B
Ty = Csly /7, a= pics.
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Some derived parameters are

r=2zy1+£2, g =csys =V 1—a?, gp=Csyp=4/n*—a? (11.112)

It now follows from equation (11.108) that

2\ 52
wlnuz:m{ (1 —2a%)g; }H(r—r,,), (11.113)
QOcs (1—2a%)?+ 4(12gpgs /72 — 72
P
where the parameter a is defined by
a=@Er+iJr2—12)/(1+E7). (11.114)
The second component of the vertical displacement is, from (11.87),
0 { 20 Yp¥s } H(t —1,)
wy=—™N » P =D3, (11.115)
s | (fe2 =2p2)2 +4p2y,ys | Ji2 =12
where t; =r/cs, and p3 is defined by (11.75),
tx iz
=— + —./t? —12. 11.116
p3 2 + 72 s ( )
The dimensionless form of p3 is defined as
b = p3cs. (11.117)
The dimensionless form of (11.115) is
WATHT _ fn{ 2 gp8s }H(t — ) (11.118)
Oc; (1 =202 +-4b%gpgs | J22 =22’ '
where the parameter b is defined by
b=(¢t+i 1:2—ts2)/(1+€2). (11.119)

The third component of the displacement is, from (11.107),

ng(\s{ 2P ¥pVs }H(t—tq)H(tx—t) b= s
mp | (1/cd =2p2)* +4p2ypys NET ’

(11.120)
where 1, /t; = (xn +z4/1 — n2)/r and ps is defined by (11.96),

xt oz [5
=— — —./tZ—t°. 11.121
Ps=-3=3Vk ( )
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The dimensionless form of ps is defined as
¢ = pscs. (11.122)

The dimensionless form of (11.120) is

wITUT %{ 22 g 8s } H(t — 7)) H(ty — 1) (11.123)
QOcy =222 + 4c?g,8s NAZEE ) ' ’
where the parameter c is defined by
c=(Et — /12 —12)/(1 + £2). (11.124)

Computer Program

A function (in C, using complex calculus) to calculate the value of the dimensionless
parameter wr uz/Qcs as a function of the parameters &€ = x/z (with £ >0), 7 =
¢pt/z and Poisson’s ratio v, is shown below. The function consists of three parts, as
given by (11.113), (11.118) and (11.123). Great care must be taken to verify that the
arguments of the square roots are calculated correctly, in agreement with the range
determined by the analytic continuation of the original definitions of y,, and y;. This
may require some preliminary verification of intermediate computations.

double LinePulseW(double xi,double tau,double nu)
{
double w,wl,w2,w3,n,nn,xil, taup2, taus2, taus, tauq, tau2;
complex b,bb,bl,gp,gs,d, e, c,cc,cl;
nn=(1-2*nu)/(2* (1-nu) ) ;n=sqgrt (nn) ;xil=1+xi*x1;
taus2=xil;taup2=nn*taus2;taus=sqgrt (taus2) ; taug=n*xi+sqgrt (l-nn) ;tau2=tau*tau;
if (tau2<=taup2) wl=0;else
{
b=complex (xi*tau/xil, (sgrt (tau2-taup2))/xil) ;bb=b*b;bl=1-2*bb;
gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=bl*gp*gp;e=bl*bl+4*bb*gp*gs;
wl=real (d/e) /sgrt (tau2-taup2) ;
}
if (tau2<=taus2) w2=0;else
{
b=complex (xi*tau/xil, (sgrt (tau2-taus2))/xil) ;bb=b*b;bl=1-2*bb;
gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=2*bb*gp*gs;e=bl*bl+4*bb*gp*gs;
w2=real (d/e) /sqgrt (tau2-taus2) ;
}
if ((tau<=tauq) || (tau>=taus) || (xi*sgrt(l-nn)<nn)) w3=0;else
{
c=complex ( (xi*tau-sqrt (taus2-tau2))/taus2,0);cc=c*c;cl=1-2*cc;
gp=sqgrt (nn-cc) ;gs=sqgrt (l-cc) ;d=2*cc*gp*gs;e=cl*cl+4d*cc*gp*gs;
w3=1imag(d/e) /sqgrt (taus2-tau2) ;
}
w=wl+w2+w3;
return (w) ;

}

Some examples are shown in Figs. 11.4 and 11.5, for v =0, and ¢s¢/z = 5 and
cst/z = 40, respectively. In Fig. 11.4 the first wave, the compression wave, has
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-1

wrpz/Qcs

-10 o 10
x/z

Fig. 11.4 Line pulse—vertical displacement, v =0, ¢st/z =5

wrpz/Qc s

0
z/z

Fig. 11.5 Line pulse—vertical displacement, v =0, ¢t /z =40

reached the distance x/z = 7.01, and the second wave, the shear wave, has reached
a distance x/z = 4.91. It can easily be verified that these values agree well with
the theoretical values c,t/r =1 and cst/r = 1, respectively. The Rayleigh wave
can be seen to follow some time after the shear wave in Fig. 11.5. By considering
other values of time it can be seen that the shape and amplitude of the Rayleigh
wave disturbance are practically independent of the horizontal distance. This is in
agreement with theoretical analysis of Rayleigh waves in the two-dimensional case,
see for instance Achenbach (1975), or the analysis of Rayleigh waves in Chap. 9 of
this book.
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11.1.4 The Vertical Displacement of the Surface

The expressions for the vertical displacement derived in the previous section are
not suitable at the surface z = 0, because z has been used as a factor in the dimen-
sionless parameters. Therefore another set of parameters must be introduced for the
displacements of the surface.

The First Component

The first component of the vertical displacement is, from (11.68),

wy = . p=p, (11125

_E.

0 q{ vp(l/cl —2p%) }H(r—zp)

(1/c2 =2p12 +4p%ypys ) [2 _ 2

where t, =r/cp, r = ~x?+z%, and p; is defined by (11.55),

tx iz

=+ = [t2—¢2, 11.126
r=5+3 F ( )

For z = 0 the radial coordinate is simply r = x, and the expression (11.126) reduces
to
z=0: p=t/x=1/cs, (11.127)
where now
T =5t /X, (11.128)

which will be considered as the basic variable.
From (11.59) it now follows that

2=0: y,,=—%‘/z2—tg=—i,/72—n2/cs, (11.129)

where, as before,

“ N

w 1—2v

2 Gy _
TA42u 2(0—v)’

]7_

(11.130)
c

LR

Using the parameter 7 the value of 7, as defined by (11.57), can be written as
z2=0:1,=r/c, =nx/cs, (11.131)

so that

2=0: /12 =12 = (x/cy/ 12— 2 (11.132)
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Also, it follows from (11.129) that

2=0:y,=—(t>—n)/c;. (11.133)

N
Furthermore, it follows from (11.51) that
2=0:y2=1/32-p*=(1-1H/c% (11.134)

It has been seen before that the first integral is unequal to zero only if ¢ > ¢, or
T > 1, where 5 is a constant smaller than 1. The value of y; now appears to depend
upon the value of t with respect to 1,

z=0,1<1: y,=v1—1%/cy, (11.135)
72=0, t>1: ys=—ivV12—1/c. (11.136)
The minus sign in the last expression has been taken because arg(1/ cg -pH=-n

ifp>1/ cS2 along the path p; just above the real axis.
Finally, it follows that the expression (11.125) can be calculated as

z=0,t<n : w; =0, (11.137)
Qcy (1—212)/12 -2
z=0,n<t<l:w=— N ,
Tpx (1 =2t2)2 —4it2 /12— 0?1 - 12
(11.138)
1=2 2 2 2
Z:O,r>1:w1=—ch{ (1 =20y —n } (11.139)
Tux | (1 —2t2)2 —472/12 — 212 -1

This defines the value of the first contribution to the surface displacements, as a
function of the dimensionless variable t = ¢t /x.

The Second Component

The second component of the vertical displacement is, from (11.87),

Q

==N P = p3, (11.140)
T { (1/cz =2p»)2 +4p%ypys

20%YpVs } H(t — 1)
w)

N

where t; =r/cg, and p3 is defined by (11.75),

tx iz [ 5
=— 4+ =./t°— 17 11.141
p3=3+3y § ( )

At the surface z = 0 the radial coordinate is r = x, and the expression (11.141)
reduces to

z=0: p=t/x=1/cy, (11.142)
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where, as before, see (11.128),
T =5t /x, (11.143)

which is the basic variable. It may be noted that in the part of the solution considered
here, see (11.140), the variable ¢ > t;, where now t; = x/cy, see (11.77). This means
that T > 1.

The values of y, and y;, as defined in general by (11.70) and (11.71), now are,
because the argument of the expressions 1 /c?J — p?and 1 /cf — p?is —n for points
p following a path just above the real axis,

Yp = —i\J T2 —n?/cs, (11.144)
s = —iv T2 — 1/c. (11.145)
Furthermore,
mz(x/cs)m. (11.146)
Using these results it follows that the expression (11.140) can be calculated as
z=0,1t<1:wy=0, (11.147)

Qcs { 2t2,/72 — 2
Tpx | (1—272)2 —412/12 —n?V/12 -1

This defines the value of the second contribution to the surface displacements, as a
function of the dimensionless variable t = ¢zt /x.

z=0,7>1: wy=

}. (11.148)

The Third Component

The third component of the displacement is, from (11.107),

0 . 2P YpVs H(t —1)H(t; — 1)
w3 =_—"~ 2 22 2 SR » P=Ds
m L (1/cg —=2p%)=+4p°ypys ViZ—t
(11.149)
where 1, /t; = (xn +z4/1 — n?)/r and ps is defined by (11.96),
Xt Z

=— — 5./t2 1% 11.150
Ps=_73"3Vk ( )

At the surface z = O the radial coordinate is » = x, and the expression (11.150)
reduces to

z=0: p=t/x=1/cs, (11.151)
where, as before, see (11.128) and (11.143),

T =cst/x, (11.152)
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which is the basic variable. It may be noted that in the part of the solution considered
here, see (11.149), the variable ¢ varies in the range #;, <t < ;. Because for z =0
it follows from (11.100) that #;, = t,,, the range of ¢ is t, <t < t;. This means
that n < t < 1. It may also be noted that for z = 0 the condition (11.92), which is
necessary for this contribution to be applicable, is always satisfied.

In this case

Yp =—iyJ 1> —n?/cs, (11.153)
ys =V 1—1%/cy, (11.154)
Jr—2=aeovi—. (11.155)

Using these results it follows that the expression (11.149) can be calculated as

z=0, t<n : w3=0, (11.156)
QOc; 2it? /12 —n?
z=0,n<1t<1:w3=— 3 ,
wpux (1 —2t2)2 —4it2 /72— n2J/1 — 72
(11.157)
z=0,t>1:w3=0. (11.158)

This defines the value of the third contribution to the surface displacements, as a
function of the dimensionless variable t = ¢4t /x. This part of the solution is often
denoted as the head wave.

Total Surface Displacements

Adding the three contributions to the surface displacements, the final expressions
for the displacements of the surface z = 0 are, with t = ¢t /x,

z=0,t<n:w=0, (11.159)

Qcs { (1-2022

x| (1 =2t2)% + 16742 — n?)(1 — 12)

0 { il } (11.161)
mux [(1-202)2 — 42222 — 22— 1) '

This completely defines the surface displacements, as a function of the dimension-
less variable T = ¢yt /x. The displacement is a continuous function of this variable,
but there is a singularity for the value T = 8, where 8 denotes the arrival time of the
Rayleigh wave. Mathematically, this singularity is caused by a zero of the denom-
inator of the functions (11.160) and (11.161). This zero occurs in the range 7 > 1,
indicating that the Rayleigh wave arrives (shortly) after the shear wave.

},(11.160)

z=0,np<1t<1:w=

z=0,17>1: w=-—



248 11 Line Load on Elastic Half Space

Fig. 11.6 The three wave fronts

The solution derived here, as given in (11.159)—(11.161), is in agreement with
the solution given by Eringen and Suhubi (1975), and with Lamb’s original solu-
tion (Lamb, 1904). The present solution method has the advantage that it gives the
solution for every point x, z in the half-plane, see the previous section.

It may also be interesting to note that the first two parts of the solution represent
a compression wave (or P-wave), propagating at velocity ¢, and a shear wave
(or S-wave), propagating at velocity cg;. The P-wave part of the solution is defined
by (11.68), and the S-wave part of the solution is defined by (11.87). It has appeared,
however, that between the arrival of the compression wave and the shear wave an
additional solution is needed, near the surface (often denoted as the head wave), in
order to satisfy the zero stress boundary condition at the surface. This part of the
solution is defined by (11.107).

The three wave fronts are indicated in Fig. 11.6, see also Achenbach (1975). The
area affected by the head wave is indicated in the figure by shading. This area is
defined by the condition (11.92), or

2 2

Z ) 1
— <= —1= . 11.162
2= c? 1—2v ( )

The figure has been drawn for v = 0.25. The distances ¢t and cpt in the figure
indicate that the figure expands linearly with time.

Computer Program

A function (in C) that calculates the vertical displacement of the surface for given
values of v and ¢t /x is reproduced below. It is assumed that x > 0. For values of
x < 0 the displacements can be obtained using the symmetry of the solution.

The parameters v and cst/x are denoted by nu and tau in the program. The
quantity tr denotes the parameter c,t,/x, where ¢, is the Rayleigh wave velocity.
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wupz/Qcs 0

0 1 2
cst/x

Fig. 11.7 Vertical displacement of the surface, v = 0.00

double LinePulseWS (double nu, double tau)
{
double pi, fac,n,nn,e,f,a,b,bl,b2,w,t,tt,tr,eps;
pi=4*atan(1.0);fac=1/pi;eps=0.0001;t=tau;
nn=(1-2*nu)/(2* (1-nu) ) ;n=sqgrt (nn) ;e=0.000001;e*=e; f=1;b=(1-nu)/8;
if (nu>0.1) {while(f>e) {a=b;b=(1-nu)/(8* (1l+a)* (nu+a));f=fabs(b-a);}}
else {while (f>e) {a=b;b=sqgrt((l-nu)/(8*(1l+a)*(l+nu/a)));f=fabs(b-a);}}
tr=sqgrt (1l+b);if (t<=n) w=0;else if (t<=1)
{
tt=t*t;a=sqrt(tt-nn);
bl=(1-2*tt)* (1-2*tt);b2=4*tt*sqgrt ((tt-nn)*(1-tt)) ;b=bl*bl+b2*b2;
w=-fac*a*bl/b;

else
{
if (fabs(t-tr)<eps) {if (t<tr) t=tr-eps;else t=tr+eps;}
tt=t*t;a=sqgrt(tt-nn);b=(1-2*tt)* (1-2*tt)-4*tt*sgrt((tt-nn)* (tt-1));
w=-fac*a/b;
}

return(w) ;

}

The surface displacements are shown in graphical form in the Figs. 11.7, 11.8
and 11.9, for three values of v. In each case the displacements remain zero until
the arrival of the compression wave, and there is a singularity at the passage of
the Rayleigh wave. At the time of arrival of the shear wave, csf/x = 1, there is a
discontinuity in the slope of the curves.

11.1.5 The Horizontal Displacement

The general solution for the horizontal displacement u has been given in (11.35), in
the form of the Laplace transform of a Fourier integral,
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wpx/Qcs 0 3 —
L
5
0 1 2
cst/x
Fig. 11.8 Vertical displacement of the surface, v =0.25
-5
wpz/Qcs 0 e R
/
5
0 1 2

cst/x

Fig. 11.9 Vertical displacement of the surface, v = 0.50

e¢]

is
{aCpexp(—sypz) + ysCsexp(—sysz)}exp(—isax)da, (11.163)
o0

u=—
2 J_

where the constants Cj, and C have been given in (11.44) and (11.45),

202 +1/c?
c, =2 s /6 , (11.164)
ws Qa2 +1/¢2)? — 4oy, ys
2
Cs= 9 *Vp (11.165)

s Qa2+ 1/c3)2 —4aly,yy
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Substitution of these results in (11.163) gives

u=1uy+uy+us, (11.166)
where
_iQ [ aa? +1/c) ,
uy = i) G- 40{2)/,;% exp[—s(ypz +iax)]da, (11.167)
Uy +uz=— 0 [ 2eypYs exp[—s(ysz +iax)]da.

2 J o Qa2+ 1/ch)? —4a?ypys
(11.168)

As in the analysis of the vertical displacement, the variable « is replaced by p =i,
so that

_iQ [ p(1/c? —2p?)
271 J_joo (1/€2 —2p%)2 +4p2ypYs

iQ oo 2p7/p)/s
2 J_joo (1/c2 —2p%)2 4+ 4p2y,ys

uj exp[—s(ypz+ px)ldp,  (11.169)

expl—s(ysz + px)ldp,
(11.170)

Uy +uz=-—

where, as before,

vp=yJ1/E—=p2  ys=y/1/2 = p. (11.171)

These integrals can be evaluated in the same way as the integrals for the vertical
displacement, using a transformation of the integration path so that the Fourier in-
tegral is modified into a Laplace transform integral, and the inverse transform can
immediately be found.

In this case it would be sufficient to introduce branch cuts in the p-plane be-
tween the points p = 1/c), and p = 1/cy, and between the points p = —1/¢; and
p = —1/cp, see Fig. 11.10, because this would make the integrands of (11.169)
and (11.170) single valued. Care should be taken to avoid passing the poles at 1/c,
or —1/c,, as was already pointed out by Lamb (1904).

The first component of the solution, obtained from (11.169) by transforming the
integration path into two parabolic curves, is found to be

1/c2 —2p? H(t—t
ulzgm{ pyp(/e =2 ) } W, anm
mp L (/eg =2p2)*+4p~ypys /,2_t§
where pj is defined by (11.109),
o
pr="+ =/ (11.173)
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Fig. 11.10 Branch cuts in the S(p)
p-plane

-1/cr —=1/cs—1/cp 1/cp 1/cs 1/cr

The second component of the solution can be obtained from (11.170) by transform-
ing the integration into two parabolic curves and a loop around the first branch point.
The contribution of the two parabolic parts is

0
——N 2 2\2 2
L (I/eg —2p2)=+4pypys

where p3 is defined by (11.116),

tx iz
==+ —,/t2 —12, 11.175
P3y="3+ 73V 5 ( )

The third component of the solution is the contribution of the loop around the first
branch point,

2 2 H(t — 1,
Uy = PYpYs } ) (11.174)

9 p=p37
12 —1?

m__gs{ 2pypvs }H(r—%)H(ts—n b= ps
T omp L (A/ef =2pD2 +4p ypys NEr ’
(11.176)
where ps is defined by (11.121),
Xtz
=— — = /t2 —12. 11.177
ps=3 =3y ( )

The dimensionless form of (11.172) is

ulnuz_%{ agp(1 —2a?) }H(t—rp)

Qc; (1-2a%)2+4a2gpgs | [;2_ 2
p

(11.178)

where the parameter a is defined by (11.114), i.e.

a=@Er+ift2—12)/(1+&). (11.179)
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The dimensionless form of (11.174) is

wrpz t{ bgpg? } H(t — 1)
Oc, (=267 +4b2g,g, | oo —<2

where the parameter b is defined by (11.119), i.e.

b=t +iJt2—12)/(1+&2).

The dimensionless form of (11.176) is

k]

U3TT LT ——i‘s{ 2cgpgs2 }H(t—rq)H(rs—r)

QOcy (1 _262)2+4czgpgs 'L’SZ—'L’2

where the parameter c is defined by (11.124), i.e.

c=(Er— 12 —12) /(1 +£2).
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253

(11.180)

(11.181)

(11.182)

(11.183)

A function (in C, using complex calculus) to calculate the value of the dimensionless
parameter umpuz/Qcg as a function of the parameters £ = x/z (with £ > 0), T =
¢pt/z and Poisson’s ratio v, is shown below. The function consists of three parts, as

given by (11.178), (11.180) and (11.182).

double LinePulseU(double xi,double tau,double nu)
{
double u,ul,u2,u3,n,nn, tau2, taup2, taus2, taus, tauq;
complex a,aa,al,b,bb,bl,gp,gs,d,e,c,cc,cl;
nn=(1-2*nu)/ (2* (1-nu)) ;n=sqgrt (nn) ; tau2=tau*tau;
taus2=1+x1*xi;taup2=nn*taus2;taus=sqgrt (taus2) ;taug=n*xi+sqrt(l-nn);
if (tau2<=taup2) ul=0;else
{
a=complex (xi*tau/taus2, sqgrt (tau2-taup2) /taus2) ;aa=a*a;al=1-2%*aa;
gp=sqgrt (nn-aa) ;gs=sqrt (l-aa) ;d=a*gp*al;
e=al*al+4*aa*gp*gs;ul=real (d/e)/ (sqrt(tau2-taup2)) ;
}
if (tau2<=taus2) u2=0;else
{
b=complex (xi*tau/taus2, sqrt (tau2-taus2) /taus2) ;bb=b*b;bl=1-2*bb;
gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=2*b*gp*gs*gs;
e=bl*bl+4*bb*gp*gs;u2=-real (d/e)/ (sqgrt (tau2-taus2));
}
if ((tau<=tauq) || (tau>=taus) || (xi*sgrt(l-nn)<nn)) u3=0;else
{
c=complex ( (xi*tau-sqgrt (taus2-tau2)) /taus2,0);cc=c*c;cl=1-2*cc;
gp=sqrt (nn-cc) ;gs=sqrt (l-cc) ;d=2*c*gp*gs*gs;e=cl*cl+4d*cc*gp*gs;
u3=-imag(d/e) /sqgrt (taus2-tau2) ;
}
u=ul+u2+u3;
return(u) ;

}



254 11 Line Load on Elastic Half Space

wrpz/Qc s

-10 0 10
z/z

Fig. 11.11 Line pulse—horizontal displacement, v =0, ¢st/z =15

wrpz/Qc s

50 ' 0 50
x/z

Fig. 11.12 Line pulse—horizontal displacement, v =0, ¢st/z = 40

Some examples are shown in Figs. 11.11 and 11.12, for v =0, and ¢s¢t/z =5 and
cst/z = 40, respectively. In Fig. 11.11 the first wave, the compression wave, has
reached the distance x/z = 7.01, and the second wave, the shear wave, has reached
a distance x/z =4.91. It can easily be verified that these values agree well with the
theoretical values c,t/r =1 and cst/r = 1, respectively. For large values of time,
practically the only effect remaining is the Rayleigh wave, see Fig. 11.12, arriving
shortly after the passage of the shear wave.
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11.1.6 The Horizontal Displacement of the Surface

The expressions for the horizontal displacement derived in the previous section can
not be used at the surface z = 0, because z has been used as the scaling factor in the
dimensionless parameters. Therefore another set of dimensionless parameters must
be introduced for the displacements of the surface.

The First Component

The first component of the horizontal displacement is, from (11.172),

1/¢2 —2p? H(t—1t
ulzgm{ fyp( /2CA2 pz) } ( p), P =ri1, (11.184)
wp L (/eg =2p2)+4p~ypys /,2_%
where
tx iz
=+ 2 —12. (11.185)

At the surface z = 0 the radial coordinate r coincides with x, r = x, so that p; =
t/x. Introducing a dimensionless time variable 7, defined as

T =cyt/x, (11.186)

the parameter pj can be written as p; = t7/c;.

Because the integral (11.184) contains a factor H(t — tp), and t, = x/cp, =
xn/cs = nt /1, non-zero results will be obtained only for t > n.

The parameters y, and y; now are

2=0, T>n: yp=—iy1?>—1n?/cs, (11.187)

72=0, 1<l :y=vV1—12/c;, T>1:ys=—ivVTZ—1/c;. (11.188)

And the factor _ /12 _t127 is
=0, t>n )12 =12 =(x/cs)y/T> =1, (11.189)

which shows that for all values > 1 the factor y,,/, /1> — 12 = —i/x.

As stated above, the result will be zero if T < 5. If n < 7 < 1 the factor y, y; will
be imaginary, so that the denominator in the expression between brackets in (11.184)
will be complex. This leads to the result

_ Ocy x5
TUX

z=0,n<t<1:us

(1 —272) }

{ (1 —2t2)2 —4it2 /2 —n2V1— 72
(11.190)
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Fig. 11.13 Modified S(p)
integration path for z =0

If T > 1 the factor y,y; will be real, and the factor between brackets in (11.184) will
be imaginary, so that the real part is zero. This suggests that the expression u; =0
for T > 1, but this may not be correct, because the denominator of (11.184) passes
through zero, at the value of p corresponding to the Rayleigh wave singularity. The
simplest way to investigate this is to return to the original integral (11.169), with
z=0,

_ 00 [ pl/eg —2pY)
2710 Jioo (1/€2 —2p2)2 +4p2y,ys

and to analyze the behaviour of the integral along the modified integration path
when it passes the singularity at p = 1/¢,, for z =0, see Fig. 11.13. The integrand
of (11.169) is real along the real axis for p > 1/c¢g (this corresponds to T > 1),
and therefore the contributions of the path just below the real axis (from right to
left) and the path just above the real axis (from left to right) cancel, as was also
obtained above. This requires, however, that the integral be considered as a Cauchy
principal value, because the integrand of (11.169) has a singularity on the positive
part of the real axis at p = 1/c,. The possible contribution of integrating around
this singularity can be determined by calculating the contribution to the integral of
a small circle surrounding the pole at p = 1/c,.

Therzefore, let the denominator of the integral, the Rayleigh function, be denoted
by R(p?),

up exp(—spx)dp, (11.191)

R(p*) = 2p* —1/cH? —4p2\/p2 - 1/c§,\/p2 —1/c2, (11.192)

where y,, and y; have been given their appropriate values for z = 0 and large real
values of p. Introducing a dimensionless parameter g = pcs one may write, with

n= CS/C]]7

R(@) =ciR(p") = 2q* — D> —4¢*\/q*> —n%/q> — 1. (11.193)

For real values of ¢, such that ¢ > 1, the function R(qz) is real, and it has a zero for
q = B = c¢s/cr, where ¢, is the Rayleigh wave velocity. It follows that

/B2 — 02 /B2 — 1 = (282 — 1)2/4p2. (11.194)
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In the vicinity of this zero, the function R(g?) can be written as
R(¢*) =@ = BHR' (D) 22, (11.195)

where R'(¢%) =dR(q?)/dq?, or

2¢*(2¢> —1—1%)
R =42q> - 1) —4\/q> —n*/q> — 1 + . (11.196)
(2 — i/ —1

Using (11.194) it follows, after some simple algebraic operations, that in the vicinity

of B

1 — 48>+ 8(1 — )p°
B(2p% — 1)

It now follows that integration along a small circle surrounding the pole p = 1/c;,
in clockwise direction, gives a contribution

R(@*)=-2(q - B (11.197)

_ 0 pep-y
T o 1= 4B 1 8(1— n?)ps

exp(—sx/cy). (11.198)

Inverse Laplace transformation gives

0 pep-1y
T 2u 1 —4B2 4+ 8(1 —n?)ps

2=0,7t>1:u 8(t —x/cr), (11.199)

where §(t — x /c;) is Dirac’s delta function. It appears that there is indeed a non-zero
contribution due to the pole at p =1/c,.

The Second Component

The second component of the horizontal displacement is, from (11.174),

0 { 2pypye }H(t )
Uy = ——N , DP=Dp3, (11.200)
mp | (/2 =2p2) +4pPypys ) 12 =12
where
tx iz
_ 2 _ 42
p3_r_2+r_2 12— 12 (11.201)

Again using the dimensionless time parameter T = c¢s¢/x for points on the surface
7 =0, where p3 =t /x, and noting that contributions can only be expected for t > t;,
or T > 1, it can be seen that the denominator of the term between brackets is real,
and that the denominator is imaginary, so that the result would be zero, if it were
not for a possible contribution from the pole at p = 1/c,. This contribution can be
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determined in the same way as in the case of the first component. The expression
for w5 + u3 in the integral (11.170) is

iQ [ 2pYpYs

2 J_joo (1/C3 - 2172)2 +4p27/p)/s

expl—s(ysz + px)ldp,
(11.202)

Yo =4/ 1/¢5 = p? vs =4/ 1/c2 — p2. (11.203)

The parts of the integral along the real axis z =0 are, if p > 1/c;,

T 2py/p* = 1/cpy/ p? = 1/c;
uy =
i) @p2—17ed? —4p [ pr — 1)y pT = 1]cs
(11.204)

Along the real axis, for p > 1/c;, the integrand appears to be real, so that the two
parts of the integral just above and just below the real axis cancel, provided that
the two parts of the integral are considered as Cauchy principal values, because of
the singularity at p = 1/c,. Again, the possible contribution of integrating around
this singularity can be determined by calculating the contribution to the integral of a
small circle surrounding the pole at p = 1/c¢,. In this case this gives, using the same
type of analysis as previously,

uy +u3=—

with

exp(—spx)dp.

282 — 1*
Uy = 2 (25 ) exp(—sx/cr). (11.205)
41 —4B%2+8(1 —n?)po
Inverse Laplace transformation gives
0 22 —1?

2=0,t>1:u= S(t—x/c).  (11.206)

A T—4p%+8(1— 7S

Again there appears to be a non-zero contribution due to the pole at p =1/c,.

The Third Component

The third component of the horizontal displacement is, from (11.176),

u3__g%{ 2pypYs }H(r—mH(ts—t) b= ps

e L (A/cf =2p2)* +4p%ypys N T ’
(11.207)

where

p5=—2——2 l2—t2. (11208)
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Using the dimensionless time parameter T = ¢4t /x for points on the surface z =0,
this reduces to

z=0,n<t<l:uz=

QOc; (\{ 2ity/12 —n2J/1—10p }
3 .
mux  ((1—2t2)2 —4it2/t2 —n?J/1 — 12

(11.209)
For other values of 7, notably t < n or t > 1, there is no contribution of this com-
ponent, u3 = 0.

Total Surface Displacements

Adding the contributions to the surface displacements, the final expressions for the
displacements of the surface z = 0 are, with T = ¢4t/ x,

z=0,t<n:u=0, (11.210)
Qcs  2t(1 =213)/2—n2/T—1

—o, 1 u= . (11211
i<l = 16— ) =13 )
213 — 1)3
2=0, t>1:u=25 (@z” — 1) 5(z — B). (11.212)
dux =47+ 8(1 = 12)p°
In the last equation it has been used that
3t —B)=(x/cs)d(t — x/cr), (11.213)

which can be derived from the definition of Dirac’s delta function, (11.12).
The surface displacements are shown in graphical form in the Figs. 11.14, 11.15
and 11.16, for three values of v. In each case the displacements are zero before the

-1

uuz/Qes 0 -

cst/x

Fig. 11.14 Horizontal displacement, v = 0.00
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-
upz/Qcs 0
1
0 1 2
est/x
Fig. 11.15 Horizontal displacement, v = 0.25
-1
-
upuz/Qcs 0 &
\/
1
0 1 2
cst/x

Fig. 11.16 Horizontal displacement, v = 0.50

arrival of the compression wave, and after the passage of the shear wave, except
for the singularity at the passage of the Rayleigh wave. The values indicating the
passage of the Rayleigh waves are not on scale, but their relative magnitude is in
agreement with the real value, as given in (11.212). It may be mentioned that the
sign of these factors is erroneous in some earlier publications, as noted by Kausel
(2006).

11.2 Constant Line Load

In this section the problem of a constant line load on a half plane, applied at time
t = 0 is considered, see Fig. 11.17, with special attention to the determination of
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Fig. 11.17 Half plane with —0zz
line load F

the stress components (Verruijt, 2008a). This is the dynamic equivalent of the clas-
sical Flamant problem of elastostatics (Timoshenko and Goodier, 1970). It can be
expected that in the dynamic case compression waves and shear waves will be gen-
erated, and probably Rayleigh waves near the surface z = 0. It can also be expected
that for very large values of time the elastostatic solution will be recovered.

In this case the boundary condition for the normal stress on the boundary is

72=0:0,=—FH(t)d(x), (11.214)

where F' is the magnitude of the load (per unit length), § (x) is a Dirac delta function,
and H (¢) is Heaviside’s unit step function. This boundary condition expresses that
a line load of magnitude F is applied at time ¢ = 0, and that this load then remains
constant.

The Laplace transform of the boundary condition (11.214) is

F
e=0: T =——5(). (11.215)

or, when the delta-function is expressed as a Fourier integral,

F (0.¢]
z=0:0,,=—— exp(—isax)da. (11.216)
27 J_so
The difference with the impulse problem considered in the previous section is that
the quantity Qs is now replaced by F. This is in agreement with the difference in
the loading function. Dirac’s delta function is the derivative of Heaviside’s unit step
function, and in the Laplace transforms this results in multiplication by s.
It can be concluded that in this case the two constants in the general solution of
the problem are, compare (11.44) and (11.45),

c _ F 2% +1/c}
P us? Qa2 +1/¢)? —dalypys

(11.217)
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co=—F 207y (11.218)
T us? Qa2 +1/¢2)? —daly,ys '

For this problem the stresses will be elaborated. The stresses are of particular interest
in geotechnical problems. They can be evaluated using De Hoop’s method, in the
same way as in the previous section. In this case not all the details of the analysis
will be given, as reference can be made to the previous problem.

11.2.1 Isotropic Stress

The simplest quantity to evaluate is the isotropic stress o = (o + 0;;)/2. It is
recalled from (11.41) that the Laplace transform of this isotropic stress is

A 2 poo
o AT / Cpexp(—ypsz — isax) da. (11.219)
272 oo
P
Substitution of (11.217) into this expression gives
___(a=w)F /°° 202 +1/c? .
T ‘ expl—s(ypz +iax)lda,
272 ) QR F 1O —dayyy, S0 )
(11.220)
where
2
1-2
v = (11.221)
¢y At2n 2(1-v)

Using the same methods as in the previous section this integral can be transformed
into the form

___(=n)F (> (/e =2p")yp H(t —1p)
7= 2 S Yy S el exp(=st)dt,
TTCy 0 /Cs 4 P~VpVs 12 — l‘%
(11.222)
where p = p1, which is defined by the equation
; .
p1=r—)§+lr—§ 2 -2, (11.223)

and, as before, 1, =r/cp, yp = /1/c3 — p* and y; = \/1/c? — p?.
The integral (11.222) is of the form of a Laplace transform, which means that the
inverse Laplace transform is

(A =n)F { (1/¢; =2p")p }H(r—rp)

o = J s
(]/C% —2p?)? + 4]92)/17%‘ [$2 — [[27

- p=rp1. (11.224)
ey

This is the final expression for the isotropic stress.
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Calculation of Numerical Values
Using the dimensionless variables

E=x/z, T =c4t/2, T, =cstp/z=1y 1+ &2, b=pcy, (11.225)

it follows that suitable dimensionless forms of the quantities y, and y; are

gp =VpCs =/n> — b2, gs = VsCs =V 1 — b2 (11.226)

The dimensionless form of (11.224) is

1 —2b° H(t —
ﬂ:_a—;ﬁ)m{ ( — )g’; } %) (11.227)
F (=2 + 4%, ][22
where
Er4i /t2—12
p=— VvV 7 (11.228)

1+¢&2

It may be noted that 7, =751+ £2, the dimensionless arrival time of the compres-
sion wave.

Equation (11.227) can be used to produce numerical results, by a simple com-
puter program. A function (in C, using complex calculus) to determine the value of
the dimensionless isotropic stress o z/F as a function of the parameters & = x/z,
T = cpt/z and Poisson’s ratio v, is shown below.

double LineLoadsS (double xi,double tau,double nu)

{

double s,n,nn,x1,tp2,t2;complex b,bb,bl,gp,gs,d,e;

nn=(1-2*nu) /(2* (1-nu) ) ;n=sgrt (nn) ; x1=1+x*x; tp2=nn*x1; t2=t*t;

if (t2<=tp2) s=0;else
{
b=complex (x*t/x1, (sgrt (t2-tp2))/x1) ;bb=b*b;bl=1-2*bb;
gp=sgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=bl*gp;e=bl*bl+4*bb*gp*gs;
s=-(1-nn) *real (d/e) /sgrt (t2-tp2) ;
}

return(s) ;

}

It may be noted that the argument of the parameters g, and g should be taken
in the range (—m, 0), and that the square roots should be calculated separately, to
ensure that the arguments are determined correctly.

Some examples are shown in Figs. 11.18, 11.19 and 11.20. The figures show
the isotropic stress as a function of x /z, for v = 0 and for three increasing values of
time, cst/z = 2, ¢t /z = 10 and ¢t /z = 20. Although in these figures the maximum
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omz/F 0 / \ /|

—10 0 10
z/z

Fig. 11.18 Line load—isotropic stress, v =0, ¢st/z =2

omz/F 0 T remest VTR SN VOO SO VOO SO VOO SO

—10 0 10
z/z

Fig. 11.19 Line load—isotropic stress, v =0, ¢s¢/z = 10

value of the dimensionless stress seems to be 1, larger values may occur in the im-
mediate vicinity of the wave front. In this case of the isotropic stress the wave front
travels with the velocity of compression waves. For v = 0 the ratio of compression
waves and shear waves is ¢, /cy = /2 = 1.4142. This can be seen in Fig. 11.18,
where the wave front has reached a distance of about x/z = 2.66 at time ¢s¢/z =2,
which corresponds to c,t/r = 1, approximately. In Fig. 11.19, at time ¢, /z = 10,
the disturbance at csf/z ~ 8.8 indicates the Rayleigh wave. In Fig. 11.20 the value
of time is so large that the static results are approached. Actually, the static solution
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-1

onz/F 0

-10 0 10

z/z

Fig. 11.20 Line load—isotropic stress, v =0, ¢s¢/z =20

of this problem is (Timoshenko and Goodier, 1970)

ong 1
t—>00: =— .
F 1+ x2/72

(11.229)

This static solution is shown in Fig. 11.20 by small asterisks. The agreement appears
to be excellent.

In general the numerical values depend upon the value of Poisson’s ratio, but for
very large values of time no such dependence is found, in agreement with the static
solution.

A comprehensive view of the results is shown in Fig. 11.21. This figure shows
contours of the isotropic stress as a function of x/z and ¢t /z. The interval between
successive contours is Aomz/F = 0.1. It is interesting to note that the Rayleigh
wave can clearly be distinguished in the results, as the tensile zone, progressing
towards infinity along the lines c¢sf/x &~ +1.1. It appears that at very large dis-
tances from the point of application of the load the shape and the magnitude of the
Rayleigh wave are preserved, even when near the center the static results have long
been reached. This is in agreement with the classical analysis of Rayleigh waves
in the two-dimensional case, see for instance Achenbach (1975), or the analysis of
Rayleigh waves in Chap. 9 of this book. The results shown in Fig. 11.21 suggest
that, for sufficiently large values of time, the solution consists of the elastostatic
stresses plus a moving stress distribution representing the Rayleigh wave,

)21 22F L e (11.230)
c : =— , )
st/< F 1+x2/22 T 14 (x — )2/ (w2)?

where ¢, is the velocity of the Rayleigh wave, and the coefficients m and w can
be determined by fitting the curve with the exact results. For v = 0 it follows that
m~0.28 and w =~ 0.7.
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cst/z

20
-20

20

0

Fig. 11.21 Line load—contours of isotropic stress, v =0

Verification of the Elastostatic Limit

Although the numerical results have been found to be in agreement with the elas-
tostatic limit for very large values of time, it may be illustrative to also verify
this agreement analytically, by considering the limiting behaviour of the solution
(11.227) of the elastodynamic problem,

"_’Tzz_u_;f)m{ (1 —2b%, }H(T_t”) (11.231)
F (1—-2b%)2+4b%gpgs | [12 w2 ’
where
Er4i 12—}
b=— Y (11.232)

14&2
gp =Vpcs =/ n* —b%, gs =VsCs =V 1—b2, T, =ny/1+&2 (11.233)

If T > 7, it follows from (11.232) that b = (fi—é)f, indicating that b tends to infinity,
if the dimensionless time parameter t tends to infinity, assuming that the dimension-
less distance & remains finite, and does not also tend to infinity.

Taking into account that the real parts of g, and gy (the dimensionless forms of
the parameters y, and ;) should be positive, and their imaginary parts should be

negative, as indicated in Sect. 11.1, it now follows from (11.233) that
gp = —ib(1 —n*/2b%), gs = —ib(1 — 1/2b%). (11.234)

In order to evaluate the limiting form of the denominator in (11.231) it may be noted
that

(1 =272 =4b* —4b> +1,  4b’gpg, = —4b* +2b* (1 +7%),  (11.235)
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so that
(1 —2b%% +4b%g g, = —2b*(1 — 1%). (11.236)

On the other hand, the numerator in (11.231) is

2 o3 i+t
It now follows that
1—2b2
9{ ( )8p }: — (11.238)
(1—2b)% +4b%g g5 (I=nHA+§%)
Finally it follows, substituting this result into (11.231), that
onz 1
T—>00: —=———7. (11.239)
F 1+ &2

This is indeed the correct elastostatic solution, see (11.229).

Approximate Analysis of the Rayleigh Wave

It has already been observed from the complete solution that the line load produces
Rayleigh waves, see Fig. 11.21. These waves travel at a constant speed ¢, and with
constant shape to infinity, at both ends. This part of the solution may be further ana-
lyzed by investigating the behaviour of the general solution (11.227) in the vicinity
of the Rayleigh wave (Verruijt, 2008a).

For this purpose the general solution (11.227) is written in the form

onz y{ Q)
F

- =N %eD }H(r — 1)), (11.240)

where Q(b?) is defined by
Q") =1 —nH(@2b* = Dhy/ 2 =12, (11.241)

and R(b?) is the Rayleigh function,
R(?) = (2b* — 1)? — 4bh hs. (11.242)

In these functions the following parameters have been used

Et+i /12— 12
bz—P’ E=x/z, T =cst/z, Tp=n1/1+§2v (11.243)

1+4&2
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and

hy=igp=1/b>—1n%  hy=igg=+vb>—1. (11.244)

The function R(b?) assumes a zero value for the real value b = f8, where
B=cs/cr, (11.245)

the ratio of the shear wave velocity c; to the Rayleigh wave velocity c,, see Chap. 9.
The value of 8 depends upon the value of Poisson’s ratio, but is always somewhat
larger than 1, indicating that the Rayleigh wave is always slightly slower than the
shear wave.

In the solution considered here the value of b is complex, see (11.243), but it
can be expected that for values of b close to 8 the absolute value of R(b?) will be
small, perhaps very small, so that the isotropic stress will be large. Using Taylor’s
expansion formula the function R (b?) for values of b close to 8 may be written as

R(bY) =—M©D* — %)~ -2MB(b — B), (11.246)
where
m=-2% (11.247)
o db? |,y '

The minus sign has been included in this definition to ensure that M > 0.
It follows from (11.242) and (11.244) that

dR
— =42b* — 1) — 4hpyh, —

2b%hy  2b%h,
db? ’

e 11.248
" I ( )
The parameter M can be calculated by taking b = 8. With (11.247) this gives, mak-
ing use of the knowledge that R(82) =0,

_1-4B%+8(1 —nH)B°
- BB —1)?

It may be noted that this is a real (and positive) value. Table 11.1 shows the values of
n=cs/cp, B=cs/cr and M, as functions of Poisson’s ratio v, together with some
other parameters, to be introduced later.

The Rayleigh wave is especially prominent for large values of & and t, with &
in the vicinity of /8. If it is assumed that 7 >> 1 and that £ ~ 7 /8 it follows that
E>1,sothat 1+ 52 ~ 52. It then follows, with the last of (11.243), that T, ~ nt/p,
so that 72 — tg ~ t2(1 — n*/B?). Furthermore, the value of & p» defined in the first

of (11.244), can be approximated by 1, ~ /2 —n?,so that b/, /1> — T2 ~ /7.
It follows that the expression for Q(b?), see (11.241), can be approximated by

(11.249)

E>1, > 1:00%) ~ Q%) ~ (1 —n*)2B* — 1B/t (11.250)
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Table 11.1 Rayleigh wave velocities, and some derived parameters

) n=cs/cp B=cs/cr M m wp Wy

0.00 0.707107 1.144123 1.381966 0.284432 0.786151 0.485868
0.05 0.688247 1.131612 1.512235 0.267257 0.793783 0.4680064
0.10 0.666667 1.119688 1.664979 0.249677 0.803426 0.449846
0.15 0.641689 1.108377 1.844774 0.231905 0.815367 0.431277
0.20 0.612372 1.097700 2.057248 0.214161 0.829929 0.412415
0.25 0.577350 1.087664 2.309401 0.196660 0.847487 0.393320
0.30 0.534522 1.078269 2.610083 0.179596 0.868481 0.374040
0.35 0.480384 1.069504 2.970690 0.163133 0.893448 0.354613
0.40 0.408248 1.061351 3.406234 0.147398 0.923063 0.335064
0.45 0.301511 1.053786 3.936997 0.132478 0.958193 0.315397

0.50 0.000000 1.046778 4.591195 0.118420 1.000000 0.295598

In (11.246) the variable is b. With the first of (11.243), and assuming that £ > 1 and
T > 1, this quantity can be expressed as

; 2 _ 282
Ex1, t>1 ;b~3+l—”2”§. (11.251)
& §
Substitution into (11.246) gives
_ ; 2 4282
Exsl > R(bz)%—zMﬂ{T ;ﬂ A 52”5 } (11.252)

Taking & = t/B everywhere, except in the factor T — &8, gives

3
s 1, t>1: RWPH~ 2Mp [(s—r/ﬁ)—i,/1—n2/,32]. (11.253)

T

Substitution of (11.250) and (11.253) into (11.240) gives

oz (1—nH2B*-1) 1
E>L, t>1: ~ 3 T
Fo 24821 —n2/p2 1+ E —1/B)*/(1 —n*/B?)
(11.254)
Using the original variables this can be written as
o> etfa> 1 I = (11.255)
X , C : ~ , .
N st/z F 14 (x — ¢r1)?/(wpz)?
where m is the maximum value of the Rayleigh wave disturbance,
1-nH2B% -1
_d=mep-b (11.256)

2MB2w),
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Exact solution Approximate solution

onz/F 0 / \\~-. e

-50 0 50
z/z

Fig. 11.22 Line load—isotropic stress, v =0, ¢st/z =40

and w, is a measure for the width of the Rayleigh wave disturbance,

w, =+/1—n2/B2. (11.257)

It may be noted that this form of the approximation is in agreement with the sug-
gestion of (11.230), but now the equation has been derived analytically.

It can be seen from (11.255) that for x = ¢, ¢, the stress parameter o z/F = m,
and that for x = ¢, &= w)z this value is o z/F = m/2, indicating that the distance
2w,z is the total width of the disturbance at its medium height. The parameters m
and w, depend upon the value of Poisson’s ratio, see Table 11.1, but they do not de-
pend upon x/z or cst /7, thus confirming the well known property of Rayleigh waves
in the two dimensional case, that they are independent of the distance travelled.

To demonstrate the accuracy of the approximation two examples are shown in
Figs. 11.22 and 11.23. These figures show the values of the isotropic stress as a
function of x/z, for ¢st/z = 40, and for two values of Poisson’s ratio, v = 0 and
v = 0.5. The fully drawn lines show the exact results, calculated by (11.227), and
the dashed lines indicate the approximate results, calculated by a superposition of
the steady state solution (11.229) and the approximate formula for the Rayleigh
wave disturbance (11.255). This final approximate formula, valid for any value of
E=x/z,1s

b 54 1 m

o
. L ~_ . 11.258
Cst /2> F 1+x2/72 + 1+(X—Crt)2/(wl)z)2 ( :

It appears that the exact results and the approximate results can hardly be distin-
guished from each other, indicating that the approximate results are very accurate.
Actually, the maximum difference between the exact solution and the approximate
solution is less than 0.01, in both cases.
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Fig. 11.23 Line load—isotropic stress, v = 0.5, ¢5t/z =40
11.2.2 The Vertical Normal Stress

Probably the most interesting quantity for soil mechanics practice is the vertical
normal stress o ;. It is recalled from (11.38) that its Laplace transform is

SZM 0
Ozz= "7
- 27 J_ o

X exp(—isax)da. (11.259)

{a? + 1/cH)Cpexp(—ypsz) + 20y Cy exp(—ys52)}

Substitution of the expressions (11.217) and (11.218) for the two constants C), and
C, gives

T =01+72+03, (11.260)
where
Fo[= (202 +1/c2)?
=T —s(ypz +iax)lde, (11261
71T "o | GaP 17 —dalyyy, Pl L2600
L 40127/17)’5
ntos=on —s(ysz +iax)]da. (11.262
e 2n/_oo(2a2+1/c3>2—4a2y,,yf"p[ s(ysz +ian)lda. (11262)

The evaluation of the two integrals (11.261) and (11.262) can be performed using
the same procedures as for the first problem of this chapter, the vertical displacement
due to a pulse load.

The first integral, (11.261), leads to the expression

F { (1/c5 =2p»?yp } H(it-t,)

7l (/2 =2p)2+ 4Py | 22 p=rr
p

o] =—

(11.263)
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where pj is defined by (11.223),

2
5 —t5. (11.264)
The second integral, (11.262), leads to two contributions to the vertical normal
stress, which will be denoted by o> and o3. The part o, which is generated by
integrating along the curved parts of the integration path shown in Fig. 11.3, is

F 4p2y, v} H(t—t
o= { LA d LB } UM p=p (11265)
w | (L/eg =2p2)° +4p°ypys | 12 —12
where p; is defined by
tx iz
==+ —,/t2 — 12 11.266
=3+ i ( )
It
2 2
x n
Al , 11.267
21— ( )

there is an additional contribution, denoted by o3, to the second integral, produced
by integrating along the loop in the integration path shown in Fig. 11.3. This contri-
bution is

o __Fy 4pty,y?2 }H(t—tq)H(tS —1)

m {(1/63—2p2)2+4p23/pys 12— 12

9 p=p35
(11.268)

xt 4
p3=r_2_r_2 [12 — 12, (11.269)

where pj3 is defined by

and ¢, is defined by

ty/ts=Mx+z3/1 =02 /r, 14/t <1. (11.270)

It may be noted that the function H (¢ — t,) H(#; — t) is equal to 1 in the interval

tqy <t <ty only, elsewhere it is zero. A factor H (x+/1 — n? — nz) might be added
to take into account that a contribution of the loop should be included only if the
condition (11.267) is satisfied, but this is not really necessary as it is ensured by the
condition ¢, < t;, which is ensured by the factor H (¢t — 1) H (¢, — 1).

Calculation of Numerical Values

The vertical normal stress o,, can be written as

0., =01 + 02+ 03, (11.271)
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where o is given by (11.263), o> by (11.265) and o3 by (11.268). For the computa-
tion of numerical results these formulas can be made dimensionless by introducing
a reference stress F'/z and a reference time z/c),, and using the dimensionless pa-
rameters

E=x/z, T =c5t/2, T, =1y 1+&2, Ty =+/1+&2,

Tq=77§+,/1—;72, a=«csp, gpzcsypzwlnz—az, (11272)
gs =csys =V 1 —a?.

The dimensionless form of the first term is

a1z m{ (1 =2a%?yn? = a? }H(T_TP) (11.273)
=-N s .
F (1 —2a2)2 +4a2V/1 - a2 /n? — a? \/-,;2_1}27
where
w6 +i [P -7}
a=— (11.274)
1+ &2
The dimensionless form of the second term is
oz q‘{ 4b*(1 — b?)/n? — b2 }H(‘L’ — 1) (11.275)
=-N s .
F (1 =222 44021 — b2\ /n2 — b2 ) J72 — 12

where

; 2 _ 22
b= ’5+1’+— ngts (11.276)

The dimensionless form of the third term is

o3z 4nct(1— A1 -2/ —n? H(t —1)H(ty — 1)
F o (1=2e)%16cH (e —nH)(1—c)  JrZ—22

where

(11.277)

gt — 12 —12
c="————F—". (11.278)
142
All factors in the expression (11.277) are real.

It should be noted that in the derivation of these expressions it has been assumed
that x > 0, so that & > 0. Values for £ < 0 can be obtained by using the symmetry
of the problem.

A function to calculate the value of the dimensionless parameter o,,wz/2F as a
function of the parameters § = x/z (with & > 0), T = c¢,¢/z and Poisson’s ratio v, is
shown below. In this function the dimensionless parameters £, T and v are denoted



274 11 Line Load on Elastic Half Space

——
—_— 1
s

it

0..7z)2F 0

-10 0 10
z/z

Fig. 11.24 Line load—vertical normal stress, v =0, ¢;t/z =1

by %, t and nu. The function consists of three parts, as given by (11.273), (11.275)
and (11.277).

double LineLoadSzz (double x,double t,double nu)
{
double s,sl,s2,s3,n,nn,nnl,tp2,ts2,ts, tq,t2,c,cc,f,g9,h;
complex a,aa,al,b,bb,bl,gp,gs,d, e;
nn=(1-2*nu) /(2* (1-nu) ) ;n=sqrt (nn) ;nnl=sqgrt(l-nn) ;
ts2=1+x*x;tp2=nn*ts2; ts=sqgrt (ts2);t2=t*t; tg=n*x+nnl;
if (t2<=tp2) sl1l=0;else
{
a=complex (x*t/ts2,sqgrt (t2-tp2) /ts2) ;aa=a*a;al=1-2*aa;
gp=sdgrt (nn-aa) ;gs=sqgrt (l-aa) ;d=al*al*gp;e=al*al+4*aa*gp*gs;
sl=-real(d/e)/(2*sqgrt(t2-tp2));
}
if (t2<=ts2) s2=0;else
{
b=complex (x*t/ts2,sqrt (t2-ts2)/ts2) ;bb=b*b;bl=1-2*bb;
gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=4*bb* (1-bb) *gp; e=bl*bl+4*bb*gp*gs;
s2=-real (d/e)/ (2*sqgrt (t2-ts2));

}
if ((t<=tq)||(t>=ts)|]|(tg>ts)) s3=0;else
{

c=(x*t-sqgrt(ts2-t2))/ts2;cc=c*c;f=(1-2*cc) * (1-2*cc) ;
g=4*n*cc* (l-cc) *f*sqgrt (cc-nn) ;h=f*f+16*cc*cc* (1-cc) * (cc-nn) ;
s3=g/ (2*h*sqgrt (ts2-t2));
}

s=sl+s2+s3;

return(s) ;

}

Some results are shown in Figs. 11.24, 11.25 and 11.26. These figures show the
vertical normal stress o, as a function of & = x/z, for v = 0, and for the values
cst/z =1, 8 and 40, respectively. The results for c;¢/z = 1 indicate that for rela-
tively small values of time non-zero values are obtained only if 7 > #,. For larger
values, for instance cst/z = 8, a discontinuity can be observed when the shear wave
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Fig. 11.25 Line load—vertical normal stress, v =0, ¢st/z =8
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Fig. 11.26 Line load—vertical normal stress, v =0, ¢st/z =40

passes, and relatively large values are observed somewhat later, probably at the pass-
ing of the Rayleigh wave.

It may be noted from Fig. 11.24 that the first wave arrives at x /z = 1. This means
that then r/x = 1.414214. If it is assumed that this is the compression wave, arriving
at time cpt/r = 1.0, it would follow that ¢, /cy = 1.414214, which is precisely the
known value of this ratio for v =0.

Furthermore, from the numerical data used to produce Fig. 11.25 it follows that
for cst/z = 8 the shear wave discontinuity appears for x/z = 7.935, which can be
verified, approximately, by inspection of the figure. This means that r/z = 7.998, so
that this discontinuity appears if cg¢/r = 8/7.998 = 1.00025, which is very close to
the expected value of ¢z /r = 1. Secondly, it can be seen that a local maximum of
the stress appears if x/z = 6.99, again determined from the actual numerical data,
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used to draw Fig. 11.25. If it is postulated that this is the Rayleigh wave, arriving
at time ¢, /x = 1.0, it would follow that ¢, /c; = 0.87375, which is very close to
the exact value ¢, /cy = 0.874032. It appears that the solution not only shows the
correct asymptotic behaviour for + — oo, but that also certain characteristic values
are very close to the expected theoretical values.

For large enough values of time, say c,t/z = 40, the results approach the elasto-
static values, which are indicated in Fig. 11.26 by dots. These elastostatic values are
(Timoshenko and Goodier, 1970)

07 1
2F (14822

T>Tp: (11.279)

Verification of the Elastostatic Limit

In addition to the numerical verification of the elastostatic limit, it may be illus-
trative to verify the elastostatic limit from the analytic solution (11.227) of the
elastodynamic problem, as described in its three components by (11.273), (11.275)
and (11.277). It may be noted that the third component vanishes after the arrival of
the shear wave, at time ¢ = #;, so that only the first two components need to be taken
into account. Both these two components are unbounded for T — oo, but their sum
should be finite. To verify this property, it is necessary to use series expansions with
at least two or three terms.

Assuming that the dimensionless time parameter T — 0o, while the dimension-
less distance & remains finite, and using an analysis similar to the one used for the
isotropic stress, the first component of the vertical stress, as given by (11.273), can
be approximated by

amz__%{ 2i> L3t Gt =DE - n*E+i)
Foo (1—772)(5—1')2[ C 22T A2(1-pd) 272 ]}
(11.280)

The limiting behaviour of the second component, (11.275) for large values of t and
finite values of & is found to be

oz it 3, Gn'-DE-D | s+
F _m{<1—n2>@—i>2[1_2—r2 4721 —n?) 2r2]}' (28

It follows from (11.280) and (11.281) that for very large values of time the vertical
normal stress, which is the sum of the components o7 and o7, is

—243it 4 i&3 2
00 : UZZ”Z:.%{ + 308 +if }— (11.282)

F (1+£)2 |7 a+&y

This is indeed the correct elastostatic solution, see (11.279).
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Approximate Analysis of the Rayleigh Wave

For large values of time and the lateral coordinate x the solution for the vertical nor-
mal stress appears to have all the characteristics of a Rayleigh wave, as is suggested
by Fig. 11.25. This property can be further analyzed by considering the behaviour
of the analytical solution near the points where the denominator of the expressions
can be expected to become very small.

Using the same procedures as used for the analysis of the behaviour of the so-
lution for the isotropic stress, earlier in this chapter, leading to (11.255), it can be
derived that an approximation for the vertical normal stress for large values of the
time parameter T = cyf/z and the lateral coordinate £ = x/z is, expressed in the
original variables,

x/z>1, cst/z>1 LA 1
P " 2F 1+ (x — )2/ (wpz)?
myp

I =)/ (ws2)* (11289

22_12
mlz%, wy = /1 —n?/82. (11.284)
p
2
m=200 = iy (11.285)

where M is given by (11.249),

where

1= p*+8(1—nH)p°
o BERBE—1)2

The two expressions in (11.283) are the approximations of (11.273) and (11.275)
for large values of ¢t /z, and values of x/z in the neighbourhood of ¢,#, where the
Rayleigh wave has its peak value. The third part of the solution, (11.277), does not
play a role, because this applies only for values of time before the passage of the
shear wave.

To demonstrate the accuracy of the approximation two examples are shown in
Figs. 11.27 and 11.28. These figures show the values of the vertical normal stress as
a function of x/z, for cst/z = 40, and for two values of Poisson’s ratio, v = 0 and
v = 0.5. The fully drawn lines show the exact results, and the dashed lines show
the approximate results, calculated by a superposition of the steady state solution
(11.279) and the approximate formula for the Rayleigh wave disturbance (11.283).
This final approximate formula, valid for any value of x/z, is

(11.286)

07T 1 mi
2F (144222 1+ (x — o)/ (wpz)?
m
+ 2 5.
I+ & —crt)*/(ws2)

cst/z2>1 ¢

(11.287)
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Exact solution Approximate solution
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Fig. 11.27 Line load—vertical normal stress, v =0, ¢st/z =40
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Fig. 11.28 Line load—vertical normal stress, v = 0.5, ¢t /z = 40

As in the case of the isotropic stress the approximation appears to be very good.

The maximum difference between the exact solution and the approximate solution
is smaller than 0.01.

11.2.3 The Horizontal Normal Stress

It is recalled from (11.37) that the general expression for the Laplace transform of
the horizontal normal stress oy, in an elastic half plane is

Oxx =

SZ[L 00 ) )
P {Qa” —A/nuc;)Cpexp(—ypsz) + 20y Cs exp(—ys52)}
27 J oo P

x exp(—isax)da.

(11.288)
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Substitution of the expressions (11.217) and (11.218) for the two constants C)p
and C; gives

Oxx=01+02+03, (11.289)

where

Fo[o Qa?+1/c3)2a? = A/puc?
1 / / /e5) /n p) exp[—s(ypz + iax)]da, (11.290)
T

T | a2 12 —day,ys
F [ 4a2ypys

2rOE Ty exp[— )] da.
Tt = | Qe 1/ —auty,y, SRR ienlde

(11.291)

The two integrals can be evaluated using the techniques of De Hoop’s method, in
the same way as in the previous problems of this chapter.

The result is that the horizontal normal stress oy, can be written as the sum of
three contributions,

Oxx =01 + 07 + 03. (11.292)

The first term is, in dimensionless form,

oz _ {(1—2(12)(1—217 +2a5)/n? —a }H(t—rp) (11.293)
F (1 —2a%)? + 4221 —a2\/n? — a? \/ ) '
where
a=(té+iJr2—12)/(1 +£7). (11.294)

The second term is

201 _ 12 2 _ K2 _
aznzzm{ 4b*(1 — b*)\/n* —b }H(r T5) (11.295)

F (1 =222+ 4021022 =2} 72 =<2’

where

=(t&+i rz—tsz)/(l—i-éz). (11.296)

And the third term is

0377 4nc?(1 —cH(A =232 /c2 —n? H(t — Tq) H (T5 — r)
—_ (11.297)
F (1 =2¢2)* +16c*(c? — 2)(1 c?) 12— 12

where

c=(Er— /12 —12)/(1 +£2). (11.298)
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Apart from the usual parameter n = ¢;/cp, the following dimensionless parameters
have been used,

f=vjn T=eifn mealee melees
T, =E6n+1—n%

In the derivation of the expressions it has been assumed that x > 0, so that & > 0.
Values for £ < 0 can be obtained using the symmetry of the problem.

Calculation of Numerical Values

A function to calculate the value of the dimensionless parameter oy, 7wz/2F as a
function of the parameters £ = x/z (with £ > 0), t = ¢,¢/z and Poisson’s ratio v, is
shown below. In this function the dimensionless parameters £, T and v are denoted
by x, t and nu. The function consists of three parts, as given by (11.293), (11.295)
and (11.297).

double LineLoadSxx(double x,double t,double nu)
{
double s,sl,s2,s3,n,nn,nnl,tp2,ts2,ts,tq,t2,c,cc,f,g,h;
complex a,aa,al,b,bb,bl,gp,gs,d, e;
nn=(1-2*nu) /(2* (1-nu) ) ;nnl=sqgrt (l-nn) ;n=sqrt(nn) ;
ts2=1+x*x;tp2=nn*ts2; ts=sqgrt(ts2);t2=t*t; tg=n*x+nnl;
if (t2<=tp2) sl=0;else
{
a=complex (x*t/ts2,sqgrt(t2-tp2)/ts2) ;aa=a*a;al=1-2%aa;
gp=sqrt (nn-aa) ;gs=sqgrt(l-aa) ;d=al* (1l+2*aa-2*nn) *gp;e=al*al+4d*aa*gp*gs;
sl=-real(d/e)/ (2*sqgrt (t2-tp2));
}
i1f (t2<=ts2) s2=0;else
{
b=complex (x*t/ts2,sqgrt (t2-ts2)/ts2) ;bb=b*b;bl=1-2*bb;
gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=4*bb* (1-bb) *gp; e=bl*bl+4*bb*gp*gs;
s2=real (d/e)/ (2*sqgrt(t2-ts2));

}
if ((t<=tq) || (t>=ts) || (tg>ts)) s3=0;else
{

c=(x*t-sqgrt(ts2-t2))/ts2;cc=c*c;f=(1-2*cc) *(1-2*cc) ;
g=4*n*cc* (l-cc)*f*sgrt (cc-nn) ;h=f*f+16*cc*cc* (cc-nn) *(1l-cc) ;
s3=-g/ (2*h*sgrt (ts2-t2));
}

s=sl+s2+s3;

return(s) ;

}

Some examples are shown in Figs. 11.29, 11.30 and 11.31. These figures show the
horizontal normal stress o as a function of x/z for v = 0, and for three values
of time: ¢st/z =1, ¢s5t/7 = 8 and ¢4t /z = 40. As in the case of the vertical normal
stress, the ratio of the various waves, the compression wave, the shear wave, and the
Rayleigh wave, may be verified from the results shown in Figs. 11.29 and 11.30, for
the cases ¢s¢/z =1 and ¢st/z = 8.

The results for large values of cgf/z are approaching the elastostatic values. In
general the numerical values depend upon the value of Poisson’s ratio, but for very
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Fig. 11.29 Line load—horizontal normal stress, v =0, ¢st/z = 1
—1
OwaT2/2F O\\ = // \ / T \\/ ———
1
-10 0 10
z/z

Fig. 11.30 Line load—horizontal normal stress, v =0, cst/z = 8

large values of time no such dependence is found, in agreement with the elastostatic

solution,

L Oxx T XZ/ZZ

t = - .
T TR (1 +x2/22)?

(11.300)

The elastostatic solution is also shown in Fig. 11.31, by dots. The agreement with

the numerical results for cst/z = 40 appears to be excellent.
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OwaTz/2F 0

-10 0 10
x/z

Fig. 11.31 Line load—horizontal normal stress, v =0, ¢sf/z =40

Approximate Analysis of the Rayleigh Wave

For large values of time and the lateral coordinate x an approximation of the solution
for the horizontal normal stress can be obtained in the same way as used for the
isotropic stress and the vertical normal stress in the two preceding sections.

Using the same procedures as before, an approximation of the horizontal normal
stress for large values of the time parameter T = cg#/z and the lateral coordinate
& = x/z is found to be

Xzl etfe>l s BT x s
o CO2F 14+ (x— 1)/ (wpz)?
myq

1 + (x — )2/ (ws2)?’ (11.301)

where now

27— D22+ 1-212) .
m3 = 4M132wp . u)p: 1 —nz/ﬂz, (11302)

2
w
””:ﬁMp’ wy=/1—1/p2, (11.303)

and M is defined in (11.249).

The two expressions in (11.301) are the approximations of (11.293) and (11.295)
for large values of c¢st/z, and values of x/z in the neighbourhood of c,f, where
the Rayleigh wave has its peak. The third part of the solution, (11.297), can be
disregarded, because this part vanishes after the passage of the shear wave.

To demonstrate the accuracy of the approximation two examples are shown in
Figs. 11.32 and 11.33. These figures show the values of the horizontal normal stress
as a function of x /z, for ¢st/z = 40, and for two values of Poisson’s ratio, v = 0 and
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Fig. 11.32 Line load—horizontal normal stress, v =0, ¢sf/z =40

-1

Exact solution: Approximate solution

LAY
Opaz/2F 0 A / S . '

-50 0 50
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Fig. 11.33 Line load—horizontal normal stress, v = 0.5, ¢st/z =40

v = 0.5. The fully drawn lines show the exact results, and the dashed lines show
the approximate results, calculated by a superposition of the steady state solution
(11.300) and the approximate formula for the Rayleigh wave disturbance (11.301).
This final approximate formula, valid for any value of x/z, is

oxxmz  x%/2 ms
F U2 v e )2/ (wpyz)?
my
1+ (=02 (ws)?

cst/z> 1

(11.304)

As in the case of the isotropic stress and the vertical normal stress the approximation
appears to be very good. The maximum difference between the exact solution and
the approximate solution in this case is smaller than 0.02.
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11.2.4 The Shear Stress

It is recalled from (11.39) that the Laplace transform of the shear stress o, in an
elastic half plane is

2 J_
X exp(—isax)do. (11.305)

s 2 o0
LS
Oz = — o / {zanCp exp(—ypsz) + (2052 + l/CSZ)CS exp(—ys52)}
00

Substitution of the expressions (11.217) and (11.218) for the two constants C, and
Cy gives

Ox;=0]1+02+03, (11.306)
where

A 201]/1,(2052 + 1/03)
T 2mi oo Qa2 4 1/¢1)2 —daly,y;

o1 exp[—s(ypz +iax)]da, (11.307)

- F [®  2ay,2a’+1/c)
02+03=—"—
23 271 J oo %+ 1/c2)? — da?y, vy

exp[—s(ysz +iax)]da.
(11.308)

The two integrals can be evaluated using the techniques of De Hoop’s method, in
the same way as in the previous problems of this chapter.

The result is that the shear stress o,; can be written as the sum of three contribu-
tions,

Ox; =01 + 03+ 03. (11.309)

The first term is found to be

2 2 2
2F py,(l/cg —2p7) H(t —t,)
01=——§R{ = } L. p=p. (11310
m ((/eg=2p)" +4p°ypys /’2—’12:
where
plz(tx+iz‘/t2—t[2,>/r2, (11.311)
and

yp=1/c; — p*. yZ=1/c - p. (11.312)

In dimensionless form, (11.310) can be written as

(11.313)

o1z ‘h{ a(n* —a*)(1 —2a% }H(r—tp)
2F “la-2a22 +42V1= a2/ — a2 \/rz—r[% ’
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where

a=(sr+i,/r2—rg)/(1+sz). (11.314)

The second term is found to be

2F pypys(1/c2 —2p?) }H(r—ts)
a2=—5n{ , = po, (11.315)
7 \(E—2p v dptyy |y P
where

P2 = (tx+iz,/t2—tsz)/r2, (11.316)

and y, and y; can be expressed into the variable p by the same relations as before,
see (11.312).
The dimensionless form of (11.315) is

onz %{ b1 —b2/n? — b2(1 — 2b?) } H(t — 1) (11317
2F Tl =202 + 4021 — 22 — b2 ) o2 =12 '
where
b=(tt+i\/t2—12)/(1+&%). (11.318)
Finally, the third term is found to be
2F [ pypys(1/c; —2p") | H@ —t)H(t; — 1)
03 = — 2 272 2 0 > 9 p = p37
4 (1/cg —2p=)* +4p°ypvs ty—t
(11.319)
where
Py = (xt — 212 - t2>/r2, (11.320)

and the time 7, is given by

tq/rs=(nx+z,/1—n2)/r, ty/ts < 1. (11.321)

The dimensionless form of (11.319) is

03Tz c(1=2e231=c%/c2—n? H(r—1)H(ts — 1)
2F (1 =2cA)% +16c*(1 — c2)(c2 — n?) 12 =72 ’

(11.322)

where c is defined by

cz(gr—,/;g—rz)/(usz). (11.323)
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In the equations given above the following dimensionless parameters have been
used,

§=x/z, T =c¢5t/2, Ty =4/1+&2, =1y 1482,

Ty =E&n+y/1—n%

This means that the depth z is used as the length scale, and that the value of z/c; is
used as the time scale.

In the derivation of the expressions it has been assumed that x > 0, so that £ > 0.
Values for & < 0 can be obtained using the antisymmetry of the shear stress.

(11.324)

Calculation of Numerical Values

A function to calculate the value of the dimensionless parameter o, 7 z/2F as a
function of the parameters § = x/z (with § > 0), T = c¢¢/z and Poisson’s ratio v, is
shown below. In this function the dimensionless parameters &, T and v are denoted
by x, t and nu. The function consists of three parts, as given by (11.313), (11.317)
and (11.322).

double LineLoadSxz (double x,double t,double nu)
{
double s,sl,s2,s3,n,nn,nnl,tp2,ts2,ts, tq,t2,c,cc,f,g,h;
complex a,aa,al,b,bb,bl,gp,gs,d, e;
nn=(1-2*nu)/(2*(1-nu) ) ;n=sqgrt (nn) ;nnl=sqgrt(l-nn) ;
ts2=1+x*x;tp2=nn*ts2; ts=sqgrt(ts2);t2=t*t; tg=n*x+nnl;
if (t2<=tp2) sl=0;else
{
a=complex (x*t/ts2,sqgrt (t2-tp2)/ts2) ;aa=a*a;al=1-2%aa;
gp=sqgrt (nn-aa) ;gs=sqgrt (l-aa) ;d=a* (nn-aa) *al;e=al*al+4*aa*gp*gs;
sl=-real(d/e)/sqrt(t2-tp2);
}
1f (t2<=ts2) s2=0;else
{
b=complex (x*t/ts2,sqgrt (t2-ts2)/ts2) ;bb=b*b;bl=1-2*bb;
gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=b*bl*gp*gs;e=bl*bl+4*bb*gp*gs;
s2=real(d/e) /sqgrt (t2-ts2);

}
if ((t<=tq) || (t>=ts) || (tg>ts)) s3=0;else
{

c=(x*t-sgrt(ts2-t2))/ts2;cc=c*c;f=(1-2*cc) *(1-2*cc) ;
g=n*c* (1l-2*cc)*f*sgrt(l-cc) *sqgrt(cc-nn) ;h=f*f+16*cc*cc* (1-cc) * (cc-nn) ;
s3=-g/ (h*sqgrt(ts2-t2));
}
s=sl+s2+s3;
return(s) ;

)
Some examples are shown in Figs. 11.34 and 11.35, for v = 0, and for two values of

time: ¢t /z = 5 and ¢st /z = 20. The results for large values of ¢yt /z are approaching
the elastostatic solution,

ounz _ x/z

2F  (14x%/22)2

t— o0

(11.325)
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Fig. 11.34 Line load—shear stress, v =0, ¢t /7 =5
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Fig. 11.35 Line load—shear stress, v =0, ¢5t/z =20

The elastostatic solution is also shown in Fig. 11.35, by small asterisks. As before,
the agreement is excellent, which is also the case for other values of Poisson’s ratio.

Approximate Analysis of the Rayleigh Wave

For large values of time and the lateral coordinate x an approximation of the solution
for the shear stress can be obtained in the same way as used for the other stress
components in the preceding sections.
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Using the same procedures, an approximation of the shear stress for large values
of the time parameter t = ¢,¢/z and the lateral coordinate £ = x/z is found to be

oxzmz  ms(x —¢1)/(wpz)
2F 1+ (x — ¢, 1)2/(wpz)?

me(x — cpt)/(ws2)
1+ (x — 1)/ (wy)?’

x/z> 1, ct/z>1

(11.326)

where now

2% -1 [
ms = T wp =4/1—-n/8%, (11.327)
(2% - D, —

and M is defined in (11.249).

The two expressions in (11.326) are the approximations of (11.313) and (11.317)
for large values of c¢st/z, and values of x/z in the neighbourhood of c,t, where
the Rayleigh wave has its peak. The third part of the solution, (11.322), can be
disregarded, because this applies only for values of time before the passage of the
shear wave. To demonstrate the accuracy of the approximation two examples are
shown in Figs. 11.36 and 11.37. These figures show the values of the vertical nor-
mal stress as a function of x/z, for ¢,t/z = 40, and for two values of Poisson’s
ratio, v = 0 and v = 0.5. The fully drawn lines show the exact results, and the
dashed lines show the approximate results, calculated by a superposition of the
steady state solution (11.325) and the approximate formula for the Rayleigh wave
disturbance (11.326). This final approximate formula, valid for any value of x/z, is

Exact solution Approximate solution

0p2Tz/2F 0 > .

-50 0 50
x/z

Fig. 11.36 Line load—shear stress, v =0, ¢5t/z =40



Conclusion 289

Exact solution: Approximate solutiéon

1 v ;
0.z [2F 0 N /)

Y

-50 0 50
x/z

Fig. 11.37 Line load—shear stress, v = 0.5, ¢;51/z =40

OxzTZ ~ x/z _ ms(x — crt)/(wpz)
2F A +x%2/29)2 14+ (x —c)?/(wpz)?
me(x — crt)/(wsz)
I+x- Crt)z/(wsz)z-

cst/z> 1 ¢

(11.329)

As in the case of the isotropic stress and the vertical normal stress the approximation
appears to be good. The maximum difference between the exact solution and the
approximate solution in this case is smaller than 0.03. This is somewhat larger than
for the other stress components. The largest error occurs for v = 0.5 just before the
arrival of the Rayleigh wave. It seems that the error is caused by the magnitude of
the shear wave, which has just passed.

Conclusion

In this chapter the solution of the problem of a line pulse on an elastic half space has
been considered. The known solutions by De Hoop (1960) and Eringen and Suhubi
(1975) for the displacements of the surface have been rederived, and expressions for
the displacements in an arbitrary point of the half space have been derived.

As a second problem the elastodynamic equivalent of the Flamant problem, a
constant line load on the elastic half space, has been considered. Closed form ex-
pressions for the stress components have been derived.

The solutions have been validated by considering the limiting state for + — oo.
Special attention has been given to the generation of Rayleigh waves in the vicinity
of the surface. In general, for large values of time the solutions appear to consist of
the elastostatic stress distribution plus a constant Rayleigh wave disturbance near
the surface. Although the constant value of the amplitude and the shape is a well
known property of Rayleigh waves in the two dimensional case, it has been shown
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that simple expressions for the magnitude and the width of the Rayleigh wave dis-
turbance can be derived, for each of the stress components. These approximations
appear to be in very good agreement with the complete analytical solution. The ap-
proximate solutions may be useful for the (approximate) analysis of the solution of
problems with a more general type of loading. Some examples of this will be given
in the next chapter.

Problems

11.1 Verify that the solutions given in Sect. 11.2 for o, 0., and oy, satisfy that
0 = (077 +0xx) /2.

11.2  Verify the same property for the approximate solutions, given in (11.258),
(11.287) and (11.304).

11.3 Verify, analytically, that the solution for the vertical normal stress caused by a
line load, as given in (11.227), with its three components given in (11.273), (11.275)
and (11.277), satisfies the boundary condition that o,, =0 for z =0, and |x| > 0.

11.4 Verify that the solution for the shear stress caused by a line load, as given
in (11.309), satisfies the boundary condition that for z = O the shear stress is zero,
o, =0.



Chapter 12
Strip Load on Elastic Half Space

In this chapter the problem of a strip load on the surface of an elastic half plane
is considered, i.e. problems in which the elastic half space is loaded by a load that
is constant over an area in the form of a strip of finite width, see Fig. 12.1. As a
function of time the load may be an impulse load or a step load. The case of an
impulse load will be considered first. The step load will be considered later, with
the solution being derived from the solution for the impulse load by integration over
time.

The solutions will be obtained as an application of De Hoop’s method (De Hoop,
1960, 1970), using an extension due to Stam (1990) to generalize the line load to a
loading over a strip of finite width, see also Verruijt (2008a).

Emphasis will be on the determination of the stress components as functions of
depth and time, as these are of main interest in soil engineering. For very large val-
ues of time the results for a step load should be in agreement with the elastostatic
solutions, and this condition will be used as a validation of the elastodynamic solu-
tions. Also, the Rayleigh wave should be recovered at large distances from the load,
and should conform to its required behaviour.

A computer program for the constant strip load is available as the program
STRIPLOAD.

T
Fig. 12.1 Half plane with
strip load z
A. Verruijt, An Introduction to Soil Dynamics, 291

Theory and Applications of Transport in Porous Media 24,
© Springer Science+Business Media B.V. 2010
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12.1 Strip Pulse

The first problem to be considered is the case of a strip pulse on an elastic half plane,
see Fig. 12.1. In this case the boundary conditions are

Z:O . sz:O, (12.1)
—q (), if x| <a,
72=0: 0, = 12.2
« {O, if |x| > a. ( )
The second boundary condition expresses that there is a homogeneous load on the
strip between the points x = —a and x = a in the form of a pulse of very short
duration.

The Laplace transform of this condition is

_0:7 —q, if|x|<a, (12.3)
CEU%ET 0 i) s a '

This can also be written in the form of a Fourier integral,

q /00 sin(sva) exp(—isax) , (12.4)

2=0:0,;=——

7T J o
It is recalled from the previous chapter, see (11.35) and (11.36), that the general
solution of the elastodynamic problem for a half plane is, in the form of the Laplace
transforms of the two displacement components,

is [

u= > {aCpexp(—sypz) + ¥sCs exp(—sysz)} exp(—isax)da, (12.5)
—00
s oo

W= 3 / {ypCpexp(—sypz) + aCsexp(—sysz)} exp(—isax)da. (12.6)
—00

Furthermore, the Laplace transforms of the stress components are, from (11.37),
(11.38) and (11.39),

- S2 00
To= 5 | (@na® =1/ Coexp=sy,2) + 2uanCrenp(-sy.2)

—0o0
x exp(—isax)do, 12.7)
,LLS2 00 5 )
Ou=""7" {Qa” +1/c5)Cpexp(—=sypz) + 2y Cs exp(—sys2)}
—00
x exp(—isax)da, (12.8)

. 2 00

_ ius

T -0 / (2ayyCpexp(—syp2) + (20 + 1/2)Cy exp(—s752))
—00

x exp(—isax)da. (12.9)
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The Laplace transform of the isotropic stress o = %(ax x +0;;) is given by (11.41),

Ot ws? /°°

o= 3
27'[cp —oo

Cpexp(—sypz —isax)da. (12.10)

Using the boundary conditions (12.1) and (12.4) the two integration constants C),
and C; in the general solution are found to be

2q si 202 +1/c2

p:_q251n(saa) . o 2—|—2 /c; . ’ (12.11)
7K} o Qa=+1/cs)= —daypys

Co=— 2g sin(saa) 2ayp (12.12)

us? o a2+ 1/¢2)? — 4a?ypys

The stress components will next be evaluated.

12.1.1 The Isotropic Stress

The simplest quantity to evaluate is the isotropic stress. With (12.10) and (12.11) it
is found that

G 1—n? /OO sin(saa) 202 +1/c?
g ) @ Qa2+1/c2)? —4a?y,y;s

exp[—s(ypz +iax)]da,

(12.13)
where n? = ¢} /5 = (1 —2v)/[2(1 = v)].
Following a suggestion by Stam (1990), the function sin(sca) is written as
[exp(isaa) — exp(—isaa)]/2i. This gives

o 1—-n* _
7P g +a) —3(x —a)}, (12.14)
where
1 oo 1 20[2+ l/cz
) =77 o expl—s(ypz +iax)]da.
st 2micy, /—ooOl 02 + 1/c2)2 — 4a2y,y; pl=s(vp )]

(12.15)
The value of this integral depends upon the sign of the variable x. The two possibil-
ities will be considered separately.

The Case x > 0
Using the substitution p = i« the integral (12.15) can be written as

1 /ioo 1 1/c2 —2p?
2ricy Joio p (1/c3 = 2P +4p%ypys

gx)= expl—s(ypz + px)ldp,

(12.16)
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where now y,, and y; are related to p by the equations

yy=1/c;—p*, yZ=1/c - p. (12.17)

As in the previous chapter, the integration path in the complex p-plane is modified
such that the integral obtains the form of a Laplace transform integral. For this
purpose a parameter ¢ is introduced (later to be identified with the time), defined
as

I =ypz+ px, (12.18)

with ¢ being real and positive, by assumption. The shape of the transformed integra-
tion path remains undetermined in this stage.

The integrand of the integral in (12.16) has singularities in the form of branch
points in the points p = +1/c, and p = £1/cy, simple poles in the points p =
+1/c,, where ¢, is the Rayleigh wave velocity, which is slightly smaller than the
shear wave velocity, and a simple pole in the point p = 0. It may be noted that
¢p > Cg > cp, 50 that 1/c, < 1/cg < 1/c,. The original integration path from p =
—ioo to p = +ioo is now modified to the sum of the two paths p, and p; shown
in Fig. 12.2, with the parameter ¢ varying along these two curves from some initial
(positive) value to infinity.

It follows from (12.18) and (12.17) that

r2p2—2tpx+t2—z2/cf,=0, (12.19)

where
rr=x?+7% (12.20)
The quadratic equation (12.19) has two solutions for p,

tx iz

= 2 —12, 12.21
pr=-3+3 b ( )
S(p)
P1
—1/cr=1/cs—1/c, 1/cp 1/cs 1/er R(p)
P2

Fig. 12.2 Modified integration path, for x > 0
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tx iz
p2=r—2—r—2,/t2—t1%, (12.22)

where
tp=r/cp. (12.23)

If it is assumed that ¢, <t < oo the two branches p; and p, shown in Fig. 12.2
form a continuous path, with the two branches intersecting for ¢ = ¢, where p =
p1 = p2=(x/r)(1/cp), which is a point on the real axis, always located between
the origin and the first singularity at p = 1/c,,. For the two integration paths to
be equivalent, the contributions of the parts of the closing contour at infinity must
vanish. This will indeed be the case if x > 0. It has been assumed that the original
integration path, along the imaginary axis, passes to the right of the pole in the
origin, see Fig. 12.2. This should then also be the case for the case x < 0, which
will have consequences for the contribution of this pole, of course.
It can be shown that along the path p;

lLdp tJ/?—12+ixz/c;
pdi (2 AN
This means that the contribution of the path p; to the integral (12.16) is
x>0:g,x)= 1 /‘oo tﬂ-ﬁ-ixz/ci
27 cf, n (12— ZZ/C%)M

L Y —2p?
(1/c2 =2p) 2 +4p%ypys

(12.24)

exp(—st)dt. (12.25)

Along the path p» all quantities will be complex conjugates, but the path is in inverse
direction, so that if one writes g;(x) = A +iB then g,(x) = —(A — i B). The sum
of these two contributions is 2i B. It now follows that the sum is

2 D12 iy
1 3/‘00 trey/t —tp—i—lxztp
wed r2(t2—12/c12,)\/@
1/c; —2p°
X
(1/c2 = 2p>)% +4p2y,y;

x>0:gkx)=

exp(—st)dt. (12.26)

This expression happens to be in the form of a Laplace transform. Inverse Laplace
transformation gives

x>0:gkx)=

2 2 : 2

1 3{ 11—t +ixz/c,

p L2 =22/ /P =12
5 1/c2 —2p?

(1/c2 =2p?)2 +4p%ypys

Tc

}H(t —1,).  (12.27)
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For the calculation of numerical values it is convenient to introduce the dimension-
less parameters

£=x/a, ¢ =2z/a, T =cst/a, p =1/ +¢2, Tp =1p,

(12.28)
Bp=csp, n=cs/cp.

The parameter 8, is a dimensionless complex variable defined by

Bp = (6 +icye2—n2p?) /07, (1229)

as follows immediately from (12.21). The important parameters y,, and y; can now
be represented by their dimensionless equivalents

8p=Cs¥p=+/n*— B2, g =Cs¥s =1 - B3 (12.30)

Using these parameters equation (12.27) can be written as

n’c
§>0: g00="— > h(E), (12.31)
with
h(&)—is{ e it (=2 }Hu— )
T @ = e — e (= 2827 +4B2g e, L

(12.32)
It may be noted that in (12.32) the parameter £ > 0, and the only relevant values of
T are those for which t > np.

The Case x <0

If the parameter x < O the integration path must be transformed by moving the inte-
gration path to the left, in order that the contributions by the arcs at infinity vanish.
This means that the pole at p = 0 will be passed, resulting in a contribution to the
integral, see Fig. 12.3. In this figure the transformed integration path is indicated by
the path consisting of the curves p; and pp, with a loop around the pole. It can be
shown that the result of the integration along p> and p; will be the same as before,
see (12.27). However, to this expression the contribution by integrating around the
pole must be added. Along this path the integration variable p is

p =¢eexp(if), (12.33)

where ¢ — 0, and the angle 0 runs from 6 = —m to 6 = +m along the small circle
around the pole. This contribution can be determined by considering the limiting
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Fig. 12.3 Modified
integration path, if x <0

1/cp 1/cs /ey

R(p)

value of the Laplace transform g(x) as defined in (12.16) for p — 0. This leads to
an additional contribution

Ag =n" exp(—sz/cp). (12.34)
Inverse Laplace transformation gives
Ag =18t —z/cp). (12.35)

Because T = ¢t /a this means that there is a second contribution to the function
h(),
Ah=45(r —nO{1 — H(E)}, (12.36)

where the factor 1 — H (£) has been added to indicate that this contribution applies
only if £ < 0, and where it has been assumed that 6(t — z/cp) = (¢s/a)d(r — n¢),
because both delta functions should have an area equal to 1,

+o0 +oo
/ 8(t—z/cp)dt=/ 8(t —ng)dr =1. (12.37)

—00 —00
General Result

The results for £ > 0 and £ < 0 can be combined in the single formula

nzcs
P {h(&,¢, 1)+ AR, 2, 1)) (12.38)

gé.¢,1)=

Using the general formula (12.38), the expression for the isotropic stress (12.14)
becomes, after inverse Laplace transformation,

;:0=(1—712){h(5+1,§,t)+Ah(E+1,;“,T)—h(%—l,é“,T)—Ah(é:—l,é“,f)},
(12.39)
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where oy is a reference stress, defined by

qCs
P

00 = (12.40)

It may be noted that the physical dimension of g is a stress multiplied by time,
because the physical dimension of the delta function §(¢) in the boundary condition
(12.2) is the inverse of time, to ensure that its integral over time is 1. Thus, the
physical dimension of oy is indeed a stress.

Computer Program

The isotropic stress can be calculated as a function of &, ¢, T and v by the func-
tion StripPulseS shown below. This function uses the functions delta and
h, which are also shown. The delta function is approximated by a parabolic arc of
small width and of unit area.

double delta(double t,double z,double e)
{
double f;
if ((t<z-e)||(t>z+e)) £=0;else f£=3*(e*e-(t-z)*(t-z))/(4d*e*e*e);
return(f);
}
double h(double x,double z,double t,double nu)
{
double n,nn,rr,pi,s, tt,tr,tz,xx,zz,eps;
complex a,b,bb,bl,gp,gs,d, e;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu) ) ;n=sqgrt(nn) ;eps=0.001;tt=t*t;
XX=X*X;2Zz=2*2;rr=xx+zz;tr=tt-nn*rr;tz=tt-nn*zz;
if (tr<=0) s=0;
else
{
a=complex(t/tz,nn*x*z/ (tz*sqgrt(tr))) ;b=complex(t*x/rr, (z/xrr)*sqrt(tr));
bb=b*b;bl=1-2*bb;gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=a*bl;e=bl*bl+4*bb*gp*gs;
s=imag(d/e) /pi;
}
if (x<0) s+=delta(t,n*z,eps);
return(s) ;
}
double StripPulseS(double x,double z,double t,double nu)
{
double s,nn;
nn=(1-2*nu)/(2*(1l-nu));s=(1-nn) * (h(x+1,z,t,nu)-h(x-1,z,t,nu));
return(s) ;

}

Figure 12.4 shows the isotropic stress as a function of time, for v = 0, in the point
x/a =0, z/a = 1. It appears that first the compressive wave below the load arrives,
at the time t = z/c), so that ¢;t/a =n = 1/\/5, and then some time later (a factor
V/2 later), the negative compression waves emanating from the end points of the
load arrive at this point. In this case of the isotropic stress, there is no effect of shear
waves.



12.1 Strip Pulse 299

Fig. 12.4 Strip 5
pulse—isotropic stress,
v=0,x/a=0,z/a=1

0'/000 10 cst/a

12.1.2 The Vertical Normal Stress

Another interesting quantity is the vertical normal stress o,,. It is recalled
from (12.8) that the Laplace transform of this quantity is

2 [e’s)
S
o= —2—: {202 + 1/c2)C, exp(—y,s2) + 2ays Cs exp(—yss2))
—00
X exp(—isax)da. (12.41)

Substitution of the expressions (12.11) and (12.12) for the two constants Cp, and Cj
gives

0::=01+02+03, (12.42)
where
_ q [ sin(saa) a4 1/c2)? .
= —— . d ’
! m /_oo a a2+ 1/c2)? —4a2y,y, exp[—s(ypz +iax)]da
(12.43)
_ q [ sin(saa) 4oy, Vo .
E - da.
72 T /—oo o Qa? + 1/632)2 — 40(27/[)% exp[—s(ysz +iax)]da

(12.44)

These two integrals will be considered separately. It may be noted that the integrand
of the first integral has a singularity at &« = 0, which means that special care must be
taken when transforming the integration path. When passing the origin, the contri-
bution of the pole must be taken into account. The integrand of the second integral
has no such singularity.
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The First Integral

Using the expression sin(aa) = [exp(isaa) —exp(—isaa)]/2i, the first integral can
be written as

o1=q{gi(x+a) —g1(x —a)}, (12.45)
where
L[=1 (0% +1/c)?
sw=7 e - jax)]da, (12.46
810 2mi /—ooa (2042_,_1/63)2_4“2)/1% exp[—s(ypz +iax)]da, ( )

or, with p =ia,

1 /iw 1 (1/c2 —2p*)?

g1(x)=— exp[—s(ypz+ px)ldp. (12.47)

270 J_joo p (1/c2 —=2p2)2 +4p2ypy;

Comparison with the expression (12.16) for the function g(x) in the case of the
isotropic stress shows that the two expressions are very similar. The only differences
are a constant factor cf, and the square of the factor 1/ cf — 2p?. This means that
application of the same method to transform the integration path in the complex
p-plane will give, in this case,

112 —12 +ixz/ch (1/¢2 —2p?)? }
(12 = 22/2) 2 — 12 (1/c} =2p2)2 +4p2y,7s
« H(t— 1)), (12.48)

1
x>0 : g1(x)=—i‘s{
T

where, as before,

r=vx2 472, (12.49)

tp=r/cp. (12.50)

Using the dimensionless parameters defined in (12.28) and (12.30) the function
g1(x) can be expressed as

£>0: 010 = "M@, (12.51)
with
1 [ t/22=n2p2 +inee (1-2p2)?
hl(E):—;s{ 3 3 H(t —np).
(22 — n2¢2) /72 — n2p2 (1 — 2B5)7 +4B,8p8s
(12.52)

Here the parameter 8, is the dimensionless complex variable defined by (12.29),

By =(v& +icy/v2 = n20?) /0, (12.53)
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and the parameters g, and g are defined by (12.30), i.e.

gp=y\n* =B & =y1-8} (12.54)

For x < 0 (or £ < 0) the modified integration path again includes the small circle
around the pole at the origin p = 0. Using the same procedures as for the isotropic
stress, the contribution of this pole is found to be

Ahy(§) =8(t —noH{1 — H(E)} (12.55)
Combination of (12.52) and (12.55) finally gives

hl(g)zls{ tV/12 —n2p? +in*Es (1-2p2)? }H(‘r—np)
T (12_,72;2) /Tz_nzpz (1_2:3,2;)2‘1‘4/312,81;&
+8(r —nO{1 — H(E)}, (12.56)
which is valid for all values of &.
With (12.45) and (12.51) the expression for the first term o is
TE={nE+ D ~hiE = D), (12.57)

where the function /1 (§) is given in dimensionless form in (12.56), and where oy is
the reference stress defined by (12.40), i.e.

qCs
Pt

00 = (12.58)

The Second Integral

Using the expression sin(aa) = [exp(isaa) — exp(—isaa)]/2i, the second integral,
(12.44), can be written as

02=¢q{g(x +a) — g (x —a)}, (12.59)

where

o8]

2, (x) ___/ doypys
52 271 ) Qo2+ 1)) — daZy,y,

exp[—s(ysz +iax)]da. (12.60)

The integration parameter is renamed by the substitution p = i«. This gives

/ ioo 4pypYs
—ico (1/¢2 =2p2)2 +4p2y,y;

1
820 =5— exp[—s(ysz + px)ldp, (12.61)

2mi

where

yp=1/1/c%—p2, )/SZ,II/C%—[)Z. (12.62)
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The integral (12.61) can be evaluated in the same way as the integral o, in (11.262)
in the previous chapter, the main difference being a factor p in the numerator of
the integrand. It should be noted that the integral may consist of two contributions,
one from the curved path up to infinity in the complex p-plane, and one from the
possible loop around the branch point at p =1/c),.

The result, which will not be presented in detail here, is that the function g, (x)
can be expressed as

g(x) = Z—S{hz(é‘) +h3 ()} (12.63)

where h7(£) is the dimensionless contribution of the integration along the curved
parts p1 and p; in Fig. 11.3, and k3 () is the possible contribution of the integration
along the loop on the real axis around the branch point p = 1/c¢,. The expression
for hy(£) is found to be

N 4Bsgpss H(t ~p)
hy(§) = —Si{ . , (12.64)
m | (1=2B2)%+4B2gp8s ) /72 — p?
where the dimensionless complex parameter S is defined by
Bs = (E +igy12— pz)/pz, (12.65)

and the parameters g, and g are defined by

gp=+/n*— B2, gs=4/1— B2 (12.66)

The expression for h3(£) is found to be

h (g)—_l 4B (1 — BH(1 =282 /B2 —n?
T A28 6B = A — )
JHE—t) - H—1)

2_ ;2
TS

H(& —np), (12.67)

-7

where the dimensionless real parameter 8, is defined by

By = (sr —¢yp? - rz)/p2, (12.68)

and the dimensionless parameters 1, and 7y are defined by

u=n+J1-n%  w=p. (12.69)

Equations (12.64) and (12.67) apply only for x > 0 or & > 0. For x < 0 the value
of g>(x) can be determined by noting that g»(—x) = —g»(x), which can be derived
from the definition (12.61) when the integration variable p is replaced by —p.
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The vertical normal stress o,, can be obtained by substituting the results derived
above into (12.42), using the further elaborations of | and . This gives

TESHE D ~hiE = DR D o — D+ hE D s~ D),

(12.70)
where oy is a reference stress defined as

op= 155, (12.71)

a

and where the functions %1 (£), ho(&) and h3 (&) are defined in (12.56), (12.64)
and (12.67).

Computer Program

The vertical normal stress o, can be calculated by the function StripPulseSzz
shown below. This function uses the functions delta, hl, h2, and h3, which are
also shown. The delta function is approximated by a parabolic arc of small width
and of unit area.

double delta(double t,double z,double e)
{
double f;
if ((t<z—e)||(t>z+e)) f=0;else f=3*(e*e-(t-z)*(t-2))/ (4d*e*e*e);
return(f);
}
double hl (double x,double z,double t,double nu)
{
double n,nn,rr,pi,s, tt,tr,tz,xx,zz,eps;complex a,b,bb,bl,gp,gs,d,e;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu) ) ;n=sqgrt(nn);eps=0.01;tt=t*t;
XX=X*X;22=2%7;Yr=xXxX+zz; tr=tt-nn*rr;tz=tt-nn*zz;
if (tr<=0) s=0;else
{
a=complex(t/tz,nn*x*z/ (tz*sqrt(tr))) ;b=complex(t*x/rr, (z/rr) *sqrt(tr));
bb=b*b;bl=1-2*bb;gp=sqrt (nn-bb) ;gs=sqgrt (1-bb) ;
d=a*bl*bl;e=bl*bl+4*bb*gp*gs;s=imag(d/e) /pi;
}
if (x<0) s+=delta(t,n*z,eps);
return(s) ;
}
double h2(double x,double z,double t,double nu)

double n,nn,rr,pi,s,tt,tr,xx,zz;complex b,bb,bl,gp,gs,d,e;
pi=4*atan(1.0);nn=(1-2*nu)/(2*(1-nu)) ;n=sqrt(nn);tt=t*t;
XX=X*X;Z2Z=2*Z;Yr=xx+zz;tr=tt-rr;
if (tr<=0) s=0;else
{
b=complex (t*x/rr, (z/rr)*sqgrt (tr)) ;bb=b*b;bl=1-2*bb;
gp=sdrt (nn-bb) ;gs=sqgrt (1-bb) ;d=4*b*gp* (1-bb) ; e=bl*bl+4*bb*gp*gs;
s=real(d/e)/(pi*sqgrt(tr));
}
return(s) ;
}
double h3 (double x,double z,double t,double nu)
{
double n,nn,rr,rt,pi,s,b,bb, tt,xx,zz,tq,b2,c,d;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu)) ;n=sqgrt(nn) ;tt=t*t;
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XX=X*X;2z=2z*2;rr=xXxX+zz;rt=rr-tt;tg=fabs (n*x)+z*sqgrt (1-nn) ;

if ((rt<=0) || (t<=tq) || (xx<=nn*rr)) s=0;else
{
if (x>0) b=x*t/rr-(z/rr)*sqrt(rt);else b=x*t/rr+(z/rr)*sqrt(rt);
bb=b*b;b2=(1-2*bb) * (1-2*bb) ; c=4*b* (1-bb) *b2*sqgrt (bb-nn) ;
d=b2*b2+16*bb*bb* (1-bb) * (bb-nn) ;
s=-c/ (pi*d*sqrt(rt));
}

return(s) ;

}
double StripPulseSzz (double x,double z,double t,double nu)

{

double s;
s=hl(x+1,z,t,nu)-hl(x-1,z,t,nu);
s+=h2 (x+1,z,t,nu)-h2(x-1,z,t,nu);
s+=h3(x+1,z,t,nu)-h3(x-1,z,t,nu);
return(s) ;

Examples

The vertical normal stress o, in the point x = 0, z = a, is shown, as a function of
time, in the Figs. 12.5 and 12.6 for two values of Poisson’s ratio: v = 0 and v = 0.45.

In these figures the first singularity indicates the arrival of the compression wave
under the load, the second singularity indicates the arrival of the (negative) com-
pression waves emanating from the end points of the load (which arrive a factor /2

ot

022/000 10 cst/a
Fig. 12.5 Strip
pulse—vertical normal stress,
v=0,x/a=0,z/a=1 -5
5
022/000 10 cst/a

Fig. 12.6 Strip
pulse—vertical normal stress,
v=045,x/a=0,z/a=1 -

wt
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later), and the third singularity indicates the arrival of the shear waves from these
points (which arrive at time ¢ = av'2/cy).

12.1.3 The Horizontal Normal Stress

The next quantity to be evaluated is the horizontal normal stress o, . It is recalled
from (12.7) that the Laplace transform of this quantity is
s2 oo 5 )
Tor= 5 | (@ = 1/ Cpexp=sy,2) + 2uanCoenp(-s.2)
—0oQ0
X exp(—isax)da. (12.72)

Substitution of the expressions (12.11) and (12.12) for the two constants C, and C;
gives

Trx =01+ 72, (12.73)

where

o

00 . 2 2 1 2 2 2_)\‘ 2
| = 1/ sintoaa) G+ 02 eyl exp[—s(ypz +iax)]da,

7)o @ Qa2 +1/c2)? —4a2ypys
(12.74)

exp[—s(ysz +iax)]da.

_ q /‘OO sin(saa) 4a2ysyp
g) = ——

7)o a QRaZ+1/c2)?—4a2y,y;
(12.75)

The first integral, (12.74), is very similar to the expression (12.43) obtained when
considering the vertical normal stress. Using the same procedures, with a change of
variable and a modification of the integration path, gives, by analogy with (12.57)
and (12.56),

o1

D ZimE+ D) —mE -, (12.76)
q a

where the function 41 (£) is defined by the dimensionless form

1 V2202 4 in2ec (1 =282 —2n* +282)
hl(é;):—?s{f 2 —n?p+inE¢ ﬁp“ nz B }H(T_np)

L2 =022 —n?p? (L =2Bp)7 +4B,8p8s

+(1=2")8(x — {1 — H(E)). (12.77)

The parameter 8, is a dimensionless complex variable defined by equation (12.53),

Bp = (ré +igy/1? — n2p2)/p2. (12.78)
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The coefficient of the last term in (12.77) is a consequence of the limiting behaviour
of the integrand of (12.74) for « — 0, which determines the contribution of the pole
forx <O.

The second integral, (12.75), is just the opposite of the expression in (12.44),
obtained when considering the vertical normal stress o;;. It follows that the final
expression for the second integral can be written as

02

Z= Ca—”{hz(é +1) —ha(€ = 1) + h3(€ + 1) — h3( — D)} (12.79)

The function &7 (§) is the opposite of the function given in (12.64), i.e.

1 4 2 H(t —
hz(g):_—m{ f;g”gé . } t=p (12.80)
where the dimensionless complex parameter Sy is defined by (12.65),
Bo=(re +ic\ 12— p?) /0% (12.81)

and the parameters g, and g, are defined by (12.66)

gr=+n*—B: & =1-p2 (12.82)

The expression for h3(£) is the opposite of the value in (12.67), i.e.

1 4B (1= DU =280V BF —n?

T (1=2BD* + 16821 — B2)(B2 — n?)
H(t—1)—H(t —15)

X

2 _ 72
TE—T

h3() =

H(& —np), (12.83)

where the dimensionless real parameter j; is defined by (12.68),

ﬂqz(sr—;,/pZ—rZ)/pz, (12.84)

and the dimensionless parameters 7, and 7, are defined by (12.69),

Ty =nE+¢\/1—-n% T, =p. (12.85)

The horizontal normal stress oy, can be obtained by substituting the results derived
above into (12.73), using the further elaborations of 1 and . This gives

o
O%; =hE+D-mhmE-D+hE+D)—-—mnE-D+hrhE+1D—-nmnE-1),
(12.86)
where oy is a reference stress defined as

op= 1%, (12.87)

a



12.1 Strip Pulse 307

and where the functions %1(£), hy (&) and h3 (&) are defined in (12.77), (12.80)
and (12.83). It should be noted that the functions %, (£) and /3 (£) are antisymmetric

in £.
Computer Program

The horizontal normal stress oy, can be calculated by the function StripPulse-
Sxx shown below. This function uses the functions delta, hl, h2, and h3, which
are also shown. The delta function is approximated by a parabolic arc of small width
and of unit area.

double delta(double t,double z,double e)
{
double f;
if ((t<z-e)||(t>z+e)) £f=0;else f=3*(e*e-(t-z)*(t-z))/(4d*e*e*e);
return(f) ;
}
double hl(double x,double z,double t,double nu)
{
double n,nn,rr,pi,s,tt,tr,tz,xx,zz,eps;complex a,b,bb,bl,gp,gs,d,e;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu)) ;n=sqgrt(nn) ;eps=0.01;tt=t*t;
XX=X*X;2Z=2*Z;rr=xx+zz;tr=tt-nn*rr;tz=tt-nn*zz;
if (tr<=0) s=0;else
{
a=complex(t/tz,nn*x*z/ (tz*sqgrt (tr))) ;b=complex(t*x/rr, (z/xrr)*sqrt(tr));
bb=b*b;bl=1-2*bb; gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;
d=a*bl* (1-2*nn+2*bb) ;e=bl*bl+4*bb*gp*gs;s=imag(d/e) /pi;
}
if (x<0) s+=(1-2*nn)*delta(t,n*z,eps);
return(s) ;
}
double h2 (double x,double z,double t,double nu)
{
double n,nn,rr,pi,s, tt,tr,xx,zz;complex b,bb,bl,gp,gs,d, e;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu)) ;n=sqgrt(nn) ;tt=t*t;
XX=X*X;2z2=2*2;rr=xx+zz;tr=tt-rr;
if (tr<=0) s=0;else
{
b=complex (t*x/rr, (z/rr)*sqrt(tr)) ;bb=b*b;bl=1-2*bb;
gp=sqrt (nn-bb) ;gs=sqrt (1-bb) ;d=4*b*gp* (1-bb) ;
e=bl*bl+4*bb*gp*gs;s=-real (d/e)/ (pi*sgrt(tr));
}
return(s) ;
}
double h3(double x,double z,double t,double nu)
{
double n,nn,rr,rt,pi,s,b,bb, tt,xx,zz,tq,b2,c,d;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu));n=sqgrt(nn);tt=t*t;
XX=X*X;22=2*%2;rr=xX+zz;rt=rr-tt;tqg=fabs (n*x)+z*sqrt (1-nn) ;
if ((rt<=0) || (t<=tq) || (xx<=nn*rr)) s=0;else
{
if (x>0) b=x*t/rr-(z/rr)*sqgrt(rt);else b=x*t/rr+(z/rr)*sqgrt(rt);
bb=b*b;b2=(1-2*bb) * (1-2*bb) ; c=4*b* (1-bb) *b2*sqgrt (bb-nn) ;
d=b2*b2+16*bb*bb* (1-bb) * (bb-nn) ; s=c/ (pi*d*sqrt(rt));
}
return(s) ;
}
double StripPulseSxx(double x,double z,double t,double nu)
{
double s;
s=hl(x+1,z,t,nu)-hl(x-1,z,t,nu)+h2(x+1,z,t,nu)-h2(x-1,z,t,nu);
s+=h3(x+1,z,t,nu)-h3(x-1,z,t,nu);
return(s) ;

}
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Examples

The horizontal normal stress oy, in the point x =0, z = a, is shown, as a function
of time, in the Figs. 12.7 and 12.8, for two values of Poisson’s ratio: v = 0 and
v = 0.45. In the first figure the possible first singularity, indicating the arrival of the
compression wave under the load does not appear (its strength appears to be zero),
the second singularity indicates the arrival of the (negative) compression waves em-
anating from the end points of the load (which arrive at time ¢ = aﬁ/cp), and the
third singularity indicates the arrival of the shear waves from these points, at time
t =av2/cs.

12.1.4 The Shear Stress

The last stress component to be evaluated is the shear stress oy,. It is recalled
from (12.9) that the Laplace transform of this quantity is

_ ius? [ 2 2
Oxz = — o {2ay,Cpexp(—ypsz) + Qo™ + 1/¢;)Cs exp(—ys52)}
-0

X exp(—isax)da. (12.88)

Oz /00 0 10, ¢.t/a

Fig. 12.7 Strip
pulse—horizontal normal
stress, v =0, x/a =0,
z/a=1 -5

Owx/00 0 10 cst/a

Fig. 12.8 Strip

pulse—horizontal normal

stress, v =0.45, x/a =0,

z/a=1 -5
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Substitution of the expressions (12.11) and (12.12) for the two constants C, and C;
gives

0y;=01+02, (12.89)
where
_ 2i * sin(saa 2a? +1/cHa .
o = __qf (sara) 5 5 é s )/; expl—s(ypz +iax)]lda,
T J_ o Qa=+1/c5)= —daypys

(12.90)

_ 2ig [ sin(saa 202 +1/c3)a
Ty = —q/ (saa) 2( 5 é ) )/2p exp[—s(ysz +iax)]da.
T J_s o Qa=+1/cs)= —daypys
(12.91)

It may be interesting to note that it is immediately clear from these two expressions
that for z = 0 the two integrals cancel, so that the boundary condition along the up-
per surface, that the shear stress vanishes, is indeed satisfied. Inspection also shows
that in these expressions the point o« = 0 is not a singularity.

Using the same methods as for the other stress components leads to the following
expression for the shear stress

o
Gioz =hE+D) —hiGE =D +h@E+1) —h@E-D+hE+1) —hE -1,
(12.92)
where oy is a reference stress defined as

oo = 15 (12.93)

a
and where the functions /1(§), h2(§) and h3(§) are defined as follows, using the
same dimensionless variables as before.

The function /(&) is

2
hi(§) = —

(12.94)

{ a? — B (1 —262) } H(z —np)
(1 =282 +4B2/1— B2 /n? — B2 ) /22— n2p?’

where

Bp = (Sr +igy12 - n2p2)/p2. (12.95)
The function /3 (&) is

_ B2 /02 _B2(1 —2RB2 —
hz(g)z_zm{ sz p2(1—28D) }H(r D (1296
© LA =287 +483V1 = B2ViP = B3 ) o2 = p?

where

By = (67 +icy/T2 = p?) /0% (12.97)
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The function h3(&) is

PO S U A
T (2B + 16831 — B2)(BZ — nP)
L HE—7) —H—1)

2 _ 12
T T

H(E —np), (12.98)

where

By = (ér —yp? - rz)/,oZ. (12.99)

These expressions have been derived assuming that x > 0. For x < 0 the values
can be obtained by noting from the original integrals that the functions must be
symmetric in x. The shear stress itself should be antisymmetric.

Computer Program

The shear stress oy, can be calculated by the function StripPulseSxz shown
below. This function uses the functions hl, h2, and h3, which are also shown.

double hl(double x,double z,double t,double nu)
{
double xa,n,nn,rr,pi,s,tt,tr,xx,zz;complex b,bb,bl,gp,gs,d,e;
xa=fabs (x) ;pi=4*atan(1.0) ;nn=(1-2*nu)/ (2* (1-nu)) ;n=sqrt (nn) ;
tt=t*t;xx=xa*xa;zz=z*z;rr=xx+zz;tr=tt-nn*rr;
if (tr<=0) s=0;
else
{
b=complex (t*xa/rr, (z/rr) *sqgrt (tr)) ;bb=b*b;bl=1-2*bb;
gp=sdgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=(nn-bb) *bl;e=bl*bl+4*bb*gp*gs;
s=2*real (d/e)/ (pi*sqgrt(tr));
}
return(s) ;
}
double h2(double x,double z,double t,double nu)
{
double xa,n,nn,rr,pi,s, tt,tr,xx,zz;complex b,bb,bl,gp,gs,d, e;
xa=fabs (x) ;pi=4*atan(1.0) ;nn=(1-2*nu)/(2*(1-nu)) ;n=sqgrt (nn) ;
tt=t*t;xx=xXa*xa;zz=z*z;rr=xx+zz; tr=tt-rr;
if (tr<=0) s=0;
else
{
b=complex(t*xa/rr, (z/rr)*sqrt(tr)) ;bb=b*b;bl=1-2*bb;
gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=gp*gs*bl;e=bl*bl+4*bb*gp*gs;
s=-2*real(d/e)/(pi*sqrt(tr));
}
return(s) ;
}
double h3 (double x,double z,double t,double nu)
{
double xa,n,nn,rr,pi,s,b,bb,tt,xx,zz,rt,tq,b2,c,d;
xa=fabs (x) ;pi=4*atan(1.0) ;nn=(1-2*nu)/ (2* (1-nu)) ;n=sqgrt (nn) ; tt=t*t;
XX=Xa*Xa;zz=z*z;rr=xx+zz;rt=rr-tt; tg=fabs (n*x)+z*sqgrt(l-nn) ;
if ((rt<=0) || (t<=tq) || (xx<=nn*rr)) s=0;
else
{
b=xa*t/rr-(z/rr)*sqrt(rt) ;bb=b*b;b2=(1-2*bb) * (1-2*bb) ;
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c=b2* (1-2*bb) *sqgrt (bb-nn) *sgrt (1-bb) ; d=b2*b2+16*bb*bb* (1-bb) * (bb-nn) ;
s=2*c/ (pi*d*sqgrt(rt));
}
return(s) ;
}
double StripPulseSxz (double x,double z,double t,double nu)
{
double s;
s=hl(x+1,z,t,nu)-hl(x-1,z,t,nu);
s+=h2 (x+1,z,t,nu)-h2(x-1,z,t,nu);
s+=h3 (x+1,z,t,nu)-h3(x-1,z,t,nu);
return(s) ;

Examples

The shear stress o, in the point x = a, z = a, is shown, as a function of time, in the
Figs. 12.9 and 12.10 for two values of Poisson’s ratio: v =0 and v = 0.45.

In these figures the first singularity indicates the arrival of the compression wave
under the load, and the further singularities indicate the arrival of the compression
waves and shear waves emanating from the end points of the loaded strip.

ut

0uz/000 | 10, ¢ t/a

Fig. 12.9 Strip pulse—shear
stress, v=0, x/a =1,
z/a=1 =5

022/000 }N\ J\ 10 cst/a

Fig. 12.10 Strip
pulse—shear stress, v = 0.45,
x/a=1,z/a=1 =5
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12.2 Strip Load

The second problem to be considered in this chapter is the case of a strip load on
an elastic half plane, i.e. a load that is applied at time r = 0, and then remains
constant in time, see Fig. 12.11. The solution will be obtained by an integration of
the solution of the problem of a strip pulse, considered in the previous section, over
the time parameter ¢.

The elastostatic equivalent of this problem is a classical problem of applied me-
chanics (Timoshenko and Goodier, 1970; Sneddon, 1951). This means that the elas-
todynamic solutions to be derived in this chapter should reduce to the elastostatic
limits if £ — 00. Also, the solutions should reduce to those obtained for a line load
in the previous chapter, if the width of the loaded strip (2a) becomes very small.

In this case the boundary conditions are

2=0: 0, =0, (12.100)

—qH(1), if|x]<a,
0, if |x| > a.
The Laplace transform of the last condition is

(12.102)

_ —q/s, if|x|<a,
z=0:0,=

0, if |x| > a.

Compared to the boundary condition in case of a strip pulse, see (12.3), the dif-
ference is a division by s. In the time domain this corresponds to integration with
respect to time . The stresses will be evaluated for this case, taking the solutions
given in the previous section for the strip impulse as a start.

Fig. 12.11 Half plane with
strip load z
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12.2.1 The Isotropic Stress

The isotropic stress is, on the basis of a time integration of (12.39),

(o2

;:(l—ﬂz){f(s—i-],;,T)—i—Af(é—f-l,C,T)—f(é—I,C,T)—Af(é—l,g,f)},
(12.103)
where
f(&;:r):/ h(€, ¢, k) dk, (12.104)
np
AfE ¢, t)= /t Ah(&, ¢, k)dk. (12.105)
np

The factor cg/a in the reference value of the stress has been omitted, because dr =
(cs/a)dk. In both integrals the lower limit of integration has been set equal to np,
because for k < np the actual functions contain a factor zero. The two integrals
(12.104) and (12.105) will be considered separately.

The First Integral

In the first integral the integrand is, with (12.32),

[3 33 2 1 _ 282
h(i‘_vf,K)Zl%{ kvt —n7p” FiEe (1-25,) } (12.106)
7 = et Ja? = nip? (L= 2627 + 4Blgns,

where 8, is defined in (12.29),

Bp = (ré +igy/1?— 772,02)/;)2, (12.107)

and the parameters g, and g are defined in (12.30),

gr=y\m*—B2. & =,1-p2 (12.108)

Because of the complex character of the expression (12.106) a numerical integra-
tion seems to be required. For such a numerical integration a complication is that
there is a singularity at the lower limit, for ¥ = np, of the character 1/1/x2 — n%p2.
Although this is an integrable singularity, the results may be easier to compute, and
more accurate, if the function is written as

k(&, ¢, np)

h(é,C,k)= +h* &, ¢, k), 12.109
where
h*(E1C7K)_ k(é,;,l()—k(r‘;:, Cs W)) (12110)

(KZ _ 7]24‘2) /K2 — n2p2
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and
/2 — 1n2p2 ) 1=2 2
k. ¢, K)—l { (v —mp” +in 800 — 2F) } (12.111)
T L —282)2 4462 [1 - B2 [n? — B2
A standard integral is
/t dk = ! arctan(ﬂ> (12.112)
N e A T e A N

where ¢ < p. The validity of this integral may be verified by differentiating the right
hand side with respect to 7.
Substitution of (12.109) into (12.104) gives, using the integral (12.112),

FE = NELT0) (“ _””> fh(g;,c)dx
n*¢y/p? —¢2 w/p?—¢? np

(12.113)
where the value of the function 2*(&, ¢, k) at the lower limit of integration is zero,

h*(&, ¢, mp) =0. (12.114)

The integral in (12.113) can be computed accurately by numerical integration.

The Second Integral

The integrand of the second integral is, with (12.36)

Ah(E. 8. 1) =8(r —nO){l — H(E)}. (12.115)

Substitution into (12.105) gives

AfE, ¢ ) =H(T —nO{l — HE)} (12.116)

This represents a compression wave just below the load.

Computer Program

The isotropic stress can be calculated as a function of &, ¢, T and v by the function
StripLoads shown below. The functions k, £ and df, used by this function, are
also shown. The numerical integration is performed using Simspon’s rule.

double k(double x,double z,double w,double nu)

{

double n,nn,rr,pi,s,ww,XX,ZZ,Wr;

complex a,b,bb,bl,gp,gs,d, e;
pi=4*atan(1.0);nn=(1-2*nu)/(2*(1-nu)) ;n=sqrt (nn) ;
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WW=W*W; XX=X*X; ZZ=2*Z; YY=XX+ZZ; Wr=ww-nn*rr;
if (wr<=0) s=0;
else
{
a=complex (w*sgrt (wr) ,nn*x*z) ;b=complex (w*x/rr, (z/rr) *sqrt (wr) ) ; bb=b*b;
bl=1-2*bb;gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=a*bl;e=bl*bl+4*bb*gp*gs;
s=imag(d/e) /pi;
}
return(s) ;
}
double f(double x,double z,double t,double nu)
{
double n,nn,r,rr,xa,xx,zz,rz,tt,b,p,pp,pr,pz,s,sl,s2,s3,h,hh, eps;
h=0.001;eps=h*h;xa=x;nn=(1-2*nu)/(2* (1-nu) ) ;n=sqgrt (nn) ;
if (fabs(xa)<eps) {if (x>=0) xa=eps;else xa=-eps;}
tt=t*t;xx=xa*xa;zz=2*z;rr=xx+zz;r=sqrt (rr) ;rz=rr-zz;
p=n*r+h;pp=p*p;b=k(xa, z,p,nu) ;hh=h*h;if (rz<hh) rz=hh;
i1f (tt<=nn*rr) s=0;else
{
s=(b/ (nn*z*sqgrt(rz))) *atan((z*sqgrt(tt-nn*rr))/(t*sqgrt(rz)));sl=0;
while (pp<tt)
{
p+=h;pp=p*p;pz=pp-nn*zz;pr=pp-nn*rr;s2=(k(xa, z,p,nu) -b) / (pz*sqgrt (pr))
p+=h;pp=p*p;pz=pp-nn*zz;pr=pp-nn*rr;s3=(k(xa, z,p,nu) -b) / (pz*sqgrt (pr) ) ;
s+=(sl+4*s2+s3)*h/3;sl1=s3;
}

i

}
return(s) ;

}
double df (double x,double z,double t,double nu)

{

double s,n,nn;

nn=(1-2*nu) /(2* (1-nu) ) ;n=sqrt (nn) ;

s=1;if ((t<=n*z)||(x>=0)) s=0;return(s);

}
double StripLoadS (double x,double z,double t,double nu)

{

double s,nn;

nn=(1-2*nu) /(2* (1-nu)) ;

s=(1l-nn)* (f (x+1,z,t,nu)+df (x+1,z,t,nu)-f(x-1,z,t,nu)-df (x-1,z,t,nu));
return(s) ;

}

In these functions special care has been taken to avoid discontinuities or singular-
ities at x=1 and x=-1, by introducing a small parameter eps. The magnitude of
the step in the numerical integration is denoted by h. Accuracy may be further im-
proved by giving this parameter a smaller value, at the price of computation time,
of course.

Examples

Figures 12.12 and 12.13 show the isotropic stress as a function of the lateral co-
ordinate x, for z/a = 1.0 and v = 0.4, and for two values of time: c¢s¢/a = 2 and
cst/a =20.

In the second figure the elastostatic values, which should obtain for ¢ —
oo, are also shown, by small asterisks. These elastostatic stresses are, see e.g.
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10 0 10

z/a

Fig. 12.12 Strip load—isotropic stress, v =0.4, z/a =1, cstJa =2

—-1.0

a/q

z/a

Fig. 12.13 Strip load—isotropic stress, v =0.4, z/a = 1, c5t Ja =20

Sneddon (1951),

o 1 x+a X —a
— = ——{arctan — arctan . (12.117)
q b4 z z

The agreement appears to be very good. It might be concluded from the figures that
the elastodynamic solution presented here is in agreement with the elastostatic limit.

This conclusion is a little too fast, however. By taking into account a wider range
of values of the lateral coordinate x/a, it appears that there is a difference be-
tween the elastodynamic solution and the elastostatic solution, as is illustrated in
Fig. 12.14. This figure shows the isotropic stress for five increasing values of the
dimensionless time parameter, namely ¢t /a = 20, 40, 60, 80, 100, in a range up to
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-1.0

a/q

100 0 100
z/a

Fig. 12.14 Strip load—isotropic stress, v =0, z/a = 1, ¢st /a = 20, 40, 60, 80, 100

x/a = 100, with the resolution of the graphs gradually decreasing, in order to dis-
tinguish between the various responses. As in the case of the line load, it appears
that the solution consists of the ultimate elastostatic solution, plus a time dependent
effect of a local disturbance, moving at the speed of the Rayleigh wave. This distur-
bance travels at constant speed, and with a constant amplitude and constant shape
towards infinity. If time becomes really infinitely large the disturbance vanishes be-
yond the boundary at infinity, of course, and this confirms the conclusion that the
elastodynamics solution is a proper generalization of the elastostatic solution, after
all. But is important to realize that the Rayleigh wave disturbance in a two dimen-
sional elastic problem does not exhibit any geometrical damping, and is visible for
all finite values of time.

Figure 12.14 has been drawn for the case v =0 and z/a = 1. For other values
of these parameters the Rayleigh wave disturbance also appears, but at somewhat
modified intensity or speed. Actually, in each case the velocity corresponds very
well with the theoretical velocity of the Rayleigh wave, as determined in Chap. 9 of
this book.

Approximation for Large Values of Time

The solution given in this section is exact, but so complex that numerical values
can be obtained only by a computer program. It would be useful to have an ap-
proximation that would be somewhat easier to handle. Such an approximation can
be obtained by extending the approximate solution for a line load derived in the
previous chapter, see (11.258),

> onz 1 + m
c : ~ = ’
st/z F 1+x2/22 7 1+ (x — 1)/ (wp2)?

(12.118)

where F is the magnitude of the line load, ¢, is the speed of the Rayleigh wave, and
m and w), are given by (11.256) and (11.257).
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Fig. 12.15 Half plane with
line load ~ qdu

If the load F is replaced by a distributed load g du at a distance u from the origin,
see Fig. 12.15, the solution for such a distributed load can be obtained from (12.118)
through replacing F by g du, and x by x — u. This gives

qdu mq du

cst/z2>1 i omz~ — + .
st/ T+ —uw?/z2 1+ (x—u—crt)/(wpz)?

(12.119)

The isotropic stress due to a distributed load ¢ (u) can now be obtained by integrating
over u. For the case of a strip load this involves integrals of the following general
form

+a du
/ T o2 e, (12.120)
—a g

where A(x, a, z) is an elementary function defined by

1 X +a 1 X —a
A(x,a,z) = — arctan — — arctan . (12.121)
b4 b4

< <

Using this notation the approximate expression for the isotropic stress caused by a
strip load is

cstfa>1 7~ —A(x,a,z) +mwpA(x —crt,a, wpz). (12.122)
q

This is indeed a much simpler formula, although it must be noted that it is valid
only for large values of the time parameter ¢ f/a. The approximate formula con-
firms that for large values of time the solution consists of the elastostatic solution
and the Rayleigh wave, where the shape and the magnitude of the Rayleigh wave
disturbance remains unchanged as it travels to infinity.

It may be recalled from the previous chapter that the parameters in the approxi-
mate solution are

_a- 2R = 1)

T wpy =+/1—1n2/B2, (12.123)
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-1.0

Exack solution |

a/q 0

-20 0 20
z/a

Fig. 12.16 Strip load—isotropic stress, v =0, z/a = 1, ¢5t Ja = 10

-1.0

a/q

220 0 20
z/a

Fig. 12.17 Strip load—isotropic stress, v = 0.5, z/a = 0.1, ¢st/a = 10

where 1, B and M are defined by

1—48% +8(1 — n?)BS
n=cs/cp, B=cs/er, M= B2(2B2 —1)2

Figure 12.16 shows a comparison of the exact analytical solution (in the left half
of the figure) and the approximate solution (in the right half, by the dashed curve),
for v=20 and z/a = 1 and ¢;¢/a = 10. The maximum error in the approximate
solution at that time is 0.018. For larger values of time the error is further reduced.

Figure 12.17 shows the results for v = 0.5, z/a = 0.1 and cs¢/z = 10. In this
case the maximum error is 0.026, and again the error becomes smaller with time.

(12.124)
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12.2.2 The Vertical Normal Stress

The vertical normal stress o, for the case of a strip load constant in time can be ob-
tained by integration with respect to time ¢ of the solution of the strip pulse problem,
as given in (12.70). This gives

% =fE+D-fAE-D+LE+D - LE-D+f3E+D — fi(6 -1,

(12.125)
where
fl(é,c,r>=/ hi (. ¢, dr, (12.126)
1o
f2(§,§,1)=/ haE. ¢, ) di, (12.127)
o
frECT) = / h3(E, £, 10)di. (12.128)

and where the functions h1(£), ha(§) and h3(§) are defined in (12.56), (12.64)
and (12.67). Because dx = (cg/a)dt the factor ¢g/a in the reference stress oy
in (12.58) has been eliminated.

The evaluation of the three integrals will be considered separately.

The First Integral

In the first integral the integrand is, with (12.56),
hi(5. ¢, 1) 13{ VI i (1-26))°
1 X = —
7oL (2 = 202 /k2 = n2p2 (1 =2B3)? +4B78,8s
+8(k —nOH{1 — H(E)}, (12.129)
where 8, is defined by (12.53),

By = (Ks + i(M)/pz, (12.130)

and the parameters g, and gy are defined by (12.54),

gp=\m -8B  &=,\1-82 (12.131)

To avoid the difficulties caused by the singularity at the lower limit of integration,
for k = np, the function h{ (&, ¢, k) is written as

kl (Ev g, 7710)
TN

+ 3k —nO{1 = H(E)}, (12.132)

}H(K—np)

hi,¢,6) = H(k —np) + i, ¢.«)
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where
_ k@8 x) —ki(E & np)
(e =02 V2 = n?p?

hE(E, ¢ k) (12.133)

and

(12.134)

(k/k? = n2p? +1P60) (1 = 26})° }
(1=2p3)2 + 4831 - B3 /n* — B} )

Substitution of (12.132) into (12.126) gives, using the integral (12.112),

ki (&, ¢, mp) (C\/ﬂ—nzpz
arctan
Ny p* =2 TV p?—¢?

+/ 1E Cyde + Ht —nO{l — H(E)},  (12.135)
U

1Y

1
kl(E&K)Z;TS{

fig, ¢, 1) =

>H(r—np)

where the value of the function /7 (€, ¢, «) at the lower limit of integration is zero,

hE(E, ¢,np) =0. (12.136)

The integral in (12.135) can be computed numerically.

The Second Integral

In the second integral, equation (12.127), the integrand is, with (12.64),

2 _
4:Bsgpgs }H(K ,0)’ (12.137)

1
ha(§,.¢,6) = ;St{(l —2B2)2 +4B2g,8s 2

kZ—p

where the parameter S, is defined by equation (12.65),

Bs = (KE i\ K2 — ,02>/,02, (12.138)

and the parameters g, and g are defined by (12.66),

gp=yn*—B2,  g=1-B2 (12.139)

In this case there is again a singularity at the beginning of the integration interval,
but this point is now located at x = p. In order to avoid the numerical difficulties
caused by this singularity the function Ay (&, ¢, «) is written as

_k@o

Ja—p

h2(§, ¢, k) (k= p) + 138, 8.6, (12.140)
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where
* k2(€7 é‘aK)_k2(é’ C’ /0)
hy(&,¢,6)= , 12.141
2(5 g, k) \/m ( )
and

45 (1 — B2)/n> = B2 } (12.142)
(1—282)2+4p2/1— B2/n> — B2 ] |

Substitution of (12.140) into (12.127) gives

1
kZ(S’ é‘vK) = ;Eﬂ{

T4+ 12— p? v
fz(é,(,r)=k2($,§,p)10g(f>fl(r—p)—l—/ h3, ¢, k) dk,
o

(12.143)
where the value of the function h; (&, ¢, k) at the lower limit integration is zero,

hiE, ¢, p) =0. (12.144)

The integral in (12.143) can be computed numerically.

The Third Integral

In the third integral, (12.128), the integrand is, with (12.67),

ha(E) = —— 4B, (1= (1 —282)%/B2 — n?

Hk — 1) = H(k — 1)

s H (& —np), (12.145)
TP —k
where the real parameter 8, is defined by (12.68),
ﬂq=(sx—c p2—1<2)/p2, (12.146)

and the parameters 1, and 7, are defined by (12.69),

Ty =nE+¢y1—n?, T, =p. (12.147)

It may be noted that this third integral gives a non-zero contribution only if £ > np.
The lower limit of integration is 7, and the upper limit is 7, or T when this is
smaller. The integral can be computed numerically.
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Computer Program

The vertical normal stress can be calculated as a function of &, {, T and v by the
function StripLoadSzz shown below. The auxiliary functions used by this func-
tion, in which the three integrals are calculated, are also shown.

double k1 (double x,double z,double t,double nu)
{
double n,nn,rr,pi,s, tt, tr,xx,zz;complex a,b,bb,bl,gp,gs,d, e;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu)) ;n=sqgrt (nn) ;
tt=t*t;xx=x*x;zz=2z2*z;rr=xx+zz; tr=tt-nn*rr;if (tr<=0) s=0;
else
{
a=complex (t*sqgrt (tr),nn*x*z) ;b=complex (t*x/rr, (z/rr)*sqgrt(tr)) ;bb=b*b;
bl=1-2*bb;gp=sqgrt (nn-bb) ;gs=sqrt (1-bb) ;d=a*bl*bl;e=bl*bl+4*bb*gp*gs;
s=imag(d/e) /pi;
}
return(s) ;
}
double f1(double x,double z,double t,double nu)
{
double n,nn,r,rr,xx,zz,rz,tt,b,p,pp,pr,pz,s,sl,s2,s3,xa,h,hh, eps;
h=0.001;eps=h*h;xa=x;nn=(1-2*nu)/(2* (1-nu) ) ;n=sqgrt (nn) ;
if (fabs(xa)<eps) {if (x>=0) xa=eps;else xa=-eps;}
tt=t*t;xx=xa*xa;zz=2z*z;rr=xx+zz;r=sqrt (rr) ;
hh=h*h;p=n*r+hh;pp=p*p; b=kl (xa,z,p,nu) ;rz=rr-zz;if (rz<hh) rz=hh;
if (tt<=pp) s=0;else

{
s=(b/ (nn*z*sqgrt(rz))) *atan((z*sqgrt(tt-nn*rr))/(t*sqgrt(rz)));sl=0;
while (pp<tt)
{
p+=h;pp=p*p;pz=pp-nn*zz;pr=pp-nn*rr;s2=(kl(xa, z,p,nu) -b) / (pz*sqrt (pr) ) ;
p+=h;pp=p*p;pz=pp-nn*zz;pr=pp-nn*rr;s3=(kl(xa, z,p,nu)-b) / (pz*sqgrt (pr)) ;
s+=(sl+4*s2+s3)*h/3;s1=s3;
}
}
if ((t>n*z)&&(xa<0)) s+=1;
return(s) ;

}
double k2 (double x,double z,double t,double nu)
{
double n,nn,rr,pi,s,tt,tr,xx,zz;complex b,bb,bl,gp,gs,d,e;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu)) ;n=sqrt(nn) ;
tt=t*t;xx=x*x;zz=2*z;rr=xx+zz; tr=tt-rr;if (tr<=0) s=0;
else
{
b=complex (t*x/rr, (z/rr)*sqgrt (tr)) ;bb=b*b;bl=1-2*bb;
gp=sgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=4*b* (1-bb) *gp; e=bl*bl+4*bb*gp*gs;
s=real (d/e) /pi;

}
return(s) ;
}
double f2 (double x,double z,double t,double nu)
{

double r,rr,tt,tr,b,p,pp,pr,s,sl,s2,s3,xa,h,hh, eps;
h=0.001;eps=h*h;xa=x;1if (fabs(xa)<eps) {if (x>=0) xa=eps;else xa=-eps;}
tt=t*t;rr=xa*xa+z*z;r=sqrt(rr);tr=t/r;h=0.001;hh=h*h;
p=r+hh;pp=p*p;b=k2(xa,z,p,nu);if (tt<=pp) s=0;else
{
s=b*log(tr+sqrt(tr*tr-1));sl=0;
while (pp<tt)
{
p+=h;pp=p*p;pr=pp-rr;s2=(k2(xa, z,p,nu) -b) /sqrt (pr) ;
p+=h;pp=p*p;pr=pp-rr;s3=(k2(xa, z,p,nu) -b) /sqrt (pr) ;
s+=(sl+4*s2+s3)*h/3;sl=s3;
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}
}
return(s) ;
}
double k3 (double x,double z,double t,double nu)
{
double n,nn,rr,pi,s,b,bb, tt,xx,zz,tq,b2,c,d;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu)) ;n=sqgrt(nn) ;
tt=t*t;xx=x*X;zz=2*z;rr=xx+zz; tg=n*fabs (x)+z*sqgrt (1-nn) ;
if ((tt>=rr) || (t<=tq) || (xx<=nn*rr)) s=0;
else
{
if (x>0) b=x*t/rr-(z/rr)*sqgrt(rr-tt);else b=x*t/rr+(z/rr)*sqrt(rr-tt);
bb=b*b;b2=(1-2*bb) * (1-2*bb) ; c=4*b* (1-bb) *b2*sqgrt (bb-nn) ;
d=b2*b2+16*bb*bb* (1-bb) * (bb-nn) ; s=-c/ (pi*d*sqrt (rr-tt));
}
return(s) ;
}
double f3(double x,double z,double t,double nu)
{
int m;double n,nn,xx,zz,r,rr,p,s,h,ts,tq;
nn=(1-2*nu) / (2* (1-nu) ) ;n=sqrt (nn) ;
XX=X*X;22=2*%2;rr=xXX+zz;r=sqrt (rr) ; ts=r;tg=n*fabs(x)+z*sqrt(l-nn) ;
if ((t<=tq) || (xx<=nn*rr)) s=0;else
{
if (t<ts) ts=t;m=10000;h=(ts-tq)/m;s=0;p=tqg+h/2;
while (p<ts) {s+=k3(x,z,p,nu)*h;p+=h;}
}
return(s) ;
}
double StripLoadSzz (double x,double z,double t,double nu)
{
double s;
s=fl(x+1,z,t,nu)-fl(x-1,z,t,nu)+f2(x+1,z,t,nu)-£f2(x-1,z,t,nu);
s+=f3(x+1,z,t,nu)-£f3(x-1,z,t,nu);
return(s) ;

}

Examples

Figures 12.18 and 12.19 show the vertical normal stress as a function of the lateral
coordinate x, for v =0 and z/a = 1.0, and for two values of time, namely ¢t /a =2
and ¢st/a = 20. In the second figure the elastostatic values, which should obtain for
t — 00, are also shown, by small asterisks. These elastostatic stresses are, see e.g.
Sneddon (1951),

o 1{ <x~|—a> <x—a> (x+a)z (x—a)z }
—= = ——jarctan — arctan + - .
q T z z (x+a)X?+22 x—a)?+22
(12.148)
The agreement appears to be very good. This has also been found to be the case for
other values of v, so that it can be concluded that the solution is in agreement with
the elastostatic solution.

The agreement in Fig. 12.19 may be somewhat misleading, because the range of
values of x/a is considerably smaller than the value of cs#/a, so that an eventual
effect at the passing of the shear wave and the Rayleigh wave can not be shown. The
behaviour of the solution for large values of time is studied below.
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Fig. 12.18 Strip load—vertical normal stress, v =0, z/a =1, ¢st/a =2
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Fig. 12.19 Strip load—vertical normal stress, v =0, z/a =1, ¢st/a =20

Approximation for Large Values of Time

An approximation valid for large values of time can be obtained by integrating the
approximation for the case of a line load, as given in (11.287). This gives, using the
same type of analysis as used in deriving the expression (12.122) for the isotropic
stress, and using the notation A(x, a, z) defined in (12.121),

1 (x+a)z 1 (x—a)z
r G +al+z2 T (x—a)2+22
—2mwpA(x —crt,a, wpz) + 2maws A(X — ¢rt, a, wyz),

(12.149)

Ozz
cstfa>1: 7% —A(x,a,z)
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Fig. 12.20 Strip load—vertical normal stress, v =0, z/a =1, ¢t /a = 10

in which

2p%—1)?
mi =

= —, =./1-n%/82, 12.150
4Mﬁ2U)p w[? n /:3 ( )

,Bzwp 2
my= """, ws =+/1—1/82, (12.151)

and the parameters 7, B and M have the same meaning as before.
It may be noted that

2 1\2 _ 4 2 2 _ 2
2m1wp—2m2ws=(2ﬂ D" —4p E/A/llﬂ;? /BV1-1/P =0, (12.152)

because the expression in the numerator is just the Rayleigh function, the zero of
which defines the value of 8 = c¢;/c,, see Chap. 9.

To illustrate the accuracy of the approximation (12.149) two examples are shown
in Figs. 12.20 and 12.21, for z/a =1 and ¢s¢/a = 10, and two values of Poisson’s
ratio: v =0 and v = 0.5. The figures show the analytical solution in the left half, and
the approximate results in the left half, by a dashed curve. The agreement appears
to be very good. The maximum error is 0.023, and this error further decreases for
larger values of the time parameter c,t/a.

12.2.3 The Horizontal Normal Stress

The horizontal normal stress oy, for the case of a strip load constant in time can
be obtained by integration with respect to time ¢ of the solution of the strip pulse
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Fig. 12.21 Strip load—vertical normal stress, v =0.5, z/a =1, ¢st/a = 10

problem, as given in (12.86). This gives

% =6E+D-AE-D+LEFD - LE-D+ E+D - 36 -1,

(12.153)
where
f](i:,{,‘E)Z‘/’];h](S,C,K)dK, (12.154)
foe, ) = fp "It £ ) dr, (12.155)
f3(~’§,§,f)=/rh3($,§,l<)dl<, (12.156)
7

and where the functions %(&), hy (&) and h3 (&) are defined in (12.77), (12.80)
and (12.83).
Again the evaluation of the three integrals will be considered separately.

The First Integral

In the first integral the integrand is, with (12.77),

kK= 2o +inec (1=265)(1 =27 +2/3,%)}

(2 =2k —n2p2 (1=2B3)* +4B}gpgs

x H(k —np) + (1 = 20P)8(k — nt){1 — H(E)}, (12.157)

1
hi(§,8,6) = ;3{
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where 8, is defined by (12.78),

By = (Ks itk — 772,02>/,02, (12.158)

and the parameters g, and g are defined by

gp=yn"—B5 g =\1-58 (12.159)

To avoid the difficulties caused by the singularity at the lower limit of integration,
for k = np, the function h{ (&, ¢, k) is written as

k] (Ea Cv 7h0) *
hl(és {vK) = (K2 _ n2§2)\/m +h1($v {9/()
+ (1 =20")8(k —no){1 — HE)}, (12.160)
where
* k1(§7§"<)—k1(€,§’77,0)
hi, ¢, k)= , 12.161
R N Heen
and
N 1N{(K\/K2 — 2% +inE0)(1 = 22)(1 —2n2+2ﬂ§>}
16, ¢, = —a’ .
™ (1283 +482\/1— B3\/n* — B3
(12.162)
Substitution of (12.160) into (12.154) gives, using the integral (12.112),
ki (£, ¢C, 2_ 2.2
file.rm = LEL0) arctan<§7”2'”2’)mf — 0)
Nty pc—¢ VP —¢
+/ B 20 dic+ (- 20 H(z — nO){1 — HE)),
" (12.163)

where the value of the function hT (&, ¢, k) at the lower limit integration is zero,
hi&. ¢, p)=0. (12.164)

The integral in (12.163) can be computed numerically.

The Second Integral
In the second integral, (12.155), the integrand is, with (12.80),

4Brgp8? } H(k — p)
(1 =282 +4B2gpes | /2 — p2’

ha(§,¢, ) = —%‘h{ (12.165)
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where B; is defined by (12.81),
Bo=(re+ic\ 12— p?) /0% (12.166)
and the parameters g, and g are defined by (12.82),

n?—p2,  ge=,/1—B2 (12.167)

In this case there is again a singularity at the beginning of the integration interval,
but this point is now located at x = p. In order to avoid the numerical difficulties
caused by this singularity the function h,(&, ¢, k) is written as

k 9 9
hz(&é’w)=%+h§(§,é’w), (12.168)
Ks—p
where
* k2(§,§,/()_k2(€9§,,0)
hy(&,¢,6)= , 12.169
5(&,¢,K) m ( )
and

(12.170)

k28, ¢ K)—_l%{ 48,1 — B2/ — B2 }
285, 5, ) =T (1_2'3%)24_4’3‘?2\/@\/@ .

Substitution of (12.168) into (12.155) gives

T4+ +/12 = p? L
fz(E,s“,T)=k2(E,§,,0)10g<f>—|—/ h3E, ¢ ) die,  (12.171)
0

where the value of the function h;(é, ¢, k) at the lower limit integration is zero,
h3(,¢,p)=0. (12.172)

The integral in (12.171) can be computed numerically.

The Third Integral

In the third integral, (12.156), the integrand is, with (12.83),

| 4B (1= BH(1 =287 /B2 —n?

e 2B82* + 1683 (1 — B2) (B2 — %)
y H(K—fq)—H(K_Ts)

2_ .2
T —«k

H(& —np), (12.173)
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where the real parameter j; is defined by

@fz@x—;Jp%—ﬂ)ﬂﬁ (12.174)

and where 7, and 7, are defined by (12.69),

iy =nE+¢\/1-n% Ty =p. (12.175)

It may be noted that this third integral gives a non-zero contribution only if £ > np.
The lower limit of integration is 7, and the upper limit is 7z, or T when this is
smaller. The integral can be computed numerically.

Computer Program

The horizontal normal stress can be calculated as a function of &, ¢, T and v by
the function StripLoadSxx shown below. The auxiliary functions used by this
function, in which the three integrals are calculated, are also shown.

double k1 (double x,double z,double t,double nu)
{
double n,nn,rr,pi,s,tt,tr,xx,zz;complex a,b,bb,bl,gp,gs,d,e;
pi=4*atan(1.0);nn=(1-2*nu)/(2*(1-nu)) ;n=sqgrt (nn) ;
tt=t*t;xx=x*X;zz=2*z;rr=xx+zz; tr=tt-nn*rr;if (tr<=0) s=0;
else
{
a=complex (t*sgrt (tr),nn*x*z) ;b=complex (t*x/rr, (z/rr)*sqgrt (tr)) ;bb=b*b;
bl=1-2*bb;gp=sqrt (nn-bb) ;gs=sqrt (1-bb) ;
d=a*bl* (1+2*bb-2*nn) ;e=bl*bl+4*bb*gp*gs;s=imag(d/e) /pi;
}
return(s) ;
}
double f1(double x,double z,double t,double nu)
{
double m,mm,r,rr,xx,zz,rz,tt,b,p,pp,pr,pz,s,sl,s2,s3,xa,h,hh, eps;
h=0.001;eps=h*h;xa=x;nn=(1-2*nu)/(2* (1-nu) ) ;n=sqgrt (nn) ;
if (fabs(xa)<eps) {if (x>=0) xa=eps;else xa=-eps;}
tt=t*t;xx=xa*xa;zz=z*z; rr=xx+zz;r=sqrt (rr) ;
hh=h*h;p=n*r+hh;pp=p*p; b=kl (xa, z,p,nu) ;rz=rr-zz;if (rz<hh) rz=hh;
if (tt<=pp) s=0;else
{
s=(b/ (nn*z*sqgrt(rz))) *atan((z*sqgrt (tt-nn*rr))/(t*sqgrt(rz)));sl=0;
while (pp<tt)
{
p+=h;pp=p*p;pz=pp-nn*zz;pr=pp-nn*rr;s2=(kl(xa, z,p,nu)-b)/ (pz*sqart (pr)) ;
p+=h;pp=p*p;pz=pp-nn*zz;pr=pp-nn*rr;s3=(kl(xa, z,p,nu)-b)/ (pz*sart (pr));
s+=(sl+4*s2+s3)*h/3;sl=s3;
}
}
if ((t>n*z)&&(xa<0)) s+=1-2*nn;
return(s) ;
}
double k2 (double x,double z,double t,double nu)
{
double n,nn,rr,pi,s,tt,tr,xx,zz;complex b,bb,bl,gp,gs,d,e;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu)) ;n=sqrt (nn) ;
tt=t*t;xx=x*xX;22=2*2z;rr=xx+zz; tr=tt-rr;if (tr<=0) s=0;
else
{
b=complex (t*x/rr, (z/rr)*sqrt(tr)) ;bb=b*b;bl=1-2*bb;
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gp=sqgrt (nn-bb) ;gs=sqrt (1-bb) ;d=4*b* (1-bb) *gp; e=bl*bl+4*bb*gp*gs;
s=-real(d/e) /pi;

}
return(s) ;
}
double f2 (double x,double z,double t,double nu)
{

double r,rr,tt,tr,b,p,pp,pr,s,sl,s2,s3,xa,h, hh,eps;
h=0.001;eps=h*h;xa=x;1if (fabs(xa)<eps) {if (x>=0) xa=eps;else xa=-eps;}
tt=t*t;rr=xa*xa+z*z;r=sqrt(rr);tr=t/r;
hh=h*h;p=r+hh;pp=p*p;b=k2SxxX(xa, z,p,nu) ;
if (tt<=pp) s=0;else
{
s=b*log(tr+sqgrt(tr*tr-1));sl=0;
while (pp<tt)
{
p+=h;pp=p*p;pr=pp-rr;s2=(k2(xa,z,p,nu) -b) /sqgrt (pr) ;
p+=h;pp=p*p;pr=pp-rr;s3=(k2(xa,z,p,nu)-b) /sqgrt (pr) ;
s+=(sl+4*s2+s3)*h/3;s1=s3;

}
}
return(s) ;
}
double k3 (double x,double z,double t,double nu)
{

double n,nn,rr,pi,s,b,bb, tt,xx,zz,tq,b2,c,d;
pi=4*atan(1.0);nn=(1-2*nu)/(2*(1-nu)) ;n=sqrt (nn) ;
tt=t*t;xx=x*X;zz=2*z;rr=xx+zz; tg=n*fabs (x)+z*sqgrt (1-nn) ;
if ((tt>=rr) || (t<=tq) || (xx<=nn*rr)) s=0;
else
{
1f (x>0) b=x*t/rr-(z/rr)*sqrt(rr-tt);else b=x*t/rr+(z/rr)*sqgrt(rr-tt);
bb=b*b;b2=(1-2*bb) * (1-2*bb) ; c=4*b* (1-bb) *b2*sqgrt (bb-nn) ;
d=b2*b2+16*bb*bb* (1-bb) * (bb-nn) ; s=c/ (pi*d*sqrt (rr-tt));

}
return(s) ;
}
double f3(double x,double z,double t,double nu)
{

int m;double n,nn,xx,zz,r,rr,p,s,h,ts,tq;
nn=(1-2*nu) /(2* (1-nu) ) ;n=sqrt (nn) ;
XX=X*X;22=2%2;rr=xx+zz;r=sqrt (rr) ; ts=r; tg=n*fabs (x) +z*sqgrt (1-nn) ;
if ((t<=tq) || (xx<=nn*rr)) s=0;else
{
if (t<ts) ts=t;m=10000;h=(ts-tq)/m;s=0;p=tqg+h/2;
while (p<ts) {s+=k3(x,z,p,nu)*h;p+=h;}
}
return(s) ;
}
double StripLoadSxx (double x,double t,double nu)
{
double s;
s=fl(x+1,z,t,nu)-fl(x-1,z,t,nu);
s+=f2(x+1,z,t,nu)-f2(x-1,z,t,nu);
s+=f3(x+1,z,t,nu)-f3(x-1,z,t,nu);return(s);

}

Examples

Figures 12.22 and 12.23 show the horizontal normal stress as a function of the lateral
coordinate x, for v =0 and z/a = 1.0, and for two values of time, namely ¢t /a =2
and ¢t /a = 20. In the second figure the elastostatic values, which should obtain for
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Fig. 12.22 Strip load—horizontal normal stress, v =0, z/a =1, ¢st/a =2

-1

le/q

z/a

Fig. 12.23 Strip load—horizontal normal stress, v =0, z/a = 1, ¢st /Ja = 20

t — oo, are also shown. These elastostatic stresses are, see e.g. Sneddon (1951),

Oxx 1{ (x—i—a) (x—a) (x+a)z (x—a)z }
—— = ——arctan — arctan - + .
q T z z x+a)?+z2 (x—a)?+z?

(12.176)
The agreement appears to be very good. This has also been found to be the case for
other values of v, so that it can be concluded that the solution is in agreement with
the elastostatic solution.

Again, the agreement with the elastostatic solution is so good because the value
of time in Fig. 12.23 is large compared to the distance from the loaded area consid-
ered. Actually, the elastostatic limit is approached when the distance traveled by the
shear wave is large compared to the distance from the loaded area. It may be noted
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that the compression wave travels faster, and the Rayleigh wave travels only slightly
slower than the shear wave, so that the shear wave velocity is indeed a convenient
parameter.

Approximation for Large Values of Time

An approximation valid for large values of time can be obtained by integrating the

approximation for the case of a line load, as given in (11.301). This gives, using the

same type of analysis as used in deriving the expression (12.122) for the isotropic

stress, and using the notation A(x, a, z) defined in (12.121),

Oxx 1 (xx+4+a)z 1 (x—a)z
tla>1: —~ — - — —Ax,a,
cst/a> 4 JT(X+CI)2+22 ﬂ(x—a)2+12 ( 2)
+2m3wpA(x — crt, a, wpz) — 2maws A(X — ¢, a, wy2),

12.177)

in which

(28> — D@ +1-27%)
msy = T . wp=y/1—n%/B2,  (12.178)

:Bzwp 2
my="—"F, ws=+/1—1/B2, (12.179)

and the parameters 1, 8 and M have the same meaning as before.

To illustrate the accuracy of the approximation (12.177) two examples are shown
in Figs. 12.24 and 12.25, for v =0 and ¢t /a = 10, and for two values of the depth:
z/a =1and z/a = 0.01. The figures show the analytical solution in the left half, and
the approximate results in the left half, by a dashed curve. The agreement appears

-1
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Fig. 12.24 Strip load—horizontal normal stress, v =0, z/a =1, ¢st/a = 10
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Fig. 12.25 Strip load—horizontal normal stress, v =0, z/a = 0.01, ¢st/a = 10
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Fig. 12.26 Maximum value of o, in Rayleigh wave

to be very good. The maximum error is 0.034, and this error further decreases for
larger values of the time parameter cst/a.

Figure 12.25 illustrates that close to the surface the horizontal normal stress be-
low the load is practically equal to that load, which is a known property of the
elastostatic solution. This block wave appears to be reflected in the Rayleigh waves,
at a reduced magnitude, and of opposite sign. These tensile stresses, propagating
along the surface of the half plane, may lead to cracks, if the load is sufficiently
high compared to the tensile strength of the material.

The property of the solution that in the case of a compressive strip load large ten-
sile stresses are developed near the free surface, is further illustrated in Fig. 12.26.
This figure shows the horizontal stress just below the crest of the Rayleigh wave, for
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three values of Poisson’s ratio, as a function of depth. The maximum tensile stress
occurs if v = 0, and its magnitude is about 45% of the magnitude of the compressive
load ¢g. This tensile stress rapidly decreases with depth, with the half-width a of the
loaded strip as a scaling factor. In a material with a distinct tensile strength cracks
may appear to a certain depth, and the depth of these cracks is related to the magni-
tude of the compressive load ¢ and the tensile strength of the material. Conversely,
the tensile strength of the material can be determined from the depth of the cracks
and the magnitude of the load.

12.2.4 The Shear Stress

The shear stress oy, for the case of a strip load constant in time can be obtained by
integration with respect to time ¢ of the solution of the strip pulse problem, as given
in (12.92). This gives

%=f1($+1)—f1(5—1)+f2(§+1)—f2(§—1)+f3(€~|—1)—f3(€—1),

(12.180)
where
fl(é,;,r)=/n;h1(s,;,/()d/<, (12.181)
fz(é,C,T)z/:hz(“g‘,LK)dK, (12.182)
13,8, 1) Z/:h3($,§,f<)d/<, (12.183)

and where the functions %1(£), hy (&) and h3 (&) are defined in (12.94), (12.96)
and (12.98).
The evaluation of the three integrals will be considered separately.

The First Integral

In the first integral the integrand is, with (12.94),

2 (n* — B2)(1 —2B2) H(k —
hl(g,;,x)z—s)'t{ 27; ﬂ,,z ﬂzp i 2} (k np)’
7 (]_2ﬁp) +4ﬂp\/]_ﬁp\/n _ﬁp \/Kz_nzpz
(12.184)
where
; 2 _ 12,2
p, = TV Z e (12.185)

0
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To avoid the difficulties caused by the singularity at the lower limit of integration,
for k = np, the function h{ (&, ¢, k) is written as

ki(§. ¢, p)

h (S,é,K)—ith .2, %), (12.186)
1 JE—np? !
where now
* _ kl(év;"l{)_kl($7gs 77)0)
h](gv ;,K)— K2_T’2’02 ) (12187)
and
(* — Ba)(1 —282)
k H(x — . (12.188
16,6, €)= {(1—2ﬂ2)2+4ﬂ2mm} (r —np). ( )

Substitution of (12.186) into (12.181) gives, using a standard integral,

2 1242
fIEC.T) = ki (. 2. np)10g<r+— ”np'”’)H(r —np)
+/Th’f(é,;“,/c)d/c, (12.189)
o

where the value of the function h“f (&, ¢, k) at the lower limit integration is zero,

Wi, £, np) =0. (12.190)

The integral in (12.189) can be computed numerically.

The Second Integral

In the second integral, (12.182), the integrand is, with (12.96),

V1= B — B - 260) }H(x—p) 12.191)
=222+ 421 BT = B2 Vi =2

2
ha(§,¢, K)_—; {(

where

Ex +it/Kk?—p?

p? '
In this case there is again a singularity at the beginning of the integration interval,
but this point is now located at x = p. In order to avoid the numerical difficulties
caused by this singularity the function /> (&, ¢, k) is written as

ka(§,¢, p)
VK2 = p?

B, = (12.192)

hy(§,¢,k) = +h3(&, ¢, k), (12.193)
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where
* kZ(Ev C,K) _k2($9 ;-’ 10)
h5(E,0,k) = , 12.194
2.6, 1) NS ( )
and

V1= B2yn? — X1 —28))
(1-282)2 4+ 4p2,/1— B2,/n* — B2

Substitution of (12.193) into (12.182) gives

2
kz(é,f:,/c)=—;9‘t{ }H(K—p). (12.195)

T4 12— p? v,
fz(S,C»T)=k2(§,C,P)10g(T)H(T—,0)+/ h3¢, ¢, k) dx,
o

(12.196)
where the value of the function h;(é, ¢, k) at the lower limit integration is zero,

hiE. ¢, p)=0. (12.197)

The integral in (12.196) can be computed numerically.

The Third Integral

In the third integral, (12.183), the integrand is, with (12.98),

2 (=280 BE—n?{1-p2

M) = T2+ 1683 — B2 — 1)
 Hle = tq:g_j;’( ~™) fe — np), (12.198)
where
By = (EK — /P2 - Kz)/pz. (12.199)

and where 7, and 7y are defined by (12.69),

Ty =0 +¢y/1—12, T, =p. (12.200)

It may be noted that this third integral gives a non-zero contribution only if & > 7np.
The lower limit of integration is 7, and the upper limit is 7y, or T when this is
smaller. The integral can be computed numerically.
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Computer Program

The shear stress can be calculated as a function of &, ¢, t and v by the function
StripLoadSxz shown below. The auxiliary functions used by this function, in
which the three integrals are calculated, are also shown.

double kil (double x,double z,double t,double nu)
{
double n,nn,rr,pi,s, tt, tr,xx,zz;complex b,bb,bl,gp,gs,d,e;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu)) ;n=sqgrt(nn) ;
tt=t*t;xx=X*xX;2z2z=2*2Z;rr=xx+zz; tr=tt-nn*rr;
if (tr<=0) s=0;
else
{
b=complex (t*x/rr, (z/xrr)*sqrt(tr)) ;bb=b*b;
bl=1-2*bb;gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;
d=bl* (nn-bb) ;e=bl*bl+4*bb*gp*gs;s=2*real (d/e) /pi;

}
return(s) ;
}
double f1(double x,double z,double t,double nu)
{

double n,nn,r,rr,xx,zz,tt,tr,b,p,pp,pr,s,sl,s2,s3,xa,h,hh,eps;
h=0.001;eps=h*h;xa=x;nn=(1-2*nu)/(2* (1-nu) ) ;n=sqgrt (nn) ;
if (fabs(xa)<eps) {if (x>=0) xa=eps;else xa=-eps;}
tt=t*t;xx=xa*xa;zz=z*z;rr=xx+zz;r=sqrt (rr);tr=t/ (n*r);
hh=h*h;p=n*r+hh;pp=p*p;b=kl (xa, z,p,nu) ;
if (tt<=pp) s=0;else
{
s=b*log(tr+sqgrt(tr*tr-1));sl=0;
while (pp<tt)
{
p+=h;pp=p*p;pr=pp-nn*rr;s2=(kl(xa, z,p,nu)-b) /sqgrt (pr) ;
p+=h;pp=p*p;pr=pp-nn*rr;s3=(kl(xa,z,p,nu)-b)/sqgrt(pr) ;
s+=(sl+4*s2+s3)*h/3;sl1=s3;

}
}
return(s) ;
}
double k2 (double x,double z,double t,double nu)
{

double n,nn,rr,pi,s, tt,tr,xa,xx,zz;complex b,bb,bl,gp,gs,d, e;
pi=4*atan(1.0);nn=(1-2*nu)/ (2% (1-nu)) ;n=sqgrt (nn) ;xa=fabs (x) ;
tt=t*t;xx=xXa*xa;zz=z*z;rr=xx+zz;tr=tt-rr;
if (tr<=0) s=0;else
{
b=complex (t*xa/rr, (z/rr) *sqrt(tr)) ;bb=b*b;bl=1-2*bb;
gp=sqgrt (nn-bb) ;gs=sqgrt (1-bb) ;d=gp*gs*bl;e=bl*bl+4*bb*gp*gs;
s=-2*real (d/e) /pi;

}
return(s) ;
}
double f2(double x,double z,double t,double nu)
{

double r,rr,tt,tr,b,p,pp,pr,s,sl,s2,s3,xa,h, hh, eps;
h=0.001;eps=h*h;xa=x;if (fabs(xa)<eps) {if (x>=0) xa=eps;else xa=-eps;}
tt=t*t;rr=xa*xa+z*z;r=sqrt(rr);tr=t/r;
hh=h*h;p=r+hh;pp=p*p;b=k2 (xa, z,p,nu) ;
if (tt<=pp) s=0;else
{
s=b*log(tr+sgrt(tr*tr-1));s1=0;
while (pp<tt)
{
p+=h;pp=p*p; pr=pp-rr;s2=(k2(xa, z,p,nu) -b) /sart (pr) ;
p+=h;pp=p*p; pr=pp-rr;s3=(k2(xa, z,p,nu)-b) /sart (pr) ;
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s+=(sl+4*s2+s3)*h/3;s1l=s3;
}
}
return(s) ;
}
double k3 (double x,double z,double t,double nu)
{
double n,nn,rr,pi,s,b,bb, tt,xa,xx,zz,tq,b2,c,e;
pi=4*atan(1.0);nn=(1-2*nu)/(2* (1-nu)) ;n=sqgrt (nn) ;xa=fabs (x) ;
tt=t*t;xx=xa*xa;zz=z*z;rr=xx+zz; tg=n*fabs (x)+z*sqgrt (l-nn) ;
if ((tt>=rr) || (t<=tq) || (xx<=nn*rr)) s=0;else
{
b=xa*t/rr-(z/rr)*sqrt(rr-tt) ;bb=b*b;b2=(1-2*bb) * (1-2*bb) ;
c=(1-2*bb) *b2*sqgrt (1-bb) *sqgrt (bb-nn) ;
d=b2*b2+16*bb*bb* (1-bb) * (bb-nn) ;
s=2*c/ (pi*d*sqgrt(rr-tt));
}
return(s) ;
}
double £f3 (double x,double z,double t,double nu)
{
int m;double n,nn,xx,zz,r,rr,p,s,h,ts, tq;
nn=(1-2*nu) /(2* (1-nu) ) ;n=sqrt (nn) ;
XX=X*X;22=2*2;Yr=xXX+zz;r=sqrt (rr) ; ts=r;tg=n*fabs(x)+z*sqgrt (l-nn) ;
if ((t<=tq) || (xx<=nn*rr)) s=0;else
{
if (t<ts) ts=t;m=10000;h=(ts-tq)/m;s=0;p=tg+h/2;
while (p<ts) {s+=k3(x,z,p,nu)*h;p+=h;}
}
return(s) ;
}
double StripLoadSxz(double x,double z,double t,double nu)
{

double s;
s=fl(x+1,z,t,nu)-fl(x-1,z,t,nu);
s+=f2(x+1,z,t,nu)-f2(x-1,z,t,nu);
s+=f3(x+1,z,t,nu)-£f3(x-1,z,t,nu)
if (x<0) s*=-1;

return(s) ;

i

Examples

Figures 12.27 and 12.28 show the shear stress as a function of the lateral coor-
dinate x, for v =0 and z/a = 1.0, and for two values of time: c¢s¢/a = 2 and
cst/a =20.

In Fig. 12.28 the elastostatic values, which should obtain for + — oo, are also
shown. For x > 0 these elastostatic stresses are, see e.g. Sneddon (1951),

o 1 2 22
— = — . 12.201
q 7r{(x+a)2+z2 (x—a)2~|—22} ( )

The agreement appears to be very good. This has also been found to be the case for
other values of v, so that it can be concluded that the solution is in agreement with
the elastostatic solution.

As before, the agreement with the elastostatic solution is so good because the
value of time in Fig. 12.28 is large compared to the distance from the loaded area
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(T;L'z/(]

Fig. 12.27 Strip load—shear stress, v =0, z/a =1, ¢st/a =2

-1

0ez/4q

10

0
z/a

Fig. 12.28 Strip load—shear stress, v =0, z/a =1, ¢st/a =20

considered. The actual criterion for the elastostatic limit to be approached is that the
distance traveled by the shear wave should be large compared to the distance from
the loaded area. As mentioned before the distance traveled by the shear wave is a
convenient criterion, because the compression wave travels faster, and the Rayleigh
wave travels only slightly slower than the shear wave.

Approximation for Large Values of Time
An approximation valid for large values of time can be obtained by integrating the

approximation for the case of a line load, as given in (11.326). This gives, using the
same type of analysis as used in deriving the expression (12.122) for the isotropic
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stress, and using the notation A(x, a, z) defined in (12.121),

Oxz 1 Zz 1 Zz

1 1: B~ — ——
cstfa> q T(x+a)l+z2 mx—a)?+72

(x —crt+ a)2 + (wpz)2

2

— I
S O e —a) + (wp2)?

(x — ¢t +a)* + (ws2)?
(x —crt —a)? + (wyz)?

+ mewy log

in which

282 —1 [ m
ms = M wy =4/1—n%/87,

2B~ D, I
mﬁszs’ ws=4/1—1/87,

and the parameters 1, 8 and M have the same meaning as before.

341

(12.202)

(12.203)

(12.204)

It may be noted that msw, = mewy, so that the two coefficients of the logarithms

in (12.202) are equal.

To illustrate the accuracy of the approximation (12.202) two examples are shown
in Figs. 12.29 and 12.30, for z/a =1 and cst/a = 10, and for two values of Pois-
son’s ratio: v =0 and v = 0.5. The figures show the analytical solution in the left
half, and the approximate results in the right half, by a dashed curve. The agree-
ment appears to be very good. The maximum error is 0.015, and this error further

decreases for larger values of the time parameter cst/a.

1 :
-20

0
z/a

Fig. 12.29 Strip load—shear stress, v =0, z/a =1, ¢st/a = 10

20
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-20

0
z/a

Fig. 12.30 Strip load—shear stress, v =0.5, z/a =1, ¢st/a = 10

Conclusion

In this chapter the solutions of the problems of a strip pulse and a strip load on an
elastic half space have been considered. Using De Hoop’s solution method, closed
form expressions for the stress components in the half space for the case of a strip
pulse have been derived, using a procedure proposed by Stam (1990). The solutions
for the case of a strip load, constant in time, have been derived using a numerical
integration over time.

The solutions have been validated by verifying that they are proper generaliza-
tions of the elastostatic problem, and of the line load problems considered in the
previous chapter. They are also in good agreement with results obtained using a
numerical (finite element) method (Verruijt et al., 2008).

Special attention has been given to the generation of Rayleigh waves in the vicin-
ity of the surface. In general, for large values of time the solutions appear to consist
of the elastostatic stress distribution plus a constant Rayleigh wave disturbance near
the surface. Simple analytical expressions for the stresses, valid for large values of
time, say csf/a > 10, have been derived, see also Verruijt (2008a).

An interesting result obtained in this chapter is that the Rayleigh waves result in
tensile horizontal stresses propagating along the surface, in case of a compressive
strip load. The magnitude of the tensile stresses may be as large as about half the
magnitude of the load.

Problems

12.1 Verity that the approximate solutions given in Sect. 12.2 for o, 0;, and oy,
see (12.122), (12.149) and (12.177), satisfy the relation o = (0,; + 0xx)/2.
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12.2 Verify that these approximate solutions reduce to the approximate solutions
given in the previous chapter for a constant line load if the width of the strip a — 0,
using the expression F = 2aq for the total load.

12.3 Consider the values of the approximate solution for the vertical normal stress,
(12.177), for —a < x — ¢t < a, that is in the vicinity of the passage of the Rayleigh
wave. Using (12.152) show that this stress is zero for z — 0, as required by the
boundary condition.

12.4 Similarly, show that the approximate solution for the shear stress, (12.202),
satisfies the condition that for z — O this stress is zero, as required by the boundary
condition.






Chapter 13
Point Load on an Elastic Half Space

This chapter presents a solution by Pekeris (1955) of the problem of a point load on
the surface of an elastic half space. The derivation follows the presentation of the
solution in the original paper by Pekeris, but some notations have been modified, and
anumerical technique is used to evaluate certain integrals. This enables to generalize
the solution by Pekeris for other values of Poisson’s ratio than v = 1/4. The solution
for other values of v was given in closed form by Mooney (1974), and the solution
is further analyzed and discussed by Eringen and Suhubi (1975) and by Foinquinos
and Roésset (2000).

13.1 Problem

13.1.1 Basic Equations

The problem considered in this paper is a point load on the surface of an elastic half
space, applied at time ¢t = 0, see Fig. 13.1. The basic differential equations are the
equations of motion in the radial and vertical directions r and z, for a linear elastic
material, characterized by the Lamé constants A and u. These equations are, when
expressed in terms of the displacement components u and w in radial and vertical
direction, respectively,

v 2 a2

=p—r, 13.1
v (13.1)

%u 1ou wu 8214) 9%u

de
()L‘i‘,u)a— +M<
r

Fig. 13.1 Point load on half
space

A. Verruijt, An Introduction to Soil Dynamics, 345
Theory and Applications of Transport in Porous Media 24,
© Springer Science+Business Media B.V. 2010
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L Pw 10w +32w 9w 132)
ey Mo T r or 972 =P ’
where e is the volume strain,
0 d
e=—4 2 (13.3)

Tor 5 oz
The boundary conditions are supposed to describe a vertical point load on a small
circular area, applied at time ¢ = 0, with the shear stress being zero all along the

boundary z = 0 for all values of time,
Z:O N ()'Z,.:O7 (134)
ift>0andr <e,

__P
7=0:0,=] ¢ (13.5)
0 ift<Oorr >e.

Here P is the magnitude of the point load and € is the small radius of the loaded
area, which tends towards zero.
The Laplace transforms of the displacements are defined by

o0
ﬁ:/ u exp(—st)dt, (13.6)
0

w = /OO w exp(—st)dt. (13.7)
0

Using some elementary properties of the Laplace transform (Churchill, 1972) the
basic equations now become, assuming that at time # = 0 all displacements and
velocities are zero,

ot )az N 3%u Llom_w 3%u ”_ 13.8)
— — - — — — 4+ — | = ps°u, )
Wor ™M\ T ror 2 972 p
G+l 82w+ Low il W (13.9)
— —— t——+ — | = ps*w. .
H 9z F\or2 ™ 7 or 972 P

The axial symmetry of the problem suggests to seek the solution in the form of
Hankel integrals (Titchmarsh, 1948; Sneddon, 1951). For this purpose the following
Hankel transforms are introduced

U= /Oomjl (Er)dr, (13.10)
0

W= /Ooero(gr)dr, (13.11)
0

with the inverse transforms

ﬁ:/ooUSJl(r%’)dé, (13.12)
0
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W= /OOWEJo(rS)dé. (13.13)
0

The use of the Bessel functions Ji(£r) and Jo(ér) in the transforms (13.10) and
(13.11) has been suggested by the nature of the radial operators in (13.8) and (13.9),
see Sneddon (1951).

Multiplication of (13.8) by rJj(ér), and integration over the interval from
r =0to r = 0o gives, using a transformation of the integrals by partial integration,
following the usual Hankel transform methods (Sneddon, 1951),

2T, S 4V
— — s+ A+ 251U — (A + w)§—— =0. (13.14)
dz dz
Similarly, multiplication of (13.9) by r Jo(ér), and integration over the interval from
r=0tor =00 gives
d*W — dU
o2 g = o8> + 1WA Gk - =0, (13.15)

The form of these differential equations can be somewhat simplified by the intro-
duction of the following parameters,

cs =+ u/p, (13.16)

k=s/cs, (13.17)
1-2

e LS (13.18)

Tat2n 20-v) ¢,

The quantity ¢, is the propagation velocity of shear waves, ¢, is the propagation
velocity of compression waves, k is a simple scale transformation of the Laplace
transform parameter, and 7 is an auxiliary elastic parameter, completely defined by
the value of Poisson’s ratio v. Using these parameters the basic equations can be
written as

d*U _ dwW
= — P+ EHT — (1 —P)e— =0, (13.19)
dz dz
d*w _ dU
—— I+ EHY W+ A —nPE— =0. (13.20)
dz dz

13.2 Solution

The general solution of (13.19) and (13.20) for the half space z > 0 is

U = Aaexp(—az) + B& exp(—fz), (13.21)
W = A£ exp(—az) + BB exp(—Bz), (13.22)
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in which
o> =E2+ Kk, (13.23)
B* =& +n’k> (13.24)

The validity of this solution can easily be verified by substitution into (13.19) and
(13.20). The solutions that increase exponentially for z — oo have been excluded
because of the conditions at infinity.

Inverse transformation of the two equations (13.21) and (13.22) now gives

u= / [Aa exp(—az) + BE exp(—Bz)1E J1(r§) d§, (13.25)
0

W = /0 [A€ exp(—az) + BB exp(—B2) 1€ Jo(r&) dE. (13.26)

The boundary conditions are formulated in terms of the stresses o, and o,,. Their
Laplace transforms can be related to those of the displacements by the equations

- u Jw
T =u( o+ 5 ), (13.27)
0z dax
_ ow ou u
0= +20)— +A[ —+—). (13.28)
0z air r

With (13.25) and (13.26) this gives, using the definitions (13.23) and (13.24),

A / [AG? + 267) exp(—az) + 2BBE exp(—Bo)IE /1 (rE) dE.
0 (13.29)

T = —tt / [2Aak exp(—az) + BR + 262) exp(—B2)IE Jo(rE) dE.
0 (13.30)

The coefficients A and B, which may depend upon the parameters s and £, may be
determined from the boundary conditions.
The Laplace transforms of the boundary conditions (13.4) and (13.5) are

2=0: 5., =0, (13.31)

—L_ ifr<e,
z=0: 0, = Tess (13.32)
0 if r >e.

Using a well known Hankel integral representation, see for instance Erdélyi et al.
(1954), formula (8.3.18), the boundary condition (13.32) can also be written as

z=0: Ezz:_/oo ié Jo(r&)dé, (13.33)
0 2ms

where the parameter € has been taken infinitely small, so that the load is a point
load.
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Substituting the general expressions (13.29) and (13.30) into these two boundary
conditions leads to the following equations for the determination of the coefficients
A and B,

A(K*> 4 2£%) +2BBE =0, (13.34)

P
2Aaé + B(k> +28%) = T (13.35)

Solution of these equations gives

A= P 268 13.36
T 2mus (k2 +2E2)% — daBE?’ (13.36)
P k* 4 2¢2

B= 2 s (k2 + 262)2 — 4aBEL” (13.37)

The final expressions for the Laplace transforms of the displacements are

P /Oo 2ap exp(—az) — (k* + 2£%) exp(—Bz)
0

£ J,(r&)de, (13.38)

“= " 2mps (k2 + 2£2)2 — 4aBE2
o P €2 exp(—az) — (k* + 2&2) exp(—Bz)
v= _Zny,s /0 (k2 + 2£2)2 — 4aBE2 BE Jo(r&)dé, (13.39)

The remaining mathematical problem is to evaluate the integrals in these expres-
sions, and then to perform the inverse Laplace transform. This is a formidable task.
In this paper only the vertical displacements of the surface will be determined.

13.2.1 Vertical Displacement of the Surface

At the surface z = 0 of the half space the vertical displacement (13.39) is

— Pk> [ BE
wo= 27 s /O (k2 +2£2)2 — 4pE? Jo(r§)ds. (13.40)

This equation can be somewhat simplified by introducing the following (dimension-
less) parameters,

x=£&/k, (13.41)
a=oua/k, (13.42)
b=p/k. (13.43)

Noting that k/s = 1/c;, see (13.17), (13.40) can now be written as

T P /OO bx Jotkrx)d (13.44)
= — r . .
wo 2rpcs Jo o (142x2)2 —4abx? OLTX) X
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In this expression the parameters a and b are defined by

a?=x*+1, (13.45)

b =x>+ 12 (13.46)

The integral representation (13.44) can not easily be expressed into elementary
functions. Furthermore, the inverse Laplace transform has to be performed. Pekeris
(1955) has indicated that a closed form solution can be obtained by first transform-
ing the integration path in (13.44), then performing the inverse Laplace transform,
and finally elaborating the remaining integrals. This procedure will be described in
some detail below.

13.2.2 The Pekeris Procedure

To modify the integration path the variable x in the solution (13.44) is considered
to be the real part of a complex variable z = x + iy. The Bateman-Pekeris theorem
(see Appendix C) can now be used,

o0 2 o0
/O xf(x)Jo(px)dx =—;*3/0 yfy)Ko(py)dy, (13.47)

which is valid if the function f(z) has no singularities for %(z) > 0, I(f(z)) = 0 for
J(z) = 0, and if the function z3/2 f(z) tends towards zero for z — co. The parameter
p must be positive, p > 0.

In the case of the integral (13.44) the parameter p = kr = sr/c,, which indeed is
always positive. Furthermore in this case the function f(z) is

b

FQ = 05227 —dap2

(13.48)

in which, by analytic continuation, the parameters a and b now are defined as

a>=72+1, (13.49)

b? =22+ (13.50)

The function f(z) has singularities on the imaginary axis in the form of branch
points, at z = +1i and z = £ ni. It follows from (13.18) that n varies between n =
1/4/2 (for v =0) and n =0 (for v = %). By assuming appropriate branch cuts in the
complex z-plane the function f(z) can be made single-valued in the entire plane,
see Fig. 13.2. It is assumed that the arguments of the parameters a and b are chosen
such that for z — oo they coincide with the argument of z. At infinity the function
f(z), as defined by (13.48) behaves as z~2 so that the condition that z3/2 f (z) — 0
for z — oo is certainly satisfied.

The function f(z) may also have poles in the complex z-plane. The location of
these poles can be investigated by considering the values for which the denominator
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Fig. 13.2 The complex Y
z-plane

ni

is zero. For this purpose a new variable ¢ is introduced, defined as ¢ = z%. The
denominator of f(z) will be zero if

(1+2¢)* =4abg, (1351)
or, after squaring both sides,
(1+20)* = 16(¢ + D +1)¢%. (13.52)
This leads to an algebraic equation of the third degree in ¢,
16(1 — 23 +83 =22+ 87+ 1=0. (13.53)

The zeroes are shown, for various values of Poisson’s ratio v in Table 13.1. Only
the zeroes ¢ = ¢3 correspond to poles of the function f(z) in the area shown in
Fig. 13.2, the other singularities are located in other blades of the multivalued func-
tion. The negative values of ¢3 indicate that the poles are located along the imaginary
axis in the z-plane. They are indicated in Fig. 13.2 by dots.

It can be concluded that the Bateman-Pekeris theorem can indeed be applied, so
that (13.44) can be transformed into

—_ P * .
Wo=——5—" 3/ y f(iy) Ko(kry)dy, (13.54)
T UCs 0

where the path of integration should pass the singularities on the imaginary axis on
the right side, see Fig. 13.3.
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Table 13.1 Zeroes of denominator

v & ¢] &3

0.00 —0.500000 —0.190983 —1.309017
0.05 —0.473680 —0.195773 —1.280547
0.10 —0.444357 —0.201942 —1.253701
0.15 —0.411138 —0.210361 —1.228500
0.20 —0.371900 —0.223155 —1.204945
0.25 —0.316987 —0.250000 —1.183013
0.30 —0.268668 + 0.055458i —0.268668 — 0.055458i —1.162663
0.35 —0.253081 + 0.083563i —0.253081 — 0.083563i —1.143838
0.40 —0.236767 4 0.102573i —0.236767 — 0.102573i —1.126466
0.45 —0.219768 4 0.116675i —0.219768 — 0.116675i —1.110464
0.50 —0.202128 4+ 0.127213i —0.202128 — 0.127213i —1.095744
Fig. 13.3 Integration path Y

The vertical displacement itself can be obtained from its Laplace transform by
application of the complex inversion integral (Churchill, 1972),

1 y+ioo
wy = —— wo exp(st) ds, (13.55)
2mi y—ioo

where y should be large enough to ensure that there are no singularities to the right
of the integration path. Substitution of (13.54) into (13.55) gives, after interchanging
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the orders of integration,

72 pucs —ico

P 00 1 y+ioco
wy = — S/ yf(iy){—,/ Ko(sry/c) exp(st) ds}dy. (13.56)
0 2mi y

The inverse Laplace transform between brackets can be found in standard tables,
see for instance Erdélyi et al. (1954), formula (5.15.8),

1 y+ioco

0
— Ko(sry/c)ds =
2mi y—ioco (t2 — r2y2/cf)_1/2, t>ry/cs.

t<ry/cs,
(13.57)

It follows that the integrand of the integral (13.56) will contain a factor zero if y >
cst/r. Hence this integral reduces to

P (ST y fy)

—-——3 ———dy.
2
meur - Jo NI
In order to further evaluate this integral the behaviour of the function f(iy) along
the various parts of the path of integration must be considered. For this purpose it is

most convenient to consider the parts between the branch points separately.
The general definition of the function f(z) is, see (13.48),

wo = (13.58)

= , 13.59
1= 05227 —dap? (1359
where the parameters a and b are defined by
=2+ 1=+ (13.60)
b* =22+ > = (2 —ni)(z +ni). (13.61)

and the arguments of a and b coincide with that of z at infinity. For z =iy the
function f(z) becomes

b
(1 —2y2)2 + 4aby?’

fay) = (13.62)

where the values of a and b depend upon the location of the point y on the imaginary
axis. In particular

O<y<n:a=,/1-y2 b=/n?—y2, (13.63)
n<y<l:a=,/1-y2 b:i‘/yz_nz’ (13.64)
l<y<oo:a=iyy*—1, b=i/y?—n2. (13.65)

It follows from (13.63) that for 0 < y < n the function f(iy) will be real. This
means that any integration along the interval 0 < y < n will give no contribution to
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the imaginary part of the integral in (13.58). Now, if the time parameter is so small
that ¢t /r < n it follows that there will be no contribution at all to the integral, and
it can be concluded that then the displacement is zero,

cst/r<n : wo=0. (13.66)

Because 7 is the ratio of the shear wave velocity and the compression wave velocity,
see (13.18), this can also be written as

cpt/r <1 :wy=0. (13.67)

This result expresses that the displacements are zero until the arrival of the com-
pression wave.

Next consider the behaviour of the integral (13.58) if n < ¢5z/r < 1. Then there
will be only contributions to the integral from the range n < y < c¢st/r, where the
largest possible value of cs¢/r is 1. In that range the function f(iy) is, if we write
T =ct/r,

ivy?—n?

n<y<rt: f@iy)= , (13.68)
(1 =2y2)2 +4iy2\/1 — y2\/y? — n?
For the evaluation of the integral only the imaginary part is relevant,
2_ 2 242
. VY =1 =2y9)
<y<t:3f@y)= , 13.69
= =T pirinta—ne-m Y
or, after some elaboration,
/v2 — 2(1 — 2v2)2
n<y<t:3fly) = y -2y (13.70)

[1—8y2+8(3 —2n)y*—16(1 —n?)y°]’

The integral (13.58) now becomes

n<t<l:wy=-—
w?ur

y /’ yWrE—ni(1 —2yH?
no |

dy,
1= 8)2+8(3 —2n2)y* — 16(1 — 12172 — 2

(13.71)
where, as before,
T =t /T. (13.72)
This part of the solution can also be written as
n<t<l:wy=-— Gi(v, 1), (13.73)

m2ur
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where now

T 2 2 252
yWye—n=(1-=2y%)
Gi(v, 1) =/ dy. (13.74)
n [1—8y?+83 —2n?)y* —16(1 — n?)y®ly/ 1% — y?

The values of the integral G (v, 7), in the range 1 < t < 1, can be determined by a
numerical integration procedure. The integral has been evaluated in closed form by
Pekeris (1955) for the case that v = J—P ie. n2 = % For arbitrary values of v a closed
form solution has been given by Mooney (1974).

For values of the dimensionless time variable t > 1 there will also be a con-
tribution to the integral (13.58) from the interval 1 < y < 7. Actually, for large
enough values of 7 there might also be a contribution to the integral from the small
semi-circle around the pole, see Fig. 13.3, but it can be shown that this leads to a
completely real value, so that its imaginary part is zero. On the interval 1 <y <7
the function f(iy) is, with (13.65),

. ivVy*—n?
l<y<t: fly)= ;
(1 =2y)2 —4y2/y? — 1{/y? = n?

which can also be written as

(13.75)

iy =21 = 2y%) +4iy (2 — A2 — 1
[1—8y2+8(3 — 2n2)y* — 16(1 — n2)y°1y/y> — %

l<y<rt: f(@iy)=

(13.76)
This is purely imaginary.
The displacement of the surface now can be written as
T>1:wp=— {Gi(v, D) + G2 (v, D)}, (13.77)

T2ur

where the function G (v, t) is the same as before, see (13.74), and the function
G2 (v, 1) is defined by

Gy T):/’ 4y3(y2 —n?)y/y? — 1
’ 1[I =8y2 483 =202yt — 16(1 — n)y0]y/72 — y?

dy. (13.78)

13.2.3 Numerical Evaluation of the Integrals

The First Integral
The first integral to be evaluated is G1(v, 7), see (13.74),

Gi(v t):/r Yy — (= 2y%)°
’ n [1—8y2+8(3 —2n2)y* — 16(1 — n2)y61y/7% — y?

dy. (13.79)
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The integral can be somewhat simplified, and the singularity at y = t can be re-
moved, by the substitution

2 =02+ (2 = n?)sin?0, (13.80)
so that
ydy = (t? — ) sin6 cos 6 db, (13.81)
\/yz—nzz\/ﬂ—nzsine, (13.82)
and
Je2 =32 = /2 =i cosh. (13.83)
The integral (13.79) can now be written as
Gr=(e" =) /om e 8%:222;112 oy (138

where y is defined by (13.80). The integrand of the integral (13.84) has no singular-
ities if < t < 1. This means that the value of this integral can easily be calculated
by a standard numerical algorithm. For larger values of 7 the integrand may have a
pole, and the integral must be calculated as a Cauchy principal value. The contribu-
tion of integration along the semi-circle around the pole can be disregarded because
this can be shown to have a zero imaginary part.

The precise value of the location of the pole can be determined by writing y? = p,
and assuming that the denominator is zero if p = pg = 1 + d, where d can be
supposed to be a small number, because the values of |¢3] in Table 13.1 are only
slightly larger than 1,

p=pr=1+d. (13.85)

The value p = pp is a zero of the term between square brackets in the denominator
of the integrand of (13.94). It follows that

F(p)=1—8pr +83—4n*)p% —16(1 —n*) p3 =0. (13.86)
This gives, with (13.85) and using the definition of n? in (13.18),
d(d+1)(d+v)=(1—v)/8, (13.87)

from which it follows that
_ (-w/8
T (+d)(d+v)’

From this equation the value of d can be determined to any desired accuracy by an
iterative process, starting with the value d = (1 — v)/8. It can be concluded that the

(13.88)
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value of pg, which determines the arrival of the Rayleigh wave, can be determined
with great accuracy. The corresponding value of yg then is

YR=+PR=~1+d. (13.89)
and the corresponding value of 6 is, with (13.80),
2 .2
Or = arcsin(ylze 772 > (13.90)
==

For values of T < yg the pole is not on the path of integration, so that the integral
can be evaluated immediately from (13.84), but for values of 7 > yr the pole is on
the path of integration, and the integral must be separated into two parts,

T>yr: G1(v, 1) =G, 1) + GO, 1), (13.91)
where
Or—¢ 1 —2v2)2si 29
G11:(t2—n2)/ R L —d, (13.92)
0 1 =8y~ +8(3 —2n7)y* —16(1 —n7)y
/2 1—2v3)2sinZ0
G = (12— n?) Gl —df,  (13.93)
opt+e 1 —8y>+8(3 —2n%)y* —16(1 —n*)y
where ¢ is a very small number.
The Second Integral
The second integral to be evaluated is G2 (v, 1), see (13.78),
T 4 30v,2 2y / 2_1
Gz(V,r)=/ YO Z VY dy. (13.94)
1 [1—8y2+8(3 —2n2)y* —16(1 — n2)y0]/72 — y2

In this case a convenient substitution, which also removes the singularity at y = t,
is

y2 =1+ (2 = 1)sin?0, (13.95)
so that
ydy = (t? = 1)sin6 cos6 d#, (13.96)
\/y27—1= V72 — 15in@, (13.97)
and

VT2 —y2 =12 —1cosb. (13.98)
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The integral (13.94) can now be written as

y2(y* —n*)sin® 6
1 —8y2+8(3 —2n?)y*—16(1 —n?)

/2
Go(v,7) =4(z* = 1) do, (13.99)
0 y©

where the value of y now is determined by (13.95). Again, the integral can be cal-
culated directly if T < yg, but for values of t > yg the integration interval must be
separated into two parts, to calculate the Cauchy principal value.

13.2.4 Computer Program POINTLOAD

A function that calculates the vertical displacement for given values of v and ¢t /r
is reproduced below.

double wpekeris (double nu, double t)
{
int j, k;
double pi,fac,n,nn,e,f,fa,a,b,g,s,ta,tt,tr,xa,xb,xr,dx,yy,ss,eps, epsl;
pi=4*atan(1.0);fac=1/(2*pi*pi) ;eps=0.000001;eps*=eps;epsl=0.001;
nn=(1-2*nu)/(2* (1-nu) ) ;n=sgrt (nn) ;e=0.000001;e*=e; f=1;b=(1-nu)/8;
if (nu>0.1) {while(f>e) {a=b;b=(1l-nu)/(8*(1l+a)*(nu+a));f=fabs(b-a);}}
else {while (f>e) {a=b;b=sgrt((l-nu)/(8*(l+a)*(l+nu/a)));f=fabs(b-a);}}
tr=sqrt(l+b); // tr is the arrival time of the Rayleigh wave
if (t<=n) g=0; // zero displacement before arrival of compression wave
else if (t<=1)
{
tt=t*t;xa=0;xb=pi/2;k=1000* (xb-xa) ;dx=(xb-xa) /k; fa=0;g=0;
for (3=0;3<k;j++)
{
s=sin(xa+j*dx) ;ss=s*s;yy=nn+(tt-nn) *ss;a=(1-2*yy) * (1-2*yy) * (tt-nn) *ss;
b=(1+8*yy* (-1+yy* (3-2*nn-2*yy* (1-nn)))) ;f=a/b;if (j>0) g-=fac* (f+fa) *dx; fa=£;
}
}
else if (t>tr)
{
ta=t;if (t<tr-eps) ta=tr+epsl;tt=ta*ta;xr=ArcSin(sqgrt((tr*tr-nn)/(tt-nn)));
xa=0;xb=xr-epsl;k=1000* (xb-xa) ; dx=(xb-xa) /k; fa=0;g=0;
for (3=0;j<=k;j++)
{
s=sin(xa+j*dx) ;ss=s*s;yy=nn+(tt-nn) *ss;a=(1-2*yy) * (1-2*yy) * (tt-nn) *ss;
b= (1+8*yy* (-1+yy* (3-2*nn-2*yy* (1-nn)))); f=a/b;if (j>0) g-=fac*(f+fa)*dx;fa=f;
}
xa=xr+epsl;xb=pi/2;k=1000* (xb-xa) ; dx= (xb-xa) /k;
for (3=0;j<=k;j++)
{
s=sin(xa+j*dx) ;ss=s*s;yy=nn+(tt-nn) *ss;a=(1-2*yy) * (1-2*yy) * (tt-nn) *ss;
b=(1+8*yy* (-1+yy* (3-2*nn-2*yy* (1-nn))));f=a/b;if (j>0) g-=fac* (f+fa)*dx; fa=f;
}
xr=ArcSin(sqgrt((tr*tr-1)/(tt-1))) ;xa=0;xb=xr-epsl;k=1000* (xb-xa) ;dx=(xb-xa) /k;
for (j=0;j<=k;j++)
{
s=sin(xa+j*dx) ;ss=s*s;yy=1+(tt-1) *ss;a=4*yy* (tt-1) * (yy-nn) *ss;
b= (1+8*yy* (-1l+yy* (3-2*nn-2*yy* (1-nn)))) ; f=a/b;if (j>0) g-=fac* (f+fa)*dx; fa=£f;
}
xa=xr+epsl;xb=pi/2;k=1000* (xb-xa) ; dx=(xb-xa) /k;
for (3=0;3<=k;j++)
{
s=sin(xa+j*dx) ;ss=s*s;yy=1+(tt-1) *ss;a=4*yy* (tt-1) * (yy-nn) *ss;
b=(1+8*yy* (-1+yy* (3-2*nn-2*yy* (1-nn)))) ;f=a/b;if (j>0) g-=fac* (f+fa)*dx; fa=£;
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else
{
ta=t;if (t>tr-eps) ta=tr-epsl;tt=ta*ta;xa=0;xb=pi/2;k=1000%* (xb-xa) ;dx=(xb-xa)/k;g=0;
for (3=0;3j<=k;j++)
{
s=sin(xa+j*dx) ;ss=s*s;yy=nn+(tt-nn) *ss;a=(1-2*yy) * (1-2*yy) * (tt-nn) *ss;
b= (1+8*yy* (-1+yy* (3-2*nn-2*yy* (1-nn)))); f=a/b;if (j>0) g-=fac*(f+fa)*dx;fa=f;
}
for (3=0;3<=k;j++)
{
s=sin(xa+j*dx) ;ss=s*s;yy=1+(tt-1) *ss;a=4*yy* (tt-1) * (yy-nn) *ss;
b= (1+8*yy* (-1+yy* (3-2*nn-2*yy* (1-nn)))) ; f=a/b;if (3>0) g-=fac* (f+fa)*dx;fa=f;
}
}
return(g) ;

}

13.2.5 Results

Some results of the computations are shown in Figs. 13.4, 13.5 and 13.6, for the
values v = 0.00, v = 0.25 and v = 0.50. The figures show the vertical displacements
as a function of the variable c¢s¢/r. The case v = 0.25 is the case for which Pekeris
(1955) obtained a closed form solution. The results of the present computations are
in good agreement with the original results of Pekeris.

The figures show that a first effect occurs when the compression wave arrives, and
somewhat larger displacements occur upon arrival of the shear wave, with a discon-
tinuity in the slope of the curve. A singularity occurs upon arrival of the Rayleigh
wave, but after the passage of this wave the displacements remain constant. The val-

-0.5
wur/P 0 ”’///
0.5
0 1 2
cst/r

Fig. 13.4 Vertical displacement, v = 0.00
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-0.5
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cst/r
Fig. 13.5 Vertical displacement, v = 0.25
-0.5
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0.5
0 1 2
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Fig. 13.6 Vertical displacement, v = 0.50

ues obtained for this final steady state displacement are in perfect agreement with
the result from the classical theory of elasticity,

P(1—v)
Wy = ——.

(13.100)
27 ur
Actually, for v = 0.00 the numerical solution gives w = 0.159 P /ur, for v =0.25
the numerical solution gives w = 0.119 P/ur, and for v = 0.50 the numerical solu-

tion gives w = 0.0795 P /ur. These values compare very well to the results obtained
using (13.100).



Chapter 14
Moving Loads on an Elastic Half Plane

In this chapter some analytical solutions are derived for problems of vertical loads
moving at constant speed over the upper boundary of the half plane z > 0. The ma-
terial is isotropic linear elastic with quasi-viscous damping to represent hysteretic
damping. The method used is a Fourier integral method (Sneddon, 1951). The anal-
ysis in this chapter is due to Verruijt and Cornejo Cérdova (2001). The solution for
the undamped case was given by Cole and Huth (1958). A large number of problems
for moving loads, on beams, plates and half spaces, has been considered by Fryba
(1999).

14.1 Moving Wave

In this section the problem of a moving sinusoidal wave on the half plane z > 0 is
considered, for an isotropic elastic material with hysteretic damping. This will be
used as the basic case for the more general case of a moving strip load or a moving
point load. Hysteretic damping is defined as a special type of visco-elastic damping,
the special property being that the damping ratio in each full cycle of loading is
independent of the frequency of the loading (Hardin, 1965; Verruijt, 1999).

14.1.1 Basic Equations

The basic equations are the equations of motion,

do do 3%u
== =0, (14.1)
dx 0z a2
o ao 3%w
90xz | 00z _ 00 (14.2)
dx 9z 012
A. Verruijt, An Introduction to Soil Dynamics, 361
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For a linear visco-elastic material the stresses are related to the displacements by the
following relations.

N 8u+8w Y 0 3u+8w 42 8u+2 , 0 du (143)
Oxx = — — — o .
x "ar\ox T oz “ax R ot ox

(22w g, (2 2w ) +2 LY
O = — — — ——, .
. ax | oz "ar\ax | oz “ Mot a2

u ow u ow
_ ou L owy. 14.5
o3z “(az+ax>+“’at<a +8x> (14.5)

where A and p are the Lamé constants of the material, and ¢, is a relaxation time. In
order to describe hysteretic damping the value of #. should be inversely proportional
to the frequency of the loading.

Substitution of (14.3)—(14.5) into (14.1) and (14.2) leads to the basic differential
equations

ot )a 8u+3w N 82u+82u
Moz ox 9z M\ 9x2 972

NP AL CLONA L. 9%u +82u 9% (14.6)
Whgeax\ox oz ) M a\e T a2 ) TP U

Ot ) 8u+8w N 82w+82w
# ax 9z H ax2 972

O )ta 0 (du_ dw) 0 9%w +82w 9w 147)
Mhgraz\ox "oz ) T e\ o T2 ) TP U

These equations can also be written as

9%u 92w 92u
()»+2M) +(k+u)—+ua
33 3w 33u 9%u
A4 20t t t =p—, 14.8
+ A+ M)r +( +M)r8 3X3I+MF8Z231‘ Patz ( )
92w 92u 92w
(/\+2M) +(k+u)—+ua
O+ 20— 33 O L N i (14.9)
it Wt axozor "~ M axzar ~ Parr '

It is assumed that the problem is to determine stresses and displacements in the half
plane z > 0, subject to the boundary conditions

7z2=0: 0, =0, (14.10)
z=0: o, =—poexplia(x —v1)]. (14.11)
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These boundary conditions express that the half plane is loaded by a wave load
normal to the surface, moving at a speed v, in positive x-direction. Actually only the
real part of the boundary condition applies, because the stress o, is a real quantity.
This means that the real part of all quantities should be taken to obtain physically
meaningful results.

14.1.2 Solutions

The solutions are assumed to be of the following form,

ou = Aexplioe(x — vt)]exp(—aaz), (14.12)
aw = Bexplio(x — vt)]exp(—awz), (14.13)

where « is a given positive real constant, and the (complex) constant a is unknown.
It is assumed that its real part is positive, so that the solution will vanish for z — oco.
It is assumed that the imaginary part of a is negative, so that waves will propagate
in positive z-direction (this is Rayleigh’s radiation condition). If a = p — iq the
solution will contain a factor of the form exp[ix(qz — vt)], where g is a positive
number. This ensures that for a fixed value of x the wave is propagated in positive
z-direction.

The unknown coefficients A and B in general are complex. A factor @ has been
added to the variables so that the constants A and B will be dimensionless.

The derivatives needed in the expressions for the stresses are as follows.

a
a—” — iAexplia(x — vi)]exp(—aaz), (14.14)
X
u .
3 = —Aaexplia(x — vt)]exp(—aaz), (14.15)
Z
w | .
i iBexplia(x — vt)]exp(—awz), (14.16)
x
ow .
5 = —Baexplia(x — vt)]exp(—aaz), (14.17)
z
9%u .
= Aavexplioe(x — vt)]exp(—awz), (14.18)
dx0t
9%u . .
—— =iAaavexplia(x —vt)]exp(—awz), (14.19)
dzot
92w .
= Bavexplia(x — vt)]exp(—aaz), (14.20)
dxot
’w .
=iBaavexplia(x — vt)]exp(—aaz). (14.21)

azot
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The second and third order derivatives needed in the basic differential equations
(14.6) and (14.7) are as follows.

82
B_I; = —Aaexplio(x —vt)]exp(—awz), (14.22)
X
8%u 5 .
3_22 = Aa“aexplia(x — vt)]exp(—aaz), (14.23)
9w .
Yl = —Baexplia(x — vt)]exp(—aaz), (14.24)
3w 5 :
3—Z2 = Ba“aexplia(x — vt)]exp(—aaz), (14.25)
9%u . .
= —iAaaexplia(x — vt)]exp(—aaz), (14.26)
0x0z
8%w . .
= —iBaaexplia(x — vt)]exp(—aaz), (14.27)
0x0z
93u .. 2 .
—— =iAa“vexplia(x — vt)]exp(—aaz), (14.28)
9x20t
8314 . 2 2 .
—— = —iAa”a vexplia(x — vt)]exp(—awz), (14.29)
9720t
8311) . 2 .
—— =iBa“vexplia(x — vt)]exp(—aaz), (14.30)
dx20t
3311) . 2 2 s
= —iBa“a“vexplia(x — vt)]exp(—aaz), (14.31)
0720t
33u 5 .
= —Aaa“vexplia(x — vt)]exp(—aaz), (14.32)
dx0dz0t
3w 2
= —Baa“vexpla(x — vt)]exp(—awz). (14.33)
dx0z0t

Substitution of these expressions into (14.8) and (14.9) now leads to the following
system of equations for the determination of the constants A and B,

[l +200) = pa® = pv*] = 20 [ +200) — pa®]} A
+i(h+p)(1 —2i2)aB =0, (14.34)
i+ p)(1—2i¢)aA
+{lu = O+ 2wa” = pv*] = 2ig [ — .+ 2@’} B =0, (14.35)
where the damping factor ¢ is defined by

2¢ = avt,. (14.36)
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In order to represent hysteretic damping, rather than visco-elastic damping, the
product of the parameters w = «v and ¢, should be considered as a constant. Thus
the parameter ¢ is an independent material parameter. This means that the relaxation
time ¢, must be inversely proportional to the frequency w = av.

Equations (14.34) and (14.35) can be somewhat simplified by introducing the
parameters

P=—tr =2 _ ﬁ, (14.37)
A4+2n 2(1—v) c%,
2 2
£2 = % - Z_z (14.38)
S

Here ¢, and c; are the propagation velocities of compression waves and shear waves
in the elastic material. The system of (14.34) and (14.35) now is

[ =n*a) (1 =2i¢) —*&*JA+i(1 —n*)(1 —2i¢)aB =0, (14.39)
i(1—n*)(1=2i)aA+ {(n* —a®)(1 = 2i¢) —n*6*}B=0.  (14.40)

It may be noted that the matrix of this system of equations is symmetric.
The system of equations has a non-zero solution only if the determinant A is
zero. This determinant is defined as

_|a=nfaHA =2i) P> il =nP)(1=2i0)a (14.41)

A iA— P —20a G —ad(1—2i7) — 28>

or, after some elementary elaboration,
A=(1-a*?(1-2i0)° =1+ a1 =2i0)8 + 97" (14.42)
The condition that this must be zero leads to the possible roots

£ »_ €

1—a12= —, —a5 = —.
1-2i¢ 1-2i¢

(14.43)

For the undamped case (¢ = 0) the roots are real, 1 — a% =&2and 1 — a% =n2&2,
in agreement with the known results for this case (Cole and Huth, 1958).

14.1.3 Solution 1

The first solution is determined by the root

£ (1—g2+40%) —2icg?

1-2i¢ 1442 (14.49

2 _
aj=1-
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This is written as
a? = R exp(—2i6)), (14.45)

where R and 60, are determined by the equations

(1 — g2 44077 + 4%

R} 14.46
287
20) = arctan| ——— ). (14.47)
1 —£2 4+ 4¢2
It is assumed that the angle 20 lies in the interval
0<20) <m. (14.48)

It may be noted that this definition of the function arctan(x) is different from the
usual definition of the principal value. The present definition has been used so that
the real part of a; is always positive and the imaginary part of a; is always negative.
This ensures that the solution vanishes for z — oo, and that the waves are going
out, from the boundary towards infinity (this is a form of the radiation condition).
It may be noted that the present definition of the interval also ensures that 20 is
continuous when & varies between 0 and oo. If 20; would be defined in the interval
—1/2 < 26 < 47/2, the value of 26; would jump from 7/2 to —/2 when &2
passes the value 1+ 4¢2.

The value of a; now is

a; = Ryexp(—ify) = p1 —iqi, (14.49)

where
p1 = Rjcos(01), (14.50)
g1 = Ry sin(6y). (14.51)

The value of pi, the real part of ap, is always positive because of the definition
(14.48). This ensures that the solution will vanish for z — oo, as required. The
value of ¢ is also always positive, so that all waves will travel towards infinity.

The values of the real and imaginary parts of a; are shown graphically in
Fig. 14.1, for relatively small values of ¢. It may be noted that the pointé =0, { =0
corresponds to a; = 1. The point £ =1, ¢ =0 corresponds to a; = 0, and the point
£ =2, ¢ =0 corresponds to a; = —i~/3. The real part of a; is always positive, and
the imaginary part is always negative.

Substitution of the value of a% into either of (14.39) or (14.40) shows that the
constants A1 and B are related by

Ay =—ia1By =—i(p1 —iq1)B1=—(q1 +ip1)B1. (14.52)
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2.0

0.5
¢
0.0
0.0 1.0 2.0 1.0
3
Fig. 14.1 First root a; as a function of & and ¢, for small values of ¢
Thus the first solution is
au = —iay By explia(x — vt)]exp(—ajaz), (14.53)
aw = Byexplia(x — vt)]exp(—ajaz). (14.54)

The solution can also be written as

au = —(q1 +ip1)Brexplia(x + g1z — vi)]exp(—p1az), (14.55)
aw = Biexplio(x + g1z — vt)] exp(—p1z). (14.56)

14.1.4 Solution 2

The second solution is determined by the root

&% (1 —n&* 4407 —2ign’8?
1-2i¢ 1+4¢2 ’

ag=1- (14.57)

This is written as

a3 = R exp(—2i6y), (14.58)
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where R, and 6; are determined by the equations

(1 — 262 +4¢2)2 + 4024

Ry = Ty : (14.59)
20, = arctan(%). (14.60)
It is assumed that the angle 26, lies in the interval
0<26, <m. (14.61)
The value of a; now is
ay = Ryexp(—ibh) = pr —iqa, (14.62)
where
P2 = Racos(62), (14.63)
g2 = Ry sin(62). (14.64)

The values of py and ¢ are always positive because of the definition (14.61). This
ensures that the solution will vanish for z — oo, and that the waves will be propa-
gated towards infinity, as required.

The values of the real and imaginary parts of a, are shown graphically in
Fig. 14.2, for relatively large values of ¢. This is actually the same figure as
Fig. 14.1, except that & must be replaced by n&. It may be noted that the point
& =0, ¢ =0 corresponds to a, = 1. For large values of the damping parameter ¢
the values of a; all approach the point a; = 1. The real part of a is always positive,
and the imaginary part is always negative.

Substitution of the value of a% into either of (14.39) or (14.40) shows that the
constants A and B, are related by

By =iaxAr, =i(p2 —iq2)A2 = (q2 +ip2)As. (14.65)
Thus the second solution is

au = Arexplia(x — vt)]exp(—araz), (14.66)
aw =iayAjzexplio(x — vt)]exp(—araz). (14.67)

This solution can also be written as

au = Azexplia(x + g2z — vt)] exp(—praz), (14.68)
aw = (g +ipr) Az explia(x + g2z — vt)] exp(— praz). (14.69)
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Fig. 14.2 Second root a; as a function of £ /m and ¢, for large values of ¢

14.1.5 Completion of the Solution

By addition of the two possible solutions the general solution is obtained,

au = [—ia; By exp(—ajaz) + Az exp(—azaz) | explia(x — vi)],

aw = [31 exp(—ajaz) +iaxAs exp(—azaz)] explio(x —vt)].

The first order derivatives of these functions are

au
ox
ou
9z
Jw
ax

Jw
0z

= [a1B1exp(—ajaz) + i Az exp(—azaz) ] explia(x — vi)],
= [ialzBl exp(—ajaz) — azAzexp(—azaz) |explia(x — vr)],
= [i Biexp(—ajaz) — az Az exp(—azaz) | explia(x — v1)],

= [—a131 exp(—ajuz) — ia%Az exp(—azaz)] explia(x — vt)].

(14.70)
(14.71)

(14.72)

(14.73)

(14.74)

(14.75)

It may be noted that the factor v, which was introduced in the general solutions for
the displacements, (14.70) and (14.71), does not appear in the derivatives, which are
dimensionless.
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14.1.6 First Boundary Condition

In order to satisfy the first boundary condition, which expresses that the shear
stresses at the surface z = 0 are zero, the following combination is needed,

Ju ow . 2 .
< + —) = [l(l +ay) By exp(—ajaz) —2a2 A3 exp(—azaz)] explio(x —vt)].

a_Z 0x
(14.76)
It now follows that

. d [ du n ow
"9r\ 9z  ox
= —2i§[i(l + a%)Bl exp(—ajaz) —2aA, exp(—azaz)] explia(x — vt)].
(14.77)

Using these results the expression for the shear stress is

%" = (1= 2iO)[i(1 +a}) By exp(—ajaz) — 2a A exp(—araz) | explio(x — v)].

(14.78)
On the boundary z = 0 this must be zero, because of the boundary condition (14.10).
This gives

2ayAy =i(1+a)B. (14.79)

This enables to write the expression for the shear stress, (14.78), in a slightly simpler
form,

Gﬂﬂ =2ayA7(1 — 2i§)[exp(—a1az) - exp(—azaz)] explia(x —vt)]. (14.80)

Written in this form it can immediately be seen that the boundary condition of zero
shear stress at the upper boundary z = 0 is indeed satisfied.

14.1.7 Second Boundary Condition

The second boundary condition refers to the vertical normal stress o;, which is
prescribed along the boundary z = 0, see (14.11),

72=0:0,, = —poexplia(x — vt)]. (14.81)

This stress can be expressed into the displacement components # and w by (14.4),
which can also be written as

UZZ_1—2n2<8u 8w> 1—2n2 8<8u 3w>+28w 3 dw

== —t — )|+ ——t——+ — — — .
" n? 0x 9z n? ot 8x+az 8z+ ot 9z
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The first term (the volume strain) is, from (14.72) and (14.75),

a d
i + el I i(1— a%)Az exp(—araz) explic(x — vt)]. (14.83)
Jdx 0z
It may be noted that the volume strain due to the first solution, with the coefficient
By, is zero. This suggests that the first solution represents the shear waves.
It follows from (14.83) that

9 (ou 9
b (280 _ (1 — a2)Arexp(—azaz) explic(x —vr)].  (14.84)
ot \ 0x 0z

The value of dw/dz has been given in (14.75),

0
a—w = [—alBl exp(—ajaz) — ia%Az exp(—azaz)] explio(x — vt)]. (14.85)
z
Differentiation with respect to ¢ gives
’w . .2 .
o= 2i¢[a1 By exp(—ajaz) + iay Az exp(—azaz) | explia(x — vi)]. (14.86)
z

Using these results the expression for the vertical normal stress is

Ozz

= (1 -2i0)
nw

x [i(=2+ 1/n* — a3 /n*) Ay exp(—azaz) — 2a1 By exp(—ajaz)]
x explia(x — vt)], (14.87)

or, because it follows from the definition of the roots a; and ay, see (14.43), that

1/n?—a3/n*=1-al,

.

f =—(1- 2i§)[i(1 +a%)A2 exp(—azxaz) +2a1 By exp(—alaz)] explio(x —vt)].
(14.88)

The boundary condition (14.81) now leads to the equation

i(+a®)Ay+2a1B = —L0 (14.89)

(=200
which is the second relation between the two constants A, and By, the first relation
being (14.79).
Equations (14.89) makes it possible to write the expression for the vertical nor-
mal stress, (14.88), in a slightly simpler form,
Ozz

9z _ PO exp(—azaz) explic(x — vt)]
1 1

+2a1(1 — 2i¢) By [exp(—axaz) — exp(—ajaz) | explia(x —vr)]. (14.90)

Written in this form it can immediately be seen that the boundary condition for the
vertical normal stress at the upper boundary z = 0 is indeed satisfied.
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14.1.8 The Two Constants

The two constants A, and Bj can be determined from (14.79) and (14.89). This
gives

. 1 2
Ay=—— PO ’(2+a1) , (14.91)
(1 —=2i¢) (1+a7)? —4aia;
2
B = Po e (14.92)

T u(=2i0) (1 +a)? —daray’

This completes the solution of the problem for a traveling wave load.

14.1.9 Final Solution

The final expressions for the displacements are

L i 2maexp(-aiez) — (14 a}) exp(—axaz)
(1 =2if) (1+a})? —4arar

explie(x —vt)],

(14.93)

po  2arexp(—ajaz) — ax(1+a}) exp(—araz)

ow = — -
w(l —2i¢) (1+a?)? —4daja;

explio(x — vt)].
(14.94)

The final expressions for the stresses are found to be

oxe  (L+aP)(1 —a? +2a3)exp(—araz) — 4ajaz exp(—ajaz) .
— = explie(x —vt)],

Do (1+ad)?—4daja,
(14.95)
14 a?)? exp(— -4 exp(—
oz _ _ (I +ap)7exp( “zof) DX~ i — vyl (14.96)
Po (1+a7)? —4aya;

o _ 2iax(1+ a?)[exp(—azaz) — exp(—ajaz)]
Do (1 +a%)2—4a1a2

explic(x — vt)]. (14.97)

The isotropic stress og = %(ax x + 07;) is of a relatively simple form,

oo (1+a})(a; —aj) exp(—araz)
Po (1+ah)? —4daja,

explia(x — vt)]. (14.98)

This equation can also be derived immediately from the volume strain, of course.
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14.1.10 The Displacement of the Origin

Of particular interest is the vertical displacement of the surface z = 0 below the
center of the load, for x = vt. With (14.94) this gives

_po ar(1 —a7)
u(l=2i¢) (14a})? —4arar

awg = (14.99)

It follows from the definition of ay, see (14.44), that 1 — a% = é;’2/(1 —2i¢), hence

_ Po ar§?
u(l =2i¢)* (14+a})? —4arar’

awg =

(14.100)

The actual value of the displacement is the real part of this expression. This means
that the amplitude of the displacement is determined by the absolute value |wgy|.
This can be expressed in dimensionless form as

aplwa| 1 |az |€2
Po 1T =22 |(1 +a})? —daja

(14.101)

All quantities in the right hand side of this equation can be expressed in terms of
parameters introduced before. In fact,

11 —2i¢> =144, (14.102)
laz] = Ry, (14.103)
|(14a})? —4aray| =/ P2 + Q2, (14.104)
where
P =(1+pi—qD)*—4plql —4pip2 +4q192. (14.105)
Q =4(p192 + p2q1 — prg1(1 + pT — q1). (14.106)

The parameters in these expressions have been defined in Sects. 1.3 and 1.4.

The amplitude of the vertical displacement is shown as a function of the dimen-
sionless velocity of the wave load v/c in Fig. 14.3, for v = 0 and four values of
the damping ratio ¢. The amplitude is shown as a ratio to the static value, obtained
for v/cy — 0. It appears that there is a definite peak in the displacements, which
corresponds to the velocity of the Rayleigh wave in the undamped case. Actually,
for v = 0 the velocity of the Rayleigh wave is ¢, = 0.874c¢,. The magnitude of the
peak depends very much upon the value of the damping ratio {. A damping ratio
¢ = 0.1 reduces the peak value to about three times the static value.
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Fig. 14.3 Moving wave load,
dynamic amplification factor,
v=0

0.0 0.5 1.0 1.5 2.0 2.5 3.0
v/cs

14.2 Moving Strip Load

The solution for a moving strip load can be derived from the previous solution using
Fourier transforms. The boundary condition is supposed to be

0 - —po, if|x—vt|<b, (14.107)
STV T 0, if e —vt| > b '
This boundary condition can also be written as
2 > sin(ab — vt
120 : o, = 2P0 [T sin@b) coslax Zvn)] (14.108)

T 0 o

Comparing this with the boundary condition for the previous case, see (14.11), and
remembering that the real part of this boundary condition and of the solution should
be considered only, it follows that the solution of the problem for a moving strip
load (say F(x, z,t)) can be obtained from the solution of the problem for a moving
wave load (say f(x,z,t,a)) by multiplication of the real part of the solution by a
factor

2 sin(ab
_sm(a )d

T o

a?

and then integrating from o = 0 to o« = co. Hence

2 [ sin(ab)NR , 2.t
F(x,z,1) = —/ sim@b)Mfx.z 0}, (14.109)
T Jo o
or, because only the function f(x, y, z, ) can be complex,
2 o° i b I 9t7
F(x,z,t)z—mf sin@b)f(x.2,1,9) (14.110)
g 0 o
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This is simply an application of the Fourier integral, of course. The same result
could have been obtained by using the Fourier transform method (Sneddon, 1951).
It may be noted that in the formulation used here the parameter « is always positive.

14.2.1 Vertical Displacement of the Surface

Application of the Fourier integral (14.110) to the expression (14.100) for the verti-
cal displacements gives, taking into account that the real part should be taken,

_@m/m az[2exp(—ajaz) — (1 +a?) exp(—araz)]
o Jo a2(1=2iD)[(1 +a})? — 4ajas]

x sin(ab) explic(x — vt)]da. (14.111)

Because the coefficients a; and a> depend upon the velocity factor & (= v/c;) and
the damping ratio ¢, but not on «, this can also be written as

_ 2
w=-Lopf 2L, (14.112)
wo LA =200 +a})? - 4ajar]
where

I = E/ sin(ab) exp{oz[i(; —vt) —aizl} da. (14.113)

7 Jo o
L=2 / sin(ah) exp{a[i(; —v)—azl) (14.114)

T Jo o

Although these integrals are of a relatively simple form, they can not be evaluated
in analytic form, because of the singularity for « = 0. This is a well known property
of elastic problems for a half plane with a load on its surface. The displacements
can not be determined uniquely, and the solution will have a logarithmic singular-
ity. It is possible, however, to consider some special properties of the solution, by
considering some special points, for instance.

As an example one may consider the displacements of the upper surface z = 0.
Then the two integrals (14.113) and (14.114) are equal,

2f sin(ab) explior(x — vl (14.115)
0

Ih=L=0L=— 3
T o

and the displacement of the surface is, using the definition of a; in (14.44),

Po at? }
=——N Iot. 14.116
wd u { (1-2i0)%[(1 +a12)2 —4ajaz] 0 ( )
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Fig. 14.4 Moving strip load,
dynamic amplification factor,
v =0.3333

0.0 0.5 1.0 1.5 2.0 2.5 3.0
v/cs

As before, the integral does not converge, but it is independent of £ and ¢. Of par-
ticular interest is the amplitude of the displacement. Because the displacement will
always be a sinusoidal function of time, it follows that

Po |ag| &2
lwg| = — : 1ol (14.117)
L= 2021 +a?)? — dajas|
The static value is obtained by letting £ — 0. This gives
Po 1 po(1—v)
lws| = : [Ip| = [1o]. (14.118)
U 2ull=2ig| 1 - p? /1 + 422
The ratio of the dynamic to the static displacement now is
2
lwal lax|§ (14.119)

lwsl (1= v)y/T+42|(1 +a?)? —daraa]

The dynamic amplification factor is shown in graphical form in Fig. 14.4, for v =
%, and four values of the damping factor ¢. Actually, this is the same relationship as
for the wave loads, shown in Fig. 14.3. These figures differ only because the value
of v is different.

14.2.2 Vertical Normal Stress

Application of the Fourier integral (14.110) to the expression (14.96) for the vertical
normal stress gives, taking into account that the real part should be taken,

o {(14_6112)2(]1—|—i]2)—4Cl16l2(‘13+i‘14)}7 (14.120)

zZ
%z g ’
Po (1 +ap)? —4aray
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where

2 [ sin(ab _ ot
7 :_/ sinab) cosla(x = Vi + @21 o azyda, (14121
T Jo

o

7= 2 /OO sin(ab) sinfa(x — vt + g22)]
2= T Jo o

exp(—praz)da, (14.122)

2 (% sin(ab — ot

J3= _/ sin(ab) cos[a(x — vt + q12)] exp(—praz) e, (14.123)
T Jo o

= E/ sn(eb) sinlex = VAN o prazyde. (14.124)
0 o

These integrals can be evaluated using the standard integrals

X0 o1 —
zf M exp(—az)do = arctan{ ytx } - arctan{ y—x },
0 o Z Z
(14.125)
% sin(ax) sin(ay) 1 {z2 + (x4 y)? }
2 ————exp(—az)da = —logy ——¢. 14.126
/0 - p(—az)da = log{ 5 (14.126)
Using these integrals it follows that
1 — vt b 1 — vt —-b
J1 = —arctan{w} — —arctan{%}, (14.127)
T p2z P22
1 222 + (x — vt + g2z + b)?
h=— og{pg ( 22+ b) } (14.128)
2 p3z2 + (x — vt + g2z — b)?
1 — vt b 1 — vt —-b
B=1 {ﬁ} L ar{# } (14.129)
T P12 b3 P12
1 222+ (x —vt +qiz + b)?
Ji=—1o {péz o 912 +b) } (14.130)
27 pia>+ (x —vi +qiz —b)?

It is now assumed that the width of the strip (2b) is very small, and the load py is
very large, so that the total load P = 2pob remains finite. The load then is a point
load. Then the following approximations can be used,

2¢e

t — arct -~ , 14.131
arctan(x + ¢) — arctan(x — &) T ( )
1
1og{i} ~ 26 (14.132)
1—¢
The expressions (14.127)—(14.130) now become
2b 2b 1
hh="2K = P2 (14.133)

1=— = ,
z 2 7 ps+[(x—v)/z+ ql?
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2% 2 1 —

h="K=""— w—v/ite (14.134)
z 2 T ops+[(x —vt)/z+q2)?
2 2 1 1

B=2K=2— , (14.135)
z 2 7 pi 4l —vn)/z+qi]?
2 2% 1 — vt

=g, 2l Gowita (14.136)

4= .
z 2 7 pr+[x—v)/z+qi?

We now write, by definition of the factors C and D, which will depend upon &
and ¢,

(1+ad)? 1 ,
(a7 —dam = 5 +C+iD. (14.137)

Then
—4a 1a2 1

=-—C-iD, 14.138
(1+a3)? —4daja; 2 ( )

because the sum of these two quantities must be 1. Now taking into account that the
stress o, is the real part of (14.120), it follows that

0z

1
P —5(K1+K3)+C(K1—K3)—D(K2—K4), (14.139)

where P is the total load, P = 2pgb, and the functions K; — K4 have been defined
in (14.133)—(14.136).

Equation (14.139) is the final expression for the vertical normal stress. The func-
tions K1—K4 can easily be expressed in terms of the constants defined before, and
the variable (x — vt)/z. The constants C and D can also be expressed in the con-
stants defined before, as will be shown below.

It follows from (14.137) that

1+a})?+4
crip=_t +“12) Rateuis G20 (14.140)
2[(1 +a7)? — 4ajaz]

which enables to determine C and D. Actually, one may write

(I+ah)? = fi+igi =[0+ p? — g} —4plghl +il—4p1g (1 + p? — gD,

(14.141)

daray = fr +igr = [4(p1p2 — q192)] +i[—4(p1g2 + p2q1], (14.142)
so that

C4iD= htigi+Hh+ige  (ii+ ) +ilg+8) (14.143)

T 2(fitigi— f—ig)  2(fi— ) +ilg—g)]
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Fig. 14.5 Moving point load,
vertical normal stress,
v=0.0,¢=0.01

Fig. 14.6 Moving point load,
vertical normal stress,
v=0.0,¢=0.1

This means that

i+ U1 = )+ (81 +82)(81 — 82)
a 2[(f1 — f2)> + (g1 — g2)%]

D— (fi — (g1 +82) — (fi + f2) (g1 — g2)
20(f1 — )2+ (g1 — 82)%] '

These expressions enable to evaluate numerical values of the vertical stress.

The distribution of the vertical normal stress is shown in graphical form in
Figs. 14.5 and 14.6 for v = 0 and for two values of the damping ratio: ¢ = 0.01,
¢ =0.1, respectively.

The two figures show the stress distributions for three values of the velocity,
v/cs =0.001, v/cs =0.8 and v/cy =2.0. The case v/cy = 0.001 can be considered
to be very close to the static case. The stress distribution for this case is in agreement
with the classical Flamant solution (Timoshenko and Goodier, 1970), as is indeed
the case in both figures. The maximum value of the stress in this case occurs for
(x —vt)/z =0, and its theoretical value is 0,,z/ P = 2/m = 0.637. The values that
can be read from the two Figs. 14.5 and 14.6 are close to the theoretical value.

C

, (14.144)

(14.145)
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Fig. 14.7 Comparison of
solutions, v = 0.333333

-3 -2 -1 0 1 2 3

(z —wt)/z

For the case v/cy = 0.8 the results for { = 0.01 are in reasonable agreement
with the undamped solution given by Cole and Huth (1958), see also Fryba (1999).
A comparison with this solution will be presented in some more detail later. The
location of the two pulses for the supersonic case v/cy = 2.0 are also in good agree-
ment with the results obtained by Cole and Huth for the undamped problem. Actu-
ally, the two singularities are given by (x — vt) = —|as|z and (x — vt) = —|ap|z. In
the undamped case the values of |a,| and |a,| are, forv=0and v/c; =2: |a,| = V3
and a, = 1, which is in agreement with the location of the peaks in Fig. 14.5.

For larger values of the damping ratio ¢, see Fig. 14.6, the results indicate that
the effect of a moderate amount of damping is sufficient to limit the maximum
stresses to the level of the static stresses. This is an important result. It means that the
damping properties of soils eliminate the extreme peaks in the stresses that occur in
an elastic material without internal damping. This does not mean that it is advisable
to construct infrastructure for moving loads on soft soils. Peaks in the stresses may
be avoided by the damping of the material, but the displacements will be very large,
because the material is so soft.

Figure 14.7 shows a comparison of the present solution for a very small value of
the damping ratio with the solution by Cole and Huth (1958) for a purely elastic ma-
terial, without damping. The left half of the figure indicates the solution of Cole and
Huth, the right half of the figure represents the present solution with ¢ = 0.000001.
The two solutions are indistinguishable, confirming that the present solution is a
proper generalization of the earlier solution by Cole and Huth (1958).

14.2.3 Isotropic Stress

Of the other stress components the isotropic stress o = %(oxx + 0;) is perhaps the
simplest one to evaluate. Application of the Fourier integral (14.110) to the expres-
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sion (14.98) gives

1+a?) (a3 —a})(Jy +iJ
@:%{( al)(azz al)( 1T 2)}’ (14.146)
Po (1+a1)2—4a1a2

where the integrals J; and J, have been defined in (14.121) and (14.122).
We now write, by definition of the constants E and F,

(1+a?)(a3 —a?)
(1+a})? —4ara;

=E+iF. (14.147)

Furthermore it is again assumed that the width of the loaded strip (2b) is very small.
In that case (14.146) reduces to

00l . .
- =R{(E+iF)(K|+iKy)}=EK| — FK>. (14.148)

This is the final expression for the isotropic stress. The constants £ and F can be
calculated by elaborating the definition (14.147). This gives

[(1+ p? — g} —2ipiqi1[(p3 — P} — 2 + ¢?) +2i(p1g1 — P2g2)]

E+4+iF = ;
(fi — fo) +i(g1 —g2)
(14.149)
from which it follows that
— vt — 1t -
po (DU fo) F s (g1 — ) (14.150)
(fi — )?*+ (g1 —g2)
p_ WsHun(hi —fz;—(us—vf)ggl —32), (14.151)
(fi — )?*+ (g1 —g2)
where
w14 p— g, (14.152)
v=—2piq1, (14.153)
s=piopi—gd+dl (14.154)
t=2pi1q1 —2p2qa. (14.155)

This enables to elaborate the isotropic stress.

Some examples are shown in Fig. 14.8, for a practically undamped material, and
three values of the velocity. The pseudo-static case v/c; = 0.001 is in agreement
with the elastostatic solution (Timoshenko and Goodier, 1970).

14.2.4 Horizontal Normal Stress

The horizontal normal stress o, can most simply be evaluated by noting that

Oxx =200 — 0. (14.156)
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Fig. 14.8 Moving point load,
isotropic stress, v = 0.0,
¢ =0.01

Fig. 14.9 Moving point load,
horizontal normal stress,
v=20.0,¢=0.01

=
(x —wt)/z

Some examples are shown in Fig. 14.9, for a practically undamped material, and
three values of the velocity. As before, the pseudo-static case v/c; = 0.001 is in
agreement with the elastostatic solution (Timoshenko and Goodier, 1970).

14.2.5 Shear Stress

Application of the Fourier integral (14.110) to the expression (14.97) for the shear
stress gives, taking into account that the real part should be taken,

. 2 . .
Oxz _ {2102(1+01)(J21+1J2—J3—IJ4)}’ (14.157)
Po 1+ a1)2 —4ayan
or, in the limiting case b — 0,
2iay(1+a?)(Ky +iKy — K3 —iK
a”zzm{ o+ ap) A 4)}. (14.158)
P (1 +ap)? —4aray
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Fig. 14.10 Moving point
load, shear stress, v = 0.0,
¢ =0.01

(x —vt)/z
This can be elaborated by writing
2iar(1 + a?
é( D _Giin, (14.159)
1+ al)2 —4ayan
Then the final expression for the shear stress is
OxzZ
2 =G(K1— K3)— H(Ky — Ky). (14.160)

The constants G and H can be calculated by elaborating the definition (14.159),

2(q2 +ip)[(1 + p? — g3) —2ip1qi]

GtiH — 14.161
+1 (fi—f)+i(g1—g2) ( :
It follows that
G = 2ot = PO = 1)+ 2Pk )81 =8 )
(1= )2+ (g1 —g2)
g = 22+ @) (i — f2) = 2(q2u — pv) (81 — 82) (14.163)

(fi — )2+ (g1 — 82)?

Some examples are shown in Fig. 14.10, for a practically undamped material,
and three values of the velocity. As before, the pseudo-static case v/c; = 0.001 is in
agreement with the elastostatic solution (Timoshenko and Goodier, 1970).






Chapter 15
Foundation Vibrations

In this chapter the problem of propagation of vibration of waves in soils due to
vibrating foundation elements is considered. The type of problem is illustrated in
Fig. 15.1. The purpose of the discussions is not to derive rigorous theoretical so-
lutions, but rather to describe practical methods of analysis, based upon theoretical
solutions presented in earlier chapters, and in the literature, see e.g. Richart et al.
(1970), Gazetas (1991).

15.1 Foundation Response

In this section the response of a footing on an elastic soil will be considered. The
mass of the footing (perhaps including the mass of the machine causing the vibra-
tions) is denoted by M. The response of the foundation mass depends upon the
applied load and the soil reaction. If the contact pressure between the foundation
mass and the soil is denoted by p, the equation of motion of the foundation mass is
d*w

F—pA=M PR (15.1)
where A is the area of the footing, and w is the vertical displacement of the footing.
It is assumed that the footing is completely rigid, and that it remains in contact
with the soil at all times, so that the displacement of the footing w is equal to the
displacement of the soil surface immediately beneath it. It is now assumed that the
applied force, the soil reaction, and the displacement are all periodic, with a circular

-
Fig. 15.1 Foundation

element on soil
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frequency w,

F =Re[Fpexp(inwt)], (15.2)
p = Re[poexp(iot)], (15.3)
w = Re[wp exp(iwt)]. (15.4)

Substitution of these equations into (15.1) gives
Fo = poA — o> Muwy. (15.5)

In earlier chapters the response of the soil to a periodic load was generally found to
be also periodic, but with a certain phase difference. In general one may therefore
write

PoA = (K +ioC)w, (15.6)

where the dynamic stiffness K and the dynamic damping C may depend upon the
frequency w, and upon parameters such as the shear modulus G, the soil density
p and the dimensions of the foundation plate, for instance the radius of a circular
plate a. Substitution of (15.6) into (15.5) gives

Fo= (K +iwC — o*M)wo. (15.7)

This is the standard form of the differential equation for the response of a single
mass system, supported by a spring of stiffness K and a damper having a viscos-
ity C. This system has been considered in great detail in Chap. 1. All results obtained
there, such as the occurrence of resonance at certain frequencies, and the influence
of damping upon the maximum response, can be immediately applied to the present
system, but taking into account that the stiffness K and the damping C may depend
upon the frequency w.

It remains to determine the dynamic parameters K and C for a particular system.
This requires the solution of the response problem of the soil for that particular case.

Circular Footing

In Chap. 9 the problem of a circular footing of radius a on an elastic half space has
been considered. For this case the relation between the amplitudes was found to be

_ poasin(w/wg)
07 mO+ 2m) (@/wo)

exp(—iw/wp), (15.8)

where m is a material constant, defined by

5 nw 1—2v
m = = .
A42n 2(1—v)

(15.9)
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and where wy is a characteristic frequency, defined by

4u

e (15.10)

2 _
Cl)o—

It should be noted that this is an approximate solution, derived under the assumption
that the horizontal displacements are negligible, compared to the vertical displace-
ments. In (15.6) the inverse relation of (15.8) is needed. This inverse relation is

_ m@+2p)(w/wo)

- exp(iw/wp) wo. (15.11)
a sin(w/wq)
Comparing this with (15.6) shows that
A+2
K +iwc = MA@/ 1) A. (15.12)

a sin(w/wq)

With A = a? it now follows that

K:m(k+2u)naw, (15.13)
tan(w/wo)
and
C = M' (15.14)

wQ

These values will be used in the next section.

It is convenient to write the last term of (15.5), which represents the influence of
the mass M, in a somewhat different form, which involves the mass of the soil. For
this purpose the mass of the foundation M is expressed into a representative mass
of the soil by writing

4pa’ 4pAa

M: =
1—v w(l —v)

B, (15.15)

where B is a dimensionless factor, the mass ratio. The form of this expression is
suggested by the form of a similar factor introduced by Lysmer and Richart (1966).

Because a)g can be expressed as

4 AmEO42w)

2
= = 15.16
w() paz paz ( )
see (15.10), the mass M can also be written as
16Am> (A +2
M= 16Am~( +21) (15.17)

ra(l —v) v}
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Substitution of (15.17) and (15.12) into (15.7) finally gives the following relation
between the amplitudes of the applied force and the displacement,

Fo _mO+2u)[ o explio/wy)  16mB <2>2 (15.18)
A a |:a)0 sin(w/wo) (1 —v) \ o :|w0‘ .

In the static case, with @ — 0, the value of sin(w/wp) can be approximated by
w/wo, and one obtains

Fyp mA+2un)
=—w

A a
The static displacement wy is a reference value, which can be used to present the
final results in dimensionless form. Using this reference value the dynamic response
can be written as

5 (15.19)

(15.20)

Wy

wo I:gexp(iw/wo) __léemB (a) )2:|_1

- wo sin(w/wgp) w(l—v) a)_o

This expression gives the dynamic multiplication factor. For v = 1/3 the absolute
value of the factor wg/wy is shown in Fig. 15.2, for various values of the mass
ratio B. It appears that for sufficiently large values of the mass ratio B a certain res-
onance may occur, for frequencies in the order of magnitude %a)o. For frequencies
large compared to w the amplitude of the dynamic vibrations tends towards zero.

It is interesting to also show the force on the soil, as a ratio of the force applied
to the foundation mass. From (15.11) and (15.18) it follows that

mA [y top (o) oo 1T

Fo (1 —v) \wy ) explio/wp)

This function is shown in Fig. 15.3, for various values of the mass ratio B and for
v = 1/3. When the foundation has no mass (B = 0) the entire force is transmitted
to the soil, of course. For larger values of the mass ratio the force on the soil may be
somewhat smaller than the applied force, because part of the force is used to move

[wo /ws|

Fig. 15.2 Dynamic response
of footing

w /wo
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Fig. 15.3 Force transmitted pod /Fo
to half space

w/wo

the foundation mass. It can be seen, however, that the force between foundation and
soil may also be considerably larger than the applied force. It may also be mentioned
that for very high frequencies the force transmitted to the soil may be extremely
large, at least in theory.

Although the results shown in Figs. 15.2 and 15.3 should be considered as in-
dicative only, because of the approximate character of the solution used to construct
them, it is interesting to note that the general shape of the functions shown in the
figure is very similar to the behaviour obtained by Lysmer and Richart (1966) for a
circular footing, which is based upon a more rigorous analysis. This gives support
to the results of the approximate analysis presented here.

15.2 Equivalent Spring and Damping

The procedure described in the previous section can easily be generalized, on the
basis of the response function of the soil to a surface load. All that is needed is to
write the relation in the form of (15.6),

poA = (K + ioC)wo. (15.22)

For one particular case, namely the response of a quasi-elastic half space due to
a uniform load on a circular area, approximate relations have been derived in the
previous section. There it was found, see (15.13) and (15.14) that

K :m(k+2u)naw, (15.23)
tan(w/wo)
and
c_met2wma (15.24)

wQ

The formula for the spring constant is a function of the frequency w, but it is a
slowly varying function, so that it can be approximated reasonably well, at least for
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relatively small frequencies, by the elastic value

K ~mO +2w)yma = £ (15.25)
m

The expression for the dynamic damping C can be written in a somewhat different
form by using (15.9) and (15.10). The result is

wa? /PR
2m

C= (15.26)
which is a constant, depending upon the area of the loaded surface, and the soil
properties, but independent of the frequency.

A more general procedure, based on work of Lysmer and Richart (1966) is as
follows (see also Gazetas, 1991). The spring constant K is defined by the elastic de-
formation of the footing in static conditions. For a rigid circular plate of radius a, for
instance, the relation between the applied load and the displacement is (Timoshenko
and Goodier, 1970)

w(l— vz)pa
=— 15.27
w °E ( )

so that for this case
4
K=
1—v
This closely resembles the expression (15.25), which is of course not very surpris-
ing, as they all express the stiffness of an elastic half space. Relations of this form
are very common in soil dynamics, see for instance Richart et al. (1970).
The dynamic damping C can be obtained for various cases, at least as a first
approximation, by trial and error, and curve fitting. A convenient choice, due to
Lysmer, appears to be (Gazetas, 1991)

(15.28)

2
c = AaVrr (15.29)
1—v
which closely resembles (15.26). Again, relations of this form are often used in soil
dynamics.
The damping ratio ¢, which plays an important role in the analysis of dynamic
systems, is usually defined as

c
2WEKM

For the case of a rigid circular foundation plate, the mass ratio B is usually defined
as follows (Richart et al., 1970, p. 204),

¢ = (15.30)

B:M

T (15.31)
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With (15.13), (15.14) and (15.31), (15.30) can also be written as

0.425
—_— (15.32)

75
This shows that for a very small mass the damping ratio will be very large, be-
cause then the mass ratio is small. For a very large mass the damping ratio is small,
because then the mass ratio is large. All this is due to the fact that the dynamic
damping of the elastic half space, which is caused by radiation damping, is con-
stant.

Expressions for equivalent dynamic stiffnesses K and for equivalent dynamic
dampings C for various cases are given, for instance, by Gazetas (1991). These in-
clude foundations with various shapes of the contact area, footings loaded by lateral
or rocking loads, and buried foundations.

15.3 Soil Properties

In order to determine the response of a foundation to vibrations the soil parameters
needed are the density p, the shear modulus G, and the Poisson ratio v. Of these
the density can most easily be determined or estimated. Moreover, its variability is
rather restricted: most soils have a density of about 1600 kg/m> when completely
dry, and about 2000 kg/m> when completely saturated.

Poisson’s ratio is usually not so easy to measure, or to estimate. Fortunately, its
value does not influence the results very much. Common values are in the range
from 0.3 (for sand) to 0.5 (for clays, or saturated soils).

The most important parameter is the shear modulus G. Its value may vary be-
tween fairly wide limits, and its influence on the results is very large. A complica-
tion is that the value of the shear modulus for natural soils depends very much on
the magnitude of the shear strains. For very small strains the shear modulus may be
a factor 10 or even 100 larger than it is for large strains. A typical example is shown
in Fig. 15.4. Thus it is very important to know beforehand the order of magnitude
of the shear strains.

The actual value of the shear modulus may be determined from laboratory tests,
or from a field test. In field tests it is usually the propagation velocity of shear waves

1.0 S
[
T
Y
£ 0.5
o)
I
0.0— | Tre=end
Fig. 15.4 Dynamic shear 1078 1078 101 108 1072

modulus Shear strain
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¢, that is measured. The shear modulus then follows from the formula
G = p’cs. (15.33)

Again it is of importance to note the dependence of the shear modulus of the shear
strain level. A value measured using very small deformations may not be represen-
tative for a case in which large deformations can be expected.

15.4 Propagation of Vibrations

In previous chapters the propagation of vibrations in space has been investigated
for various cases. These were restricted to linear elastic materials, in which the
only damping is due to radiation. In real soils some damping may occur due to
irreversible deformations (material damping). This is very difficult to estimate the-
oretically, but it may be quite significant, especially for large vibrations and soft
soils. Theoretical solutions, which are available only for a few cases of linear elastic
bodies, usually indicate that the amplitude of the vibrations decays with the radius
r of the distance in the form ro/r (for a wave from a cavity in an infinite body), or
J/ro/r (for Rayleigh waves on the surface of a half space).

In order to include the effect of material damping as well, in addition to the
radiation damping, Bornitz (1931) has suggested to use a formula of the type

Bl \/Eexp(—oz(r — 1)) (15.34)
wo r

The value of the parameter @ may vary between 1/(30 m) for very stiff soils to
1/(6 m) for very soft soils (Barkan, 1962).

The best procedure to determine the value of « in engineering practice is to per-
form a field test, in which the attenuation of the response to the action of a vibrator
(or, more simply, to a dropped weight) is measured at various distances from the
source of the disturbance.

15.5 Design Criteria

Vibrations in the soil may cause serious damage to structures. This means that strong
vibrations, such as caused by pile driving or heavy traffic, may not be allowable in
the vicinity of sensitive structures. In order to give criteria for the assessment of the
possibility of damage the vibrations are usually represented by a harmonic vibration
of the type

u =ugsin(wt) = ug sin2w ft), (15.35)

where ug is the amplitude of the vibration, w is the circular frequency, and f is the
frequency expressed in cycles per second (Hz). The velocity corresponding to this
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vibration is
v = wugcos(wt) =2 fugcos2m ft), (15.36)

and the acceleration is
a = —w’ugsin(wt) = =472 fuy sin2x f1). (15.37)

If the amplitude of the velocity is denoted by vp and the amplitude of the accelera-
tion is denoted by ay, it follows that

vo =27 fuo, (15.38)
and

ap = 472 fuy. (15.39)

Design criteria are often expressed in terms of allowable velocities or allowable
accelerations, as a function of the frequency. Such criteria can conveniently be rep-
resented graphically in a diagram such as shown in Fig. 15.5. In this diagram the
relation between frequency, displacement and acceleration is given. The basic vari-
ables in the diagram are the frequency f, and the amplitude of the acceleration ay.
The frequency f is constant along vertical lines, and the acceleration is constant
along horizontal lines. A point in which the acceleration is a* corresponds to a dis-
placement a* /(472 f?). This means that the displacement is constant along lines
of constant a/f2. These lines are shown in the diagram as lines with a slope 2:1.
They give the displacement corresponding to a certain acceleration and a certain fre-
quency. Similarly, lines of constant velocity would be lines with a slope 1:1. They
are not shown in the figure. As an example one may consider the point on the lower
horizontal axis along which the acceleration is ag = 1072 m/s, and the displacement
is up = 1072 m. With (15.39) the frequency is then found to be f = 0.159.

An alternative, even more convenient representation is shown in Fig. 15.6. In this
figure the basic parameters are the frequency f and the amplitude of the velocity vg.
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Lines of constant displacement ug = ¢ can now be represented by lines with a slope
1:1 because, with (15.38), vo = 27 fug. Similarly, lines of constant acceleration,
say ap = d can be represented by lines having a slope 1:1 in downward direction
because, with (15.38) and (15.39), vo = ao/27 f.

As an example, or a check, one may consider the point for which f =1 and
vo = 107! m/s. In this case the corresponding displacement is, with (15.38), ug =
0.0159 m. This value is indeed indicated by the scale of displacements on the right,
together with the upward sloping lines of constant displacement. The acceleration is
found to be ag = 0.628 m/s?, which is indicated by the scale of accelerations at the
top of the figure, together with the downward sloping lines of constant acceleration.

Several countries have established design criteria in standards. Such a standard
may, for instance, give a maximum velocity for various categories of buildings,
distinguishing between newly constructed general purpose buildings, houses and
masonry structures, and monuments or sensitive buildings. Normal values for such
allowable velocities are 16 mm/s, 6 mm/s, and 3 mm/s. These values are the al-
lowable vibrations of structural elements, for the three categories of buildings. Al-
lowable vibrations of the foundation or the soil in its immediate vicinity, are usually
much smaller, of the order of magnitude of 4 mm/s or 2 mm/s. For tall buildings
the allowable vibrations at the top levels of the structure may be considerably larger
(say 40 mm/s, 15 mm/s or 8 mm/s for the three categories of buildings mentioned
above) because swaying of the structure may occur without causing structural dam-
age. In very tall buildings (skyscrapers) the displacements and velocities may be-
come so large that they cause severe discomfort for the residents, even though the
structure itself is perfectly safe. In some of these buildings movable masses have
been installed which counteract the natural vibrations, to reduce the discomfort.



Appendix A
Integral Transforms

In this appendix a brief review is given of some integral transform methods. These
are techniques used to reduce a differential equation to an algebraic equation. The
main transforms are the Laplace transform, the Fourier transform and the Hankel
transform. These will be presented here, together with some of their main properties.
Derivations of the theorems will be given in condensed form, or not at all. Complete
derivations are given by Titchmarsh (1948), Sneddon (1951) and Churchill (1972).
Extensive tables of transforms have been published by the staff of the Bateman
project (Erdélyi et al., 1954).

Short tables of Laplace transforms, Fourier transforms and Hankel transforms
are presented, with references to their derivation, and some numerical illustrations
and verifications.

Finally, an elegant and effective method is described for the determination of the
inverse Fourier-Laplace transform for certain problems, in particular problems of
elastodynamics (De Hoop, 1960).

A.1 Laplace Transforms

A.1.1 Definitions

The Laplace transform is particularly useful for problems in which the variables are
defined in a semi-infinite domain 0 < ¢ < 0o, where ¢ may, for instance, be the time,
and ¢ = 0O indicates the initial value of time. The Laplace transform of a function
f(¢) is defined as

F(s) = /OO F(t)exp(—st)dt, (A.1)
0

where s is a parameter, which is assumed to be sufficiently large for the integral
to exist. By the integration over the time domain, for various values of s, the func-
tion f(¢) is transformed into a function F(s). For various functions the Laplace
transform can be calculated, sometimes very easily, sometimes with considerable
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Table A.1 Some Laplace

transforms No. f@ F(s)= [~ f(@)exp(—st)dt
1 1 1
2 t ol
3 " 2
4 exp(ar) L
5 sin(at) A'Z-I—Laz
6 cos(at) Ser;az
in(ar)
7 = arctan($)

effort. Tables of such transforms are widely available (Churchill, 1972; Erdélyi et
al., 1954). A short table is given in Table A.1. The integrals in this table can all be
evaluated with little effort, using techniques such as partial integration.

The fundamental property of the Laplace transform appears when considering
the transform of the time derivative. Using partial integration this is found to be

/00 dj;it) exp(—st)dt =sF(s) — f(0). (A.2)
0

Thus differentiation with respect to time is transformed into multiplication by s, and
subtraction of the initial value f(0).

A.1.2 Example

In order to illustrate the application of the Laplace transform technique consider the
differential equation

are .
7 +2f=0, (A.3)

with the initial condition f(0) = 5. Using the property (A.2) the differential equa-
tion (A.3) is transformed into the algebraic equation

(s+2)F(s) —5=0, (A4)
the solution of which is
F(s) > (A5)
§) = ——. .
s+2

Inverse transformation now gives, using transform no. 4 from Table A.1,

F(t) = 5exp(=21). (A.6)
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Substitution into the original differential equation (A.3) will show that this is indeed
the correct solution, satisfying the given initial condition.

This example shows that the solution of the problem can be performed in a
straightforward way. The main problem is the inverse transformation of the so-
Iution (A.5), which depends upon the availability of a sufficiently wide range of
Laplace transforms. If the inverse transformation can not be found in a table of
transforms it may be possible to use the general inverse transformation theorem
(Churchill, 1972), but this requires considerable mathematical skill.

A.1.3 Heaviside’s Expansion Theorem

A powerful inversion method is provided by the expansion theorem developed by
Heaviside, one of the pioneers of the Laplace transform method. This applies to
functions that can be written as a quotient of two polynomials,

_re
q(s)’

where ¢ (s) must be a polynomial of higher order than p(s). It is assumed that the
function g (s) possesses single zeroes only, so that it may be written as

F(s) (A7)

q(s)=(s—s1)(s —52) - (s — 5p). (A.8)
One may now write
F(S) = p(S) = a + a2 +-- 4+ dn . (Ag)
q(s) s—s1 S—5 S — Sn

The coefficient a; can be determined by multiplication of both sides of (A.9) by
(s — s5;), and then passing into the limit s — s;. This gives
(s —si) p(s)

a; = lim ————. (A.10)
=5 q(s)

Because g (s;) = 0 the limit may be evaluated using L"Hopital’s rule, giving

4 = @. (A.11)
q'(si)
Inverse transformation of the expression (A.9) now gives, using formula no. 4 from
Table A.1,

"\ plsi)
f(t) = I exp(sit).- (A.12)
; q'(si)

This is Heaviside’s expansion theorem. It provides a useful method to determine
the inverse Laplace transform of functions of the form (A.7). It can also be used to
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determine the inverse transform of functions of a more general form, although such
inverse transforms can usually be found in a more general way by application of the
complex inversion integral (Churchill, 1972).

A.2 Fourier Transforms

A.2.1 Fourier Series

For certain partial differential equations the Fourier transform method can be used
to derive solutions. These include problems of potential flow, and elasticity prob-
lems, especially in the case of problems for infinite regions, semi-infinite regions,
or infinite strips. The main principles of the method will be presented in this sec-
tion.

The main property of the Fourier transform can most easily be derived by first
considering a Fourier series expansion. For this purpose let there be given a function
g(6), which is periodic with a period 27, such that g(6 + 27) = g(0). This function
can be written as

1 o0
80 =Ao+ > {Akcos(kt) + By sin(ko)}., (A.13)
k=1
where
1 +
A = —/ g(t)cos(kt)dt, (A.14)
T J-x
and
1 +
By = — f g (1) sin(kt) dt, (A.15)
T J-n

These formulas can be derived by multiplication of (A.13) by cos(j6) or sin(j0),
and then integrating the result from 6 = —m to 8 = 4. It will then appear that
from the infinite series only one term is unequal to zero, namely for k = j. This
leads to (A.14) and (A.15).

For a function with period 277/ the Fourier expansion can be obtained from (A.13)
by replacing 6 with x/[, ¢ by ¢/ and then renaming g(x/!) as f(x). The result is

f(x)= %Ao + Z{Ak cos(kx /1) + By sin(kx/1)}, (A.16)
k=1
where now
1 +l
Ay = —/ f(t)cos(kt/1)dt, (A.17)
l )
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and

+ml
By = — (@) sin(kt /1) dt. (A.18)

mlJ

Example

As an example consider the block function defined by

. 0, |x|>ml/2, AL9
FO=V1 < (A-19)

For this case the coefficients Ay and By can easily be calculated, using the expres-
sions (A.17) and (A.18). The factors By are all zero, which is a consequence of the
fact that the function f(x) is even, f(—x) = f(x). The factors A, are equal to zero
when k is even, and the uneven terms are proportional to 1/k. The series (A.16)
finally can be written as

12 X 1 3x 1 S5x 1 Tx
fx)= 3 + ;{cos<7> - ECOS(T> + gcos<7> — §COS<T> + - }
(A.20)

The first term of this series represents the average value of the function, the sec-
ond term causes the main fluctuation, and the remaining terms together modify this
first sinusoidal fluctuation into the block function.

Figure A.1 shows the approximation of the series (A.20) by its first 40 terms. It
appears that the approximation is reasonably good, except very close to the discon-
tinuities. This is a well known effect, often referred to as the Gibbs phenomenon
(Weisstein, 1999). The approximation becomes better, of course, when more terms
are taken into account, but the overshoot near the discontinuities remains.

f(x)

Fig. A.1 Fourier series, 40 0 ” N .‘ " adl
terms 0 1 2 3 4 5 ml




400 A Integral Transforms

A.2.2 From Fourier Series to Fourier Integral

Substitution of (A.17) and (A.18) into (A.16) gives
+ml

1 +ml S 1
fo =5 /_ ) f(t)dt+k§f(t)§ / F@)coslk( —x)/11dr. (A21)

—rl

The interval can be made very large by writing 1// = A&. Then (A.21) becomes

A%‘ +m/AE +m/AE
fx)==— fdr+ Z f(t)— / f()cos[kAE(t — x)]dt.
—m /A&
(A.22)
Writing kA& = & and letting A& — O this reduces to
1 +0
fo == /0 de [ rweosise—nid. (A23)
This can also be written as
1 o0
fx)= E/o [A(€) cos(x&) + B(&) sin(x§)]dE, (A.24)
where
AE) = 2/00 f()cos(Et) dt, (A.25)
and
B&)= 2/00 f(@)sin(&t) dt. (A.26)

It can be seen from (A.25) that A(£) is an even function, A(—&) = A(€), and from
(A.26) it can be seen that B(&) is uneven, B(—&) = —B(&). Therefore, if F(§) =
I[A(€) + i B(£)], it follows that

/ F() exp(—ixE) dE = fo [A) cos(xé) + BE)sin(ré)|de.  (A27)

as can be verified by elaborating the functions in the integral on the left hand side.
It follows that (A.24) may also be written as

1 o
fx)= E/ F(§)exp(—ix§)d§, (A.28)

where, if the integration variable 7 is replaced by x,

F¢)= / f(x)exp(ix§)dx. (A.29)
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This is the basic formula of the Fourier transform method. The function F(§) is
called the Fourier transform of f (x). It may be mentioned that the asymmetry of the
formulas is often eliminated by writing a factor 1/+/27 in each of the two integrals.

The main property of the Fourier transform appears when considering the Fourier
transform of the second derivative d” f/dx>. This is found to be, using partial inte-
gration,

[e’s) d2f . )
——5 exp(ix§)dx = =7 F(y), (A.30)
—oo dx
if it is assumed that f(x) and its derivative df/dx tend towards zero for £ — —oo
and & — oo. Thus, under these conditions, the second derivative is transformed into
multiplication by —£2.

When it is known that the function f(x) is even, f(—x) = f(x), one may write

fo=2 /O " F(®) cos(xt) de (A31)
where now
Fu®) = /0 " F (o) cos(et) dx. (A32)
The function F,(€) is called the Fourier cosine-transform of f (x).
For uneven functions, f(—x) = — f(x), the Fourier sine-transform may be used,
fx)= %/000 Fy(£)sin(x€) d&, (A.33)
where
Fy(®) = /0 " F o) sinet) dax. (A34)

Both for the Fourier cosine transform and for the Fourier sine transform various
examples are given in the tables published by Churchill (1972) and Erdélyi et al.
(1954).

A.2.3 Application

As an example consider the problem of potential flow in a half plane y > 0, see
Fig. A.2. Along the upper boundary y = 0 the potential is given to be a step function.
The differential equation is

*f  0*f

— 4 — =0, A.35
ozt 52 (A.35)
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Fig. A.2 Half plane

and the boundary condition is supposed to be

0, |x|>a,
y=0: f= (A.36)

p, x| <a.

Because the boundary condition (A.36) is symmetric with respect to the y-axis,
it can be expected that the solution will be even, and therefore the Fourier cosine
transform (A.32) may be used. The transformed problem is, using (A.30),

dF,

2 —
_‘g Fc+dy2—

0. (A.37)
The solution of this ordinary differential equation that vanishes at infinity is

Fe = A(§) exp(=§y). (A.38)
From this it follows that the value at the surface y =0 is

y=0: F.=A®&). (A.39)

The transformed boundary condition is, with (A.36) and (A.32),

2 si
y=0: F.= 2p sinGa) . (A.40)
T &
From (A.39) and (A.40) the integration factor A(£) can be determined,
2p sin(éa)
Agg) = 228D (A41)
T &
The final solution of the transformed problem is
2p sin(éa)
Fo = ————exp(—£&y). (A42)

c = £
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The solution of the original problem can now be obtained by the inverse transform,
(A.31),

f= 2r /OOO sin§a) cos(¢x) exp(—£y) dE. (A.43)

m 3
Although this integral has been obtained as a Fourier integral, it can actually most

easily be found in a table of Laplace transforms, because of the function exp(—£&y)
in the integral. In such tables the following integral may be found

/ siniat) exp(—st)dt = arctan(%). (A.44)
0

Using this result, and some trigonometric relations to bring the integrand of (A.43)
into the correct form to apply (A.44), the final solution of the problem considered

here is found to be
X p a—x
+ — arctan . (A.45)
s y

It can easily be verified that this solution satisfies the differential equation (A.35) and
the boundary condition (A.36). Thus the expression (A.45) is indeed the solution of
the problem.

a
f= L4 arctan(
b4

A.2.4 List of Fourier Transforms

In this section a number of Fourier transforms is listed, together with references or
indications for their derivation. For some integrals a numerical verification is shown,
using Simpson’s numerical integration scheme. The numerical results confirm the
analytical formulas.

In this section the Fourier cosine transform, see (A.32), is defined as

F.(y)= /OO f(x)cos(xy)dx. (A.46)
0

The inverse transform is, with (A.31),

2 o0
fx) = ;/0 Fe(y)cos(xy)dy. (A.47)

The Fourier sine transform, see (A.34), is defined as

Fy(y) = foo f(x)sin(xy) dx. (A.48)
0

The inverse transform is, with (A.33),

2 o0
fw== /0 Fy(y) sin(xy) dy. (A.49)
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It may be noted that in some publications the definitions (A.46) and (A.48) contain
a factor 4/2/m. The inverse transforms then also contain this factor, so that the pair
of transforms becomes symmetric. This is especially valuable when constructing a
table of transforms.

A well known integral of the Laplace transform type (Churchill, 1972) is, when
formulated as a Fourier cosine transform,

/OOO exp(—xt)cos(xy)dx = m (A.50)
Using the inversion theorem (A.47) it follows that
1 T
/0 x2—+t2 cos(xy)dx = % exp(—yt). (A.51)
Differentiation of (A.51) with respect to ¢ gives
> 1
/0 o 2)2 cos(xy)dx = ] (1 + yt) exp(—y1). (A.52)

Another well known integral of the Laplace transform type (Churchill, 1972) is,
when formulated as a Fourier sine transform,

00
/0 exp(—xt)sin(xy)dx = ﬁ (A.53)
The inverse form of this integral is, with (A.49),
*® x . i
/0 242 sin(xy)dx = > exp(—yt). (A.54)
Differentiation of (A.54) with respect to ¢ gives
/0 - (x2i7r2)2 sin(xy) dx = % exp(—yi). (A.55)
Differentiation of (A.53) with respect to y gives
00 l‘2 _ y2
/0 xexp(—xt)cos(xy)dx = m (A.56)
Differentiation of (A.53) with respect to ¢ gives
00
fo x exp(—xt)sin(xy)dx = (y22_+2)2 (A.57)

A well known discontinuous integral is (Titchmarsh, 1948, p. 177)

% sin(xt T, y<t,
/ SO0 cosry) dx = i 2 Y (A.58)
0 X 0, y>t
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Fig. A.3 4.0
F(y)= [y [sin(x)/x] x
cos(xy)dx

3.0

F(y)

2.0

1.0

0.0

0.0 1.0 2.0 3.0 4.0

A numerical verification of the integral (A.58) is shown in Fig. A.3. The analytical
results, as given by (A.58), are indicated by the fully drawn lines. Some numerical
results, calculated using Simpson’s integration formula, are indicated by the dots.
An integral similar to (A.58) is (Titchmarsh, 1948, p. 179)

*° sin(xt 1
/ sin(x1) sin(xy) dx = = log
0 X 2

(A.59)
r—y

t+y‘

A comparison with the results of a numerical computation of this integral is shown
in Fig. A.4. Again the analytical results are indicated by the fully drawn lines, and
the numerical data are indicated by the dots.

Some integrals of the Weber-Schafheitlin type (Watson, 1944, p. 405) are

> . 0, y <t, A
/0 Jo(xt)sin(xy)dx = (y2 _ oy, . (A.60)
00 221, ‘
/ Jo(xt) cos(xy) dx = {( ) y= (A61)
0 0, y>t.
o Jo(xt arcsin(y/1), <t,
/ 0D Gin(ry)dx = { 1 /0.y (A.62)
0 X 57T, y>t.

It may be noted that (A.61) may be derived from (A.62) by differentiation with
respect to the parameter y.
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Fig. A.4 4.0
F(y) = [ [sin(x)/x] x
sin(xy) dx
3.0
F(y)
2.0

SRS San YU
0.0
0.0 1.0 2.0 3.0 4.0
Differentiating (A.62) with respect to ¢ gives
00 N2 — y2y=172, <1,
/ Iy sin(ry)dx = | Q7D Y0 Y (A.63)
0 0, y >1.

Finally, another useful Weber-Schatheitlin integral is (Watson, 1944, p. 405)

L y<t,
(A.64)

o
/ Ji(xt)cos(xy)dx = _ ‘ gt
0 =2 (a2 =12y ’

A.3 Hankel Transforms

A.3.1 Definitions

For problems with radial symmetry a useful solution method is provided by the
Hankel transform. This transform is defined by

o0
F(y)=/ xf(x)Jo(xy)dx. (A.65)
0
The inverse transform is

Flo) = /0 YE() Jo(ry) dy. (A.66)
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For a derivation of this relation the reader is referred to the literature, see e.g. Sned-
don (1951).

The main property of the Hankel transform is that it transforms the operator often
appearing in radially symmetric problems into a simple multiplication,

0o 2
/0 [ﬂ + lﬁ] Jo(ey)ydx = —y2F(y). (A.67)

dx?  xdx
This property can be derived by using partial integration, and noting that the Bessel
function w = Jy(xy) satisfies the differential equation

d2w+ldw+ 2w=0 (A.68)
—_— +—— w=0. .
ax? T xdx

Thus the combination d2 f/dx? + (1/x)df/dx is transformed into multiplication
of the Hankel transform F(y) by —y?. This means that a differential equation in
which this combination of derivatives appears may be transformed into an algebraic
equation. In many cases this algebraic equation is relatively simple to solve, but
the problem then remains to find the inverse transform. For the inverse transforma-
tion tables of transforms may be consulted, but if the tables do not give the inverse
transform, it may be a formidable mathematical problem to derive it.

A.3.2 List of Hankel Transforms

In this section a number of Hankel transforms is listed, together with references or
indications for their derivation. For some integrals a numerical verification is shown,
using Simpson’s numerical integration scheme. The numerical results confirm the
analytical formulas.

A pair of integrals of the Weber-Schatheitlin type is (Abramowitz and Stegun,
1964, 11.4.33, 11.4.34)

]

2

® Ji(xt) ;E(%)’ y<ft,

f T Jo(xy)dx = 2 2 P P (A.69)
0 H{E(F)_(l_F)K(F)}’ y>t.

In these equations the functions K (x) and E (x) are complete elliptic integrals of the
first and second kind, respectively. A short list of values of these functions, adapted
from Abramowitz and Stegun (1964) is given in Table A.2.

Two well known integrals of the Hankel transform type are (Sneddon, 1951,
p. 528)

/Oo X Jolry)dx = — exp(—y1) (A.70)
535 X X = —EXp(— . .
o GZa)iz O y Py

/Oo al Jo(ey)dx =~ exp(—yn) (AT1)
. I 0(xy)dx = —exp(—y1). .
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Table A.2 Complete elliptic

integrals X K(x) E(x)
0.0 1.57079 1.57079
0.1 1.61244 1.53076
0.2 1.65962 1.48903
0.3 1.71389 1.44536
0.4 1.77751 1.39939
0.5 1.85407 1.35064
0.6 1.94956 1.29842
0.7 2.07536 1.24167
0.8 2.25720 1.17848
0.9 2.57809 1.10477
1.0 00 1.00000
Differentiation of (A.71) with respect to ¢ gives
o X 14yt
———— Jo(xy)dx = exp(—yt). A.T2
Differentiating this again with respect to ¢ gives
o X 343yt + (y1)?
————=75 J\ dx = ———————exp(—y1). A.73
fo Zr ) o(xy)dx 575 p(=y0) (A.73)
The inverse form of (A.71) is
o t
exp(—xt)x Jo(xy)dx = ————- A.74
/0 P ¥ Jo () d = s (A.74)
This integral can also be considered as a Laplace transform.
Integration of the integral (A.74) with respect to ¢ gives
o
/ exp(—xt) Jo(xy)dx = (A.75)
0

2+ )1/

Equation (A.75) is the inverse form of (A.70). It is a well known integral, which can
also be considered as a Laplace transform, and can be found in many tables (see e.g.

Churchill, 1972, p. 327).

A comparison of analytical and numerical computations of the integral (A.75) is

shown in Fig. A.5.

The Fourier transforms (A.60)-(A.64) can also be considered as Hankel trans-
forms. Written in the form of Hankel transforms these integrals are as follows.

00 12— y2=1/2, <1
/ sin(xt) Jo(xy)dx = ( %) Y
0 0, y>t.

(A.76)
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Fig. A5 F(y) = 4.0
foooexp(—x).]o(xy)dx
3.0
F(y)
2.0
1.0 '\\
\‘MMM
0.0
0.0 1.0 2.0 3.0 4.0
/oo (xt) doCry) dx = | y=r (AT7)
COS = .
0 H e O =tH7V2 y>t.
 §in(xt 1 t,
/ SNy eyyde =1 27 Y= (A78)
0 X arcsin(t/y), y>t.
/oo in(er) Sy ey dx = | y=r (A79)
sin = .
o TEPIEIEE (ot =12,y
S - 2 ) y < tv
/ cos(xr) Jy(xy)dx = | | VPR (A.80)
0 Vo y>t.

A numerical verification of the integral (A.80) is shown in Fig. A.6.

A.4 De Hoop’s Inversion Method

A.4.1 Introduction

An elegant method to determine the inverse Laplace-Fourier transform for certain
problems was developed by De Hoop (1970). In this method the Laplace transform
and the Fourier transform are used, and the integration path for the inverse Fourier
transform is modified in such a way that the two inverse transforms can be traded off.
Actually, the inverse Fourier integral is transformed so that it obtains the form of a
Laplace transform. The inverse Laplace transform then simply is the function itself.
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Fig. A6 F(y) = 3.0
- fooo cos(x)Jy(xy)dx
2.0
F(y)
1.0
0.0
-o-a-0-0-0-0-0-0-o~¢
W
-1.0
0.0 1.0 2.0 3.0 4.0

Fig. A.7 Half plane with
impulse load

The method is particularly useful for the solution of problems of elastodynamics.
It will be illustrated here by an example of general dynamics. Many references to
other applications are given by Duffy (1994).

A.4.2 Example

As an example consider a problem of dynamics for a half plane, see Fig. A.7, defined
by the partial differential equation

9w 5 1w 9w
=c , (A.81)

R PR + -
ar? ax2  9y?
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where ¢ is a given constant (the wave velocity), defined by ¢ = 11/p, where 1 is
the elasticity of the material, and p its density. The differential equation (A.81)is a
basic equation of acoustics (Morse and Ingard, 1968).

It is assumed that the boundary condition at the upper boundary y = 0 describes
a line impulse,

ow
y=0:u—=—Ps(x)5(2), (A.82)
dy

where P denotes the strength of the impulse, and u is the elasticity of the medium.

Solution by Laplace and Fourier Transforms

The Laplace transform of the variable w is defined as
o
w:/ wexp(—st)dt. (A.83)
0

If it is assumed that at time ¢ = O the system is at rest, the differential equation
(A.81) is transformed into

1w 9w

2t 5= (s%/cD)w. (A.84)

The Fourier transform of the function w is defined, using (A.29), as

W= /OO wexp(ix&)dx. (A.85)

Using the property (A.30) the differential equation (A.84) is further transformed
into
>wW 2,2 1 £\
— ="/t +EYW. (A.86)
9y?

For mathematical convenience the parameter & is written as £ = s« This gives

W —
— =KW, (A.87)
dy
where
kK2 =1/c*+ o> (A.88)

It may be noted that the inverse Fourier transform is, with (A.28),

o]

W=— | Wexp(—ixé)dE, (A.89)
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or, with & = sa,
s [ —
W= —/ W exp(—isax)da. (A.90)
27 J_ oo

The general solution of the ordinary differential equation (A.87) is, assuming that
the solution should vanish for y — oo,

W = Aexp(—sky), (A91)

The integration constant A must be determined from the boundary condition at the
surface y = 0.
The Laplace transform of the boundary condition (A.82) is
9w
y=0: ua—w=—P8(x), (A.92)
y

and the Fourier transform of this condition is, using (A.85),

oW
y=0:pu—=-P. (A.93)
dy
It follows from (A.91) and (A.93) that
P
A=—. (A.94)
usk
Substitution of this result in the general solution (A.91) gives
— P
W = — exp(—sky). (A.95)
usk
Inverse Fourier transformation using (A.90) gives
P o —s( k
W= / expl=stiax +in)I , (A.96)
27 J_oo k

where k is defined by (A.88), i.e. k> = 1/c* + o?.

Inverse Transform

The remaining mathematical problem is to evaluate the integral (A.96), and then
to determine the inverse Laplace transform. In general this may be a formidable
problem.

An elegant way to determine the inverse transforms was developed by De Hoop
(1960). In this method the integration variable « is first replaced by p = i«. The
integral (A.96) then becomes

P /“” exp[—s(px +ky)] dp

w= ,
2wip J_ioo k

(A.97)
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Fig. A.8 Integration path in S(p)
the complex p-plane
P1
-1/cs 1/cs
R(p)
p2
where now the parameter k can be expressed, with (A.88), into p as
kK> =1/c* - p>. (A.98)

The integrand of the integral is continued analytically in the complex p-plane, see
Fig. A.8.
Two branch cuts are necessary, from the branch points at p = £1/c to infinity. It
is most convenient to let the branch cuts follow the real axis, as shown in the figure.
The integration path in the complex p-plane now is modified to a curved path,
also indicated in Fig. A.8. It is assumed that along this curved path a parameter ¢
can be defined so that

t =px+ky. (A.99)

It is assumed that ¢ is a real and positive parameter. It will later be identified with
the time.
It follows from (A.98) and (A.99) that

K =1/c* = p*> =t = 2tpx + p°x?) /y?, (A.100)
or
r2p2—2txp+t2—y2/c2=0, (A.101)
where
r2=x2+y% (A.102)

Equation (A.101) is a quadratic equation in p, with two solutions,

tx iy tx iy
p1=r—2+r—2,/t2—r2/02, p=5-"3 12 —r2/c2 (A.103)
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It is assumed that along the two parts of the integration path the variable ¢ varies
between the limits

r/c<t<oo. (A.104)

It follows that on the upper half of the curve in Fig. A.8 (indicated by p) the value
of p varies from the real value p = x/rc, if t =r/c, to a complex value p = (x +
iy)t/r?, if t — oco. The point p = x/rc is always located between the origin and
the branch point p = 1/c, if x > 0, which will be assumed here.

It now remains to express the integral (A.97) in terms of the new variable ¢. For
this purpose it may first be noted from the expressions (A.103) that

dp1 X

dt 2+

iy ! dpy _ x
2 222 _2

y 1
12 —r2/c? dt r?

Furthermore, it follows from (A.99) that k = ¢/y — px/y. This gives, with (A.103),

ty ix ty

ki=-=5—— 12 —r2/c2, ky == + = —r2/c2, (A.106)
r r r
or
iky . ly t iko _xdy t
2 _ rz/cz r2 \/tz z/cz’ \/12 — 22 RN rz/cz'
(A.107)
It now follows from (A.105) and (A.107) that
1d j 1d ]
Ldpr _ L N — (A.108)
ky dt t2 —r2/c? ky dt t2—r2/c?

Substitution into the integral (A.97) now gives, noting that this consists of two
branches p; and p», with the integration path on p; from # = r/c to t = 0o, and
on py fromt=ootot=r/c,

. P [ exp(—st)
W= —

_SXPESD gy (A.109)
rle AJt2 —r2/c?

This can also be written as

=L [T HEZO) sy, (A.110)

T Jo /12 —r2/c?

where H (t — r/c) is Heaviside’s unit step function.
Equation (A.110) has precisely the form of a Laplace transform. It can be con-
cluded that the original function w is

_i H(t—r/c)

gy (A.111)
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This completes the solution of the problem. It may be noted that it has been deter-
mined without using any explicit form of an inverse Fourier transform formula, or an
inverse Laplace transform formula. Actually, the inverse Fourier transform has been
modified into a Laplace transform, and the inverse Laplace transform of a Laplace
transform is just the original function itself.






Appendix B
Dual Integral Equations

This appendix gives a general procedure for the solution of a system of dual integral
equations, as developed by Sneddon (1966).
The system of equations is supposed to be

/O F@E)AE) Jo(r§)ds = f(r), O0=r<a, (B.1)

fo EAE)Jo(rE)dE =0, r>a, B.2)

where the functions F(§) and f(r) are given in their domain of definition, and A(§)
is unknown.
The function A(€) is represented by a finite Fourier transform

A(§) :/0 ¢ (t)cos(&t) dt. (B.3)
Using partial integration this can also be written as
AE) =) Sm(;“) - fo o) Sinf” dr. (B.4)

Using the integral (A.76),

foo sin(€t)Jo(r)de =0, r>t, (B.5)
0

it follows that (B.2) is automatically satisfied.
We now use the integral

* r sin(&s)
/Omfo@r)dr= E (B.6)

which is the inverse form of the integral (A.76), when this is considered as the
Hankel transform of the function sin(ér)/&.
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Application of the operation defined by (B.6) to (B.1) gives

f h F(S)A@)Si“fs) dE =h(s), 0<s<a, (B.7)
0
where
rf(r)
h(s) = / oI 2)1/2 dr. (B.8)

Substitution of (B.3) into (B.7) gives

/aqﬁ(t){/ooF(é)Mdé}dr:h@), 0<s<a, (B.9)
0 0

§
A well known Fourier cosine transform is (Titchmarsh, 1948, p. 177)
/‘00 sin(£s) cos(ét) dt = %, t<s, (B.10)
0 & 0, t>s.

It now follows that (B.9) can be written as

z/s¢(t)dt+/a¢>(t){/oo[F($)— uwds}dr:hm,
2 Jo 0 0 &

0<s<a. (B.11)

Differentiation with respect to s leads to the Fredholm integral equation

q)(s)-}-/aK(t,s)qb(t)dt:H(s), 0<s<a. (B.12)
0

where K (¢, s) is the kernel function

K(t,s)= %[OOO[F@) — 1]cos(£s) cos(E1) dE, (B.13)

and H (s) is the given function

2d [* rf@)

mds Jo mdﬁ (B.14)

H(s) = 2 W (s) =

T
The problem has now been reduced to the solution of the Fredholm integral equa-
tion (B.12). If this can be solved, the unknown function A(&) can be determined
using (B.3). It may be noted that in the special case that F (&) = 1, the kernel
function vanishes, and the integral equation (B.12) reduces to the explicit solution

¢(s)=H(s).



Appendix C
Bateman-Pekeris Theorem

This appendix presents the Bateman-Pekeris theorem (Bateman and Pekeris, 1945),
which is used in Chap. 13.
The theorem is

o]

*° 2
/0 x f(x) Jo(px)dx =—;S/O yf@y)Ko(py)dy, €D

where p > 0, and f(z) is an analytic function of z in the half plane %(z) > 0, such
that f(z) is real if z is real, and satisfies the condition

lim 22 f(z)=0 (%(z) > 0). (C.2)
7—> 00
In order to prove this theorem the basic integral is written as
o0
N(p) = / x f(x) Jo(px)dx. (C3)
0

The Bessel function Jp(z) can be written as the sum of two Hankel functions
(Abramowitz and Stegun, 1964, 9.1.3 and 9.1.4),

1 1
Jo(2) = EH(E”(@ + EHSZ) ), (C.4)

so that the integral N (p) can be decomposed into two parts

N(p) = Ni(p) + Na(p), (C.5)
where
_1 [ (1)
Ni(p) = 2 ), xf(x)Hy ' (px)dx, (C.6)
and
_1= @
Na(p) = 2 ) xf(x)Hy™ (px)dx. (C.7)
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420 C Bateman-Pekeris Theorem

Fig. C.1 Quarter plane 3(z)
N(z) >0,3(z) >0 C

The integral N (p) will be considered first. Because the function f(z), by assump-
tion, is analytic in the half plane 9(z) > 0, and H," (z) is an analytic function of

z in the entire plane except at infinity, the function z f(z) Hél) (pz) is analytic in
the quarter plane M (z) > 0, J(z) > 0. This means that the integral along the contour
OABCO in Fig. C.1 is zero,

7§Z f@H (pz)dz =0, (C.8)

for every value of the radius R.

It can be shown that the integral over the arc AB tends towards zero for large val-
ues of the radius R. For this purpose it may be noted that the asymptotic behaviour
of the function Hél)(z) is (Abramowitz and Stegun, 1964, 9.2.3)

S\ 12 |
H"(2) ~ (n—z) eXP(ix —y- Zl’ﬂ) (=7 <arg(z) <2m). €9

Along the arc AB the Bessel function is H()(l)(pz) ~ (2/m Rp)'/?. The integral of
the function z f(2) Hél) (pz) along the arc AB is, approximately,

1/2
1AB=/ zf(z)Hg”(pz)dwa(A)(—> Ra. (C.10)
AB T Rp

Because of the condition (C.2) this will tend towards zero if R — oo.
Along the arc BC the integral will also tend towards zero, because there the
integral can be overestimated by

1/2
1nR2f(Re)q)(iga))(—) exp(—aRp). (C.11)
2 7 Rp
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For R — oo this will certainly tend towards zero, because of the exponential factor,

lim Igc =0. (C.12)
R— o0

Because the contour integral is zero, see (C.8), and the integral along the arc AC is
zero, it follows, with (C.6), that

1 o0
Ni(p)=—3 /0 yf Gy H (ipy) dy. (C.13)

The Hankel function of imaginary argument can be expressed into the modified
Bessel function Ky(z) (Abramowitz and Stegun, 1964, 9.6.4),

1
Ko(y) = 5imarg”(iy), (C.14)

so that the final expression for the integral N1 (p) is

Nip = - /0 Vi) Ko(py) dy. C.15)

In a similar way the integral N2(p) can be transformed into an integral along the
imaginary axis. Because at infinity the behaviour of the function Héz) () is different
from that of Hél) (), however,

2\? 1
HP (2) ~ (n—z> exp<—ix +y+ Zin) (—27 <arg(z) <), (C.16)

the contour must now be closed by a quarter circle in the lower right half plane. This
will give
_ e Y
Na(p) = 2/, y f(=iy) Hy" (—ipy)dy. (C.17)

Again this can be expressed into the modified Bessel function K(z), using the
formula (Abramowitz and Stegun, 1964, 9.6.4),
R G
Ko(y) = —Em Hy” (—iy). (C.18)
The final expression for the integral Na(p) is

Na(p) = —i fo Vf (=iv)Ko(py) dy. (C.19)

Because the function f(z) is real along the real axis, it follows from the reflection
principle (Titchmarsh, 1948, p. 155) that

f(=iy) = f(y). (C.20)
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Thus it follows that

Na(p) = Ni(p). (C.21)
With (C.5) and (C.15) it now follows that

2 o0
N =-23 fo ¥ i) Ko(py) dy. 22)

This proves the theorem.
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