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“Gliner, Morgan, and Leech have built upon and enhanced their previous 
work in designing this clear and comprehensive third edition, perfect for a
quantitative research design course or as a go-to text for the quantitatively-
focused researcher.” —Erica Eckert, Kent State University, USA

“We have used this textbook for a number of years. It is clear, well-organized,
and written at a level suited to doctoral students who do applied work using
a variety of research methodologies. The latest edition improves upon an
already good book by adding sections from research articles that exemplify
points the authors are making, tables and diagrams for visual learners, and
references to effect size and power that reinforce the need for consideration
of the research design from multiple perspectives. Our students do a good job
of writing a research proposal using the information from this book.” —Kathy
Green, University of Denver, USA

“This third edition is a comprehensive and well-written book for graduate
students and researchers doing research in education and other applied areas.
The book provides not only an in-depth discussion of research methods
concepts, but also a lot of real life examples for illustration. It is an excellent
reference source for anyone doing research.” —Michael C. W. Yip, The Hong
Kong Institute of Education, Hong Kong

“This is an indispensable text for students of applied research and even though
I have many years of experience myself, I find it very helpful in doing my 
own research projects and teaching research to graduate students. It sets 
out key messages about how to do research properly, and in this third edition
bases much of its advice on practical case studies.” —Paul Kiff, The Research
Academy, UK

“This is an excellent textbook for any education or social science course on
quantitative methods. The authors break down the elements of the research
process into easily digestible segments that use examples from published
research studies to demonstrate each step. This is a must for faculty introducing
graduate students to quantitative methods and also as an easy to use reference
for the experienced researcher.” —Mark Kretovics, Kent State University, USA
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Preface

In this third edition of Research Methods in Applied Settings: An Integrated
Approach to Design and Analysis we continue to promote our philosophy of an
integrated approach to quantitative research methods and to the selection and
interpretation of data analyses. Our book provides guidance for graduate
students in the applied behavioral sciences about planning and conducting a
research project, including collecting and analyzing data and writing a research
report. The target disciplines include education, allied health, psychology, and
other applied behavioral science areas.

Overview of the Content

The table of contents shows the 26 chapters divided into five sections: (I)
Introductory Chapters; (II) Quantitative Research Approaches, Questions, and
Designs; (III) Sampling, Measurement, and Data Collection; (IV) Data Analysis
and Interpretation; and (V) Evaluating and Writing Research Reports.
Although we have organized the chapters in a logical order, we also wanted
the sections and chapters to “stand alone” as much as possible. This required
some repetition, or at least brief redefinition of terms at various points in the
text. Thus, the reader should have some flexibility to skip chapters or read
them in a different order. For example, the first section in Chapter 26, Anatomy
of an Article, might be part of an early lecture to introduce students to what
might be expected when reading a journal article.

We continue to believe that all phases of the research process are
interdependent. Many authors treat the different parts of their research methods
books as essentially unrelated. Nowhere is this more obvious than viewing
the curriculum of a typical graduate program where a course in research
methods is separate from a course in measurement, and statistics is taught as
though it had no relation to research design. We continue to make a strong
case that in any quantitative research study, the research design guides the
data analysis and that the two should not be viewed as totally different content
areas, to be taught in two different courses. We have had so many experiences
where students have a good grasp of statistics but have no idea why a par -
ticular analysis is used for a particular design. However, this is not a statistics
book so there are few formulas or computations. We have tried to make 
this book student friendly as well as sophisticated, partly by being consistent
and clear in terminology and partly by organizing the material so that the
various chapters are consistent and fit together logically.

We have found in our approach to teaching research methods that students
become confused due to inconsistent terminology. Perhaps the most common



example is the confusion created by the terms selection and assignment.
Traditionally, research texts have interchanged the two terms so that students
cannot tell the difference between selection into the study, an external validity
issue, and assignment to groups, an internal validity issue. Another example
is the term validity. Is this a term to be used only when assessing a measurement
tool, or does it apply to the evaluation of the design of a study, or to the whole
study? We are reminded of Bruce Thompson’s frequently repeated, inten -
tionally facetious remark at his many national workshops: “We use these
different terms to confuse the graduate students.” For these reasons we have
tried to present a semantically consistent and coherent big picture of what we
call research approaches (experimental, quasi-experimental, etc.) and how they
lead to three basic kinds of research questions (difference, associational, and
descriptive), which, in turn, lead to three kinds or groups of statistics with the
same names. We realize that these and other attempts to develop and utilize
a consistent framework are both nontraditional and somewhat of an over -
simplification. However, we think the framework and consistency pay off in
terms of student understanding and ability to actually design research and
use statistics to help answer research questions.

Distinctive Features

An important feature of the book is the emphasis on students becoming good
consumers of research by helping them analyze and evaluate research articles.
Throughout each chapter, real life research examples are used to contextualize
and further explain concepts. There are five published research articles utilized
as examples throughout the book with additional published research articles
added to help explicate specific examples. Chapters 23 and 24 bring together
many points from earlier chapters into an integrated framework for the analysis
and evaluation of research articles using eight rating scales to evaluate research
validity, the validity of a whole study.

A second feature is that the text has a large number of diagrams and tables
that summarize various topics and show in a different way topics that are often
confusing or prove difficult to learn well enough to apply. Visual learners
especially may appreciate the figures and tables.

A third feature of the book is the division of all quantitative research
questions (and we think qualitative research as well) into five categories that
we call research approaches: randomized experimental, quasi-experimental, com -
parative, associational, and descriptive. Complex studies may use more than one
of these approaches; for example, “survey” studies often have descriptive as
well as comparative and associational research questions.

This categorization of research or, more accurately, of research questions
into one of five approaches has been helpful for several reasons. One is with
regard to discussions of cause and effect. We feel that causal questions can be
appropriately answered only with well-controlled randomized experiments
and to a lesser extent with the quasi-experimental approach. Neither the
comparative nor the associational approach is well suited to deal with cause
and effect.

xvi Preface

Research validity
The merit of the
whole study (as
distinguished from
validity of the
measurement of a
variable); includes
measurement
reliability and
statistics, internal
validity, overall
measurement validity
of the constructs, and
external validity.

Survey
Research
methodology in
which generally large
numbers of
participants are asked
to respond to a series
of questions; may be
interview or
questionnaire, open-
ended or closed-
ended, or some
combination.



Another reason that our classification of research approaches is helpful is
that one can follow the research process from purpose through question/
hypothesis to data analysis. For example, in general, the randomized experi -
mental, quasi-experimental, and comparative approaches utilize what we call
“difference inferential statistics” such as the t test or analysis of variance, while
the associational approach utilizes “associational inferential statistics” such as
correlation and multiple regression. We realize that all parametric inferential
statistics are relational (special cases of canonical correlation), but we think
that it is helpful educationally to make the above distinction, which is
consistent with our framework for research approaches as well as most basic
statistics books.

A fourth feature of the book is what we call the design classification based
on the three major types of design: between groups, within subjects, and mixed
designs. These general classifications apply to the comparative approach as
well as to the experimental and quasi-experimental approaches, which have
been more traditional. We show that although these three types of approach
use the same general type of statistics (e.g., ANOVA), the specific statistics for
between groups designs are different from those for within subjects and from
those in mixed designs. We also point out that the associational approach uses
a different set of statistics but the data resemble the data in a within subjects
design. Thus, a distinctive feature of the book is our emphasis on the inte -
gration of design and the selection of data analyses techniques.

Although our backgrounds are in education and psychology, we have
worked and taught research courses in applied departments including
occupational therapy, education, human development and family studies,
and consumer science and merchandising as well as psychology. Also, we have
had in our classes students from business, music therapy, social work, and
communication disorders to mention a few of the more common areas. Thus,
we feel that we have a good grasp of the types of research problems faced by
master’s and doctoral students in these diverse areas and have designed a book
that we feel is user-friendly as well as sophisticated.

Major Changes from the Second Edition

• The biggest change from the second edition is the inclusion of real life
research examples. After introducing five main studies, we have
incorporated multiple examples from these published research articles to
help readers better understand the concepts and to apply the concepts to
real world research. Most of the examples are drawn from these five
published studies so that students can see how these five studies fit within
each of the steps of the research process.

• In addition, we have added “Research in the Real World” boxes to each
chapter to highlight discussions of actual research projects from multiple
disciplines.

• Each chapter includes boxes in the margins that include key terms and
definitions. The definitions for each key term are additionally included in
the glossary.
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• To assist students in better understanding the different types of relia-
bility, more information on conducting reliability assessment has been
included. Chapter 11 (Measurement Reliability) has been expanded by
adding formulas and examples for five measures of reliability including
Spearman-Brown, Kuder-Richardson 20, Cronbach’s alpha, intraclass
correlation coefficients (ICCs), and Kappa.

• Chapter 12 (Measurement Validity) has been expanded to include recent
changes in validity as well as the traditional method of considering validity
(from the 1985 Standards).

• In today’s world of research, conflict of interest and bias in research have
become important topics to consider. Chapter 14 (Ethical Issues in
Conducting the Study) has been expanded to include more information
on Conflict of Interests (COIs), conflict of commitment, authorship,
security of data, password protecting files, bias in data coding and analysis,
and how to deal with potential bias.

• Checking assumptions of data and what to do when data do not meet
these assumptions has become a crucial consideration for all researchers.
Chapter 15 (Practical Issues in Data Collection and Coding) now includes
how to do data transformations and information on online data collection.

• Conducting a priori power analysis is becoming more important for both
editors of journal articles as well as grant funding agencies. Chapter 16
(Making Inferences from sample Data I: The Null Hypothesis Significance
Testing Approach) includes more information on a priori power analysis
including how to use the free online program G*Power.

• Knowing when and how to conduct regression analyses is essential 
for researchers conducting associational designed studies. Chapter 22
(Analysis and Interpretation of Complex Research Questions) now
includes more information on multiple and logistic regression. This
chapter also includes new sections on mediation and moderation analysis.

• Two new appendices including Appendix G (Writing About Your Results)
on writing about results of a study and another appendix (Appendix D)
that includes the answers to the even interpretation questions and the
answers to the odd application problems.

Feedback that we have received from students and colleagues, especially
those who have used our text to teach their research classes, leads us to
continue to believe that we have a good text on research methods that will
help graduate students understand, evaluate, and conduct research, which are
often unnecessarily frightening to students in applied fields.

Instructional Aides

This book has a number of features to help students understand, evaluate, and
conduct research projects. Each chapter ends with a summary, lists of key terms
and key distinctions, interpretation problems based on material discussed in
the chapter and several applications problems to assist readers in applying
the concepts. The key concepts are defined in the margins of each chapter and
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in the glossary (Appendix C). The key distinctions lists should help students focus
on terms that are important to distinguish or contrast. Appendix B, Confusing
Terms, also is designed to help students identify partially similar terms (e.g.,
random assignment and random sampling) that need to be distinguished.
Appendix B also identifies different terms for similar concepts (e.g., dependent
variable and outcome variable) that are used interchangeably in the research
literature and in this book. These features should help alleviate the semantic
confusion mentioned earlier.

Appendix A provides a short list of books and articles that we have found
especially useful to students as they learn about and implement research
projects. Appendix D provides answers to the even numbered interpretation
questions and answers to the odd numbered application problems. Appendix
E lists the 19 questions that we use in our comprehensive evaluation of research
articles. Appendix F provides information and examples of tables and figures
in APA (American Psychological Association) format. Finally, Appendix G is
a new appendix on writing about the results of an empirical research study.
The appendixes are intended to provide practical advice to new researchers.

Website

Online resources are available on the book’s website at www.routledge.com/
9781138852976. Instructor resources include PowerPoint lecture slides and 
an instructor manual with chapter outlines, teaching objectives, exercises,
objective questions, answers to application problems, and a conversion guide.
Students have access to key terms from the text and their definitions.

An additional resource that instructors and students may find useful is
the 4Researchers website (www.4Researchers.org), funded by the National
Institute of Mental Health. This site provides more than 250 interviews with
respected experts, including practical advice about research design, statistics,
and career advancement.
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1
Definitions, Purposes, and Dimensions 
of Research

In this chapter, we discuss definitions and several purposes of research. Then,
we describe important dichotomies or dimensions along which research
studies vary. Next, we provide an overview of our general framework for
describing types of quantitative research that we call approaches. Finally, we
briefly describe five studies that serve as examples for each of the five research
approaches. The sample studies will be used in this and several later chapters
to illustrate research concepts and how to evaluate research.

Definitions of Research

What is research? Many definitions have been given. Two examples are (1) a
systematic method of gaining new information and (2) a persistent effort to
think straight. The definition utilized by government agencies for the purpose
of federal regulation and the protection of human participants is the systematic
collection of data that develops or contributes to generalizable knowledge.
Such data are intended to be published, are part of a thesis or dissertation, are
presented to the public, or are developed for others to build on. (The ethical
and practical issues of the review of human research are discussed in Chapters
14 and 15.)

Smith (1981), in an old but still useful definition, suggests that the term
research be equated to disciplined inquiry, which

must be conducted and reported so that its logical argument can be
carefully examined; it does not depend on surface plausibility or the
eloquence, status, or authority of its author; error is avoided; evidential
test and verification are valued; the dispassionate search for truth is
valued over ideology. Every piece of research or evaluation, whether
naturalistic, experimental, survey, or historical must meet these standards
to be considered disciplined. (p. 585)

Smith’s definition of disciplined inquiry is worth considering in some detail.
The term inquiry implies a systematic investigation, which is certainly a part
of any definition of research. Regardless of the particular research paradigm

Research
Disciplined method
of gaining new
information, building
knowledge, or
answering questions;
also called
disciplined inquiry;
implies a systematic
investigation with
underlying guidelines
regardless of the
particular research
paradigm.

Knowledge
(producing)
Research which
builds on or adds to
the knowledge-base
of the profession.

Disciplined inquiry 
See Research.

Inquiry
A systematic
investigation by
seeking information
and/or knowledge.



to which the investigator adheres, there must be underlying guidelines for how
the research is to be carried out. The focus of this book is on quantitative
methods, so most of our discussion will be about that research strategy.

Notice that Smith’s (1981) definition of disciplined inquiry states that the
research must be conducted and reported so it can be carefully examined. The
conducted part of the definition implies that the research must be carried out.
Designing research serves no useful purpose if it is not actually performed.
Also, the research must be reported—that is, published in a journal or at least
delivered as a talk at a professional meeting. This dissemination function is
important if the research is to be examined by others in some detail. Unless
the research is conducted and reported, it cannot be evaluated or replicated
to determine whether, given similar circumstances, others would come to the
same conclusion as the investigators.

Finally, this definition refers to the fact that the research must stand on
its own merit. It should not matter who performed the research, how
eloquently it might be described, or even the nature of the problem. If the
research has been carried out systematically, following guidelines within a
particular research paradigm, and disseminated within a particular discipline,
then that research could be tested or verified by others. While there have been
numerous attempts to define research, we feel that this definition includes the
key elements of the concept.

Purposes of Research

Why do we do research? What is it that we want to find out? Some questions
from education that have been addressed with research studies are as follows:

• Does class size affect student outcomes?
• Is cooperative learning more successful than individualized learning?
• Do students with special needs do better if mainstreamed into the school

system?

Some questions that need to be addressed in allied health fields are as follows:

• Does a particular treatment work?
• Are certain characteristics of therapists more effective than others?
• Is supported employment more successful for community integration

than sheltered work?

There are many purposes for carrying out research. The rationale for learning
about research will be divided into two general purposes: (1) increasing the
knowledge base of the discipline; and (2) increasing your self-knowledge as
a professional consumer of research to understand new developments within
the discipline.
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Increasing the Knowledge Base of the Discipline

This purpose of research, discovery of new knowledge, can take many
directions; three of them are discussed here.

Theory Development

Research can support the theoretical basis of the discipline. A theory presents
interrelated concepts, definitions, and propositions that provide a systematic
view of phenomena and identify relationships among variables. For example,
purposeful activity is a construct within the theory of occupation in the field
of occupational therapy. The theory states that if the activity is “purposeful,”
the individual performing the activity will be more invested in the activity
and perform better. Studies to test this theory might use the following research
design. Two groups are formed through random assignment, which means
that a table of random numbers, or perhaps a coin toss, is used to assign each
participant to either the experimental or comparison group. One group
(comparison group) receives a condition of exercise (e.g., jumping in place).
The other group (experimental group) also jumps in place, but this is done
with a jump rope and the goal or purpose of doing it well. At the end of some
given time period, the two groups are measured on performance, satisfaction,
or motivation. If, as the theory predicted, the exercise-with-purpose condition
was better than the exercise-without-purpose condition, the result would
provide some support for the theory.

Practical Application

A second approach to increasing knowledge within the discipline involves
providing evidence for the efficacy of a curriculum, a therapeutic technique,
or administrative change when there may not be a theory that would pre-
dict the results. For example, one could compare the effectiveness of two
approaches to teaching students. After randomly assigning students to one of
two curriculums, both groups are assessed on several outcome measures such
as achievement tests. This type of study is typically used to test the effectiveness
of different therapeutic or curricular interventions. Notice that the design of
this study and the prior one are similar, but the purposes are somewhat
different.

Development of Research Tools

A third approach to increasing knowledge within the discipline involves
creating methods to assess behaviors. For example, researchers could develop
a new standardized testing procedure and set of tasks to assess mastery
motivation in young children. The procedure could be designed to be useful
for typically developing children and also for children who are at risk for
developmental problems. To compare children with different ability levels,
an individualized approach to measuring mastery motivation could be
developed. This approach could vary the difficulty of the task in accordance
with the child’s ability level so that each child is given tasks that are moderately

Definitions, Purposes, and Dimensions 5

Theory
A statement or group
of statements that
explains and predicts
relationships among
phenomena; a set of
interrelated concepts,
definitions, and
postulations that
present a systematic
view of phenomena
by specifying
relations among
variables.

Random assignment
A random table of
numbers (or other
similarly random
process) is used to
assign each
participant to a group.

Theory
development   
One purpose of
research, to support
the theoretical basis
of the discipline.



difficult. Each child’s motivation is assessed with tasks, from several graded
sets of similar tasks that are found to be challenging but not too difficult or
too easy. Evidence for the validity or usefulness of these mastery task measures
could be confirmed in several ways. For example, groups of children (e.g., those
who are at risk) who had been predicted to score lower on mastery motivation
measures could be compared with a group of typically developing children.

Increasing Your Self-Knowledge as a Professional

For most students and professionals, the ability to understand and evaluate
research in one’s discipline may be more important than personally making
a research contribution to the profession. Dissemination of new knowledge
occurs for the professional through an exceptionally large number of journals,
workshops, and continuing education courses as well as popular literature 
such as daily newspapers. Today’s professional cannot simply rely on the
statements of a workshop instructor or newspaper to determine what should
or should not be included for future intervention in the classroom, clinic, or
community. Even journal articles need to be scrutinized for weak designs,
inappropriate data analyses, or incorrect interpretation of these analyses. The
current professional must have the research and reasoning skills to be able 
to make sound decisions and to support them. In addition, research skills can
make the professional in education or therapeutic sciences a better provider
because she knows how to examine her own school, classroom, or clients and
note whether improvement in various areas has occurred.

Because conducting research (making a contribution to the profession) and
understanding the research of others are important, this book provides a
framework and advice for doing both. Suggestions for designing a study,
collecting data, analyzing data, and writing about the results are spread
throughout the book. A framework for understanding and evaluating research
is introduced later in this chapter and amplified in Chapters 23–24.

Research Dichotomies

Now, we discuss briefly six contrasts or dichotomies that can be used to
describe research: (1) theoretical versus applied; (2) laboratory versus field;
(3) participant report versus researcher observation; (4) quantitative/
postpositivist versus qualitative/constructivist philosophical or theoretical
framework; (5) quantitative/objective versus qualitative/ subjective data and
data collection methods; and (6) quantitative/statistical versus qualitative/
descriptive data analysis.

Although some studies fit well into one end of each dichotomy, other
studies are mixed. For example, some studies have both participant reported
and researcher observed measures. Some studies use both qualitative and
quantitative methods and data.
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Theoretical Versus Applied

Most social science disciplines perform research with some application in mind.
The goal of the research is directed toward some specific, practical use, such
as treatment, learning enhancement, or evaluation. Some theoretical research
is performed in which there may or may not ever be an application of the
knowledge gained. Most of the research projects we examine in this book are
at the applied end of this dimension. Nevertheless, all studies have or should
have some theoretical or conceptual framework and be based on previous
research literature, even if the primary purpose is applied. The five sample
studies described later in this chapter meet these criteria for applied research
because they have a conceptual framework and describe how the current study
fits with past research literature.

Laboratory Versus Field

A second dichotomy for describing a research study is the setting. The term
field could mean a clinic, school, work setting, or home. Laboratory implies a
controlled, structured setting that is not where the subjects or participants
usually live, work, or receive therapy. In the social and allied health sciences,
a laboratory most often refers to a room with a video camera and microphones
(i.e., a somewhat unnatural setting). Social science disciplines usually perform
research that is slanted toward the field end of the dimension to be more
ecologically valid, but laboratory settings provide better control over extraneous
variables. Sometimes testing of participants, to obtain the dependent variable
measures, is done in a controlled laboratory-type setting, as are some studies
of young children’s play behavior.

Studies conducted in classrooms or in the participants’ homes would be
called field settings, as would studies in which teachers or workers were in
their offices. Occasionally, one study will utilize both a field setting (e.g., home)
and a laboratory observation.

Participant Report Versus Researcher Observation

In some studies the participants report to the researcher (in writing or orally)
about their attitudes, intentions, or behavior. In other studies, the researcher
directly observes and records the behavior of the participants, for example,
children’s play behavior or a physical exam of a patient. Sometimes instru -
ments, such as standardized tests or heart rate monitors, are used by
researchers to “observe” the participant’s functioning. For example, achieve -
ment tests could be used in a study rather than asking participants to rate how
much they thought they had learned.

A large amount of research in the applied social sciences and education
relies on reports by the participants using interviews or questionnaires. For
example, quality of life could be reported by participants. Such participant
reports are always influenced by the fact that the participants know they are
in a study; they may want to please the researcher; or they may want to hide,
have forgotten, or do not really know things. For these reasons, many
investigators prefer researcher observed behavioral data even though these
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Research that is
performed in which
there may or may not
ever be an
application of the
knowledge gained.
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See Participants.
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Participant report
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directly by the
participants in the
study.



data also have potential limitations. On the other hand, sensitive, well-trained
interviewers may be able to establish enough rapport with participants to
alleviate some of the biases inherent in self-reports.

Quantitative Versus Qualitative Philosophical Paradigms

This is the most confusing and controversial dichotomy, because it deals with
philosophical or paradigm differences in the approach to research. This philo-
sophical dichotomy (sometimes called positivistic versus constructivist),1 has
had a major impact on how research methods courses are taught in the United
States, especially in the discipline of education. Sometimes, this dichotomy
has created an either/or mindset with qualitative and quantitative research
methods courses taught separately. In the postpositivist/quantitative frame-
work, a specific plan is developed prior to the study. In the con struc tivist/
qualitative approach, less structure is placed on the use of specific guidelines
in the research design. However, there are general guidelines to be followed
in qualitative research.

What is a paradigm? The term, coined by Kuhn (1970), has been defined
and used several ways in educational research (Morgan, 2007). One
interpretation of paradigm is the beliefs members of a scientific community share.
Others refer to a paradigm as a system of ideas or a systematic set of beliefs,
together with their accompanying methods. In our view, a paradigm is a way
of thinking about and conducting research. It is not strictly a methodology,
but more of a philosophy that guides how the research might be conducted.
More importantly, a paradigm determines the types of questions that are
legitimate and in what context they will be interpreted.

The approach of this book is within the framework of the postpositivist
paradigm; thus, it mainly focuses on quantitative methods. We feel that a
textbook emphasizing the quantitative approach to research has several
advantages. First, to date, the majority of research performed in the social
sciences, education, and allied health disciplines has used a quantitative
methodology. Thus, it is critical for students in these disciplines to be able to
understand and build on these studies for future research. Second, and perhaps
more importantly, we feel that quantitative randomized experiments are the
most appropriate methodology for answering questions about whether an
intervention or new treatment causes an improved outcome. We feel that a
big advantage of the quantitative approach is that results from many studies
can be combined to produce a large body of evidence toward answering
questions that may not be answered in a single study. However, the
constructivist paradigm provides us with useful tools, including types of data
collection, data analysis, and interpretation methods.

Quantitative/Objective Versus Qualitative/Subjective Data and 
Data Collection

Students sometimes confuse the paradigm distinction just presented
(quantitative versus qualitative philosophies) with type of data and data collection
techniques. Quantitative data are said to be “objective,” which implies that 
the behaviors are easily classified or quantified, either by the participants
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Qualitative research
One of five main
nonexperimental
research approaches:
phenomenological,
grounded theory,
ethnographic, case
study, and narrative.

Paradigm
A way of thinking
about and conducting
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guides how the
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Postpositivist
paradigm/
theoretical
framework
A way of thinking
about and conducting
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Constructivist
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naturalist or
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see also Paradigm.

Quantitative data
and data collection
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numerically, reliably
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themselves or by the researcher. Some examples are demographic variables
such as age and gender, scores on an achievement test, and time to recovery.
The data usually are gathered with some sort of instrument (test, physiological
device, or questionnaire) that can be scored reliably with relatively little
training. The scores on multiple choice exams and quizzes are examples of
quantitative data and a quantitative data collection technique.

Qualitative data are more “subjective,” which indicates that they could
be interpreted differently by different people. Some examples are perceptions
of pain, feelings about work, and attitudes toward school. Usually these data
are gathered from interviews, observations, or narrative documents such as
biographies. These types of data are also gathered in studies that are mainly
quantitative, but in that case researchers usually would translate such
perceptions, feelings, and attitudes into numbers. For example, participants’
subjective feelings of mental health or quality of life can be converted into
numerical ratings or scores. In studies that are philosophically qualitative, on
the other hand, researchers usually would not try to quantify such subjec-
tive perceptions: the data are kept in text form and analyzed for themes. We
believe that the approach in this book is useful for dealing with both
qualitative/subjective data and quantitative/objective data.

Note that a researcher could be philosophically postpositivist, but the data
could be subjective and qualitative. In fact, this combination is quite common,
especially when participants’ behavior is observed. On the other hand, a
researcher may embrace the constructivist paradigm, and some of the sup -
porting data may be quantitative or objective. Thus, the type of data and even
data analysis are not necessarily the same as the research paradigm.

It is important to point out that studies done within both the quantitative/
postpositivist paradigm and the qualitative/constructivist paradigm use
interview and observational methods and both are interested in objective as
well as subjective data. However, studies done from the constructivist
viewpoint usually include open-ended interviews, observations, and narrative
documents, such as diaries. Studies done mainly from the postpositivist
viewpoint most commonly include structured interviews (or questionnaires),
observations, and documents such as school or clinic records. We describe data
collection methods in more detail in Chapter 13.

Quantitative/Statistical Versus Qualitative/Descriptive Data Analysis

Finally, we discuss a sixth dichotomy about how data are analyzed. The
interpretation and understanding of quantitative data analysis is a major
theme of this book. It is dealt with in detail in Chapters 16–22, which discuss
many of the most common inferential statistics and show how they are
related to the approaches and designs discussed in Chapters 4–7. Qualitative
data analysis involves various methods for coding themes and assigning
meaning to the data, which are usually words or images. This book does not
deal very much with qualitative coding or data analysis techniques such as
content analysis. Studies that use a constructivist framework rarely include
inferential statistics, although sometimes the descriptive statistics discussed
in Chapter 10 are used.2
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Relationships Among the Six Dichotomies

Certain of the six dichotomies tend, in common practice, to go together. For
example, applied research tends to be done in field or natural settings, often
using participant reports. Constructivist research is almost always conducted
in the field. On the other hand, theoretically oriented research tends to be done
in the lab, using researcher observations.

However, there is not a necessary association among any of these six
dimensions. For example, applied research can be done in either the lab or
field, using either observation or participant reports and can be either post -
positivist/quantitative or constructivist/qualitative. As mentioned already,
both postpositivist and constructivist researchers utilize interviews and
observations so these methods are not restricted to one paradigm, type of data,
or type of data analysis.

The Mixed Methods or Pragmatic Approach

Philosophically the postpositivist and constructivist paradigms are quite
different, yet the two may be found together in one research study. When the
two paradigms are blended so that one paradigm sets the stage for or leads
to the other paradigm the approach is called mixed methods. (When the two
approaches are included in the same study but are discussed separately this
is not considered a mixed methods approach, but rather two methods are being
used.) The Handbook of Mixed Methods in Social and Behavioral Research
(Tashakkori & Teddlie, 2002) describes several strategies for such mixed methods
approaches to research.

Morgan (2007) and Onwuegbuzie and Leech (2005) advocate a pragmatic
approach as a new guiding paradigm for social and therapeutic science
research methods, both for research that combines qualitative and quantitative
methods and as a way to focus attention on methodological rather than
philosophical concerns. Research conducted from the pragmatic approach
utilizes exploratory and confirmatory methods (instead of qualitative or
quantitative methods), which increases the options for researchers in regard
to data collection methods, data analysis tools, and interpretations.

Research Types or Approaches

Now, we describe our general framework for quantitative research, which
we call approaches, and then we describe briefly five studies that are used in
this and later chapters as examples, especially for demonstrating how to
evaluate a research study. These studies were selected to illustrate certain key
concepts and issues, not because they were especially strong or weak. All
studies, including our own, have weaknesses as well as strengths. There are
almost always trade-offs made in conducting research so that few, if any,
studies are strong in all aspects of their design.

In this book, all quantitative research is divided into three main types that
we call experimental, nonexperimental, and descriptive. The first two types of
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research each have two approaches as shown in the following paragraphs.
Unfortunately, some researchers use somewhat different terminology so we
have a section at the end of the chapter labeled “Different Terms for Similar
Concepts.” This section and the terms in our “key concepts” and “key
distinctions” should help focus on important terms and keep them straight.

Experimental Research

1. The randomized experimental approach has random assignment of
participants to the intervention and comparison groups and an active or
manipulated independent variable.3 The scores of the groups on the
dependent variables are compared.
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RESEARCH IN THE REAL WORLD

An Example of a Randomized Experimental Study (sample study 1)

The purpose of this study (Carnes-Holt & Bratton, 2014) was to investigate
the use of Child Parent Relationship Therapy with adoptive families. The
active independent variable in this study was the group and it had two levels,
experimental and control. (Chapter 3 discusses variables and their levels in
more detail.) The 39 females and 22 males were randomly assigned to 
one the groups. Because there was an active independent variable and the
participants were randomly assigned to each group, the approach was
randomized experimental.

The dependent or outcome variables were the behavior problems in the
child, including total problems and externalizing problems (measured by 
the Child Behavior Checklist—Parent version, CBCL; Achenbach & Rescorla,
2000) and the parents’ empathy (measured by the Measurement of Empathy
in Adult–Child Interaction, MEACI; Stover, Guerney, & O’Connell, 1971).
These are frequently used standardized measures with considerable evidence
to support their measurement reliability and measurement validity.

All parents were administered the CBCL and MEACI at the beginning of
the study. They were then video recorded playing with their adoptive child
in a room filled with toys. Participants were then randomly assigned to one
of the groups.

The participants in the treatment group were given Parent Child
Relationship Therapy (CPRT; Landreth & Bratton, 2006), which is “an empi -
rically based, manualized counseling intervention for children presenting
with a range of social, emotional, and behavioral issues” (Carnes-Holt &
Bratton, 2014, p. 329). Over 10 weeks, the participants in the intervention
group attended a weekly 2-hour support group and also had supervised play
sessions with their children. After the 10 weeks, participants in both groups
were administered the CBCL and MEACI. Thus, this was a pretest–posttest,
randomized experimental design.

Manipulated
independent
variable   
See Active
independent variable.



2. The quasi-experimental approach has an active independent variable but
without random assignment of participants to groups. Again, an experi -
mental or intervention group is compared to a control or comparison
group of participants.

We will discuss aspects of the method and the results more in later
chapters, but it will suffice here to say that the participants in the intervention
group experienced more decrease in the children’s problem behavior and
their externalizing behavior problems than those in the control group.
Further more, the participants in the intervention group had an increase in
their total empathy.
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RESEARCH IN THE REAL WORLD

An Example of a Quasi-Experimental Study (sample study 2)

This study titled “Transformational leadership: A quasi-experimental study”
(Arthur & Hardy, 2014), evaluated the effectiveness of a transformational
leadership intervention. A total of 3,973 infantry recruits in training
participated in the study. The study is considered quasi-experimental
because, although there was an active independent variable, the recruits
were not randomly assigned to the two groups. The active independent
variable was type of group, either intervention or control. The intervention
group received four half day workshops on transformational leadership;
vision, support, and challenge; motivation; and coaching skills. Furthermore,
the intervention group was given support in the field to help them implement
the concepts from the workshops. The dependent variables were training
outcome, group task cohesion, and leader behaviors, which included
inspirational motivation, appropriate role model, fostering acceptance of
group goals, intellectual stimulation, contingent reward, and performance
expectations. Overall, the intervention group increased their scores from
pre- to posttest and the control group tended to decrease their scores from 
pre- to posttest.

Nonexperimental Research (Sometimes Called Observational 
Research)

1. The comparative approach also makes a comparison of a few groups on
the dependent variables. However, the groups are based on an attribute
independent variable, such as gender. In that case, males are compared with
females.



2. The associational approach, sometimes called correlational, has two or
more usually continuous variables for the same group of participants,
which are related or associated. For example, an achievement test is
correlated with family income. Again, the independent variable is an
attribute rather than active.
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An Example of a Non-experimental Study Using the Comparative
Approach (sample study 3)

Economos (2014) compared graduate business students with education
students in regard to their perceptions of professor pedagogical content
knowledge, individualized consideration, student–professor engagement in
learning, professor intellectual stimulation, and student deep learning. The
independent variable, type of student, is an attribute that for this study had
two levels: business and education. There were five dependent or outcome
variables including professor pedagogical content knowledge, individualized
consideration, student–professor engagement in learning, professor intellec -
tual stimulation, and student deep learning. The approach was considered
comparative because the main independ ent variable, type of student, was
an attribute and had only a few levels or groups (business and education)
that were compared on each of the dependent variables. The business and
education students differed only on their perceptions of student–professor
engagement in learning and deep learning, with the education students
having higher scores, thus, having more positive perceptions.

RESEARCH IN THE REAL WORLD

An Example of a Non-experimental Study Using the Associational
Approach (sample study 4)

Tomko and Munley (2013) conducted a study to better understand
psychologists’ attitudes and judgments towards older adults. The study is
considered to be associational because there was no active independent
variable or treatment, and all of the variable scores vary widely from low 
to high so could be considered to be essentially continuous. The attribute
independent or predictor variables were age, training in aging issues, fear
of death, and multicultural competence. The dependent or outcome variable
was the attitude toward older adults. All of the predictor variables were
related to the dependent variable therefore they could be used to predict 
the psychologists’ attitude toward older adults.

Predictor variable 
See Independent
variable.

Continuous variable
A variable that has an
infinite (or very large)
number of scores or
values within a range.
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Descriptive Research

We use the term descriptive approach to refer to research questions that use
only descriptive, not inferential, statistics. Descriptive statistics, such as
averages and percentages, summarize data from the current sample of
participants without making inferences about the larger population of interest.
In the descriptive approach no formal comparisons or associations are made.
Qualitative research could be classified as one type of descriptive research using
this definition and framework. This distinction between what we call the
descriptive approach and the other four approaches is unusual, but we think
it is educationally useful, in part, because the term descriptive is used in a
consistent way.

RESEARCH IN THE REAL WORLD

An Example of a Purely Descriptive Study (sample study 5)

The study by Oliveira et al. (2013) described survey results of 415 under -
graduate medical students in Brazil regarding their engagement with
research. No formal structure or course was available at this institution for
these students to conduct research; instead, if the students were interested
in research, they had to search out professors who would work with them.
There were no independent variables or dependent variables reported in
this study because all of the variables are reported independently. Likewise,
no comparisons or associations between variables were reported. What was
asked and reported were various aspects (variables) of the participants’
perceptions of research, for example obstacles to participation, information
provided by teachers, and whether having a specific time for research would
be beneficial. Participants who reported having experience with research
were asked additional questions, for example reasons for participating in
conducting research, reasons for choosing a teacher with whom to work,
expectations for conducting research, and whether they received a grant.
Finally, a subgroup of participants who reported completing at least 
one research project were also asked questions such as the duration of the
project, if the results were published, and if they would recommend con -
ducting research to other students. Most of the participants showed interest
in participating in research, although less than half had participated in a
project. Although only the descriptive statistics were reported in this article,
comments from open-ended questions were included for clarification.

It is important to note that most studies, especially complex ones, use more
than one of these approaches because “approaches” really refer to types of
research questions, not necessarily whole studies. A single study usually has
more than one research question; for example, “survey studies” often have
descriptive as well as comparative and associational research questions.
Experimental studies often also include an important attribute independent

Descriptive
approach to
research 
Approach which
answers descriptive
questions using only
descriptive, not
inferential, statistics;
summarizes data from
the current sample of
participants without
making inferences
about the larger
population of interest;
no comparisons or
associations are
made; does not have
an independent
variable.



variable such as gender and, thus, include a comparative question. Of the
hundreds of studies that we have evaluated, all fit into one or more of these
five categories based on their research questions and data analysis. Chapter 4
describes these approaches in more detail.

There are several reasons to categorize research questions into one of the
five approaches. First, we feel that questions of cause and effect can be answered
best with well-controlled randomized experiments and to a lesser extent with
the quasi-experimental approach. Neither the comparative nor the associ -
ational approach is well suited to demonstrate cause and effect, but we realize
that some statistics, such as linear regression or structural equation modeling,
may provide some evidence for causality from nonexperimental studies. If a
study is nonexperimental or descriptive, it rarely provides strong information
about cause and effect, but it may provide suggestions about related variables,
effective clinical practice, and possible causes.

Second, our classification of research approaches and Figure 1.1 should
help the reader follow the research process from the general purpose of the
research to the type of research question or hypothesis. For example, the
experimental, quasi-experimental, and comparative approaches typically compare
two or a few groups. On the other hand, the associational approach typically
associates or relates variables for participants in a single group. The descriptive
approach summarizes data using descriptive statistics such as averages,
percentages, and various graphs.
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Type of Question/
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FIGURE 1.1
Schematic Diagram of How the General Type of Research Question Corresponds to the
Purpose and Approach of the Study.
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See Research
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Summary

We equate research and “disciplined inquiry,” which must be conducted and
reported so that it can be carefully examined. Inquiry is a systematic
investigation of a matter of public interest. All research must be conducted
and reported so that it can be tested and verified by others.

There are two main purposes of research: (1) to increase knowledge within
one’s discipline; and (2) to increase knowledge within oneself, as a professional
consumer of research. To increase knowledge within a discipline, research may
expand the theoretical basis of the discipline, test the effectiveness of practical
applications, or develop research tools. Research skills are necessary for one
to be able to examine and evaluate the existing research in one’s discipline.

Six research dichotomies are discussed: (1) theoretical versus applied; (2)
laboratory versus field; (3) participant report versus researcher observation;
(4) quantitative/postpositivist versus qualitative/constructivist philosophical
or theoretical framework; (5) quantitative/objective versus qualitative/
subjective data and data collection methods; and (6) quantitative/statistical
versus qualitative/descriptive data analysis. Although qualitative data are
often collected within the constructivist paradigm, that is not exclusively the
case. Furthermore, qualitative data and data analysis can be used within 
the post-positivist paradigm. The six dimensions or dichotomies are some-
what related in practice, but conceptually they are independent. This means
that it is possible for a study to fit any combination of these six dichotomies.

Philosophically the postpositivist and constructivist paradigms are quite
different, yet the two may be found together in one research study. When the
two paradigms can be blended so that one paradigm sets the stage for or leads
to the other paradigm the approach is called mixed methods. The pragmatic
approach is a new approach that shows promise for social and therapeutic
science research that combines qualitative and quantitative methods focusing
on methodological rather than philosophical concerns.

We categorize research questions into five types or approaches:
randomized experimental, quasi-experimental, comparative, associational,
and descriptive. The approach and the independent variable and dependent
variables for each of five sample studies were described briefly.

Key Concepts

The concepts and distinctions listed next are discussed in this chapter, and the
concepts are defined in the glossary. It will help you learn the material if you
understand the meaning of each concept and can compare and contrast the
concepts listed under key distinctions.

Associational approach
Comparative approach
Descriptive approach
Disciplined inquiry
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A variable that is
presumed to affect or
predict the value(s) of
another variable; may
be active or attribute;
also called predictor
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Mixed methods
Pragmatic approach
Quasi-experimental approach
Random assignment
Randomized experimental approach
Theory and theory development

Key Distinctions

Active independent variable versus attribute independent variable
Independent or predictor variable versus dependent or outcome variable
Laboratory versus field research
Postpositivist versus constructivist paradigm/theoretical framework
Producing knowledge versus understanding research as a consumer
Quantitative versus qualitative data analysis
Quantitative versus qualitative data and data collection
Participant report versus researcher observation
Theoretical versus applied research

Different Terms for Similar Concepts4

Active independent variable ≈ manipulated ≈ intervention ≈ treatment
Associational approach ≈ correlational ≈ survey
Attribute independent variable ≈ measured variable ≈ individual

difference variable
Comparative approach ≈ causal comparative ≈ ex post facto
Comparison group ≈ control group
Continuous variable ≈ normally distributed ≈ interval scale
Dependent variable ≈ DV ≈ outcome ≈ criterion
Descriptive approach ≈ exploratory research
Difference questions ≈ group comparisons
Independent variable ≈ IV ≈ antecedent ≈ predictor ≈ presumed cause ≈

factor
Levels (of a variable) ≈ categories ≈ values ≈ groups
Measurement reliability ≈ reliability ≈ test, instrument, or score reliability
Measurement validity ≈ test, instrument, or score validity ≈ validity
Nonexperimental research (comparative, associational, and descriptive

approaches; some writers call all three descriptive) ≈ observational
research

Randomized experiment ≈ true experiment ≈ randomized clinical trial ≈
randomized control trials ≈ RCT

Research validity ≈ validity of the whole study
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Interpretation Questions

1. Explain the similarities and differences among the four main purposes of
conducting research.

2. In your own words, define “research.”

3. Explain the differences between the randomized experimental approach
and the quasi-experimental approach.

Application Problems

The application problems at the end of each chapter require you to apply the
information from in the chapter and sometimes from preceding chapters. If
you learn to apply the material, you will become a good consumer of research
and a better researcher.

1. The chapter introduced several research dichotomies (i.e., theoretical
versus applied, laboratory versus field, participant-report versus
researcher observation, and quantitative versus qualitative paradigms).
Identify the appropriate end of each of the six dichotomies for each of the
following examples. (Remember that some research projects might use
both ends. For instance, many projects incorporate both quantitative and
qualitative data collection methods; others may use both participant-
report and observational measures.)

a. To improve therapy, a researcher was interested to know whether
there were differences in the physiological arousal of men and women
during arguments. She recruited 30 couples and asked them to come
to the Happy Family Counseling Center. Couples were comfortably
seated in an attractively decorated room. The researcher placed heart
rate and blood pressure monitors on each person in the couple. They
were then instructed to identify and discuss a problem area in their
relationship for 20 minutes. The researcher recorded the heart rate
and blood pressure for each individual to determine whether there
were differences between men and women in her sample.

b. A researcher was interested in learning which characteristics of
marriages were based on equality to help couples adjust. She also
wanted to learn what the benefits and costs of equality were for
women and men. She interviewed couples in their home for 3 hours,
asking them open-ended questions about previous relationships,
about their marriage, about the evolution of their attitudes, feelings,
and behaviors, and about descriptions of how they handled conflict,
intimacy, children, jobs, and lifestyle issues. To analyze the data, she
coded the conversation according to common themes that emerged
from the interviews.

c. A model was developed to explain a family’s response to a stressful
event. More specifically, the model was developed to explain a
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family’s adaptation over time given several variables such as the
nature and degree of a stressor and the family’s resources. A
researcher is interested in determining whether this model applies to
a particular catastrophic event—the loss of one’s home to an
environmental catastrophe. The researcher recruits families from a
town that recently experienced an earthquake. Members of these
families are asked to complete questionnaire measures of particular
variables (e.g., family resources, perceptions of the stressor event);
these measures have been used in prior research about the model.

2. A researcher was interested to learn how the work environment influences
employees’ experience of work–family conflict, or the degree to which their
work responsibilities impinged on their home responsibilities and vice
versa. The researcher gained permission from several company presidents
to collect data from company employees.

a. Describe how the researcher might proceed if this were field research.
What if it were done in a laboratory?

b. How might the researcher use qualitative data collection methods to
gain information? How might she use quantitative data collection
methods?

c. Describe how she might use participant-report measures to gather
certain information. What about observational methods?

d. Would this research be applied or theoretical?

3. A researcher is interested to learn the qualities of and strategies used by
dual-earner couples who are successful in balancing work and family
responsibilities. He asks each member of the couple to complete several
measures of variables that they believe will be particularly relevant, 
such as creativity, optimism, and self-esteem. He also plans to interview
each couple to learn about their strategies for balancing work and family.
These interviews will begin with the question: “What is it about you or
your life that you believe most leads to your success in balancing work
and family?”

a. Which of the aforementioned methods for collecting data is quan -
titative? Which is qualitative?

b. If the researcher uses qualitative methods of data analysis for the
interview, how might they conduct this analysis?

4. A recently hired president of a university is committed to increasing the
number of minority students who graduate with their bachelors’ degrees.
The president calls to arrange a meeting with you. In this meeting, the
president explains that she wants you “to do some research on this topic.”
She explains that she is aware of other universities that have set and
achieved this goal in prior years. She is also aware that this university has
developed several programs in prior years in the effort to reach this goal.
She wants you to provide her with information that will help her design
specific initiatives that are most likely to produce the results she wants.
Is the president asking you to be a consumer or producer of knowledge?
What kind of skills must she believe that you have?
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Notes

1. Although we believe that the term positivist is not an accurate label for most
quantitative social scientists, the term is commonly used by qualitative/
constructivist writers when describing researchers who use quantitative methods.
Instead of referring to positivists, Phillips and Burbules (2000) call this paradigm
postpositivist, and so do we. Likewise, the term constructivist may not be the best
identifier for what is often called the naturalist or qualitative paradigm, but, again,
it helps make important distinctions.

2. Note that some research methods texts use the phrase qualitative data analysis to
mean the analysis of categorical or nominal data, including inferential statistics
such as chi square.

3. A variable is a characteristic of a person or situation that has two or more values
(it varies) in a study. An active independent variable is one such as a treatment,
workshop, or other intervention that is given to one group of participants and
withheld or given in another form to another group. An attribute independent
variable is one that is not given or withheld in the study. It is a measure of a
characteristic or attribute of the person or his or her situation. The dependent
variables in a study are the outcome; they are presumed to measure the effect of
the independent variable (and, thus, to depend on it). Variables are discussed in
more detail in Chapter 3.

4. Terms are listed alphabetically. The term we use most often is listed on the left.
Similar terms (indicated by ≈) used by other researchers or by us are listed to the
right.
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2
Planning a Quantitative Research 
Project

Quantitative research begins with a step-by-step plan of how the research will
be conducted. This plan becomes the map of how the study will take place.
Thus, it is extremely important to consider all aspects of the research study,
from beginning to end, when organizing the research plan. This chapter
outlines the quantitative research plan, utilizing Figure 2.1 as a guide. Specific
chapters that present information on each of the steps of the plan are delineated
in the figure. The present chapter will focus on steps 1 and 2 in the figure: the
research problem and literature review. The other steps in the figure will be
discussed in depth in later chapters.

Overview of the Steps in the Research Plan

One of the hallmarks of quantitative research is a priori planning, which 
means that a plan is made prior to the study. The steps of the plan for a
quantitative research study are basically linear; thus, the first step is completed
before going on to the next. Traditionally, the quantitative process is based on
the scientific method, which includes ten steps relevant for education, health,
and human service disciplines. These steps, shown in Figure 2.1, will be
discussed briefly.

1. The first step involves identifying the research problem. This initial stage
involves choosing a question that has the potential to become a
researchable project. Where does the problem come from? For many,
especially those in applied disciplines, the problem often comes from a
clinical situation. Will a particular type of therapy lead to improvement?
Will adaptive technology increase communication skills? Will a particular
assessment yield the information I need? Another place from which
research problems may arise is the previous literature. A published study
may help to formulate questions leading to a new study.

2. The second step is to conduct a review or synthesis of the literature
relevant to the research problem. The last part of this chapter discusses
the literature review.

Literature review
An interpretation of a
selection of
documents (published
or unpublished) on a
specific topic that
involves
summarization,
analysis, evaluation,
and synthesis of the
documents.

A priori planning  
A plan for the
research process
made prior to the
study.
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3. Next, the researcher develops hypotheses or research questions. In essence,
this involves reducing the research problem to specific research hypotheses
or questions that are testable. This step is discussed in Chapter 3.

4. The next step is developing a research approach (such as randomized
experimental) and design that allows the investigator to test the
hypotheses. The major focus of the research design is to allow the
investigator to control or eliminate variables that are not of direct interest

Step 4: Select the research approach 
and design (Chapters 4, 5, 6, 7)

Step 3: Write research objectives, questions, or hypothesis 
(Chapter 3)

Step 2: Conduct literature review (Chapter 2)

Step 7: Collect data (Chapter 15)

Step 8: Analyze data to answer research 
questions (Chapters 16–22)

Step 1: Identify a research 
problem (Chapter 2)

Link to next study

Step 6: Obtain Human Subjects approval
(Chapter 14)

Step 9: Interpret data and evaluate research 
validity (Chapters 8, 9, 20–23)

Step 10: Communicate findings 
– write manuscript

(Chapter 26)

Select the 
sample

(Chapter 9)

Select instruments; check 
reliability and validity 
(Chapters 11, 12, 13)

Develop procedures for data 
collection and analysis

(Chapters, 10, 15, 18, 19)

Step 5: Create a plan for research

FIGURE 2.1
Steps in the Research Process for a Quantitative Study and the Chapters that Present
Information on the Topic.



to the study but might affect the results. The design allows the investigator
to directly test or answer the research question. Approaches and designs,
briefly discussed in Chapter 1, are discussed in detail in Chapters 4–7.

5. Next, create a plan for conducting the research, which includes selecting
the sample, selecting or developing the instruments, and developing
procedures for data collection and analysis.

6. Approval from the human subjects Institutional Review Board (IRB) must
be obtained prior to data collection. This is discussed in Chapter 14.

7. The next step involves data collection. Researchers attempt to collect data
in an unbiased and objective fashion. In the traditional method, the
scientist does not examine the data in detail until the study has been
completed (see Chapter 15).

8. The data, which are usually numbers, are then analyzed using inferential
statistics as discussed in Chapters 16–22.

9. The next step involves making inferences or interpretations from the data.
These interpretations are based on the statistical analyses related to the
hypotheses or research questions as discussed in Chapters 20–22. The
validity of the methods and analyses are evaluated using the information
in Chapters 8, 9, and 23–25.

10. Finally, the findings must be communicated to the profession via a
published manuscript and/or professional presentation as discussed in
Chapter 26.

This example of the research process is in the form of a feedback loop. After
the last step, a new research question is asked. If the hypothesis was confirmed,
then a new question could be asked toward gaining additional information.
If the hypothesis was not confirmed, the new question may be a modification
of the original question, or the methodology might be altered to re-address
the original question.

It should be noted, however, that quantitative research often varies
somewhat from this idealized format. That is, in practice, the scientific
approach is not as deductive (literature/theory → deduce hypotheses → test
hypotheses) or as rigid as implied by the ten steps. For example, interesting
findings that were not based on the original hypotheses often emerge during
the project or at the data analysis stage.

The first two steps (a) identifying a research problem, and (b) conducting
a literature review, are discussed in this chapter. The remaining steps will be
discussed in more detail in the next chapter and throughout this book. For
each step, the specific chapter(s) that discuss the topic are specified in Figure
2.1. Creswell (2014) provides a useful discussion of the research process for
quantitative, qualitative, and mixed methods research studies.

Research Problems

The research process begins with a problem. What is a research problem? It is
usually a sentence or statement about the relationship between two or more variables.
Some studies such as the Oliveira et al. (2013) article on undergraduate medical
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students’ views of conducting research (see Chapter 1) are purely descriptive
and do not formally examine the relationship among the several variables in
the study. It is important to point out that almost all actual research studies
have more than two variables. Kerlinger (1986) suggests that prior to the
problem statement “the scientist will usually experience an obstacle to
understanding, a vague unrest about observed and unobserved phenomena,
a curiosity as to why something is as it is” (p. 11).

Three Sample Research Problems

Next, each of the three authors of this text describes the process that they
experienced in formulating a research problem. When deciding on a
dissertation topic, N. L. L. was interested in what makes a counselor “good”
in the perception of clients:

At the time, I was working as a supervisor of master’s degree students
who hoped to become counselors. There was anecdotal information
available from clients about counselors in the field: some were considered
excellent and received many referrals, other counselors were consid-
ered marginal, and then a few were considered not good. How these
differences between counselors were identified was not apparent. After
looking into the literature, I found very little extant research on the 
topic; in fact, there was so little research that the problem would need to
start with what is the definition of “good” when it comes to counselors?

After doing much reading, I realized that I was mainly interested in
how potential clients chose a counselor. Once again, there was very little
research in this area. I did find literature on willingness to seek counseling.
The research in this area had been conducted mostly with undergraduate
students. I thought it would be interesting to find out the level of
willingness to seek counseling for counselors in training. There was an
existing model in the literature that explained most of the variance 
of willingness to seek counseling for undergraduates; I wondered if this
model would fit for counselors in training. Thus, my examinations into
the research lead me to the research problem of Does Cramer’s (1999) model
of willingness to seek counseling fit for counselors in training?

Another example comes from J. A. G., who was working in the area of
environmental physiology:

I was to give a talk at the Federation of American Societies for Experi -
mental Biology. There were many well-known scientists at my talk, and
I was nervous to say the least, especially because I felt that others in the
audience knew more about my topic, regional distribution of blood flow
during alcohol intoxication, than I. During the talk immediately preceding
mine, a colleague sitting next to me asked how I felt. I answered that I
felt fine but took my pulse and found my heart to be beating at a rate of
about 110 beats per minute, considerably above my normal resting heart
rate of 60 beats per minute but similar to my rate after moderate exercise.
I wondered if this could be a healthy response. I first formulated my
problem as could a high heart rate in the absence of exercise be normal?
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Next, I found numerous studies that examined heart rate under
conditions producing anxiety. The heart rate could get exceedingly high,
much higher than mine had been. None of the previous studies examined
the metabolic requirements (e.g., oxygen uptake and cardiac output)
under these anxiety situations. On the other hand, several studies had
examined metabolic requirements on heart rate during exercise. These
studies considered elevated heart rate following exercise to be normal,
since the heart must deliver an increased amount of oxygen to the tissues
under higher metabolic demands. The problem now became a general
question: If we measured the metabolic demands of a situation under anxiety
would it be similar to a situation under exercise?

Now an obstacle became clear. How could we create two situations, one
under anxiety and one under exercise that yielded similar heart rates? In order
to remove this barrier, we decided to use a within-subjects design, where each
participant took part in all conditions of the study. First we could determine
the heart rate and metabolic requirements under an anxiety-provoking
situation (e.g., prior to giving a talk). Next we could have the participant
exercise on a treadmill at a workload high enough to give us a heart rate
identical to that experienced under anxiety, and we could also measure
metabolic requirements.

Now we could state our problem as how are heart rate and metabolic
requirements related under conditions of anxiety? Our next step would be to
change the problem statement into a prediction statement or hypothesis that
could be directly tested.

The third example is a research problem faced by G. A. M. and his
colleagues who were studying the motivation of infants to solve problems:

We had observed that infants who were born prematurely and also those
who had been abused or neglected seemed to have lower motivation to
master new skills and seemed to get less pleasure from trying. This clinical
observation raised several issues. First, could the motivation of preverbal
infants be measured? Achievement motivation in adults and older children
had been assessed from stories they told in response to ambiguous
pictures. Some other method would need to be developed for infants.
Second, was it really the case that premature and abused or neglected
infants were less motivated to master tasks? The second part of the
research problem might be phrased as is there a relationship between
prematurity, abuse, or neglect and mastery motivation?

Sources of Research Problems

The examples just discussed illustrate four common sources of research
problems: the existing research literature, theory, personal experience, and clinical
observation. The last two assume knowledge of the literature and theory in
the field and the ability to relate it to the experiences or observations. Often
experiences at work or school can be the source of a research problem, if you
know what questions are unanswered at present and how to translate your
unrest about incongruous phenomena into a testable research problem.
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An important distinction that is sometimes confusing to students is that
the word problem might convey the false impression that a research problem
is the same as a personal or societal problem. These types of problems,
however, may lead to research problems and questions or hypotheses that can
be answered by collecting and analyzing data. For J. A. G. to worry that he
would be nervous during his presentation is not a research problem. Likewise,
for G. A. M. to be concerned about the apparent low mastery motivation of
abused or neglected children is a societal but not a research problem.

One of the first steps in the research process is to read the research literature
on and around the topic of interest so that you will be able to identify gaps in
knowledge. We provide some advice about conducting the literature review
later in this chapter.

Another source for research problems is theory. Kerlinger (1986) suggested
that a theory explains natural phenomena, which is a goal of science, and he
defined it as, “A theory is a set of interrelated constructs (concepts), definitions,
and propositions that present a systematic view of phenomena by specifying
relations among variables, with the purpose of explaining and predicting the
phenomena” (p. 9). Most researchers suggest that a theoretical orientation
should be presented at the beginning of an article as the basis for understanding
the rest of the article, but we do not believe that a theory must be a part of the
article; instead, explanation, rationale, or point of view could be substituted
and satisfy, to some extent, the same purpose as theory. However, none of
these concepts are as strong as a theory. A number of books deal extensively
with the role of theory in research, but we have chosen to emphasize research
design and how it influences data analysis and the interpretation of results.

The issue in contemporary social and health science research is not so
much whether theory is important and how it should fit into an article but
how important should theory be in designing research. We agree that theory
is important and that the value of the results of a study depend, in part, on
whether they support some theory.

Identifying Research Problems in the Literature

All published studies start with a research problem. Unfortunately, in many
published research studies, the research problem is difficult to identify in one
sentence or paragraph. It is common for authors to allude to the problem
instead of outright stating the problem. Furthermore, due to the pressure to

RESEARCH IN THE REAL WORLD

In sample study 1, Carnes-Holt and Bratton (2014) investigate a type of
therapy with parents of adoptive children and present a research problem
based on existing research literature. They state, “Barth et al. (2005) argued
that the parent–child relationship is the primary reason that adoptive parents
seek counseling” (p. 330). These authors are basing their study on the extant
literature.

Theory
A statement or group
of statements that
explains and predicts
relationships among
phenomena; a set of
interrelated concepts,
definitions, and
postulations that
present a systematic
view of phenomena
by specifying
relations among
variables.
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integrate extant literature into introductions of research studies, many times
it is impossible to discern how a research problem was identified; often, the
research problem appears to have emerged from the existing literature based
on how the information is presented.

RESEARCH IN THE REAL WORLD

An example of a research problem apparently stemming from personal
experience is from Landrum and Mulcock (2007). These authors state their
research problem as the following: “As the undergraduate psychology major
continues to grow in popularity, the challenge to provide accurate advising
information to large numbers of students also continues to grow” (p. 163).

Characteristics of a Good Research Problem

In addition to being grounded in the empirical (data-based) and theoretical
literature and examining relationships between two or more variables, there
are several other characteristics of a good problem. As indicated already, it
should hold the promise of filling a gap in the literature or providing a test of a
theory.

A good research problem should also be stated clearly and unambiguously,
indicating the variables to be related. Often research problems start out too
broadly or vaguely stated. Problems also should imply several research
questions.

As just implied, a good research problem should be testable by empirical
methods; it shouldn’t be just a statement of your moral, ethical, or political
position. You should be able to collect data that will answer the research
questions.

Of course, the methods used must be ethical and consistent with the
guidelines spelled out in Chapter 14. The problem also needs to be feasible,
given your resources and abilities. Finally, it is desirable, especially for
graduate students, to choose a problem that is of vital interest to you so that
you can sustain the motivation to finish, often a difficult thing to do.

Another way of deciding on a good, appropriate research problem for a
thesis or dissertation is to examine where it would lie on several dimensions.
We provide three different dimensions on which to examine research problems.

Broad Versus Narrow

Previously, we stated that research problems often start out too broad. For
example, “What factors cause low mastery motivation” is too broad and
probably not a feasible problem. Remember that your time and resources are
limited so practicality requires that you limit the scope of your problem. It is
also important to realize that science progresses in small steps. Even big, well-
funded research projects often raise more questions than they answer and
usually address only a limited piece of a broad research problem. On the other

Existing literature
That which has
already been written
about the topic or
question to be
studied; provides the
basis for the literature
review section.



hand, you don’t want the problem to be too narrow. For example, usually it
should deal with more than a single, limited research question and two
variables. 

Widespread Versus Limited Interest

It might seem that you would want as many people (scholars and the public)
as possible to be interested in your research. Certainly you should be interested,
and it is a good strategy to pick a problem that is of interest to your advisor.
You will get more and better feedback from your advisor and committee if
they have interest in and knowledge about the area. It is also desirable to choose
a topic that is of widespread interest, but some topics become almost faddish
and have so many studies about them that it is hard to make a contribution.
If you choose a topic that is currently very popular, it is also important to find
recent unpublished literature by attending conferences, searching the Web and
ERIC documents, and writing researchers who have recently published in the
area to see if they have something new. It is hard to find gaps in the literature
of a currently popular topic because a lot of work still may be in progress.
This point overlaps with the next.

Well-Researched Versus Unknown Territory

It is exciting to think that you might be the first one to explore an area.
However, if that is the case, one might wonder why it is unexplored. Is the
topic of very limited interest, as discussed already? Are there practical, ethical,
or financial reasons? Is the topic too specialized or narrow? Of course, there
are interesting and important topics that are relatively unexplored and are not
faced with these objections, but they are not easy to identify. Quantitative
researchers tend to place considerable emphasis on finding gaps in the
literature so they tend to study relatively well-researched areas. Qualitative
researchers, on the other hand, place less emphasis on finding literature ahead
of time and tend to explore less well-researched topics, seeing where their
observations lead them.

Frameworks for Stating Research Problems

A common definition of a research problem is that it is a statement that asks
what relationship exists between two or more variables, but most research
problems are more complex than this definition implies. The research problem
should be a broad statement, perhaps using summary terms that stand for
several variables, that covers several more specific research hypotheses or
questions. Several ways to state the research problem are provided in the next
section. We have used square brackets to indicate where one should fill in the
appropriate name for the variable or group of variables.

Format. One way that you could phrase the problem is as follows: 
The research problem is to investigate whether [put independent variable 1
or group of variables here], [independent variable 2, if any, here], and
[independent variable 3, if any] are related to [dependent variable 1, here],
and [dependent variable 2, if any] in [population here].
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Widespread interest 
A research question
or hypothesis which
is of interest to much
of the profession/field
of practice.

Limited interest
Refers to the likely
esoteric nature of the
topic for a study, one
which is of interest to
a small and/or limited
audience.



All studies have several variables; except in a totally descriptive study,
one or more usually are called independent or predictor variables and one or
more are dependent or outcome variables. There can be two or more of each,
and there often are. In the statement of the problem, in contrast to the research
questions/hypotheses, it is desirable to use broad descriptors for groups of
similar variables. For example, demographics might cover several variables
such as gender, mother’s education, and ethnicity. Course performance might
include scores on lecture-based test items and on text-based items. Likewise,
attitudes could refer to more than one variable. Concepts such as self-esteem
or teaching style have several aspects that usually result in more than one
variable.

Examples for How to Phrase a Research Problem. If your study uses the
randomized experimental approach, you could phrase the problem as:

1. The research problem is to investigate the effect of child parent relationship
therapy (CPRT) with adoptive families (as in sample study 1).

For studies that compare groups or associate/relate variables, you could
phrase the problem as follows:

2. The problem is to investigate whether graduate students in business and
education differ in regard to their perceptions of professor pedagog-
ical content knowledge, individualized consideration, student–professor
engagement in learning, professor intellectual stimulation, and student
deep learning (as in sample study 3).

If you have several independent variables and want to predict some outcome,
you could say:

3. The problem is to investigate the background and demographic variables
that predict or seem to influence counseling psychologists’ attitudes toward
older adults (as in sample study 4).

This latter format is especially useful when the approach is a complex (several
independent variables) associational one that will use multiple regression.

Review of the Literature

Of all the steps in the research process, reviewing the literature is one of the
most important due to it being the fundamental step that can ensure a rigorous
and meaningful research design and results (Boote & Beile, 2005). Research
reviews are necessary in the research process for a number of reasons,
including to (1) identify gaps in the literature; (2) help to select appropriate
methods for your specific topic; and (3) describe the inferences that have come
from past research. This list is not exhaustive, as literature reviews can assist
researchers in multiple domains to conduct rigorous, important, and
meaningful research.
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It is important to remember that research literature reviews are not without
bias. When conducting reviews, researchers choose what journals to read, how
many studies to read, and on which research studies to focus. Furthermore,
researchers evaluate each study as to its importance and rigorousness.
According to Dellinger (2005), “A review of the literature tells the researcher’s
own story about what was deemed valid, worthwhile, meaningful, and
valuable in a set of studies and how those studies fit together” (p. 44). Thus,
it is necessary to keep in mind that your bias as a researcher will influence
your literature review.

Definition of the Literature Review

There are many definitions of a literature review. Most definitions are not
comprehensive; thus, we agree with the definition of literature review from
Onwuegbuzie, Collins, Leech, Dellinger, and Jiao (2005, p. 7):

We define the literature . . . as an interpretation of a selection of published
and/or unpublished documents available from various sources on a
specific topic that optimally involves summarization, analysis, evaluation,
and synthesis of the documents. The literature review interpretation
results from systematic study of these sources culminating in qualitative
and/or quantitative measurement of the quality, characteristics, and
validity of the body of reviewed sources.

This definition of a literature review is beneficial due to its emphasis on
summarization, analysis, evaluation, and synthesis. Each of these needs to be
used when conducting a literature review. It is not enough to just summarize
the literature; researchers need to read the existing literature with a critical
eye and to analyze and evaluate the literature. Furthermore, literature reviews
are not annotated bibliographies. Many students confuse annotated bibli -
ographies with literature reviews. A literature review is more than just a list
and summary of the existing literature; it requires a synthesis of the literature.
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In sample study 4, Tomko and Munley (2013) provide a thorough review
of the literature. The article starts out broad, discussing the growing number
of older adults in the United States and the percentage of older adults who
seek mental health counseling. Next, the authors present studies that have
found evidence of ageism in mental health professionals and that therapy
is effective and helpful for older adults. Funneling down the topic, research
studies showing the damaging effects of mental health professionals’ negative
perceptions of older adults are presented next. The final paragraph of this
section introduces the variables associated with attitudes towards older
adults. The authors then present four sub-sections exploring these variables.
Finally, a paragraph presents the purpose and research question.



This last aspect of the process can be daunting for some students. Reading
published literature reviews can assist novice researchers to learn how to do
the synthesis.

Steps in the Literature Review Process and Ethics in Writing

There are many steps to the literature review process. The first step is to select
a topic. Once a topic is decided upon, the extant literature can be searched
(see the next section on Sources to Use in Literature Reviews for more
information on where and what to search). After gathering and reading the
literature, it is important to critically analyze each study. This is an important
step as not all literature is good and helpful. For example, typically the
literature used as a foundation for a research study should be other research
studies, not opinion pieces. One way to identify whether a study is a 
research study is to look for a “method” section. Some find it helpful to
highlight the sources, develop tables, or use index cards to organize the
information. Think of this process as keeping notes on each source, its
importance to the chosen topic, and its quality. Once a number of sources 
ave been identified, searching through the reference section of each source 
can illicit more studies of interest. The final step is to write the first draft of
the literature review. Remember that writing is a process, so there will most
likely be multiple drafts before the final draft is written.

The literature review should be written starting out broadly and then
funneling down the topic. Starting out broadly helps the reader to identify
with the research problem. Utilizing the extant literature to narrow down 
the topic can lead the reader to understand the problem. If there are 
multiple variables in the study, it can be helpful to include literature regarding
each variable. The final paragraph of the literature review is typically the
purpose of the study and the research questions.

It is important to be ethical when conducting and writing literature
reviews. Information from extant studies should not be taken out of context
and all sides of the issues should be presented, even if it goes against what
you are hoping to argue. Do not plagiarize other people’s work. Plagiarism
includes using other people’s words without referencing them and presenting
other people’s ideas as your own. Finally, be sure you are the only one writing
the literature review. Other people can advise or provide feedback on your
writing, but you should be the sole writer.

Sources to Use in Literature Reviews

When conducting a literature review, it is important to utilize all existing
literature in the topic area. Unfortunately, in order to accomplish this, re -
searchers usually need to utilize multiple databases. Additionally, all literature
should be considered for inclusion, including published and unpublished work.
Many dissertations and conference presentations are not published, but can
assist researchers in increasing their understanding of what topics are currently
being studied and what methods have been recently utilized.

Although all types of literature should be explored, caution should be 
used when selecting literature for inclusion in your final review. The most
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trustworthy information usually can be found in journal articles that have been
referred (reviewed for suitability for publication in a particular journal) by
peers in the field. Some sources may have suspect information. For example,
the Internet includes many helpful and trustworthy websites, yet, it also
includes information that can be incorrect. It is helpful to check who the author
of the source is (e.g., a website created by a professor affiliated with a research
university probably would be more trustworthy than one created by a
beginning student). Also, check to see whether the sources have been reviewed
by someone other than the author.

Recently, open access journals have become available through the Internet.
These journals provide full-text online articles to readers free of charge. Not
all open access journals are peer-reviewed, so it is important to check this out
prior to relying on their information. For a list of available open access peer-
reviewed journals go to http://doaj.org.

There are other important considerations when deciding what literature
to include in your final review. Whenever possible, use the primary source
rather than a secondary source. An example of a secondary source would be
a textbook that cites a research study. If you want to cite the research study,
you need to read the actual research article and cite it, not the textbook.
Reading the primary source is important because secondary source authors
might have misinterpreted an article they cite. Occasionally, the primary
source will not be available because it is out of print or in a foreign language.
In that case, note that the study is reported “as cited in ___.”

It is important when conducting a literature review for a research study
that the sources utilized be empirical, evidence-based research. There are
many published articles, books, magazines, etc. that publish information about
the author’s opinions, thoughts, and ideas, and these opinions might not 
have been based on well designed, empirical research. For example, a junior
high principal may have had to change students’ schedule from a traditional 
one (e.g., seven classes each day) to a block schedule (e.g., five classes a day,
with different classes offered on different days). The next year, the principal
notices that the test scores have improved for his school. He then writes 
about this “finding” and it is published in a journal for school administrators.
The problem is that there is not strong evidence that the change from a
traditional format to a block scheduling format is the reason or cause for the
change in test scores. Utilizing this type of literature can be misleading. 
If the article does not have reasonably complete sections describing the
methods and results, it is not an empirically-based research article. If there is
a description of the methods and results, one still needs to evaluate the quality
(i.e., validity) of the design and analysis. We discuss these issues extensively
in later chapters.

It is always important to include a literature review when writing a
proposal or a research paper. Dissertations and theses usually have an entire
chapter devoted to the literature review and these reviews are most commonly
comprehensive, including all the key literature related to the topic and often
providing a historical review.

In journal articles, literature reviews are usually short, due to the page or
word restrictions of the journal. It is common for researchers to have conducted
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Primary source   
An original source of
data, study results;
preferred source for
the literature review.

Secondary source   
A source that
provides non-original
(i.e., secondhand)
data and/or
information.

http://doaj.org


extensive reviews of the literature prior to a study (to identify gaps in the
literature, etc.). Yet, in the presentation of the research in a journal article, only
the most pertinent and recent literature is included. For example, in an example
associational study by Zamboanga, Padilla-Walker, Hardy, Thompson, and
Wang (2007) all the cited research was published within the past 8 years and
was summarized in about 700 words (2–3 typed pages). Yet another example
is Carnes-Holt and Bratton (2014), our sample randomized experiment.

Locke, Spirduso, and Silverman (2007), Galvan (2013), and Fink (2013a)
provide additional information about reading and understanding research and
conducting literature reviews.

Summary

This chapter presents an overview of ten steps and a flow chart (Figure 2.1)
for planning and conducting a quantitative research study. The steps in Figure
2.1 include:

1. Identify a research problem.
2. Conduct a research literature review.
3. Write research questions or hypotheses.
4. Select the research approach(es) and specific design.
5. Create a plan for conducting the research. This includes plans for: selecting

the sample, selecting or developing the instruments, and developing
procedures for data collection and analysis.

6. Obtain approval from the human subjects Institutional Review Board
(IRB).

7. Collect the data.
8. Analyze the data.
9. Interpret the data.

10. Communicate the findings.

The focus of this chapter was on steps 1 and 2. Later chapters discuss each of
the other eight steps in detail. Next we described the process each author went
through in developing a research problem that we have studied. This was
followed by a broader discussion of several sources of research problems:
literature, personal experience, clinical observation, and theory. Next we
described characteristics of a good research problem: testable, ethical, feasible,
and of vital interest to you as well as the discipline. We included a discussion
of frameworks for stating research problems. Finally, we discussed research
literature reviews, what they are, the steps in the literature review process,
ethics in writing literature reviews, what types of sources to use, and some
issues and examples.
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Key Concepts

Characteristics of a good research problem
Literature review
Research problems
Sources of research problems
Framework for stating research problems
Process for conducting a literature review
Ethics in writing literature reviews
Sources for literature reviews
Steps in planning research
Theory

Key Distinctions

Broad vs. narrow research problems
Existing literature vs. personal experience vs. clinical observation
Literature review vs. annotated bibliography
Primary source vs. secondary source
Well researched vs. unknown territory
Widespread vs. limited interest

Interpretation Questions

1. What are the ten steps in the research process?

2. What are the characteristics of a good research problem?

3. List the types of sources that are useful for a literature review.

4. Why should the researcher be cautious about utilizing web sources in the
literature review?

Application Problems

1. What is the purpose of the literature review in a research study?

2. Why is it important to use primary sources rather than secondary sources
in the literature review?

3. List three sources for the literature review—what are the advantages and
disadvantages of each?

4. Why should the researcher be cautious about utilizing web sources in the
literature review?
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5. Why is it important to link theory to the research problem?

6. In this chapter, the authors each describe the process they went through
to identify a research problem. For one of these three research problems,
answer each of the following:

a. Is this a broad or narrow research problem? Explain.
b. Is this research problem of widespread or limited interest? Explain.
c. What topics in the literature might the researcher want to explore?

Explain.
d. Rate the stated research problem on the different characteristics of a

good research problem—support your answer.

7. For one of the five sample studies described in Chapter 1, answer each of
the following:

a. Is this a broad or narrow research problem? Explain.
b. Is this research problem of widespread or limited interest? Explain.
c. Rate the stated research problem on the different characteristics of a

good research problem—support your answer.
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3
Variables, Research Questions, 
and Hypotheses

The research process begins with an issue or problem of interest to the
researcher. Usually the research problem is a statement that asks about the
relationships between two or more variables. However, some research problems
are purely descriptive and describe one variable at a time. Yet almost all
research studies have more than two variables. In this chapter, we discuss
variables—including the difference among independent, dependent, and
extraneous—research questions, and hypotheses.

Variables

Key elements in a research problem are the variables. A variable is defined
as a characteristic of the participants or situation for a given study that has
different values. A variable must vary or have different values in the study. For
example, gender is a variable because it can have two values, female or male.
Age is a variable that can have a large number of values. Type of treatment/
intervention (or type of curriculum) is a variable if there is more than one
treatment or a treatment and a control group. The number of days to learn
something or the number of days to recover from an ailment are common measures
of the effect of a treatment and, thus, are also variables. Similarly, amount of
mathematics knowledge is a variable because it can vary from none to a lot.

However, if a concept has only one value in a particular study, it is not a
variable; it is a constant. Thus, ethnic group is not a variable if all participants
are European American. Gender is not a variable if all participants in a study
are female.

In quantitative research, variables are defined operationally and are
commonly divided into independent variables (active or attribute), dependent
variables, and extraneous (or control) variables. Each of these topics is dealt
with briefly in the following sections.

Operational Definitions of Variables

An operational definition describes or defines a variable in terms of the operations
or techniques used to make it happen or to measure it. When quantitative researchers
describe the variables in their study, they specify what they mean by

Research problem 
The research problem
will set forth the
phenomena to be
studied, the curiosity
as to “why something
is as it is”.

Variable 
A characteristic of the
participants or
situation for a given
study that has
different values; a
variable must have
different values in the
study or it is a
constant.

Control group
Group in an
experimental study
which receives no
treatment and whose
results will be
compared to those of
the intervention group
to determine the
effect of the
intervention on the
dependent variable(s);
also called placebo
group.

Constant
Measured
characteristic that has
only one value in the
study.

Independent
variable 
A variable that is
presumed to affect or
predict the value(s) of
another variable; may
be active or attribute;
also called predictor
variable.
—continued



demonstrating how they measured the variable. Demographic variables such
as age, gender, or ethnic group often are measured simply by asking the
participant to choose the appropriate category from a list.

Types of treatment (or curricula) are usually operationally defined much
more extensively by describing what was done during the treatment or new
curriculum. Likewise, abstract concepts such as mathematics knowledge, self-
concept, or mathematics anxiety need to be defined operationally by spelling
out in some detail how they were measured in a particular study. To do this,
the investigator may provide sample questions, append the actual instrument,
or provide a reference where more information can be found.

Independent Variables

There are two types of independent variables: active and attribute. It is
important to distinguish between these types when we discuss the results of
a study. As presented in more detail in Chapter 4, an active independent
variable is a necessary but not sufficient condition to make cause and effect
conclusions.

Active or Manipulated Independent Variables

An active independent variable is a variable, such as a workshop, new
curriculum, or other intervention, at least one level of which is given to a group
of participants, within a specified period of time during the study. For example, a
researcher might investigate a new kind of therapy compared with the
traditional treatment. A second example might be to study the effect of a new
teaching method, such as cooperative learning, on student performance. In these
two examples, the variable of interest is something that is given to the partici -
pants. Although active independent variables are given to the partici pants in
the study, they are not necessarily given or manipulated by the experimenter.
They may be given by a clinic, school, or someone other than the investigator,
but from the participants’ point of view, the situation is manipulated.

Our definition of an active independent variable requires the treatment
to be given after the study is planned so that there could be, and usually is, a
pretest. If some sort of event that resembles an intervention or treatment
happened in the past, before the study was planned, we do not consider the
variable active. This type of study is considered ex post facto, or after the fact.
(See Chapter 7 for more discussion of ex post facto studies.)

Randomized experimental and quasi-experimental studies, as described in
Chapters 1 and 5, have an active independent variable. Ex post facto studies
are considered to be nonexperimental.

Attribute or Measured Independent Variables

The term independent variable is not restricted to those variables that are
manipulated or active. We define an independent variable broadly to include
any predictors, antecedents, or presumed causes or influences under investi -
gation in the study. Attributes of the participants as well as active independent
variables fit within this definition.
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Dependent variable 
A variable assumed to
measure or assess the
effect of the
independent variable;
thought of as the
presumed outcome or
criterion of the
independent variable;
also called outcome
variable.

Extraneous variable 
Variable that is not of
interest in a particular
study but that could
influence the
dependent variable;
also called nuisance
variables, control
variables, or (in
some designs)
covariates.

Control variable   
See Extraneous
variable.

Active independent
variable 
A variable (such as 
a workshop, new
curriculum, or other
intervention) at least
one level of which is
given to a group of
participants within a
specified period of
time during the study;
experimental studies
must have at least
one active
independent variable;
also called
manipulated
independent variable.

Pretest 
Measurement of the
dependent variable
taken prior to the
intervention; used to
establish a baseline.
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The values of an attribute independent variable are preexisting attributes
of the persons or their ongoing environment that do not change during the study.
For example, level of parental education, socioeconomic status, gender, age,
ethnic group, IQ, and personality characteristics are attributes of participants
that could be used as attribute independent variables. Studies with only
attribute independent variables are called nonexperimental studies.

For the social sciences and education, attribute independent variables are
especially important. For example, type of disability may be the major focus
of a study. Type of disability certainly qualifies as a variable because it can
take on different values even though they are not given during the study. For
example, cerebral palsy is different from Down’s syndrome, which is different
from spina bifida, yet all are types of disabilities. People already have defining
characteristics or attributes that place them into one of two or more categories.
Disabilities and other characteristics of the participants that existed before the
study are considered to be attributes.

RESEARCH IN THE REAL WORLD

Example of Active and Attribute Variables

Sample study 2 by Arthur and Hardy (2014) investigated the effectiveness
of a transformational leadership intervention with infantry recruits in training.
There were two groups, one that received the intervention and one that did
not (the control group). The variable of “group” was an active independent
variable since the participants were “given” either the intervention or the
control condition. The second independent variable was the year that 
the participants were in their training program. This variable was a
preexisting attribute of the participants that did not change during the study.
Therefore it was an attribute independent variable.

Type of Independent Variable and Inferences About Cause and Effect

When we analyze data from a research study, the statistical analysis does not
differentiate whether the independent variable is an active independent
variable or an attribute independent variable. However, although most
statistics books use the label independent variable for both active and attribute
variables, there is a crucial difference in interpretation.

A major goal of scientific research is to be able to identify a causal
relationship between two variables. Demonstrating that a given intervention
or treatment causes a change in behavior or performance is extremely
important for researchers in applied disciplines. Only the approaches that have
an active independent variable (randomized experimental and, to a lesser extent, quasi-
experimental) can provide data that allow one to infer that the independent variable
caused the change or difference in the dependent variable.

In contrast, a significant difference between persons who differ on an
attribute independent variable (e.g., gender or ethnicity) should not lead one

Attribute
independent
variable 
An independent
variable that cannot
be manipulated but
which is a major
focus of the study;
studies with only
attribute independent
variables are called
nonexperimental
studies; also called a
characteristic or
measured
independent variable.

Nonexperimental
research
approaches 
Research approaches
with at least one
attribute independent
variable and no active
independent variable.



to conclude that the attribute independent variable caused the scores on
dependent variable to differ. Thus, this distinction between active and attribute
independent variables is important because terms such as main effect and effect
size used in this and most statistics books might lead one to believe that if you
find a significant difference, the independent variable caused the difference.
Causal terms such as influence, determine, or effect can be misleading when the
independent variable is an attribute.

Although nonexperimental studies (those with attribute independent
variables) are limited in what can be said about causation, they can lead to
solid conclusions about the differences between groups and about associations
between variables. Furthermore, if the focus of research is on attribute independent
variables, a nonexperimental study is the only available approach. For example, if a
researcher is interested in learning how boys and girls differ in learning math -
ematical concepts, the variable of interest would be the attribute independent
variable of gender. Therefore, a conclusion that any difference is caused by
gender is incorrect.

Levels or Values of the Independent Variable

It is crucial to understand the difference between a variable, such as gender,
and the levels (values of the variable), such as male or female. Several other
terms, values, categories, groups, or samples, are sometimes used interchange-
ably with the term levels, especially in statistics books. Suppose that an
investigator is performing a study to investigate the effect of a treatment. One
group of participants is assigned to the treatment group. A second group does
not receive the treatment. The study could be conceptualized as having one
independent variable (treatment type), with two levels or values (treatment and
no treatment). The independent variable in this example would be classified as
an active independent variable. Now, suppose instead that the investigator
was interested in comparing two different treatments and a third no-treatment
group or control group. The study would still be conceptualized as having
one active independent variable (treatment type), but with three values or
levels (the two treatment conditions and the control condition). This variable
could be diagrammed as follows:
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Variable Label Value Label

Treatment type
Treatment 1
Treatment 2
No treatment (control)

Variable Label Value Label

Treatment intensity

High
Medium
Low
No treatment (control)

In this example, Treatment 1, Treatment 2, and the control group are
different from each other, but there is no presumed order to their difference.
However, the levels could be ordered such as a high-, medium-, and low-
intensity treatment. An independent variable with a few ordered levels could
be diagrammed as follows:

Causation
Evidence that the
independent variable
caused any observed
change or difference
in the dependent
variable; the goal of
random experimental
and quasi
experimental studies.



As an additional example, consider gender, which is an attribute inde -
pendent variable with two values, male and female. It could be diagrammed
as follows:
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Variable Label Value Label

Gender Male
Female

Note that each variable has a variable label, and the levels or values, which
are often discrete categories, have value labels (e.g., male and female). It is
especially important to know the value labels when the variable is nominal—
that is, when the values of the variable are just names and, thus, are not
ordered.

RESEARCH IN THE REAL WORLD

An Example of Variables and Levels

The sample study (3), authored by Economos (2014), investigated differences
in graduate student perceptions of knowledge of content, professor
stimulation, student–professor engagement in learning, individualized
consideration, and deep learning. The nominal attribute independent
variable was “group,” and it had two levels, business students or education
students. The independent variable is nominal because the values of the
variable are just names and are not ordered. The five dependent variables
had ranges from 6–45, and therefore were considered to be an ordered
variable with many levels. The levels of these variables were 6–45.

More Than One Independent Variable

It is common for a study with an active independent variable such as a
treatment to include gender, or another attribute, as a second independent
variable. When more than one independent variable is included in a study,
the investigator is usually interested not only in the effect of each independent
variable by itself but also in the interaction between the two indepen-
dent variables. We discuss variables, levels, and interactions in more detail 
in later chapters because most published studies and theses have more than
one independent variable. Studies with two independent variables are called
two-factor or factorial designs.

Dependent Variables

The dependent variable (also called outcome variable) is assumed to measure
or assess the effect of the independent variable. It is thought of as the presumed
outcome or criterion. Dependent variables are often test scores, ratings on

Variable label or
name
Title or name given to
a variable.

Value label 
Titles or names given
to the different values
of a variable.

Nominal level of
measurement
Values of a variable
include three or more
unordered categories
(traditional definitions
require two or more
categories; we use
dichotomous for two).

Dependent variable 
A variable assumed to
measure or assess the
effect of the
independent variable;
thought of as the
presumed outcome or
criterion of the
independent variable;
also called outcome
variable.

Outcome variable 
See Dependent
variable.



questionnaires, readings from instruments (e.g., electrocardiogram, galvanic
skin response), or measures of physical performance. Our discussion of
measurement in Chapter 10 focuses on the dependent variable. Dependent
variables, like independent variables, must have at least two values; most of
the dependent variables discussed in this book have many levels, varying from
low to high.

Extraneous Variables

These are variables (also called nuisance variables, control variables or, in
some designs, covariates) that are not of interest in a particular study but could
influence the dependent variable so they need to be ruled out or controlled.
Environmental factors (e.g., temperature or distractions), time of day, and
characteristics of the experimenter, teacher, or therapist are some possible
extraneous variables that might need to be controlled. Sometimes such
variables are “controlled” using random assignment as discussed in Chapters
4 and 5. Other times statistics, as discussed in Chapter 22, are used to control
extraneous variables.

Ordered Versus Unordered/Nominal Levels of Variables

An important thing to know about a variable is whether the levels are
unordered categories or whether they are ordered from low to high. Remember
that within any study a variable must vary; that is, it must have two or more
different values.

Most of our previous examples (e.g., gender, treatment type) of inde -
pendent variables had levels or categories that were not ordered. The categories
in such variables were essentially labels or names, and the variables are said
to be nominal variables. For example, the independent variable gender has
two, unordered levels: female and male. In a study, all the partici pants of a
given level of a nominal variable are treated as if they are the same, and all
are assigned the same label and the same value. For example, when gender 
is a variable all females are considered the same, are labeled “female,” and in
our diagram were assigned a value of 2. All males are for this purpose the
same and were assigned the value of 1. However, these categories are nominal,
not ordered, so you should not consider females to be more (or less) than males,
only different.

On the other hand, ordered variables have a set of values that vary from
low to high within a certain range (e.g., a 1 to 7 rating of satisfaction), such
that a larger value of the variable indicates more of it than a smaller value of
the variable. Often there is an assumption that there are or could be an infinite
set of values within the range; if so the variable is considered to be continuous.
Weight and time to finish a task are continuous variables, but many ordered
variables have only a few levels or categories, such as high, medium, and low.
We expand on this introduction to measurement in Chapter 10.
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Nuisance variable   
See Extraneous
variable.

Control variable   
See Extraneous
variable.

Covariates   
See Extraneous
variable.

Ordered variable   
A variable having a
set of values that vary
from low to high
within a certain
range, such that a
larger value of the
variable indicates
more of it than a
smaller value of the
variable, and there is
an assumption that
there are or could be
an infinite set of
values within the
range.

Range   
Distance between the
lowest and highest
observed values of a
variable.

Continuous variable   
A variable that has an
infinite (or very large)
number of scores or
values within a range.



Other Considerations About Variables

For the most part, the studies we discuss have independent variables that have
a few levels and dependent variables that have many ordered levels. However,
in the associational approach, discussed in Chapters 4 and 7, both independent
and dependent variables usually have many ordered levels. There are some
studies in which the independent variables have many levels and the depend -
ent variable has two or a few levels, and there are even studies where both
variables have only a few levels. We discuss these different combinations 
of independent and dependent variables and how they are analyzed later in
the book.

Some variables (e.g., knowledge of mathematics or self-concept) could be
either the independent variable or dependent variable (or even an extraneous
variable), depending on the study. These variables are usually a changeable
characteristic of the participant (like an attitude or personality characteristic).

Individual participants usually do not vary on a characteristic or variable;
it is the group that must have more than one value (e.g., some men and some
women). However, in some studies, participants may change over time or due
to an intervention. In these studies there are repeated measures of the same
variable (e.g., a pre- and a posttest on math knowledge).

Groups or Sets of Variables

In analyzing research articles, it is of utmost importance to distinguish between
variables and the levels of variables. Sometimes this distinction can be difficult
because in complex studies researchers have many variables that often are
grouped into what might be called sets of similar variables. For example, the
variables age, gender, education, and marital status could be grouped together
and referred to collectively in an article as demographics. Similarly, Graduate
Record Examination (GRE) verbal, quantitative, and writing scores could be
called Graduate Record Exams scores. Confusion arises if one mistakenly
assumes that the sets or groups of variables (demographics or GRE scores) 
are the variables and the actual variables (e.g., age, gender, GRE verbal) are
the levels.

How can one avoid this confusion? Thoughtful reading is the key, but
some tips may help. Remember that a variable has to have at least two levels,
but a level or category is a single value.1 Thus, if something can vary from low
to high (e.g., age or GRE verbal) or has two or more nominal values (e.g.,
gender), it has to be a variable, not a level.

Research Hypotheses and Questions

Research hypotheses are predictive statements about the relationship between
variables. Research questions are similar to hypotheses, except that they do
not make specific predictions and are phrased in question format. For example,
one might have the following research question: “Is there a difference in
students’ scores on a standardized test if they took two tests in 1 day versus
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Posttest 
Measurement of the
dependent variable
taken subsequent to
the intervention; used
to determine change
in the dependent
variable due to the
intervention
(independent
variable).

Research hypothesis 
Predictive
statement(s) about the
relationship between
variables.

Research question 
Similar to the
research hypothesis,
but does not entail
specific predictions
about the relationship
and is phrased in
question format.
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taking only one test on each of 2 days?” A hypothesis regarding the same issue
might be, “Students who take only one test per day will score better on
standardized tests than will students who take two tests in 1 day.” In a given
study, a researcher presents a general research problem and then specific
research hypotheses, or research questions that have been generated from 
the research problem and can be tested statistically.

We divide research hypotheses and questions into three broad types—
difference, associational, and descriptive—as shown in the middle of Figure
3.1. This key figure also shows the general and specific purposes and the
general types of statistics for each of these three types of research questions.
This key figure, or part of it, appears in several chapters because of its applic -
ability throughout the book.

Difference Research Questions

For these questions, we compare scores (on the dependent variable) of two or
more different groups, each of which is composed of individuals with one of
the values or levels on the independent variable. This type of question attempts
to demonstrate that groups are not the same on the dependent variable.

Associational Research Questions

Here we associate or relate two or more variables. This approach usually
involves an attempt to see how two or more variables covary (i.e., higher values
on one variable correspond to higher, or lower, values on another variable for
the same persons) or how one or more variables enables one to predict another
variable.

General Purpose Explore Relationships Between Variables Description (Only)

Specific Purpose Compare Groups
Find Strength of

Associations, Relate
Variablesble

Summarize Data

Type of Question/
Hypothesis

Difference Associational Descriptive

General Type of
Statistic

Difference Inferential
Statistics

(e.g., t test, ANOVA)

Associational
Inferential Statistics

(e.g., correlation,
multiple regression)

Descriptive Statistics
(e.g., mean,

percentage, range)

FIGURE 3.1
Schematic Diagram Showing How the Purpose and Type of Research Question
Correspond to the General Type of Statistic Used in a Study.

Difference research
questions 
A research question
where the
independent variable
has two or more
groups to be
compared.

Associational
research question  
A research question
where there are two
or more variables
which are continuous
or dichotomous and
the focus is on how
they covary or if one
variable predicts
another variable.

Descriptive
research question 
A research question
where descriptive
statistics are
conducted and
generalization to the
larger population is
not of interest.



Descriptive Research Questions

These are not answered with inferential statistics (which make inferences
about a larger group, the population, from the group we studied, called the
sample). Descriptive questions ask for a summary description of the current
data, without trying to generalize to a larger population of individuals.

Figure 3.1 shows that both difference and associational questions or
hypotheses explore the relationships between variables; however, they are
conceptualized differently, as is described shortly.2 Note that difference and
associational questions differ in specific purpose and the kinds of statistics they
use to answer the question.

Difference Versus Associational Inferential Statistics

We think it is educationally useful to divide inferential statistics into two types
corresponding to difference and associational hypotheses or questions.3

Difference inferential statistics (e.g., t test or analysis of variance (ANOVA))
are used for approaches that test for differences between groups. Associational
inferential statistics test for associations or relationships between variables and use,
for example, correlation or multiple regression analysis. We use this contrast
between difference and associational inferential statistics in Chapter 4 and later
in this book (Chapters 20–22) when we discuss how to interpret statistics.

Table 3.1 provides the general format and one example of a basic
difference question, a basic associational question, and a basic descriptive
question. Remember that research questions are similar to hypotheses, but they
are stated in question format. We recommend the question format for the
descriptive approach or when one does not have a clear directional prediction.
As implied by Figure 3.1, it is acceptable to phrase any research question that
involves two variables as whether there is a relationship between the variables
(e.g., is there a relationship between gender and math achievement or is there a
relationship between anxiety and GPA?). However, phrasing the question as
a difference or association is preferable because it helps one choose an
appropriate statistic and interpret the result.

Complex Research Questions

Some research questions involve more than two variables at a time. We call
such questions and the appropriate statistics complex. Some of these statistics
are called multivariate in other texts, but there is not a consistent definition
of multivariate in the literature. We provide examples of how to write certain
complex research questions, and in Chapter 22, we introduce two complex
statistics: multiple regression and factorial ANOVA.

Framework for Stating Research Questions/Hypotheses

Although it is okay to phrase a randomized experimental research problem
(in the format of the first example) as a “study of the effect of . . . ,” we think
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Difference
inferential statistics 
Statistics which are
used for approaches
that test for
differences between
groups (e.g., t test or
analysis of variance)

Associational
inferential statistics 
Statistics which test
for associations or
relationships between
variables (i.e.,
correlation or
multiple regression).

Basic difference
question 
A research question
where there is only
one independent
variable that has two
or more groups to be
compared.

Multivariate
research question  
See Complex research
question.

Complex research
questions 
Research questions
that include more
than one independent
variable.



it is generally best to phrase your research questions or hypotheses so that
they do not appear to imply cause and effect (i.e., as difference or associational
questions/hypotheses and/or as descriptive questions). The former are
answered with inferential statistics, and descriptive questions are answered
with descriptive statistics. There are several reasonable ways to state research
questions. In the following sections, we show ways that we have found useful
to state each type of question and examples from other studies.
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TABLE 3.1

Examples of Three Kinds of Basic Research Questions/Hypotheses

1. Basic difference (group comparison) questions

• Usually used for randomized experimental, quasi-experimental, and
comparative approaches.

• For this type of question, the groups of individuals who share a level of an
active independent variable (e.g., intervention group) or an attribute
independent variable (e.g., male gender) are compared to individuals who
share the other levels of that same independent variable (e.g., control group or
female gender) to see if the groups differ with regard to the average scores on
the dependent variable (e.g., aggression scores).

• Example: Do persons who experienced an emotion regulation intervention
differ from those who did not experience that intervention with respect to
their average aggression scores? In other words, will the average aggression
score of the intervention group be significantly different from the average
aggression score for the control group following the intervention?

2. Basic associational (relational) questions

• Used for the associational approach, in which the independent variable is
usually continuous (i.e., has many ordered levels).

• For this type of question, the scores on the independent variable (e.g., anxiety)
are associated with or related to the dependent variable scores (e.g., GPA).

• Example: Will students’ degree of anxiety be associated with their overall
GPA? In other words, will knowing students’ level of anxiety tell us anything
about their tendency to make higher versus lower grades? If there is a negative
association (correlation) between anxiety scores and grade point average,
those persons who have high levels of anxiety will tend to have low 
GPAs, those with low anxiety will tend to have high GPAs, and those in the
middle on anxiety will tend to be in the middle on GPA.

3. Basic descriptive questions

• Used for the descriptive approach.

• For this type of question, scores on a single variable are described in terms 
of their central tendency, variability, or percentages in each category/level.

• Example: What percentage of students make a B or above? What is the
average level of anxiety found in 9th grade students? The average GPA was
2.73, or 30% had high anxiety.
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RESEARCH IN THE REAL WORLD

Examples of Different Types of Research Questions and Hypotheses

Wanat et al. (2014) conducted a study to investigate urban Latinos and the
relationship between obesity and health-related quality of life. The difference
research question was “We sought to examine differences in HRQL [quality
of life] by obesity status in a community-based sample of urban Latinos” 
(p. 15). Quality of life was an ordered variable and obesity status was
dichotomized into obese and non-obese. The researchers investigated the
research question by conducting t tests.

Tomko and Munley (2013) state their overarching associational research
question as “to examine age, gender, training and experience in aging issues,
fear of death, and multicultural competence in predicting counseling
psychologists’ global attitudes toward older adults” (p. 235). These authors
conduct multiple regressions to answer their research questions.

Oliveira et al. (2013) conducted a descriptive study of undergraduates’
experience with research. Their research question was:

to understand the reality of scientific practice among medical students
at a well-established Brazilian medical school, determining factors that
drive or hinder the pursuit of undergraduate research and analyzing
the context of scientific practice during the undergraduate course from
the students’ viewpoint. (p. 52)

This research question was investigated by conducting and presenting
descriptive statistics.

In sample study 2, Arthur and Hardy (2014) present three hypotheses
that represent complex research questions. Their hypotheses include:

H1. The transformational leadership training will increase followers’
perceptions of their direct leader’s transformational behaviors when
compared to the control group.

H2. The transformational leadership intervention will positively impact
perceptions of group cohesion when compared to the control group.

H3. The transformational intervention will result in enhanced training
outcomes when compared to the control group. (p.41)

These authors conduct factorial ANOVAs to investigate these hypotheses.

Descriptive Questions

Basic descriptive questions. These questions are about some aspect of one
variable. Descriptive questions ask about the central tendency, frequency
distribution, percentage in each category, variability, and/or shape of the
distribution. Some descriptive questions are intended to test assumptions;

Basic descriptive
questions  
Research questions
with only one
variable that ask
about the central
tendency, frequency
distribution,
percentage in each
category, variability,
and/or shape of the
distribution.



some simply describe the sample demographics; others describe a dependent
variable. A few examples are:

1. Is course test performance distributed approximately normally?
2. What percentage of participants is of each gender?
3. What are the mean and standard deviation of the achievement scores?
4. What percentage of participants kept their HIV status secret from their

family?

Complex descriptive questions. These questions deal with two or more
variables at a time, but do not involve inferential statistics. Cross-tabulations
of two categorical variables, factor analysis, and measures of reliability (e.g.,
Cronbach’s alpha) are examples.

An example is:

1. What is the internal consistency reliability of the lecture based exam
items?

Difference Questions/Hypotheses

Basic Difference Questions

The format is:

Are there differences between the [insert number] levels of [put the
independent variable name here] [you could name the levels here in
parentheses] in regard to the average [put the dependent variable(s) name
here] scores?

An example is:

1. Are there differences between the four levels of lessons (piano, voice,
drama, and no lessons) in regard to the average IQ and achievement scores
of the children? (Study 1)

Appropriate analyses: one-way ANOVA, or a t test could be used if there were
only two levels of the independent variable (see Chapter 20).

Complex Difference and Interaction Questions

When you have two categorical independent variables considered together,
you will have three research questions or hypotheses. There are advantages
of considering two or three independent variables at a time. See Chapter 21
for an introduction about how to interpret the interaction question. Sample
formats for a set of three questions answered by one 2-way ANOVA are as
follows:

1. Is there a difference between [insert the levels of independent variable 1]
in regard to the average [put dependent variable 1 here] scores?

2. Is there a difference between [insert the levels of independent variable 2]
in regard to the average [dependent variable 1] scores?
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Complex descriptive
questions  
Research questions
with two or more
variables at a time,
but do not involve
inferential statistics.

Cross-tabulation   
Table which gives
frequencies (and often
percentages) for
values of two
categorical variables;
way of  presenting
data about two
variables so their
relationship is more
evident.

Categorical variable 
A variable whose
scores or values are
measured by
grouping into a
limited number of
levels or categories.



3. Is there an interaction of [independent variable 1] and [independent
variable 2] in regard to the [dependent variable 1]?

(Repeat these three questions, for the second dependent variable, if there is
more than one.) An example is as follows:

1. Is there a difference between students who have music lessons versus the
control children in regard to their IQ scores?

2. Is there a difference between pretest and posttest scores in regard to
children’s average IQ?

3. Is there an interaction between type of lessons and time (pre vs. post) in
regard to IQ?

Note that the first question states the levels or categories of the first indepen-
dent variable; that is, it states the groups that are to be compared (music lessons
vs. control students). The second question does the same for the second
independent variable; that is, it states the levels (pretest and posttest) to be
compared. However, the third question (the interaction) asks whether the first
variable overall (type of lessons) interacts with the second variable (time). No
mention is made in the interaction question of the levels of the variables.

An appropriate analysis: factorial ANOVA (see Chapter 22).

Associational/Relationship Questions/Hypotheses

Basic Associational Questions

When both variables are ordered and essentially continuous (i.e., have five or
more ordered categories), we consider the approach and research question to
be associational. There are two main types of basic associational statistics:
correlation and regression.

The format for a correlation is as follows:

Is there an association (or relationship) between (variable 1) and 
(variable 2)?

In this case, it is arbitrary which variable is independent (or antecedent) and
which is dependent or outcome. An example for a single association or
relationship is as follows:

1. Is there an association between prior GPA and number of prior
psychology courses?

If there are more than two variables, which is common, and each pair of
variables is associated separately, you can have a series of questions asking
whether there is an association between each variable and every other variable.
This would produce a correlation matrix (see Chapter 21).

An example that would produce a correlation matrix is as follows:

2. Are there associations among ACT scores, prior GPA, and number of
prior psychology courses?
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Levels of the
variable 
See Values of the
variable.



Note that what is said to be associated in these questions is the variable itself;
no mention is made of the levels or values here.

If one variable is clearly the independent or predictor, you would phrase
the question as follows and use bivariate regression analyses:

3. Can we predict total exam points (the dependent variable) from time
spent on quizzes (the independent variable)?

Appropriate analyses: bivariate regression, if there is a clear independent
or antecedent variable and you want to make a prediction (see Chapter
22); correlation if there is no clear independent variable (see Chapter 21).

Complex Associational Questions

In the associational approach, when two or more independent variables are
considered together, rather than separately, as in the previous basic
associational format, you get a complex associational question. The format can
be phrased something like:

How well does the combination of (list the several specific independent
variables here) predict (put dependent variable here)?

An example is as follows:

1. How well does the combination of ACT scores, prior GPA, and
number of prior psychology courses predict exam performance?

An appropriate analysis: multiple regression (see Chapter 22).

Summary

A research problem is a statement that asks whether there is a relationship
between two, or likely more than two, variables. A variable is a characteristic
of the participants or situation of a given study that has different values or
levels. There are three main types of variables:

1. independent variables, which are the presumed causes, influences, or
antecedents in the study. We differentiated two types of independent
variables:

a. active independent variables, which are variables that are given to
the participants, usually for some specified time period during the
study;

b. attribute independent variables, which are observed or measured
characteristics of the participants or environment that either was not
or cannot be manipulated by the investigator;
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Characteristic or
characteristic
variable  
See Attribute
independent variable.



2. dependent variables, which are the outcomes and are presumed to depend
on the level of the independent variable;

3. extraneous variables, which are not of interest in this study, but could
influence the dependent variable and therefore need to be controlled.

If everyone in a study is the same on a given characteristic, that characteristic
is constant, not a variable, in the study. For example, in a study of 9-year-old
boys’ learning of mathematics in one of two curricula, the participants’ age
and gender (9-year-old boys) are not variables.

The distinction between the variable and the levels, values, or categories
of a variable is important. The variable itself is given a name that encompasses
all the levels or categories (e.g., treatment type, gender, or ethnicity). The levels
are the names of the specific categories or groups or values (e.g., experimental
versus control, male versus female, Asian versus African versus European).
In this context, level does not necessarily imply order; one level is not
necessarily higher or lower than another. Variables can have either nominal
(unordered) levels or categories or have ordered levels that vary from low to
high.

Some variables (e.g., knowledge of mathematics or self-concept) could be
either the independent variable or dependent variable (or even an extraneous
variable), depending on the study. These variables are usually a changeable
characteristic of the participant (e.g., an attitude, personality characteristic); if
one of these is used as the independent variable, it is an attribute independent
variable.

Individual participants do not have to vary on a characteristic or variable—
it is the group that must have more than one value (e.g., some men and some
women). In some studies there are repeated measures of the same variable (e.g.,
a pre- and a posttest on math knowledge), and individuals may change over
time in a longitudinal study.

The research problem is usually stated more broadly than the research
hypotheses or questions. Most studies have several hypotheses or questions
that indicate predicted or possible relationships between variables. In this
chapter, we provided a framework for stating research questions/hypotheses
to help you write research questions. In Chapter 4 we will describe six specific
types of research questions and five types of research approaches that form
the basis for an understanding of research design and data analysis.

Key Concepts

Operational definition
Pretest
Research hypotheses
Research problem
Research questions
Variable
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categories or levels
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Values of the variable
are not ordered, that
is, no value is more
or less than another.



Key Distinctions

Active versus attribute independent variable
Basic versus complex research questions (and statistics)
Independent versus dependent versus extraneous variable
Levels of one variable versus a set or group of variables
Ordered versus unordered or nominal variables
The variable (itself) versus levels or values of the variable

Interpretation Questions

1. What type of independent variable must you have in order to infer
causation?

2. What is the difference between attribute and active independent variables?

3. Describe the similarities and differences among descriptive, difference, and
associational research questions.

4. How can you tell the difference between a variable and a level?

Application Problems

For each research hypothesis (1–9), provide the information requested in a–g:

a. Name the independent/antecedent/predictor variable.
b. Name the dependent/outcome variable.
c. Give an operational definition of each variable. If active, how might

the independent variable be manipulated? If an attribute, how will
the attribute be measured? How will the dependent variable be
measured?

d. Is the independent variable active or an attribute?
e. How many levels of the independent variable are there?
f. Are the levels ordered or nominal?
g. Is the population of interest named? What is it?

1. Family conflict is associated with absenteeism rates in clerical workers.

2. A workshop on visual imagery improves memory in college students.

3. The number of faculty members at a committee meeting is related to the
length of the meeting.

4. The amount of child abuse is related to the age of parents when they
married.

5. Voters’ political party is related to their attitude toward gun control.

6. Whether a pregnant woman’s diet was high, medium, or low in folic acid
affects the birth weight of her child.
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7. Students given an exercise program have reduced levels of stress.

8. The gender of the instructor is related to students’ evaluation of the
instructor.

9. Participation in an anxiety reduction workshop is related to test
performance.

10. Compare the terms active independent variable and attribute independent
variable. What are the similarities and differences?

11. What kind of independent variable (active or attribute) is necessary to infer
cause?

12. What is the difference between the independent variable and the
dependent variable?

13. Compare and contrast associational, difference, and descriptive types of
research questions.

14. Write both a research question and a corresponding research hypothesis
regarding variables of interest to you but not used in the chapter. Is it an
associational, difference, or descriptive question?

15. Using one or more of the following variables, religion, achievement test, and
anxiety:

a. Write an associational question.
b. Write a difference question.
c. Write a descriptive question.

Notes

1. In some cases a level may be a range of values (e.g., ages 21–30), but in these cases
the values in a given range are treated as if they were all the same (e.g., young
adult or given a single group code such as 3).

2. This similarity is in agreement with the statement by statisticians that all common
parametric inferential statistics are relational. We use the term associational for
the second type of research question rather than relational or correlational to
distinguish it from the general purpose of both difference and associational
questions/hypothesis, which is to study relationships. Also we want to distinguish
between correlation, as a specific statistical technique, and the broader type of
associational question and that group of statistics.

3. We realize that all parametric inferential statistics are relational so this dichotomy
of using one type of data analysis procedure to test for differences (when there are
a few values or levels of the independent variables) and another type of data
analysis procedure to test for associations (when there are continuous independent
variables) is somewhat artificial. Both continuous and categorical indepen-
dent variables can be used in a general linear model approach to data analysis.
However, we think that the distinction is useful because most researchers utilize
the dichotomy in selecting statistics for data analysis.
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4
Research Approaches

This chapter serves two related purposes. First, we expand on the Chapter 1
discussion of research approaches, comparing and contrasting the five
approaches: randomized experimental, quasi-experimental, comparative,
associational, and descriptive. Our discussion of the approaches emphasizes
the extent to which they can provide evidence that the independent variable
caused any observed change or difference in the dependent variable. In Chapter
8, we focus on the concept of internal validity, which depends on the approach
and the strength of the research design. Internal validity indexes the extent to
which the relationship between the independent and dependent variable is a
causal one. Thus, the discussion of internal validity follows directly from the
discussion of the extent to which a research approach can provide evidence
about cause and effect.

Overview of the Research Approaches

The general purpose of all research studies, except descriptive, is to look for
relationships between variables (see Figure 4.1, which is Figure 3.1 expanded).
As mentioned in Chapter 1, we divide approaches to research into three
general or broad types: experimental, nonexperimental, and descriptive. 
The experimental approach has an active independent variable such as an
intervention, new curriculum, or treatment. The nonexperimental approach
has an attribute independent variable and includes survey and observational
research. The descriptive approach does not have an independent variable.
We use the label descriptive approach to indicate studies that only describe
the current sample rather than those that use inferential statistics to test
hypotheses about a larger population of interest.

Next, as shown in Figure 4.1, we divide the experimental approach into
two specific approaches (i.e., randomized experimental versus quasi-experi -
mental), and we also divide the nonexperimental approach into three specific
approaches (i.e., comparative versus associational versus descriptive). All the
specific approaches except the descriptive seek to find relationships among
variables; they differ in terms of purposes and in what kinds of hypotheses/
research questions that they help answer.

Experimental
research approach 
Research approach
which has at least
one active
independent variable;
may be randomized
experimental or
quasi-experimental.

Nonexperimental
research
approaches 
Research approaches
with at least one
attribute independent
variable and no active
independent variable.

Descriptive
approach to
research 
Approach which
answers descriptive
questions using only
descriptive, not
inferential, statistics;
summarizes data from
the current sample of
participants without
making inferences
about the larger
population of interest;
no comparisons or
associations are
made; does not have
an independent
variable.
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Figure 4.1 also indicates the specific purpose for each of the five approaches.
Notice that the randomized experimental approach is the best suited to
determine causes. The quasi-experimental approach, at best, provides good
clues about causes. The statement that the independent variable caused a
change in the dependent variable is not appropriate if the approach was either
comparative or associational.

In the sections that follow we expand the discussion of the utility of these
five approaches to produce conclusions about cause and effect. We also
examine the similarities and differences between each of the five approaches.
Figure 4.2 presents information about the five research approaches in a
different way than Figure 4.1 and provides distinguishing criteria.

Note that the comparative and associational approaches are the same in
many respects. Neither has an active independent variable or random
assignment to groups. These non-experimental approaches usually differ in
the number of levels of the independent variable and the type of statistics used.

In the associational approach, the independent variable is assumed to be
continuous. That is, it has many ordered levels/categories. We consider an
approach to be associational if the independent variable has five or more ordered
categories. However, there are associational statistics that can be used when
there are a few levels of the independent variable.

General Purpose Explore Relationships Between Variables Description 
(Only)

General Approach Experimental 
(Active Independent Variable)

Non-Experimental
 (Attribute Independent Variable)

Specific Approach Randomized 
Experimental

Quasi-
Experimental

Comparative Associational Descriptive

Specific Purpose Determine 
Causes

Examine 
Causality

Compare 
Groups

Find 
Associations, 

Make Predictions

Summarize 
Data

Type of  
Question/Hypothesis

Difference
(To compare groups)

Associational 
(To relate 
variables)

Descriptive

General Type of 
Statistic

Difference
Inferential 
Statistics

(e.g., t test, 
ANOVA)

Associational 
Inferential 
Statistics

(e.g, Correlation, 
Multiple 

Regression)

Descriptive 
Statistics 

(e.g, Means, 
Histograms, 
Percentages)

FIGURE 4.1
Schematic Diagram Showing How the General Type of Statistic and Hypothesis/
Question Used in a Study Corresponds to the Purposes and the Approach.
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In the comparative approach (and also the two experimental approaches),
the independent variable usually has two to four levels so that two to four
groups of participants are compared. However, sometimes, the comparative
approach is used when there are more than four levels of the independent
variable, especially if it is nominal/not ordered, such as when five or more
ethnic groups are compared.

Research Approaches with an Active Independent Variable

The Randomized Experimental Approach

For a research approach to be called randomized (or true) experimental, two
criteria must be met. The key criterion is that the researcher must randomly
assign participants to groups or conditions. (We use the word condition in addition
to group because under certain circumstances a group can undergo both the
control and intervention conditions.) Random assignment of participants to
groups is what differentiates randomized experiments from quasi-experiments
(Figure 4.2) and is often difficult to achieve. Much applied research involves
intact groups, such as classrooms or rehabilitation settings, and it is usually
not possible to change those settings. Thus, research with existing classes or
groups is considered quasi-experimental, not randomized experimental.

The second criterion for the randomized experimental approach, also
satisfied by quasi-experiments, is that the independent variable must be active
as defined in the last chapter. In addition, as shown in Figure 4.2, the researcher
usually is able to control the independent variable in randomized experiments.
In other words, the researcher can decide exactly what the treatment will be
and when and to whom it will be given. However, this third criterion is not

Criteria Randomized
Experimental 

Quasi- 
Experimental Comparative Associational Descriptive

Random assignment of
participants to groups by
Investigator  

Yes No No No (only one
group) No groups

Independent variable 
is active Yes Yes

No
(attribute)

No
Independent

variable 

Independent variable is
controlled by the Investigator Usually Sometimes No No No

Number of levels of the
Independent variable 

Usually
2-4

Usually 5 or
more ordered

levels 

No Independent
variable 

Relationships between 
variables or comparison of 
groups 

Yes
(comparison) No

No
(attribute)

Usually
2-4

Usually
2-4

Yes
(comparison) 

Yes
(comparison) 

Yes
(relationship)

a

b

FIGURE 4.2
A Comparison of the Five Basic Quantitative Research Approaches.
a Although the control of the delivery of the independent variable by the investigator is a desired
quality of randomized experimental and quasi-experimental designs, it is not sufficient for
distinguishing between them. b This distinction is made for educational purposes and is only
“usually” true.

Random assignment
of participants to
groups 
See Random
assignment.



absolute. In all random experiments there is an active independent variable
and the participants are randomly assigned to groups, but in some cases the
experimenter does not control the delivery of the treatment.

Random Assignment

What is random assignment, and why is it so important? The concept of
randomness implies that there is no bias. When the investigator randomly
assigns participants to groups, it means that each participant has an equal chance
to be in either the intervention group or the control group. Random does not
mean haphazard or any old way, as it sometimes does in popular language.
One could use a computer-generated random number table or a method such
as the one described in the next paragraph to randomly assign participants to
groups.

For example, suppose there are to be 60 participants in a study, with 30
persons in each of two groups. The investigator takes 60 pieces of paper 
and places a 0 on half of the pieces and a 1 on the other half. Then, the
investigator places all 60 pieces of paper in a bowl and shakes the bowl to mix
up the pieces of paper. Now, when each participant comes in for the study,
the investigator reaches into the bowl and pulls out a piece of paper. If the
paper has a 0 on it, the participant is assigned to the control group. If the paper
has a 1 on it, the participant is assigned to the intervention group. (It is
important in this situation that the investigator does not put the piece of paper
back into the bowl after each participant’s assignment is made.) This procedure
continues until all 60 participants have been assigned to either the intervention
or control groups.

After random assignment, but prior to the intervention, it is assumed that
the participants in the two groups are equivalent in all other respects, including
demographic characteristics. In fact, if the dependent or outcome variable were
measured before the intervention the two groups should not differ significantly.
In the practical situation, two relatively small groups, as in the previous
example, probably would not be exactly equal. The concept of randomness
only makes things equal in the long run, with relatively large numbers of
participants in each group. However, after random assignment, even if the
two groups are not exactly equal, the differences between them are considered
to be unbiased.

Random Selection or Sampling

It is very important to understand the difference between random sampling
and random assignment. The concept of random or unbiased is, of course,
common to both and to several other phrases, such as random order, which we
discuss in later chapters. Random sampling—also called random selection of
participants from the population—if done in a study comes before random
assignment to groups in the procedure. As we see in Chapter 9, random selection
has to do with how some persons in the whole population of interest are
selected to become participants in the study, not how they get into experi -
mental or control groups.
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Random sampling 
Selection from the
population of interest
of study participants
using a random
selection technique
so that the sample is
representative of all
the possible
participants who fit
the selection criteria.

Random selection of
participants to be
included in a study 
See Random
sampling.
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A randomized experiment may or may not use random selection or
sampling. Although a study with a weak sampling procedure can still be a
randomized experiment, its overall quality will be reduced as discussed in
Chapters 23 and 24. It is also true that inferential statistics assume that the
sample studied is a random sample of the population of interest. If it is not,
the statistical results may be misleading. Nevertheless, a randomized experi -
ment does not necessarily involve random sampling.

An Example

Consider a study to increase functioning of persons who had spinal cord
injuries. Using participants at the rehabilitation center where she worked, the
researcher randomly assigned participants to one of two groups (note that this
was not random sampling). One group (intervention) received the therapy. A
second group (control) did not receive the therapy. The dependent variables
were measured after 12 weeks using a test and strength measures.

Is this study a randomized experiment? The first criterion, random assign -
ment of participants to groups, was satisfied. The study satisfied the second
criterion because the independent variable was active (intervention). The
researcher also decided what the treatment would be and which group should
get the treatment, so she had control over the independent variable. Thus, the
study was a randomized experiment.

This sample study used one of several specific experimental designs, 
the posttest control-group design, which is described in Chapter 5. What this
specific experimental design has in common with the others and what
distinguishes it from the other four research approaches described in this
chapter is shown in Figure 4.2.

RESEARCH IN THE REAL WORLD

In sample study 1, Carnes-Holt and Bratton (2014) studied parents who
adopted children and the effectiveness of child–parent relationship therapy
(CPRT). Recall that experimental studies must have an active independent
variable and random assignment to groups. The Carnes-Holt and Bratton
(2014) study had an active independent variable with two levels: one group
received therapy and the other group did not (the authors used a wait-list
control group as it can be unethical to not provide therapy for all participants
so this group received therapy after the study was completed). These authors
also utilized random assignment by using a table of random numbers 
to assign participants to groups. Thus, this study can be classified as a
randomized experimental study.

The Quasi-Experimental Research Approach

The quasi-experimental research approach is similar to the randomized
experimental approach but fails to satisfy the condition of random assignment

Quasi-experimental
approach to
research 
Approach in which
there is an active
independent variable
but without random
assignment of
participants to groups.
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of participants to groups. In these designs, for example, participants are
already in intact groups, such as two different classrooms, prior to the study.

Note in Figure 4.2 that quasi-experimental designs have an active inde -
pendent variable with a few (usually 2 to 4) levels and also involve a comparison
between, for example, an intervention and a control condition. However, there
is a word of caution about the active independent variable. In the randomized
experimental approach, the researcher usually has control over the indepen-
dent variable in that he or she determines the contents and timing of the
intervention, and the intervention can be randomly assigned to the experi-
mental group and the nonintervention can be randomly assigned to the control
group. The strength of the quasi-experimental design is based, in part, on how
much control the investigator actually has in manipulating the independent
variable and deciding which group will receive which treatment. In Chapter
5 we illustrate how control of the independent variable affects the strength of
the quasi-experimental design. The strength of the design influences how
confident we can be about whether the independent variable was the cause of
any change that took place in the dependent variable.

We divide the quasi-experimental approach into four categories: (1) quasi-
experiments with major limitations; (2) pretest–posttest designs; (3) time-
series designs; and (4) single-subject designs. We discuss these designs in more
detail in Chapters 5 and 6.

RESEARCH IN THE REAL WORLD

In sample study 2, Arthur and Hardy (2014) investigate the effectiveness of
a transformational leadership intervention. In a quasi-experimental study,
there is an active independent variable and no random assignment to
groups. In Arthur and Hardy’s (2014) quasi-experimental study, low per -
forming infantry received training in transformation leadership and the rest
of the recruits did not and served as a control group. Therefore, the
independent variable is considered active. The researchers did not have
control over who received the treatment as the organization decided on the
group to receive the training.

Research Approaches with Attribute Independent Variables

The associational and comparative approaches are similar in that they study
attribute independent variables and do not use random assignment, and the
investigator does not have control over the independent variables. Because
they do not have an active independent variable (intervention), we call the
comparative and associational approaches nonexperimental. Neither approach
provides evidence that the independent variable is the cause of differences 
in the dependent variable. Most nonexperimental research includes both
comparative and associational research questions, which also are used in
“survey” and “observational” research. We use the term nonexperimental

Nonexperimental
research
approaches 
Research approaches
with at least one
attribute independent
variable and no active
independent variable.



because survey and observational refer to data collection techniques (discussed
in Chapter 13) rather than designs or approaches. Surveys (questionnaires)
and observations are often, and mostly, used in nonexperimental research, but
they can be, and sometimes are, used to collect data for experiments.

The Comparative Research Approach

The comparative approach differs from the randomized experimental and
quasi-experimental approaches because the investigator cannot randomly assign
participants to groups and because there is not an active independent variable.
Figure 4.2 shows that, like randomized experiments and quasi-experiments,
comparative designs usually have a few categories of the independent variable
and make comparisons between groups. Studies that use the comparative
approach examine the presumed effect of an attribute independent variable. These
attributes could be demographic variables such as age, gender, or ethnicity.
Or, they could compare a few groups based on personality characteristics (e.g.,
high versus low trait anxiety), type of disability, or previous experiences such
as the type of school (e.g., private, public, charter) that students attended.
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Summary of the Three Approaches that Compare Groups

In each of the three previous approaches (i.e., randomized experimental, quasi-
experimental, and comparative), a comparison of two or more levels/groups
composing the independent variable were compared in terms of the dependent
variable. Regardless of whether the independent variable was active or
attribute, it had a few levels, usually less than five. For example, in the sample
experimental study, the participants either received therapy or did not; thus,
these are the two levels of the independent (treatment) variable. Likewise, in
a comparative study the participants could be divided into two groups, older
or younger, with age being the independent variable. Studies that compare
groups can have more than two categories (e.g., two treatments and a control
or four age groups). Furthermore, the categories can be ordered (e.g., high,
medium, low) or not ordered (e.g., three nominal categories such as Protestants,
Catholics, and Jews).

RESEARCH IN THE REAL WORLD

Economos (2014), our sample study 3, explored how graduate students in
business and education differ in regard to their perceptions of professor
pedagogical content knowledge, individualized consideration, student–
professor engagement in learning, professor intellectual stimulation, and
student deep learning. The independent variable is type of student, with
two levels (business or education). This is an attribute independent variable
that cannot be manipulated by the researcher. Furthermore, the researcher
could not randomly assign participants to groups. The researchers are
examining the presumed effect of being a business or education student on
their perceptions of teaching. Thus, this study uses a comparative approach.



The Associational Research Approach

Now, we consider an approach to research where the independent variable is
usually continuous or has a number of ordered categories, typically five or
more. Suppose that the investigator is interested in the relationship between
age and self-concept in children. Assume that the dependent variable is self-
concept and the independent variable is age. If the participants were divided
into a few age groups such as “young,” “middle-aged,” and “older” we would
still consider the research approach to be comparative. On the other hand, in
the typical associational approach (sometimes called correlational approach)
the independent variable age, such as actual age in years, is treated as
continuous. In other words, all participants are in a single group measured on
two continuous variables: age and self-concept. Even if there is a strong
relationship between these two variables, one cannot conclude that age causes
high self-concept.
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RESEARCH IN THE REAL WORLD

In sample study 4, Tomko and Munley (2013) examine the relationship
between counseling psychologists’ attitudes and clinical judgments regarding
older adults. This associational study did not have a grouping variable to
divide the participants into groups, therefore all the participants are in one
group. All of the variables are continuous (e.g., the survey questions have
a Likert scale ranging from 1 to 7).

The Basic Descriptive Research Approach

The descriptive approach, discussed in more detail in Chapter 7, is different
from the other four approaches in that only one variable is considered at a
time so that no comparisons or relationships are made. This lack of com -
parisons or relationships is what distinguishes the descriptive approach from

RESEARCH IN THE REAL WORLD

Oliveira et al. (2013) utilized a descriptive approach to investigate medical
students’ views of conducting research. The purpose of the study was:

to understand the reality of scientific practice among medical students
at a well-established Brazilian medical school, determining factors that
drive or hinder the pursuit of undergraduate research and analyzing
the context of scientific practice during the undergraduate course from
the students’ viewpoint. (p. 52)

A survey was completed by 415 students and all the results were reported
with descriptive statistics.

Associational
approach to
research  
Approach in which
two or more usually
continuous variables,
for the same group of
participants, are
related or associated;
is also sometimes
called correlational
approach.

Correlational
approach
See Associational
approach to research.



the other four (Figure 4.2). Of course, the descriptive approach does not 
meet any of the other criteria such as random assignment of participants to
groups.

Most research studies include some descriptive questions (at least to
describe the sample). However, it is rare these days for published quantitative
research to be purely descriptive; we almost always examine several variables
and their relationships. On the other hand, political polls and consumer
surveys are sometimes interested only in describing how voters as a whole
react to an issue or what products consumers in general will buy. Exploratory
studies of a new topic may just describe what people say or feel about that
topic. Furthermore, qualitative/constructivist research may be primarily
descriptive in this sense.

Summary Diagrams for the Five Approaches

Figure 4.3 includes schematic diagrams illustrating each of the five approaches.
These diagrams present the information in Figure 4.2 in a somewhat different
way. They also serve as a preview of Table 5.2, in the next chapter, which
diagrams the designs for the several different specific randomized experi -
mental and quasi-experimental designs.

For explanatory purposes, each of the five approaches is shown in Figure
4.3 as having a very small sample of six participants. In the randomized
experimental approach, this sample is divided randomly (R) into experimental
(E) or comparison (C) groups, whereas in the quasi-experimental and com -
parative approaches the sample is divided nonrandomly (NR) into groups. In
the associational approach, the sample is not divided; each participant has a
score (S) on the attribute independent variable such as age in years and also
a score (O) on the dependent variable. In the basic descriptive approach, the
sample is not divided, and there is no independent variable.

The right-hand column for all five approaches shows the dependent
variable (O), which is an observation or score. In the three approaches that
compare groups and in the descriptive approach, the Os are a summary
measure such as the average for the group. For the associational approach,
the dependent variable for each participant is a separate measure such as a
self-concept score.

Combinations of Research Approaches

It is important to note that most studies are more complex than implied by the
previously given examples, in part because the approach is based really on
the research question. Almost all studies have more than one research question
and, thus, may use more than one of the given approaches. For example, it is
common to find a study with one active independent variable (e.g., type 
of treatment) and one or more attribute independent variables (e.g., gender).
This type of study combines the randomized experimental approach (if 
the participants were randomly assigned to groups) and the comparative
approach. We discuss studies with two (or more) independent variables or
factors in later chapters. Many studies include associational, comparative, and
descriptive research questions. As mentioned already, most studies also have
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some descriptive questions so it is common for published studies to use three
or even more of the approaches.

Independent Variable     Dependent Variable
Randomized Experimental

Sample Assignment Group Active IV Avg. Score for Group
1,2 R E (1,3,4) Level 1: X O
3,4
5,6 R C (2, 5, 6) Level 2: X O

Quasi-Experimental 

Sample Assignment Group Active IV Avg. Score for Group
Class 1
1,2, 3 NR E (1, 2, 3) Level 1: X O

Class 2
4,5,6 NR C (4, 5, 6) Level 2: X O

Comparative

Sample Assignment Group Attribute IV Avg. Score for Group
Males
1,2, 3 NR Males (1, 2, 3) Level 1: M O

Females
4,5,6 NR Females (4, 5, 6) Level 2: F O

Associational

Sample Two Scores for Each Person 
Attribute IV Dependent Variable

1
2
3
4
5
6

S
S
S
S
S
S

O
O
O
O
O
O

Avg. Score for Group Descriptive

Sample
No IV O

   Key: R = random; NR – non random 
E = experimental/intervention group; C = control or comparison group 
X = intervention ; ~X = control or comparison condition
O = observation/score on the dependent variable
S = score on the attribute independent variable

Note.  Numbers in parentheses indicate the participants in that group.

1
2
3
4
5
6

1,2,3,4,5,6

FIGURE 4.3
Schematic Diagrams of the Five Research Approaches.

Summary

Figure 4.1 and Figure 4.2 summarize most of the key points made in this
chapter. Note that the top row of Figure 4.1 lists two general purposes of
quantitative research: discovery of relationships and description. Remember
that Chapter 3 began with a definition of a research problem as a question
about the relationship between two or more variables. This is the broad sense
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in which all the approaches, except the descriptive, seek to establish relation -
ships between variables.

In terms of more specific purposes, you can see from Figure 4.2 that the
randomized experimental approach is the only one whose purpose is to
determine or identify causes; however, quasi-experiments help us examine
possible causes. Both the comparative approach and the quasi-experimental
and the randomized experimental approaches enable us to compare groups.
Thus, all three of the approaches on the left side of Figure 4.1 use difference
questions or hypotheses (as discussed in Chapter 3) and inferential statistics
that test for differences between groups (e.g., t tests, analysis of variance). Note
that there is no distinction between the statistics used in experiments to
determine causes and those used in comparative studies that tell us only that
there is a difference between groups, not about causal effects.

The specific purpose of the associational approach includes finding
associations, relating variables, and also making predictions from the inde -
pend ent or predictor variables to scores on the dependent or criterion variables.
Although somewhat of an oversimplification, the associational approach
usually uses a different type of hypothesis (associational) and different
inferential statistics (correlation and multiple regression) than do the com -
parative, quasi-experimental, and randomized experimental approaches.

Figure 4.4 provides some of the information in Figure 4.2 in a different
way. It brings together the discussion of ordered versus nominal variables from
Chapter 3 with the discussion of the five approaches in this chapter. A
continuous independent variable is a characteristic only of the associational
approach. However, as shown in Figure 4.4, typically all the quantitative
approaches have dependent variables that are continuous or have many
ordered levels such as scores varying from very low to very high.

Independent Variable Research Approach Dependent Variable

Randomized Experimental
Quasi-Experimental

Nominal or a few
ordered levels

Comparative
Many ordered levels Associational

NA Descriptive

Usually many ordered
levels (approximately 

continuous) 

FIGURE 4.4
Most Common Types of Variable for the Independent and Dependent Variables within
Each of the Five Research Approaches.

In the next three chapters we discuss in more detail the various quasi-
experimental and randomized experimental designs (Chapter 5), single-subject
quasi-experimental designs (Chapter 6), and then nonexperimental (compara -
tive, associational, and descriptive) approaches (Chapter 7).



Key Concepts

Cause or inferring causation
Continuous variable
Research validity

Key Distinctions

Active versus attribute independent variable
Difference versus associational versus descriptive research questions and

statistics
Experimental versus nonexperimental research approaches
Random versus nonrandom assignment
Random assignment of participants to groups versus random selection of

participants to be included in a study
Randomized experimental versus quasi-experimental versus comparative

versus associational versus descriptive approach to research
Relationships between/among variables versus description of a variable

Interpretation Questions

1. Explain how random assignment differs from random selection.

2. What is the main difference between experimental and nonexperimental
approaches?

3. Discuss the differences and similarities between experimental and quasi-
experimental research approaches.

Application Problems

1. Listed below are some differences among the five approaches to research.
Match the description (A–E) that best fits the type of approach (a–e).
Explain.

a. Experimental A. Compares groups
b. Quasi-experimental B. Asks questions that describe the data
c. Comparative C. Examines causality
d. Associational D. Associates the many levels of one

variable with the many levels of
another

e. Descriptive E. Randomized assignment, tries to
determine causality
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Which research approach best describes the following five scenarios (2–6)?
Why?

2. A researcher wants to know if drinking caffeine helps students get better
grades on a math exam. He randomly assigns students to two groups—
one that he gives caffeine to drink and one he does not. He gives each
subject a math exam.

3. A study is done to investigate type of classroom seats and test per -
formance. The subjects are from two English classes at a local high school.
One class is assigned to meet in a room with pillows on the floor for seats.
The other class is to meet in a traditional classroom.

4. A grade school teacher is interested in whether more males or females
use their left hand as their dominant hand. She asks her class of 28
students to write down whether they are right- or left-handed.

5. A study is done to analyze whether a high level of stress (measured on a
0–100 scale) is related to a high level of loneliness (measured on a 0–100
scale).

6. You are interested in comparing the effects of two different types of
therapy, music therapy and occupational therapy, on pain perception in
people with chronic arthritis.

7. You have two different rehabilitation settings at your disposal. Describe
how a randomized experimental design would differ from a quasi-
experimental design.
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5
Randomized Experimental and 
Quasi-Experimental Designs

In Chapter 3 we introduced two types of independent variables: active and
attribute. We also described how an independent variable has different values,
which we called levels. In addition, we described the dependent variable as
the outcome measure or criterion of the study. How participants become
assigned to the levels of the independent variable, in part, determines the type
of quantitative research approach, which was the topic of Chapter 4. It is worth
going back to Chapter 4 and reviewing Figure 4.1 to examine the relationship
between type of independent variable and type of quantitative research
approach. The randomized experimental and quasi-experimental approaches
have an active independent variable, whereas the comparative and asso -
ciational approaches have an attribute independent variable.

In this chapter we introduce the concept of research design. We discuss
specific research designs, which are the designs described in this chapter and
summarized in Figure 5.1 at the end of the chapter. These designs describe
specific types of randomized experimental and quasi-experimental research
approaches. A specific research design helps us visualize the independent
variables of the study, the levels within these independent variables, and when
measurement of the dependent variable will take place.

Both randomized experimental and quasi-experimental approaches have
an active independent variable, with at least one level being some type 
of intervention or manipulation given to participants in the experimental or
intervention group. Usually there is a comparison or control condition/
treatment, which is given as another level of the independent variable. There
can be more than two levels or groups. Unfortunately, in some poor quasi-
experimental designs there is only one level so no comparisons can be made.
Before discussing specific designs, we introduce some terminology to help
conceptualize each design.

Design Terminology

R = random assignment to the group
NR = nonrandom assignment to the group
O = observation of the dependent variable

Specific research
designs 
Designs that describe
specific types of
randomized
experimental and
quasi-experimental
research approaches
that help to visualize
the independent
variables of the study,
the levels within these
independent
variables, and when
measurement of the
dependent variable
will take place.



X = intervention (one level of the independent variable)
~X = no intervention or the usual intervention (another level of the

independent variable)
E: = experimental or intervention group1

C: = control or comparison group2

M = matching

Quasi-Experimental Designs with Major Limitations

The three quasi-experimental designs discussed in this section all have serious
flaws so they are referred to as preexperimental designs. Unfortunately, these
designs are relatively common, especially in applied research. Sometimes
these types of designs are used due to inadequate preplanning of the design
leading to unanticipated problems. Other times it isn’t feasible to have a
comparison group or a pretest.

One-Group Posttest-Only Design

An example of this design, often referred to as the one-shot design, would be
an evaluation of a new curriculum in a school system. The investigator
introduces the curriculum (X) and then decides that it might be useful to
determine whether it is working. At the end of the semester, the investigator
uses some form of measurement (O) to determine the students’ response to
the new curriculum. The design is shown as follows:

NR    E:              X    O

This diagram and those that follow indicate a time sequence. First, all
participants are assigned to the intervention group; this is, of course,
nonrandom. Then the treatment and, finally, a posttest take place. The problem
with the design is it does not satisfy even the minimum condition for a
research problem, which is investigation of a relationship or comparison. Note
that the intervention is not a variable because there is only one level. Does the
one-group posttest-only design have any value? If nothing else, it provides
pilot (a common term to indicate exploratory) data for a future study. The
investigator could compare the results with data from an earlier group or from
the same group at an earlier time. However, if this were done, the design would
no longer be a one-group posttest-only design.

One-Group Pretest–Posttest Design

The one-group pretest–posttest design can be shown as follows:

Pretest Intervention Posttest

NR E: O1 X O2
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Comparison group 
Group in an
experimental study
which receives the
usual treatment or a
different treatment
from the intervention
group and whose
results will be
compared to those of
the intervention group
to determine the
effect of the
intervention on the
dependent variable(s).

One-Group
Posttest-Only
Design 
A weak experimental
design where the
participants are in
one group, they are
given a treatment,
and then a posttest.

One-Group
Pretest–Posttest
Design  
A weak experimental
design where all of
the participants are in
the same group. A
pretest is conducted,
then the treatment is
given to all of the
participants, and then
the posttest is
conducted.



The operations for this design are that, after all participants are assigned to
the experimental group, an observation in the form of a pretest is given. Then
the intervention is given, and, finally, a second observation in the form of a
posttest is recorded. This design is typical when exploring a new interven-
tion for community-based programs. For example, a community might be
interested in increasing safety-based activities such as using bicycle helmets.
The intervention (independent variable) might be an advertising campaign
designed to demonstrate the positive safety effects of bicycle helmets for
bicyclists. The dependent variable could be change in attitude about safety.
Since there is no control group, the only comparison would be from the pretest
to the posttest.

The problem with the one-group pretest–posttest design is that there is
no comparison with a second group. Instead, the only comparison in the one-group
pretest–posttest design is between the pretest and the posttest within the same
group. Because there is no comparison group, it is not possible to conclude
that any change from pretest to posttest is due to the intervention and not due
to other extraneous variables. See Chapter 8 for discussion of this problem,
which is called a threat to internal validity.

Extraneous environmental events are a possible threat to internal validity
in this design because the lack of a control group prevents the investigator
from knowing, for example, whether other activities at the same time as the
intervention might be producing the facilitation. Maturation is a possible threat
to internal validity because the students are getting older and may be better
coordinated and stronger at the same time as the intervention. Carryover effects
are a possible problem in this design because taking the pretest could influence
the posttest. In this sample, equivalence of the groups would have been a problem
if there had been a control-group.

Improving This Design

In some cases it is impractical or even unethical to have a comparison group
that does not receive the treatment. When that happens, several things could
be done to improve the design. Sometimes it is possible to make several
pretest and posttest assessments as discussed later in this chapter under single-
group time-series designs. Also, there may be the possibility of using one of the
single-subject designs described in Chapter 6.

Another possibility, when it is not practical or ethical to have a group that
does not get the planned treatment, is to use the wait-list comparison-group
design. In this design all participants eventually receive the treatment, but
some, preferably a random half, are assigned to a waiting list. They are
assessed when they first enter the study and twice more later: once after wait -
ing the same length of time it took for the intervention to be completed and
again after receiving the intervention. A diagram of the wait-list comparison-
group design can be shown as follows:

Immediate Intervention Group O1 X O2

Wait-List Group O1 ~X O2 X O3
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Wait-list
comparison-group
design 
All participants are
administered a
pretest, then half of
the participants
receive the treatment
and the other half are
assigned to the
waitlist. After the
treatment, all
participants are
administered another
test, then the wait-list
group receives the
treatment and are
administered a final
posttest.

Maturation 
When participants in
the study change as a
function of time, such
as from the pretest to
the posttest in the
case of randomized
experimental and
quasi-experimental
research.
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This design is practical only when the intervention is relatively brief, a few
months at most, and when it is ethical and practical to expect potential
participants to wait for the opportunity to receive the treatment.

RESEARCH IN THE REAL WORLD

Danitz and Orsillo (2014) investigated the use of a 90-minute acceptance-
based behavioral therapy (ABBT) session with first-year students in higher
education in hopes to decrease the number of reported mental health
issues. These researchers utilized a wait-list comparison-group design. After
recruiting the students through an email, all participants completed an
informed consent and a pretest. Half of the participants were assigned to
the workshop and half were assigned to the wait-list. After the workshop,
both groups completed a posttest. The participants in the wait-list control
group were provided the opportunity to attend a workshop a few months
after the study was completed. These participants were given an additional
informed consent form, the pretest, the workshop, and the posttest.

If one cannot find an acceptable comparison group for the one-group
pretest–posttest design, increasing the number of dependent variables is
another option that can help in interpreting the results. One could use a meas -
urement tool that has several domains–for example, scholastic com petence,
athletic competence, and behavioral conduct. Not all of these measures would
be expected to improve due to the intervention. One could predict which meas -
ures should change due to the intervention and which wouldn’t be expected
to change. If only the predicted measures changed, then more confidence could
be placed in the intervention as being responsible for changes in those
measures. The addition of several outcome variables to the one-group
pretest–posttest design is sometimes called the nonequivalent dependent variables
design (Shadish et al., 2002).

Posttest-Only Nonequivalent Groups Design

This design is the third common type of quasi-experimental design with major
limitations. It can be diagrammed as follows:

NR E: X O

NR C: ~X O

Because there is no random assignment to groups and no pretest, it is impossible
to determine how similar the groups were prior to the treatment. As an
example of this type of design, an investigator is interested in a program to
reduce falls in the elderly. One group of participants (the intervention group)

Posttest-Only
Nonequivalent
Groups Design  
A weak quasi-
experimental design
where there are two
groups with no
random assignment,
where one group
receives the
treatment, then both
groups complete a
posttest.



receives a Tai Chi program known to increase balance in the elderly. Other
participants (the comparison group) do not receive the Tai Chi program. At
the end of the study, both groups perform on an instrument to measure
balance. It is likely that those in the Tai Chi group chose to participate in the
program and that those in the second group were participants who did not
sign up for the training. We call this problem assignment bias because it is the
result of nonrandom assignment to groups, not selection or sampling. The
problem occurs because participants who chose or volunteered to participate
in the intervention group may be different in terms of motivation, health, and
many other characteristics from those in the comparison group.

Improving This Design

If at all possible, there should be a pretest of the dependent variable given to
both groups. Then the design would be changed to a better, but still weak,
pretest–posttest nonequivalent comparison group design as discussed in the next
section. The problem is that even if the groups were initially (at pretest) the
same in terms of balance, they might well differ on other variables such as
motivation, current health, and demographics.

A common attempt to improve this design, when a pretest is not possible
or wasn’t done, is to see whether the groups differ on demographic or other
available information. Often this checking is done after the fact. Finding no
statistically significant group differences on, for example, gender, ethnicity,
or social class provides some support that the groups are similar. However,
“not significantly different” is not the same as equivalent, and, more
importantly, one can never measure all of the possible crucial participant
characteristics.

Better Quasi-Experimental Designs

Pretest–Posttest Nonequivalent Comparison Group Designs

The pretest–posttest designs within the quasi-experimental approach are
usually referred to as nonequivalent comparison group designs. The procedure
is diagrammed as follows:

NR E: O1 X O2

NR C: O1 ~X O2

Notice that there is not random assignment of the participants to the two (or
more) groups in this design. The sequential operations of the nonequivalent
comparison group design are as follows. First, measurements are taken on two
different groups prior to an intervention. Then, one group receives the
intervention, and the other group does not receive the intervention. At the
end of the intervention period, both groups are measured again to determine
whether there are differences between the two groups.
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groups 
Assignment of
participants to groups
(i.e., experimental vs.
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process other than
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intent of generalizing
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Comparison Group
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groups with no
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The design is considered to be nonequivalent. Even if the two groups have
the same mean score on the pretest, the groups could be different on some
important characteristics that have not been measured. These variables may
interact with the treatment to cause differences between the two groups that
are not due strictly to the intervention. For example, in our balance study in
the last section, the groups could well differ on motivation. In addition, one
group may not have had the same proportion of males or ethnic minorities as
the other group, or the groups may have been different in their level of
education or some other important personality characteristic. The researchers
cannot know or equate all the possible variables that could affect the outcome
or dependent variable.

We have classified the pretest–posttest nonequivalent comparison group
design into three strengths of quasi-experimental design. They look alike, as
shown previously, when diagrammed, but they vary in how the participants
got into the groups or conditions and in how much control the investigator
has over the independent variable. We now describe examples of strong,
medium strength, and weak pretest–posttest quasi-experimental designs. We
provide the following example, which will help to distinguish strong,
moderate, and weak quasi-experimental approaches from each other and from
the two most frequently used randomized experimental approaches. Thus, we
use this example frequently throughout the rest of the chapter.

The National Science Foundation (NSF) and other federal agencies were
interested in increasing the number of teachers in the areas of mathematics
and science. It was proposed that if classes at the college level were taught in
an inquiry-based manner (student centered and with a focus on under -
standing), student attitudes and interest about the subject matter would
increase, and ultimately more students would consider a career in teaching.
In our example we consider college algebra as the subject matter course. The
independent variable for our example is type of teaching, with two levels:
inquiry-based and traditional. The dependent variable is attitude toward
mathematics or a mathematics performance test. The dependent variable
would be given at the start and at the end of the semester. In our example
there are two college-level algebra classes at the same university.

RESEARCH IN THE REAL WORLD

In study 2, Arthur and Hardy (2014) report a quasi-experimental pretest–
posttest nonequivalent comparison group design. Participants were from an
infantry recruit training establishment in the United Kingdom where the
organization’s senior management decided that the low performing recruits
should receive the treatment and the other recruits would be in the control
group. Therefore, the researchers did not have control over who received
the treatment, which is one of the conditions for a quasi-experimental 
design. The researchers administered a pretest prior to the treatment of a
workshop; they then administered a posttest to assess the effectiveness 
of the workshop.



Strong Pretest–Posttest Quasi-Experimental Designs

In the strong quasi-experimental approach, the students were not randomly
assigned to the classes. Perhaps some chose the class based on time of day,
whereas others did not give a preference. However, in the strong quasi-
experimental approach, the investigator has control over the independent
variable and can randomly assign the treatment (inquiry based) to one (intact)
classroom and the traditional approach to the other. The strength of this quasi-
experimental design is that it is quite similar to a random experimental design
except that participants have not been randomly assigned to groups or cond -
itions. In some intact situations, such as classrooms within a single school, the
assignment of students to different classrooms may be almost random (i.e.,
there was no intentional bias introduced in the assignment); in those cases,
the strong quasi-experimental design is almost equivalent to a randomized
experimental design.

Is this study a randomized experiment? There was an active independent
variable. The researcher had control over who received the indepen-
dent variable; he randomly assigned the treatment to one class, and the other
class did not get the intervention. However, the researcher was not able to
randomly assign participants to groups so this was not considered a randomized
experiment. Not satisfying this condition may or may not be a major problem,
depending on how students got into each class. If assignment to classes was
unbiased and similar to chance, the study could be considered almost as
strong as a randomized experiment. On the other hand, if there was some
systematic reason for students being in one class rather than another (e.g.,
preference for teacher or time of day), then there is a bias in the methodology,
and all conclusions must take this bias into consideration.

Table 5.1 summarizes the two issues that determine the strength of a quasi-
experimental design: control over the independent variable (indicated by
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TABLE 5.1

Issues that Determine the Strength of Quasi-Experimental Designs

Strength of Random assignment of Participant characteristics likely
design treatments to intact groups to be similar

Designs with major limitations

Very Weak No No, because no comparison group
and/or no pretest

Pretest–posttest nonequivalent designs

Weak No Not likely, because participants
decide which group to join (self-
assign to groups)

Moderate No Maybe, if participants did not self-
assign to groups and no known
assignment bias

Strong Yes Maybe, if participants did not self
assign to groups and no known
assignment bias

Random assignment
of treatments 
Used in quasi-
experimental studies
where random
assignment of
participants to groups
is not possible;
instead, the treatment
(experimental, usual,
or none) is randomly
assigned to groups.



random assignment of treatments to intact groups) and equivalence of
participant characteristics. Remember there is no random assignment to the
groups in any quasi-experimental design, so the groups are never totally
equivalent.

Even if the intact groups vary in important ways, if there are a large
enough number of available groups (e.g., class sections), random assignment
of the treatments to half of the groups is equivalent to random assignment of
participants.3 However, except in some national studies, it is usually not
possible to include more than a few classes (or clinics), so it is important that
they be similar if the design is to be considered a strong quasi-experiment.

Moderate-Strength Quasi-Experimental Designs

This design involves less control by the investigator over the independent
variable, and, as in all quasi-experiments, the participants were not randomly
assigned to groups. The moderate-strength quasi-experimental design fits
between the weak quasi-experimental design and the strong quasi-experi -
mental design based on how similar the groups were prior to the intervention.
In this design, participants do not decide (self-assign) which group they will
be in based on knowledge of the intervention. That is, they do not volunteer
to be in the study because they want to receive that specific treatment,
workshop, and so forth. The group they are in is intact before the study due
to other factors, which presumably are not related to the intervention.
Examples of these factors include students scheduling classes due to avail -
ability or people choosing hospitals due to geographical convenience. The
critical difference between this version of the design and strong quasi-
experiments is that the investigator is not able to randomly assign the treatment
to certain groups because the investigator takes advantage of a situation where
it is known ahead of time that one group (e.g., school or hospital) is scheduled
to receive the intervention (or new curriculum) and another group will not
receive the intervention.

Returning to our previous example of a study on the effects of inquiry-
based learning, suppose that the same two classes were used, with one class
receiving the inquiry-based approach and the other class receiving the tradi -
tional approach. Thus, the independent variable and dependent variable 
are the same, as before. However, in the present example (moderate-strength
approach) the researcher cannot randomly assign treatments to the classrooms.

Did the study meet the criteria for a randomized experiment? Although
there was an active independent variable (teaching approach), the investigator
did not randomly assign participants to classes. The classes were intact prior
to the intervention. Did the investigator have control over which class received
the intervention? No, in this example, the investigator could not randomly assign
the treatment to one class and no treatment to a second class. Instead, the classes
were selected because the researcher knew that one class was going to receive
the inquiry-based approach and the other class was going to receive the tradi -
tional approach. This design is not as strong as the previous design because,
in this case, the investigator could not randomly assign the inter vention. The
instructors had already decided which approach they would use.
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The relative strength of this design rests on whether students in the class
that received the intervention were different from students in the class that
did not receive the intervention. If there is no reason to suspect bias relative
to the dependent variable, then the design is almost as strong as the strong
pretest–posttest quasi-experiment. On the other hand, the design is weaker if
there is some reason to believe that there is bias in which group received the
treatment or differences, such as previous performance differences or math -
ematics background.

Weak Quasi-Experimental Designs

This design occurs when one tries to evaluate an intervention where partici -
pation is voluntary. It has some of the problems mentioned earlier for the quasi-
experiments without a pretest. As in all quasi-experiments, the researcher
cannot randomly assign participants to groups. In fact, in this example,
participants choose whether to get the intervention; that is, they assign themselves
to the groups. A related problem is that the researcher does not have control
over the independent variable and cannot randomly assign the treatment to
one of the groups. The participants presumably chose to be in a particular
group to receive a particular intervention or treatment.

Again we return to our example on inquiry-based instruction. In the weak
quasi-experimental approach, students sign up to be in the inquiry-based class
or the traditional class because they know ahead of time that is how the course
will be taught. Thus, selection to the class is biased. Because at least one group
has volunteered, the researcher cannot randomly assign the inquiry-based
approach to one class and the traditional approach to the other class. Therefore,
any eventual difference between the class that received the intervention and
the class that did not receive the intervention must be tempered by this
potential bias.

Time-Series Designs

A second general category of better quasi-experimental designs is called time-
series designs. Like all quasi-experimental designs, there is no random
assignment of participants to groups. The two most common types of time-
series designs are single-group time-series designs and multiple-group time-series
designs (see Shadish et al., 2002). Within each type of time-series design there
are temporary treatment and continuous treatment designs.

Single-Group Time-Series Designs

The logic behind these designs, and all time-series designs, involves convincing
others that a baseline (i.e., several pretests) is stable prior to an interven-
tion so that one can conclude that the change in the dependent variable is 
due to the intervention and not other environmental events. For example,
consider the one-group pretest–posttest design, which we discussed as a
quasi-experimental design with major limitations.
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The one-group pretest–posttest design can be viewed as follows:

Pretest Intervention Posttest Pretest

NR E: O1 X O2

The problem with this design is that if there is a change from the pretest to
the posttest score, it is not known whether the change was due to the
intervention or some other event that could have happened at the same time.
Now, suppose we add several earlier observations (pretests 1, 2, and 3, every
two months prior to the study). Suppose also that there was little change
observed among pretest 1, pretest 2, and pretest 3 prior to the intervention.
But after the intervention, a change was observed in the posttest. This design
would be more convincing if even more observations took place prior to the
introduction of the independent variable and still no change had occurred. It
is common in time-series designs to have multiple measures before and after
the intervention, but there must be multiple (at least three) pretests to establish a
baseline.

The single-group time-series design with temporary treatment is
diagrammed as follows:

NR E: O1 O2 O3 O4 XO5 O6 O7 O8

An example of this single-group time-series design could involve a company
that was interested in the effects of a workshop on being a team player.
Observations would take place prior to the workshop on some relevant
measure, such as cooperative interactions. The workshop is given after four
baseline measures, each a week apart, on cooperative interactions. The
workshop is a temporary intervention, and observations are recorded im -
mediately after the intervention and at three later times. One would expect
that if the workshop was successful, there would be an immediate increase
after the intervention relative to the preceding baseline periods, and the effects
might or might not be long lasting.

The single-group time-series design with continuous treatment is a
variant of the design with temporary treatment. This design is diagrammed
as follows:

NR E: O1 O2 O3 O4 XO5 XO6 XO7 XO8

An example of this type of design might be a school implementing a new
curriculum. Observations of the old curriculum might take place with
standardized reading scores from previous semesters. These same measure -
ments would be examined during the new curriculum intervention. The new
curriculum is not a temporary intervention like a workshop but takes place
continuously until replaced. This design is especially popular when there are
student records with many repeated measures that can be used for observa -
tions and when it is not possible or practical to have a control group.
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One-Group
Pretest–Posttest
Design  
A weak experimental
design where all of
the participants are in
the same group. A
pretest is conducted,
then the treatment is
given to all of the
participants, and then
the posttest is
conducted.

Single group time-
series designs 
Quasi-experimental
designs involving
only one group in
which a baseline is
determined to be
stable (via multiple
pretests) prior to an
intervention so that
the researcher can
conclude that the
change in the
dependent variable 
is due to the
intervention and not
other environmental
factors.

Single-group time-
series design with
continuous
treatment 
Similar to the single-
group time-series
design with
temporary treatment.
A uasi-experimental
design involving only
one group in which a
baseline is
determined to be
stable (via multiple
pretests) prior to an
intervention so that
the researcher can
conclude that the
change in the
dependent variable is
due to the
intervention that is
given multiple times
and not other
environmental
factors.



Multiple-Group Time-Series Designs

These time-series designs are similar to the single-group time-series designs
but are stronger by adding a comparison group that receives the same number
of measurements made but does not receive the intervention.

The multiple-group time-series design with temporary treatment is
diagrammed as follows:

NR E: O1 O2 O3 O4 XO5 O6 O7 O8

NR C: O1 O2 O3 O4 ~XO5 O6 O7 O8

We provide an example of this type of design by extending our workshop
example from the single-group time-series design. Suppose that the company
that is trying to promote cooperation through the team player workshop
establishes a comparison group by examining cooperative interactions among
workers who did not attend the workshop. Or, a more common occurrence
would be to examine workers at a similar company (or perhaps another
branch) who did not receive the workshop.

The multiple-group time-series design with continuous treatment is the
final time-series design that we discuss. This design can be diagrammed as
follows:

NR E: O1 O2 O3 O4 XO5 O6 O7 O8

NR C: O1 O2 O3 O4 ~XO5 ~XO6 ~XO7 ~XO8

If we return to our school curriculum example, the single-group time-series
design with continuous treatments could be extended to the multiple-group
time-series design with multiple treatments by adding a comparison group,
perhaps from another school district. This comparison group would receive
just the traditional curriculum.

Conclusion

Time-series designs (especially single-group time-series designs) have become
important designs in educational settings, where it is often not practical to
introduce a control group. The key advantage of such a time-series design, in
contrast to the one-group pretest–posttest quasi-experimental design, is the
use of repeated observations or records that provide a degree of assurance
that changes are not due to other environmental events or maturation. Another
type of quasi-experimental time-series design is the single-subject design.
However, because of several unique features the single-subject design is
discussed in some detail in the next chapter.

Randomized Experimental Designs

In the first part of this chapter, we discussed quasi-experimental designs and
some of their weaknesses. Remember that both quasi- and randomized
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Quasi-experimental
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stable prior to an
intervention (via
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number of
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intervention.
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time-series design
with continuous
treatment 
A time-series design
that is similar to the
single-group time-
series designs but are
stronger by adding a
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that receives the 
same number of
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but does not receive
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experimental designs have an active independent variable, but in randomized
designs the participants are randomly assigned to the experimental and control
groups. Random assignment of participants to groups should eliminate bias
on all characteristics before the independent variable is introduced. This
elimination of bias is one necessary condition for the results to provide
convincing evidence that the independent variable caused differences between
the groups on the dependent variable. For cause to be demonstrated, other
biases in environmental and experience variables occurring during the study
also must be eliminated.

For ethical reasons, often it is not possible for the control group to receive
no treatment at all, but it may be difficult to decide which type of comparison
group is best. For randomized experiments, we label all such options the control
treatment. A placebo or no treatment at all group is especially problematic in
situations where the participants are patients with some sort of problem or
illness. It is not ethical for them to receive no treatment at all or a placebo so
they usually receive the standard or typical treatment.

Controlling for No-Treatment Effects

Where ethical and possible, the addition of a third (or more) level to
experimental studies, where two different interventions are compared, will
make the results easier to interpret. For example, a study could compare two
types of enrichment programs. Although participants were randomly assigned
to groups to produce good internal validity, the results would be hard to
interpret if the study did not include a control group that did not receive any
enrichment. In that case, the study could only compare which of the programs
worked better, but there would be no way to evaluate whether either program
was better than no program at all. Had they added a third level or group,
which had not received any program, the interpretation would have been
improved. Similarly, if you started with a new program and a control/no
program group, you would obtain additional information if you added a group
with an alternative/or traditional program.

Next, we discuss five specific types of randomized experimental designs.
For each we describe and diagram the design and present some of the
advantages and disadvantages. The diagrams and discussion are limited to
two groups, but remember that more than two groups may be used with any
of these designs. There could be more than one type of intervention or more
than one type of comparison group. The experimental group receives the
intervention, and the “control” groups receive the standard (traditional)
treatment, a placebo, or another (comparison) treatment.

Posttest-Only Control-Group Design

The posttest-only control group design is diagrammed as follows:

R E: X O

R C: X O
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Posttest-Only
Control-Group
Design 
An experimental
design with
participants randomly
assigned to groups
(interventions or
control group), then
the intervention group
receives the intended
intervention and the
control group
receives a different
intervention, or no
intervention, or the
usual
treatment/curriculum,
and afterwards both
groups are given a
posttest.



The sequential operations of this design are to randomly assign participants
to either an intervention or control group (remember that more than two
groups may be used with any of the randomized or quasi-experimental
designs); then the intervention group receives the intended intervention and
the control group receives a different intervention, or no intervention, or the
usual treatment/curriculum. If two different interventions are used, this design
would be called a posttest-only comparison group design. At the end of the inter -
vention period, both groups are measured using some form of instrumentation
(dependent variable) relevant to the study.

To demonstrate the posttest-only control group design we return to our
investigation of the inquiry-based teaching approach and college algebra. All
students who signed up for college algebra were randomly assigned to one
of the two classes. Then, one class was randomly assigned to the inquiry-based
condition and the other class to the traditional teaching approach. At the end
of the 15-week session, both classes were tested on an attitude about math -
ematics inventory.

The key point for the posttest-only control group design is the random
assignment of participants to groups. One can assume that if participants are
assigned randomly to either one or the other class, the two classes were
essentially equivalent prior to the intervention on all relevant variables
including demographics and the dependent variable. Therefore, if there are
differences on the dependent measure following the intervention, it can be
assumed that the differences are due to the intervention and not due to
differences in participant characteristics.

Does random assignment of participants to groups always make the
groups equivalent? With at least 30 participants in each group or a homo -
geneous sample of participants, the investigator can be quite confident that
random assignment will yield equivalent groups. However, with smaller
numbers in the sample, or very heterogeneous participants, less confidence
can be placed in random assignment providing equivalent groups. In the latter
cases, a different experimental design, the pretest–posttest control group
design, is suggested.

Pretest–Posttest Control Group Design

The pretest–posttest control group design is diagrammed as follows:

R E: O1 X O2

R C: O1 ~X O2

The sequential operations of the pretest–posttest control group design are as
follows. First, participants are randomly assigned to groups. Then, each group
is pretested on the dependent variable. The intervention group then receives
the intervention; the control group receives the traditional treatment. Because
of the ethical reasons previously mentioned, the control group participants
may drop out of the study or not try hard to do well on the posttest. Thus, it
is uncommon and usually not desirable for the control group to receive nothing
at all, especially if they have some problem or if the time between pretest and
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posttest is long. After the intervention period, both groups are measured
again on the dependent variable (posttest).

The pretest–posttest control group design is the most common randomized
experimental design, as in our sample study 1 (Carnes-Holt & Bratton, 2014).
Any time a treatment is compared with a control group across two time
periods, usually pretest and posttest, this is the design that is used. It is
randomized experimental because the participants are randomly assigned to
groups prior to the initial measurement (pretest) period. The reason for using
this design compared with the posttest-only control group design is to check
for equivalency of the groups before the intervention. On the other hand, the
problem with using a pretest is that it could bias the participants as to what
to expect of the study and influence them in some way; that is, there could be
carryover effects. This is especially likely when the intervention is brief. The
investigator must weigh the advantages of giving a pretest—that is, gaining
information about the equivalency of groups with the disadvantage of possibly
biasing the posttest. In our previous example, the dependent variable was an
attitude scale, which could alert students to what might be expected from the
intervention. The pretest–posttest control group design would be a better
choice if the dependent variable was performance change.

Often, the decision about which type of randomized experimental design
to use is made by the sample size. If each group is at least 30 participants after
random assignment, the researcher may choose to use the posttest-only control
group design, because with that number of participants it is expected that the
concept of randomness should work well and the groups would be expected
to be equivalent. On the other hand, if each group has only ten participants
and the participants are heterogeneous, then the pretest–posttest control group
design is probably best because it is possible that random assignment did not
make the groups equivalent and further statistical adjustment (e.g., analysis
of covariance) may be necessary.

RESEARCH IN THE REAL WORLD

Carnes-Holt and Bratton (2014), in sample study 1, offer a good example of
a study which utilizes a pretest–posttest control group design. In their study,
for a pretest parents of adoptive children were given the Child Behavior
Checklist—Parent version (CBCL; Achenbach & Rescorla, 2000) and
completed a 20-minute recorded play session. Afterward, the participants
were randomly assigned to the treatment group, where they received
child–parent relationship therapy, or to a wait-list control group. After 10
weeks, the participants were administered the CBCL and the Measure-
ment of Empathy in Adult–Child Interaction (MEACI; Stover, Guerney, &
O’Connell, 1971) as a posttest.

Analysis of
covariance
(ANCOVA)   
An extension of
analysis of variance
that typically provides
a way of statistically
controlling for the
effects of continuous
or scale variables that
you are concerned
about but that are not
the focal point or
independent
variable(s) of the
study.



Solomon Four-Group Design

One method of dealing with the possible effect of the pretest in the randomized
experimental approach is to include an intervention and a control group that
receive the pretest and an intervention and a control group that do not receive
the pretest. This randomized experimental design, called the Solomon four-
group design, appears as follows:

R E1: O1 X O2

R E2: X O2

R C1: O1 ~X O2

R C2: ~X O2

The sequential operations of the Solomon four-group design are as follows.
First, participants are randomly assigned to one of the four different groups.
Then, two of the groups (E1 and C1) are measured on the dependent variable
(pretest). The other two groups (E2 and C2) do not receive a pretest. Then two
groups (E1 and E2) receive the intervention. One group that receives the
intervention was pretested (E1), and one group that receives the intervention
was not pretested (E2). In addition, two groups do not receive the interven-
tion: one that was pretested (C1) and one that was not pretested (C2). Therefore,
the Solomon four-group design allows the investigator to test the effects of a
pretest in addition to testing the effects of the intervention. However, to
determine the effects of the pretest on the posttest, the investigator must
double the number of participants, which is not worth the cost and effort in
most situations, so this design is rarely used.

Randomized Experimental Design with Matching

The next specific experimental design, which is commonly used, is one where
participants are matched on some characteristic prior to the introduction of
any of the conditions of the study. The characteristic that is used for the match
must be related to the dependent variable; otherwise, matching is a waste of
time and results in a loss of power. The sequential operations of the experi -
mental design with matching are as follows. First, the investigator measures
all of the participants on some characteristic (variable) that appears to be related
to the dependent variable. For example, intelligence or grade point average
(GPA) would probably be related to a dependent variable of school achieve -
ment. Next, if the independent variable has two levels, the investigator divides
all of the participants into pairs of participants based on their scores on the
intelligence test. (If there were three levels or groups, the participants would
be divided in triads.) The idea is to have pairs that are as close as possible on
the variable of intelligence. For example, if there were six participants with
IQ scores of 122, 110, 99, 102, 113, and 120, then the three pairs would be 122
with 120, 113 with 110, and 102 with 99. After all pairs are formed, the
investigator randomly assigns one member of each pair to the intervention group
and the other member of the pair to the control group. The key to the
randomized experimental design with matching is to make it as if the two
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other intervention
group does not and
one no intervention
group receives the
pretest while the
other does not;
interest is in the
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participants are identical (at least as far as the characteristics of interest).
Therefore, it is as though one participant is receiving both conditions of the
study, even though there are actually two different participants in each pair.
This design is illustrated as follows:

M R E: X O

M R C: ~X O

Within-Subjects Randomized Experimental (or Crossover) Design

In the simplest case, this design has two levels and can be shown as follows:

Condition 1 Test Condition 2 Test

R Order 1 X O1 ~X O2

R Order 2 ~X O1 X O2

The participants are randomly assigned to order 1 (which receives the
experimental condition first and then the control condition) or to order 2 (which
receives the control condition and then the experimental). The approach is
considered randomized experimental if the participants are assigned ran-
domly to order 1 or order 2. If the order for each participant is not determined
randomly, the approach is quasi-experimental. This type of design is frequently
used in studies in which participants are asked to evaluate diets, exercise, and
similar events assumed from previous research not to have carryover effects.
The strength of this design is that participants act as their own control, which
reduces error variance. However, this design has problems if there are
carryover effects from the experimental condition. Furthermore, one must be
extremely cautious with this design when comparing a new treatment with a
traditional treatment. The problem, often referred to as asymmetrical transfer
effects, occurs when the impact of one order (perhaps the traditional treatment
before the new treatment) is greater than the impact of the other order (new
treatment before the traditional treatment).

Summary

Figure 5.1 is a summary schematic diagram of the main types of experimental
designs discussed in this chapter. Many possible variants of these designs are
discussed in Shadish et al. (2002). We divide Figure 5.1 into three sections:
quasi-experimental designs with major limitations, better quasi-experimental
designs, and randomized experimental designs, which are sometimes called
true-experimental designs.

Random assignment of participants to groups is what differentiates
randomized experiments from quasi-experiments. We have discussed the
strengths and weaknesses of each design. Randomized experimental designs
provide the best information about whether the independent variable caused
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changes in the dependent variable. The quasi-experimental designs with major
limitations are missing a comparison group, a pretest, or both, so by themselves
they provide little support for the effectiveness of the intervention. Quasi-
experimental designs, if the experimental and comparison groups are very
similar, provide some support for the causal effect of the intervention,
especially if the treatment was randomly assigned to the groups.

Assign. Grp. Pre. I.V. Post.

Quasi-experimental designs with Major 
Limitations
One-group posttest-only design NR E: X O

One-group pretest-posttest design NR E: O X O

Posttest-only nonequivalent groups design NR
NR

E:
C:

X
~X

O
O

Better Quasi-experimental designs
Pretest-posttest nonequivalent 

comparison-group designs
NR
NR

E:
C:

O
O

X
~X

O
O

Single-group time-series designs 
With temporary treatment

NR E: OOO X OOO

With continuous treatment NR E: OOO XOXO XOXO

Multiple-group time-series designs 
With temporary treatment

NR
NR

E:
C:

OOO
OOO

X
~X

OOO
OOO

With continuous treatment NR
NR

E:
C:

OOO
OOO

XOXO
O  O

XOXO
O  O

Randomized experimental designs
Posttest-only control-group design R

R
E:
C:

X
~X

O
O

Pretest-posttest control group design

Solomon 4-group design

R
R

R
R
R
R

E:
C:

E1:
E2:
C1:
C2:

O
O

O

O

X
~X

X
X

~X
~X

O
O

O
O
O
O

Randomized experimental design with
matching

M  R
M  R

E:
C:

X
~X

O
O

Order Post 1 Post 2

Within-subjects or crossover design R
R

E1
E2

X
~X

O
O

~X
X

O
O

Note . Assign. = assignment of participants to groups (NR = nonrandom, R = random, M R = matched then randomly assigned).
Grp. = group or condition (E: = experimental, C: = control or comparison).  Pre = pretest (O = an observation or measurement; a 
blank means there was no pretest for that group).  I.V. = active independent variable (X = intervention, ~X = control, comparison 
or other treatment).  Post = posttest (O = a posttest observation or measure). 

FIGURE 5.1
Summary of Specific Designs for Experiments and Quasi-Experiments.



Key Concepts

Multiple-group time-series designs
One-group posttest-only design
One-group pretest–posttest design
Pretest–posttest randomized experimental control group design
Pretest–posttest nonequivalent comparison group designs
Posttest-only randomized experimental control group design
Posttest-only nonequivalent group design
Randomized experimental design with matching
Single-group time-series designs
Solomon four-group design
Specific research designs
Wait-list comparison group design
Within-subjects randomized experimental (crossover) design

Key Distinctions

Quasi-experimental versus randomized experimental designs
Assignment of participants to groups: random assignment versus

nonrandom assignment
Random assignment of treatments versus random assignment of participants
Weak versus moderate strength versus strong pretest–posttest (better)

quasi-experimental designs

Interpretation Questions

1. What are the pros and cons of using the four types of quasi-experimental
designs with major limitations?

2. How does random assignment affect bias?

3. When conducting a pretest–posttest nonequivalent comparison group
design is it possible to know that the groups are equivalent?

4. What differentiates randomized experiments from quasi-experiments?

Application Problems

For each of the following three scenarios (1–3), identify:

a. The independent variables. For each, state whether it is active or attribute.
b. The dependent variables.
c. The specific design name (e.g., posttest-only control group design). If the

approach is quasi-experimental, evaluate its strength.
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1. You are a researcher in science education who is interested in the role of
diagrams in instruction. You wish to investigate whether using diagrams
in place of text will facilitate comprehension of the principles and concepts
taught. To do so, you have developed a 12th-grade physics unit that
incorporates the liberal use of diagrams. You plan to compare students’
knowledge of physics before and after the instructional unit. You will teach
one of your classes using the diagram unit and the other using the text-
only unit.

2. The purpose of this study was to determine whether type of class could
alter attitudes toward persons with disabilities. Two classes at a large
university were studied. One class, “Survey of Human Disease,” placed
emphasis on specific diseases and handicapping conditions. The emphasis
was on how these conditions differed from each other. The other class,
“Handicapped Individual in Society,” placed emphasis on abilities and
did not address how handicapping conditions were different for this
study. A total of 20 different volunteers from each class served as subjects
for this study. At the end of the first semester, all subjects were tested on
the Attitude Toward Disabled Persons Scale (ATDP).

3. A researcher wants to study the effects of social worker support on
homeless peoples’ job attainment. There are two similar mission sites. A
social worker spends a month at one of the sites, but not the other. The
people at the sites did not differ in average age, gender, and education.
At the end of a year, she collects the following data on the two groups
from labor department records for the previous 2 years: monthly totals of
the number of days of employment.

4. Explain the rationale for a randomized experimental design with
matching.

5. Health educators administering a large wellness program are interested
in whether structured classes or support groups seem to have the greater
influence on “healthy” attitudes toward food. Individuals voluntarily
sign up for either the classes or the support groups. Their plan is to
randomly select 30 participants from the classes and 30 from support
groups and (with their permission) to administer an eating attitudes
instrument as a pretest and as a posttest to assess change in attitudes over
time. One of the health educators expressed the concern that taking the
eating attitudes test prior to the course would have an effect on posttest
scores because participants will already be familiar with items on the
instrument and may attempt to provide the “socially desirable” response.
Practice effects would be an issue. What could they do to address this?

6. Describe how a researcher could explore the impact of a new curriculum
on attendance:

a. Using a single group time-series design.
b. Diagram the design and give the specific design name.
c. Why is a time-series design stronger than a similar design that is not

a time-series design?
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7. Subjects are matched in pairs on key attribute variables of test scores and
age, and then the children in each matched pair are randomly assigned
to one of two groups, one receiving the intervention and one receiving no
intervention. What specific type of experimental design is this? Explain.

Notes

1. To simplify the examples in this chapter we have described designs with only one
intervention group and one control group. However, it is common to have more
than two groups.

2. In quasi-experiments, it is better to use the term comparison group rather than control
group because, especially with poor and weak quasi-experiments, there is little that
is “controlled.” For similar reasons, quasi-experiments are labeled “nonequivalent
group designs.”

3. These designs, common in epidemiological research, are referred to as cluster
random assignment designs. The intact units, such as hospitals or schools, are treated
as the participants.
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6
Single-Subject Designs

In this chapter, we describe single-subject designs, a subcategory of quasi-
experimental time-series designs that can be used with one or a few
participants. These single-subject designs have many of the characteristics that
govern traditional time-series designs with groups of participants. They have
numerous repeated measures on each participant and the initiation and
withdrawal of treatment. Traditionally, the data from single-subject designs
had infrequently been analyzed using statistical methods, and when those
methods were applied, they were often unique to these designs. Recently, there
have been increased efforts to apply statistical analyses to single-subject
designs, and some of these analyses have used more traditional statistics. In
addition, efforts have been made to combine results from different single-
subject studies on a similar topic into a meta-analysis to increase general -
izability. The topic of single-subject designs is quite complex and contains too
much material to be covered completely in a single chapter. For those inter-
ested in a complete treatment of the topic, we suggest the text by Kazdin 
(1982). For a clinical perspective on single-subject designs, Ottenbacher (1986)
and Skinner (2013) are recommended. For excellent reviews of the evaluation
of single-subject designs, we recommend Franklin, Gorman, Beasley, and
Allison’s (1997) treatment of the visual analysis and Gorman and Allison’s
(1997) treatment of the statistical analysis.

Single-subject designs became prominent in the field of psychology in the
1960s, resulting in two journals: Journal of the Experimental Analysis of Behavior
and Journal of Applied Behavior Analysis. The rationale for single-subject designs
is explained as follows. In a traditional study using groups, ten participants
might be assigned to receive the treatment, and ten participants do not receive
the treatment. At the end of a particular time period, a comparison is made
between the two groups to determine whether the treatment was successful.
If the group that receives the treatment performs significantly better than the
group that does not receive the treatment, then a judgment is made that the
treatment was successful. Note that only one treatment was given one time to
ten participants, and no treatment was given to the other ten participants.
Participants were measured prior to the intervention and after the intervention.
Now consider a situation where one participant (or sometimes as many as three
or four participants) receives the same treatment ten times, and, in addition,
the treatment is withdrawn over ten different times to the same participant.

Single-subject designs
A subcategory of
quasi-experimental
time series designs
that can be used with
one or a few
participants.



Each participant would be measured 20 times. If each time the treatment was
given, an increase in the desired behavior occurred and, each time the
treatment was withdrawn, the desired behavior failed to occur, one could
conclude that the treatment was successful in increasing the desired behavior.
Since reliability of research results is what is desired for all disciplines, these
early efforts of single-subject designs are admirable.

We describe single-subject designs as time-series designs where an
intervention (active independent variable) is given to very few participants,
four or fewer. In most situations, the independent variable is initiated and
withheld numerous times throughout the study. In some situations, multiple-
baseline single-subject designs for example, the removal of the independent
variable is not necessary for a study to be included as a single-subject design.
Single-subject designs are quasi-experimental designs because they include an
active independent variable but there is no random assignment of participants
to different treatments.

Single-subject designs should not be confused with case-study designs,
which fall under qualitative research methods, where descriptions of partici -
pants in natural settings are the rule. Case studies often are used to describe
an unusual case or to provide more descriptive evidence to support a quantita -
tive study such as a program evaluation.

In this chapter we introduce and provide examples of three types of
single-subject designs: (1) ABAB or reversal designs; (2) multiple-baseline designs;
and (3) alternating treatment designs. We describe each design. Next, we discuss
the methods of observation and the length of measurement periods in single-
subject designs. Then, we discuss the analyses of these types of designs. Last,
we discuss meta-analysis and the generalizability of single-subject designs.

Reversal Designs

Reversal designs, often referred to as ABAB designs, are the original single-
subject designs and are still the most common type of single-subject design.
In these designs, the first A stands for the baseline period, where the participant
is observed for a number of time periods. The key here is that the partici-
pant is observed until the baseline is relatively flat or stable. This is a large
departure from traditional group designs, where the amount of time allotted
to the experimental and control treatments is decided prior to the study. In
single-subject designs, the investigator plots the data for each measurement
period on graph paper to determine whether the behavior during baseline (or
treatment) is increasing, decreasing, or leveling off. The first B period refers
to the first intervention period. After the baseline has leveled off or stabilized,
the investigator initiates the treatment or active independent variable. 
Again, the investigator plots the data from each session to determine the 
effect of the treatment.

One should not stop here because there has been only one baseline and
one treatment phase (AB design). With an AB design, it is difficult to know
whether it is the treatment or some other variable that is making the difference.
Therefore, once the treatment data appear to level off (relatively flat line) the
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investigator withdraws the treatment, and initiates a second A phase. The
investigator observes this phase for several periods (three at the minimum)
until the behavior levels off. Then the investigator initiates the second B or
treatment phase. This completes the minimum reversal design, with two A or
baseline phases and two B or treatment phases. It should be noted that having
two A and two B phases does not eliminate all extraneous variables and that
the more A and B phases inserted, the more convincing is the design of the
study, similar to any time-series design.

What should happen in a typical ABAB single-subject study? Figure 6.1
demonstrates a single-subject ABAB design. One would expect that during 
the initial baseline period (A) there may be some fluctuation of responding, 
but after the first few periods, the participant’s responses (dependent 
variable) should stabilize or level off. During the initial treatment period (B),
behavior should increase (or decrease if the treatment is designed to reduce
an un desirable behavior, e.g., aggression). One would expect this behavior to
continue to increase up to a point and then to level off. Next, during the
withdrawal of the treatment (second A period), the expectation is that per -
formance will decrease (although perhaps not as low as the first A period) and
then will begin to stabilize. When the stabilization has occurred, the
reintroduction of the treatment (second B period) takes place, and performance
should increase above that of all of the preceding phases.

While the previous paragraph spells out the ideal results of an ABAB
single-subject design, things rarely happen exactly as planned. Perhaps the
most common problem involves stabilization of performance for each phase
of the study. First, it often takes time to get a stable baseline. How long should
the investigator wait until the baseline stabilizes? Usually, the baseline 
should stabilize within five or six periods. If the performance is still quite
irregular (i.e., high one day and low the next), then the investigator should
look for external influences to explain why the participant is performing so
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FIGURE 6.1
Hypothetical Data for an ABAB Single-Subject Quasi-Experimental Design.
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irregularly. Sometimes, it just takes a little while to habituate to the setting.
Other problems that may interfere with stabilization may involve reactivity
to the measure of performance. If the measure of performance requires that
an observer be present, this may cause reactivity by the participant.

Although stabilization of the initial baseline is a common problem in ABAB
designs, a second problem is related to treatment withdrawal. Many single-
subject designs institute a treatment that has a permanent effect. If this is the
case, then in the second baseline (A) phase, one would expect that there might
be little or no drop in performance. If there is no drop in performance, then
the expectation is an increase in performance in the second intervention (B)
phase to a level substantially higher than that of the first intervention (B) phase.

The ABAB single-subject reversal design does not necessarily mean that
there should be only two baseline phases and two intervention phases. Most
ABAB designs use at least three A and three B phases, whereas many use quite
a few more. Actually, using only two A and two B phases is the minimum
that could pass for a single-subject study. Additional A and B phases make
the study more convincing, ruling out the influences of extraneous variables.
In addition, the investigator is not limited to just the phases of A and B.
Consider a situation where after the initial A phase, the investigator initiates
a treatment in the B phase. However, the treatment fails to increase
performance above that observed during the baseline period. If this were a
traditional between-groups type of design, the investigator would be stuck
with a study that failed to demonstrate a successful intervention. Instead, in
a single-subject design, the investigator could modify the treatment and
introduce it (C) after the B phase. Thus, the design might be something like

RESEARCH IN THE REAL WORLD

An example of a reversal design with two baseline periods and two
intervention periods can be seen in Figure 6.2 (data modified from Dunlap,
Foster-Johnson, Clarke, Kern, & Childs, 1995), which shows data for one
participant who had severe disabilities. The study examined two dependent
variables at the same time: on-task behavior and problem behavior. The
baseline periods consisted of standard outcomes, whereas the intervention
periods consisted of functional outcomes. Notice that during the baseline
period, the on-task behavior is somewhat higher than the problem behavior
and that both are level for the most part. During the first intervention 
phase, the on-task behavior increases, and then levels off, whereas the
problem behavior is uniformly low. In the second baseline period, the on-
task behavior has decreased to that seen near the end of the initial baseline
period, and the problem behavior has increased to about that seen in the
initial baseline period. During the second intervention, which had only one
session, the on-task behavior increased, and the problem behavior decreased
below the average of the previous period. We return to Figure 6.2 when
we discuss evaluation of single-subject designs.

Level  
Gain or loss from
phase to phase in
time series designs,
including single-
subject designs; also
referred to as change
in level.



ABCAC. It is important to remember that a strength of single-subject designs
is their flexibility. Just as the number of sessions making up any particular
phase is not predetermined, it is not predetermined that there be only A and
B phases.

Multiple-Baseline Designs

Multiple-baseline single-subject designs were introduced more recently than
reversal designs. There were two major reasons for the introduction of
multiple-baseline designs. First, in clinical situations the removal of treatment
often was considered unethical, especially if the treatment appeared successful.
Second, many of these studies were being performed when the patient, in one
form or another, was responsible for the payment of the treatment. In multiple-
baseline designs, in the initial stages of the study, as many as three baselines
may be recorded simultaneously. These baselines may represent responses of
three different participants, responses of three different behaviors of the same
participant, or the responses of the same participant in three different settings.
The key to multiple-baseline single-subject studies is that the investigator
intervenes at a randomly selected time and observes the effect on only one of
the baselines while the other two baselines should be unchanged. This type
of design eliminates the possibility that some other external event was
responsible for altering behavior because it would affect all participants,
settings, or behaviors, not just one.

Multiple Baseline Across Subjects Designs

The most common multiple-baseline design is multiple baseline across subjects.
Its popularity is partially due to the ease of completing this type of study,
especially in a clinical setting. The procedure for carrying out this type of design
is as follows. Initially, the investigator selects three (or perhaps four) different
participants for the study. All three participants are observed concurrently in
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a baseline phase, and their responses for each baseline period are plotted on
a graph (Figure 6.3). Next, the investigator gives the intervention to one of the
participants while continuing to obtain a baseline on the other two participants
at the same time. After a given number of periods, the intervention is started
with the second participant and continued with the first participant while a
baseline is continued for the third participant. Again, after a number of baseline
periods, the intervention is started with the third participant and continued
with the first two participants.
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FIGURE 6.3
Hypothetical Data for a Multiple-Baseline Across-Subjects Design.

RESEARCH IN THE REAL WORLD

An example of a multiple-baseline design across subjects can be seen in a
study by Bambara and Ager (1992), who examined the frequency of self-
directed leisure activities in three adults with moderate developmental
disabilities. The intervention was self-scheduling. The study was similar to
that shown in Figure 6.3. The first participant, P1, had a baseline of 3 weeks
and then received the intervention. Meanwhile, participants P2 and P3
continued to be in the baseline condition. After 3 more weeks, P2 started
the intervention while P3 continued the baseline condition. Finally, P3
received the intervention. A potential problem for this design is contam -
ination if the second or third participant learns about the intervention from
the first participant while he or she is still in their baseline phase. Such
contamination could affect participants’ behavior.



Multiple Baseline Across Behaviors Design

This second type of multiple-baseline design is less popular than the multiple
baseline across subjects design, especially in clinical settings. The procedure
for this type of design is that three different behaviors of the same participant
are targeted for change by the investigator. Instead of recording baseline data
for three different participants as in multiple baseline across subjects designs,
baselines for three different behaviors are recorded concurrently. Then, an
intervention is started with one of the behaviors while baselines continue to
be recorded on the other two behaviors. Next, the second behavior is targeted
with an intervention while the first behavior continues with the intervention.
Last, the third behavior is targeted with an intervention while the other two
behaviors continue to receive the intervention.

For this type of design to be successful, one must assume that the
treatments affect each targeted behavior independently. In other words, when
one behavior is being treated, it is important that the other behaviors are not
affected. On the other hand, if treating one behavior affects the second
behavior, then the design will not be successful because all behaviors will
change at the same time. For example, in the field of occupational therapy,
where most treatments are assumed to be holistic, it is difficult to find behaviors
that would be increased or eliminated by treatments that are independent of
each other. On the other hand, the prominent use of operant conditioning
techniques in the field of special education makes this type of design ideal
because specific behaviors can be targeted without affecting other behaviors.

Multiple Baseline Across Settings Design

This type of multiple-baseline design is similar to the multiple baseline across
behaviors single-subject design. Usually a single participant is used in the
study. However, in multiple baseline across settings studies, a single behavior
is usually targeted, but in at least three different settings. The procedure for
this type of design is that baseline responses are collected on one participant
in three different settings. For example, one setting might be the therapist’s
office or clinic. A second setting might be at the participant’s home. The third
setting might be at the participant’s school. After a number of baseline periods,
intervention could begin at the clinic. During this time, baseline responses at
school and at home would still be recorded. Next, after a few periods, inter -
vention might start at home. Meanwhile, no intervention would be attempted
at school. Last, the intervention at school would be tried. The multiple baseline
across settings single-subject design suffers from some of the same problems
as the multiple baseline across behaviors design. For the design to be successful,
one would expect changes in responding in each setting to be independent of
each other. However, realistically, a therapist would hope that treatment
would generalize across settings, just as it might be expected to generalize
across behaviors. If this is the expectation, then multiple baseline across
behaviors and settings are probably not good designs to use.
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Alternating Treatment Designs

A third commonly used single-subject design is the alternating treatment
design. The term multielement design is also used to describe this design. The
purpose of this design is to compare the impact of two different treatments
within the single-subject design framework. The procedure for this design 
is to establish a baseline on each participant and then to introduce the 
first treatment. Once the responses to this treatment become stable, the first
treatment is discontinued and a second treatment is introduced. After response
stabilization, the second treatment is discontinued and the first treatment is
reinstated. The two treatments continue to be alternated until definitive
response patterns to each treatment can be discerned. The more phases for
each treatment, the fewer data points are required for each phase (Ottenbacher,
1986). Some studies do not implement a baseline prior to the introduction of
the treatment. However, Ottenbacher pointed out that a baseline phase helps
to demonstrate the impacts of the treatments.

One method to strengthen the alternating treatment design is to counter -
balance the order of the treatments among the different participants.
Specifically, after baseline, the first participant would get treatment one and
then treatment two, whereas the second participant would get treatment two
and then treatment one. The major disadvantage of this design, similar to all
within-subject/repeated measures designs, is carryover effects, which is a
good reason to counterbalance the order. Once a treatment is discontinued
there may be transient or permanent changes to the participant that could
influence responses to the second treatment. Therefore, the design is more
applicable for demonstrating the impacts of treatments that do not have
permanent or lasting effects.

RESEARCH IN THE REAL WORLD

Reichow, Barton, Sewell, Good, and Wolery (2010) investigated the use of
weighted vests with three children with autism spectrum disorders (ASD).
Using an alternating treatment design the researchers examined the chil -
dren’s engagement under three conditions: wearing a weighted vest, wearing
a vest with no weight, and not wearing a vest. The conditions were assigned
randomly over 5 consecutive school days, with 2 days of the weighted 
vest, 2 days of unweighted vest, and 1 day of the no-vest condition. A pre-
treatment baseline with the no-vest condition was included with two of the
participants. Results indicated that the weighted vests did not increase
engagement for these participants.

Flexibility and Random Assignment in the Three Designs

Of the three types or categories of single-subject designs already discussed,
the reversal design is the most flexible. If one treatment is not working, why
not modify the treatment? More important, a carefully performed reversal

Alternating
treatment design  
Design which
compares the impact
of two different
treatments within the
single subject design
framework; also
called multielement
design.

Multielement 
design   
See Alternating
treatment design.

Repeated measures
design  
See Within subjects
design.



single-subject design pays close attention to stable baselines. The investigator
has the flexibility to wait within a particular phase of the design until the
response is stable. Alternating-treatment designs also have considerable flexi -
bility to wait for a stable baseline but suffer from carryover effects. Multiple-
baseline designs, on the other hand, have much less flexibility when planned
properly. The key to a strong, well-planned multiple-baseline design is
deciding ahead of time, through random assignment, which of the three parti -
ci pants, behaviors, or settings will get the intervention first and when the
treatment will begin for each participant, behavior, or setting. Random
assignment of the schedule of treatment to a particular participant, behavior,
or setting means that the intervention must go ahead, even if the baseline is
not yet stable, while baselines of other participants, behaviors, or settings might
be quite stable. The random assignment to a particular schedule lends
credibility to the design, but it reduces flexibility considerably. A further
problem with random assignment might be that a particular order of inter -
ventions with behaviors or settings might be considered advisable. For
example, if one is planning a multiple behavior across settings design using
clinic, home, and school, it is doubtful that home or school would be planned
as a target setting before the clinic. However, random assignment precludes
this from happening.

These strengths and weaknesses of the different types of single-subject
designs are based on how much confidence one can have that the interven-
tion (independent variable) caused a change in the dependent variable. Of the
three types of single-subject designs previously described, the multiple-
baseline cat egory appears to be the most convincing. This is because the
random assignment to treatment schedules, if adhered to, rules out many of
the influences from extraneous variables. The other two categories of single-
subject designs—reversal designs and alternating-treatment designs—also
might rule out extraneous variables, but this is contingent upon the number
of reversals that occur, especially because the number of reversals is not
specified ahead of time.

Measurement and Data Analysis

Measurement Periods and Instruments

The number of measurement periods may change between one phase and
another in a reversal design. One should wait until each phase is stable before
initiating or withdrawing treatment. This adds to the flexibility of the design.
On the other hand, each measurement period (session) must be the same 
length of time. Responses cannot be recorded on a participant for half an hour
one day and one hour on the next day. This invalidates the design, because
the number of responses per period or session would have no meaning for
comparison.

A second measurement issue to consider when performing single-subject
designs is that the type of instrument selected could seriously compromise
the study. Each session must yield a score or a number of responses. If there
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are a limited number of responses per session, then the instrument may not
be sensitive enough for the study. There are two popular types of measures
(dependent variables) used in single-subject designs: paper–pencil tests and
behavioral observation.

Paper–Pencil Tests

These types of instruments often are standardized. However, if a decision is
made to use a standardized instrument such as a paper-and-pencil test, then
the length of the instrument and how often it could be used must be determined
so that the participant does not get bored or become unreliable in responding.
Typically, paper-and-pencil tests are used only once a week and usually in
conjunction with some other measure such as observation.

Behavioral Observation

Observation of the participant’s behavior is probably the most common form
of measure in single-subject designs. Certain rules should be followed when
observation is used.

1. It is best to have the observer be someone different from the teacher,
parent, or therapist.

2. It is best to have the observer be as discrete as possible (e.g., passive
observer who is another student in the classroom, or an observer watching
through a one-way mirror.).

3. The critical responses to be judged should be well defined prior to the
study.

4. More than one judge should be used to record the responses.
5. Interrater reliability should be carried out among judges prior to the

study.

Evaluation of the Results of Single-Subject Designs

The early studies using single-subject designs, especially those performed 
with rats or pigeons typically had very stable baselines and intervention
periods. In addition, the number of baseline and intervention periods far ex -
ceeded those that are used in studies with humans, especially clinical studies.
For aforementioned reasons, the early single-subject studies did not use
statistical analysis to convince the appropriate audience that interventions were
successful. Instead, the investigators believed that the graphic displays were
convincing.

Visual Analysis of Single-Subject Designs

When visually exploring a single-subject graph, the key is to look for patterns
in the data, especially as the phases change from baseline to intervention and
back to baseline. Three general criteria are used for visual inspection of single-
subject designs. These criteria relate to the (1) variability of the data points within
a phase; (2) the gain or loss (level) from phase to phase; and (3) the rate of change
(slope) in gain or loss within a phase and between phases.
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The criterion of variability for visual analysis of single-subject designs
refers to the spread of the data points within any particular phase. If one looks
within any particular phase, a line could be fit through the points in the phase.
The amount of distance the points fall from that line is a good measure of 
the variability within the phase. For example, we can see in Figure 6.4 that the
second baseline phase shows a large amount of variability for the problem
behavior yet very little variability for the on-task behavior because the points
are much closer to the dashed line for problem behavior.
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FIGURE 6.4
Mean Level within Each Phase for On-Task and Problem Behaviors.

Gain or loss from phase to phase is labeled level, or change in level. As in
any of the visual criteria for evaluating single-subject designs, one must 
be careful how level is defined. Early definitions (Kazdin, 1982) refer to level
as the change from the last measurement in a phase to the first measurement
in the next phase. This definition of level can be misleading because the first
data point (or any single data point) in a phase may not be representative of
the whole phase. It appears that what most researchers refer to as level is the
mean or average level within a phase. (However, median level also has been
used and would be better if there is an extreme score.) Level provides the
investigator with an indication of how much of a gain or loss occurred due to
the intervention, and change in level between phases can be easily assessed
by subtracting the average of the data points between two phases. Figure 6.4
shows the mean level of each of the first three phases with the best flat or stable
line through the points within each phase.

Unfortunately, it is uncommon for data points to fall along a flat or stable
line within each phase. Thus, the assessment of level is often complicated
because the best-fit line to the data points may have an increasing or decreasing
angle or slope, as shown in Figure 6.5.

Slope or change in slope is the third common criterion used in the visual
evaluation of single-subject designs. Slope refers to the angle of the data points
within a particular phase. In other words, if one were to fit a line through the
data points in any particular phase, this would describe the slope of that phase.
The best-fit dotted lines in Figure 6.5 indicate the slopes for each phase. Slope
is an important criterion to consider when visually examining single-subject

Slope  
The angle of the data
points within a
particular phase of a
single-subject design;
also referred to as
change in slope.

Variability  
The spread of the
data points within
any particular phase
of the study (i.e.,
baseline or
intervention).
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designs because it is common to have a situation where the baseline phase is
increasing or decreasing and the intervention phase also is increasing or
decreasing, but at a sharper angle, indicating that the intervention is in fact
effective. How the slope is determined is one of the problems in the visual
analysis of single-subject designs. Although it is often the case that slope is
assessed by visually fitting the line, more acceptable methods might be a line
fit through least squares regression (see Chapter 22) or a split-middle procedure
using medians. For either of these methods to be successful, a considerable
number of data points must be present.

Statistical Analysis of Single-Subject Designs

Single-subject studies with humans, especially reversal designs, usually have
fewer baseline and intervention periods than animal studies. In addition, the
baseline periods often are shorter and less stable. Perhaps an even greater
problem for visual analysis of single-subject designs is serial dependency
(Parsonson & Baer, 1992). Since single-subject designs are repeated measures
or within-subjects designs—that is, the participant gets measured numerous
times—a problem arises that each data point is usually not independent from
the previous or following data point. In other words, if one knows the value
of a particular data point, the value of the next data point could be predicted.
It appears that serial dependency may cause inconsistency in agreement on
the effect of the intervention in single-subject designs. Considering all of these
problems, there has been an increasing emphasis given to using some form of
statistical analysis in addition to visual analysis. Therefore, investigators using
these designs have resorted to statistical tests to determine whether inter -
ventions have made a difference.

Kazdin (1982) discussed the use of traditional statistical tests, such as a t
test to compare the difference between a baseline and intervention period, or
a single-factor analysis of variance to compare all phases of an ABAB design.
However, he also cautioned that these tests should not be used if serial
dependency existed. Kazdin suggested the use of time-series designs when
serial dependency problems existed. However, the requirement of at least 20
data points per phase brings these types of analyses for human single-subject

90
80
70
60
50
40
30
20
10
0

P
er

ce
nt

ag
e 

o
f 

In
te

rv
al

s

1 2 3 4

Baseline

5 6 7 8 9 10 11 12 13 14 15 16

Intervention

17 18 19 20 21

2nd Baseline

22

2nd Intervention

On-task Behavior

Problem Behavior

FIGURE 6.5
Best-Fit Lines for On-Task and Problem Behaviors with Each Phase.



designs into question because it is seldom possible to have that many data
points. (See McCleary & Welsh, 1992, for a more detailed description of time-
series analyses in single-subject designs.) Nonparametric tests such as the
Mann-Whitney U Test, the Fisher Exact Test, and the Sign Test also have been
suggested when the data are not normally distributed (see Chapter 10 for
discussion of the normal curve).

Randomization tests also have been suggested for use in analysis of single-
subject designs. These tests, because of their inherent simplicity and that they
do not require the assumptions of parametric tests such as the t test or F test,
should be appealing to single-subject designs. Levin, Marascuilo, and Hubert
(1978) demonstrated the simplicity of this type of procedure for an ABAB
design. As we stated earlier, in the traditional reversal design with only two
baseline phases and two intervention phases, the results that would be
expected are as follows. The lowest level of response would be expected in
the first baseline phase. The next lowest level of response would be expected
in the second baseline phase. The first intervention phase should have a higher
level of responding than either of the two baseline phases. The highest level
of responding should be the second intervention phase. This could be depicted
as A1 < A2 < B1 < B2. If one were to hypothesize this outcome and the results
did, in fact, occur in this order, then the probability of this occurrence is 1 in
24, or about .05. The idea is that there are four factorial possible outcomes of
two A phases and two B phases, that is, 4 × 3 × 2 × 1 possibilities, which equal
24. In addition to the predicted outcome there are 23 others, such as A1 > A2
> A3 > A4. While this has been a demonstration of a ranking procedure,
randomization designs are typically used with the actual data. (See
Edgington,1992, for a more in-depth analysis). Interestingly, randomization
statistics applied to single-subject designs apparently have not had the appeal
that was expected.

Generalization and Meta-Analysis of Single-Subject Designs

The problems in generalization for single-subject designs are obvious. The
random selection of one participant, or even a small number of participants,
is unusual because the participants are usually selected because of some
particular behavioral or physical problem. What eventually works for one
client/participant may not work for another.

To solve some of the external validity problems created by single-subject
designs and to increase the scope of knowledge of different intervention areas,
attempts have been made to combine the results of single-subject studies
performed on a similar topic. To combine studies, an effect size from each study
is computed and then averaged among all of the studies. An effect size is
typically a numerical value representing the strength of the relationship
between the intervention (independent variable) and measure (dependent
variable). This averaging of effect sizes across studies results in a meta-analysis,
which is described in more detail in Chapter 17. However, for now, it is
important to point out some of the major issues when combining single-
subject studies for meta-analysis.
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The first, and perhaps largest, problem is that there does not appear to be
an agreed upon effect size among single-subject studies (Gliner et al., 2004).
For example, three major meta-analyses that have been performed with single-
subject studies, Scruggs and Mastropieri (1994), Stage and Quiroz (1997), and
Swanson and Sachse-Lee (2000), all used different indexes of effect size. Studies
describing strengths and weaknesses of different effect sizes have not been
conclusive (Campbell, 2004; Parker & Brossart, 2003; Parker et al., 2005). Of
interest, it appears that more than one effect size, such as both change in level
and change in slope, may be necessary to effectively describe the effects of an
intervention in a single-subject study.

A second issue when combining single-subject studies involves the types
of single-subject designs that can be combined; that is, can the results of
reversal designs be combined with the results of multiple-baseline designs?
Another issue involves combining single-subject studies with group studies.
The effect sizes in single-subject studies appear to be larger and un repre -
sentative of those found in group designs. While combining the results of
single-subject designs appears to have problems, the large number of previous
studies and the use of sophisticated statistical techniques make this an exciting
area for the future of single-subject designs.

Summary

We described single-subject designs as a subcategory of quasi-experimental
time-series designs that can be used with very few participants. Using very
few participants increases the flexibility of the design and leads to completely
different methods of data analysis. These single-subject designs use numerous
repeated measures on each participant and the initiation and withdrawal of
treatment.

We introduced three major types of single-subject designs—ABAB or
reversal designs, multiple-baseline designs, and alternating-treatment designs
—and provided examples. The ABAB design is the most flexible design but
often takes longer to carry out and is dependent on stable baselines. Multiple-
baseline designs are easier to carry out, but to ensure the strength of the design
random assignment to a particular intervention time period must be instituted.
This reduces flexibility in multiple-baseline designs.

The methods of measurement for single-subject designs are usually
observation and paper-and-pencil tests. We discussed their strengths and
weak nesses. Two types of evaluation of single-subject designs are visual
analysis and statistical analysis. One must be cautious when interpreting the
results from a single-subject design study, especially with respect to general -
ization.

Key Concepts

Behavioral observations
Level
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Multiple-baseline designs
Paper–pencil tests
Reversal designs
Slope
Variability

Key Distinctions

Level versus slope versus variability
Multiple-baseline designs: across subjects versus across behaviors versus

across settings
Reversal designs versus multiple-baseline designs
Single-subject designs versus traditional group designs

Interpretation Questions

1. Describe the process of conducting an ABAB design.

2. What is the purpose of a multielement design?

3. What are the problems with conducting meta-analysis with single-subjects
designs?

Application Problems

1. A clinician has been reading about behavioral techniques useful with
young children. She has been referred several children (ages 4–5) with
biting behaviors and wishes to conduct a single-subject design to test 
the effectiveness of this new behavioral treatment. How might she do 
this as a:

a. Reversal design (ABAB)?
b. Multiple baseline across subjects design?
c. Alternating-treatment design?

2. A student in teacher X’s class has been very disruptive in class. The child’s
parents report that this behavior also has been seen at home and in the
after-school day care center. The school counselor designs an intervention
and institutes a multiple baseline across settings design to test the inter -
vention. Teacher X, the parents, and the day care instructor all implement
the treatment and serve as observers of the behavior. Discuss the various
problems with this design. How might the counselor improve the design
to address the problems?

3. Compare and contrast the multiple-baseline designs (across subjects,
across behaviors, and across settings). How are extraneous variables ruled
out in each of the three designs?
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4. A dietician in a wellness clinic returns from a workshop with a new
intervention for motivating healthy eating. He wishes to test this inter -
vention against his current intervention for effectiveness. He also wishes
to test both interventions for those overweight (and trying to lose) and
for those working to maintain their current weight. (He wishes to see
which intervention is most effective with which group.)

a. How might he design this as a single-subject design?
b. What are some of the issues regarding influences of extraneous

variables?
c. How long should he make his measurement periods?

5. An ABAB reversal design is considered to be more flexible than multiple-
baseline designs. Why?

6. What are the advantages of selecting a multiple-baseline across-subjects
design compared with a reversal design?

7. An investigator performs a multiple baseline across subjects design. He
has three participants in the study, labeled A, B, and C. All three parti -
cipants will receive the same treatment. After observing the participants
for 5 days, the researcher decides to start the treatment with participant
B since her baseline was the most stable. After 3 more days, treatment is
instigated with participant C since his baseline is more stable than
participant A. After 6 more days, treatment is started with participant A.
What are the advantages and disadvantages of this method of deciding
the order of treatment?

8. You are conducting a study to determine the effects of a specific treatment
using a single-subject design. You decide to use a reversal design (ABAB).
After five sessions, a stable baseline was established (phase A). You
introduce your treatment during phase B, and after eight sessions there
has been no increase on your measure. You decide to modify your
treatment and introduce the new treatment as phase C. After five sessions
you notice an increase easily visualized on your graph. What should be
your next steps (phases) to rule out the influences of extraneous variables?

9. The following single-subject study is an ABA design. Cathy was having
a difficult time succeeding at her mail-sorting job. Her job coach decided
to try a new cueing system with Cathy, which involved verbal redirects
when Cathy’s attention would get off her work. For the baseline period,
the job coach counted how many letters Cathy could sort in 15 minutes.
After eight measurement periods, Cathy had a stable baseline. Her job
coach then instituted the verbal redirects and measured Cathy for eight
more measurement periods. After this, the job coach stopped the redirects
and measured Cathy for the last eight measurement periods. The measures
for each section are listed as follows:

A B A

50 65 60

60 70 65
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35 70 65

45 75 70

50 80 70

45 80 65

50 85 60

50 90 65

a. Graph the measurements.
b. Describe how variability, level, and slope relate to the graph.
c. Form a conclusion about the study.

10. The following single-subject study is an ABAB design. Brad is a young
man with mental retardation. An occupational therapist (OT) has been
assigned to assist Brad in learning his job. He is at risk of losing his job
because he is forgetting to do certain tasks on a regular basis. The OT
decides to try a self-monitoring checklist with Brad to see if that will help
him keep track of his duties. For 2 work weeks the OT monitors Brad’s
work, counting how many assigned tasks Brad completes without cueing.
At the end of 2 weeks, she decides to start Brad with a checklist and to
count his task completion After 8 work days, Brad seems to be fairly stable
in his work routine. The OT then removes the checklist and monitors Brad
for 10 more work days and counts his task completion. After this period,
the OT reinstates the checklist. The measures for each section are listed
as follows:

A B A B

11 17 14 19

12 18 13 20

13 16 14 22

11 18 15 21

12 17 13 23

9 18 13 22

10 18 14 21

11 17 13 22

12 12 23

9 13 23

a. Graph the measurements.
b. Describe how variability, level, and slope relate to the graph.
c. Form a conclusion about the study.
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7
Nonexperimental Approaches/Designs

These approaches can be differentiated from the experimental approaches
because in the nonexperimental approaches, there is no active independent
variable (intervention), and the researcher does not manipulate or control the
independent variable. Thus, nonexperimental approaches focus on attribute
independent variables (also called measured independent variables). Recall
from Chapter 3 that attribute independent variables are characteristics that
the participants bring with them to the study and are not controlled by the
researchers.

Three nonexperimental approaches use quantitative methods. In addition,
there are qualitative nonexperimental approaches. The quantitative non experi -
mental approaches or designs are associational, comparative, and descrip tive.
The qualitative nonexperimental approaches or designs consist of phenomen -
ological, grounded theory, ethnographic, case study, and narrative research
approaches. Each of these approaches is described in this chapter.

Quantitative Nonexperimental Research Approaches

In this section, each of the three quantitative research approaches is discussed.
We also include comparisons of these approaches with the experimental and
quasi-experimental approaches discussed in Chapters 4–6.

Contrasting the Approaches

Figure 7.1 contrasts key elements of the descriptive, associational, and compara-
tive research approaches with the randomized experimental and quasi-experimental
research approaches discussed in Chapter 5.1 This figure shows that in several
ways the associational and comparative approaches are similar; for example,
they study attribute independent variables and do not use random assignment,
and the investigator does not have control over the independent variables.
Because there is no treatment or intervention, we call them nonexperimental
approaches. Most survey-type research includes comparative and associational
as well as descriptive research questions so it is common for one study to use
all three of these approaches. None of these approaches provide good evidence

Attribute
independent
variable  
An independent
variable that cannot
be manipulated but
which is a major
focus of the study;
studies with only
attribute independent
variables are called
nonexperimental
studies; also called a
characteristic or
measured
independent variable.

Measured
independent
variable  
See Attribute
independent variable.

Nonexperimental
research
approaches  
Research approaches
with at least one
attribute independent
variable and no active
independent variable.



that the independent variable is the cause of differences in the dependent
variable.

Figure 4.1 provided a somewhat different comparison of the approaches
showing how they differ in terms of specific purpose, type of research question,
hypothesis, and typical type of statistic used. Differences among the three
nonexperimental approaches in these respects are discussed in the following
sections.

The Basic Descriptive Research Approach

In basic descriptive research questions, only one variable is considered at a
time so that no statistical comparisons or relationships are made. Of course,
descriptive studies almost always include several variables. We restrict the
term descriptive research to research questions and studies that use only
descriptive statistics, such as averages, percentages, histograms, and frequency
distributions, that are not tested for statistical significance with inferential
statistics.

Also, it is common for the methods section of studies to include some
complex descriptive analyses such as cross-tabulation tables to illustrate, for
example, how many participants of each gender fall into each of several age
groups. Such descriptive tables are not analyzed with inferential statistics.
Figure 7.1 shows that this lack of statistical comparisons or relationships is
what distinguishes this approach from the other four. Of course, the descriptive
approach does not meet any of the other criteria such as random assignment
of participants to groups.

Most research studies include some descriptive questions (at least to
describe the sample), but few quantitative studies stop there. In fact, it is rare
these days for published quantitative research to be purely descriptive. We
almost always examine several variables and test their relationships with
inferential statistics that enable us to make inferences about the larger
population from our sample of participants (see Chapter 16 for an introduction
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Criteria Descriptive Associational Comparative Quasi-
Experimental

Randomized 
Experimental

Random assignment of 
participants to groups by 
Investigator

No groups No (only one 
group)

No No Yes

Independent variable is active No 
Independent 

variable

No
(attribute)

No
(attribute)

Yes Yes

Independent variable is 
controlled by the Investigator

No No No Sometimes Usually

Number of levels of the 
Independent variable

No 
Independent 

variable

Usually 5 or 
more ordered 

levels

Usually
2-4 levels

Usually
2-4 levels

Usually
2-4 levels

Relationships between variables 
or comparison of groups

No Yes 
(relationship)

Yes 
(comparison)

Yes 
(comparison)

Yes 
(comparison)

FIGURE 7.1
A Comparison of the Five Basic Quantitative Research Approaches.

Descriptive
research question 
A research question
where descriptive
statistics are
conducted and
generalization to the
larger population is
not of interest.
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to inferential statistics). However, political polls and consumer surveys are
sometimes interested in describing only how voters as a whole react to an issue
or what products consumers in general will buy. Exploratory studies of a new
topic may just describe what people say or feel about that topic. Furthermore,
qualitative/constructivist research may be primarily descriptive, providing an
in-depth description of a topic or phenomenon. Five qualitative approaches
are described briefly later in this chapter.

The Associational Research Approach

Now, we would like to consider an approach to research where the inde -
pendent variable is often continuous or has many ordered categories, typically
five or more. Suppose that the investigator is interested in the relationship
between giftedness and self-concept in children. Assume that the dependent
variable is self-concept, and the independent variable is giftedness. If children
had been divided into gifted versus not gifted, or high, average, and low gifted
groups, which are a few ordered categories, the research approach would be
the comparative approach. On the other hand, in the typical associational
approach the independent variable, giftedness, would be continuous or have
at least five ordered levels. In other words, all participants would be in a single
group measured on two continuous variables: giftedness and self-concept. A
correlation coefficient could be performed to determine the strength of the
relationship between the two variables (see Chapter 10 and 21). Even a very
strong relationship between these variables does not justify the conclusion that
high giftedness causes high self-concept. Although correlation is the typical

RESEARCH IN THE REAL WORLD

An example of a descriptive study is study five by Oliveira et al. (2013). In
identifying this study as a descriptive study, several things were considered.
All participants were recruited from one university, and were considered to
be members of the same group, university students. There was no
independent variable, such as clinic site or gender, used to split the group
for further analysis. The analyses included only descriptive statistics such
as percentages of the entire group on each of the variables. No comparisons
or relationships using inferential statistics were used. Thus, this study falls
within the scope of the descriptive approach.

Another aspect of this study that makes this study fall in the descriptive
approach is how the results are interpreted. In an inferential study, the results
include a significance, or p, value. The p value tells how confident one can
be when generalizing the results to the larger population. In a descriptive
study, the results are not generalized past the sample that is included in 
the study. The authors of the study by Oliveira et al. (2013) discuss the 
results in relation to the sample and do not generalize the findings. This
can help in identifying the study as a descriptive approach study.

Associational
approach to
research  
Approach in which
two or more usually
continuous variables,
for the same group of
participants, are
related or associated;
is also sometimes
called correlational
approach.
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statistic, it is not the only statistic used so it is better to have a more generally
applicable label (i.e., associational). We discuss the complex (more than one
independent variable) associational approach and some statistics used with it
in some detail later in the text. However, we want to mention here that multiple
regression is a common complex associational statistic that is used when the
question is whether some combination of several independent variables
predicts the dependent variables better than any one predictor alone. For
example, multiple regression is used by schools and companies to determine
the best combination of entrance or application factors, such as test scores,
grades, and recommendations, to predict success in college or on the job.

It is arbitrary whether a study is considered to be comparative or associ -
ational. For example, a continuous variable such as age can always be divided
into a small number of levels such as young and old. However, we make this
distinction for two reasons. First it is unwise to divide a variable that potentially
has many ordered levels into just a few because information is lost. For example,
if the cut point for “old age” was 65, persons 66 and 96 would be lumped
together, as would persons 21 and 64, and persons 64 and 65 would be in
different age groups. Yet persons aged 64 and 65 are likely to be similar, and

RESEARCH IN THE REAL WORLD

Associational studies have predictor (i.e., independent) variables that are
continuous or dichotomous and an outcome (i.e., dependent) variable that
is continuous. The analyses include correlations, bivariate regression, or
multiple regression. The sample is analyzed together, without any grouping
variable.

An example of a study from the associational approach can be found in
study 4 by Tomko and Munley (2013). In this study the researchers were
attempting to predict counseling psychologists’ attitudes toward older adults
based on a number of attribute independent variables. The predictors (i.e.,
independent variables) are attributes, because they all are variables that the
researcher did not control, including age, gender, training and experience
in aging issues, fear of death, and multicultural competence. The most
striking aspect of Tomko and Munley’s (2013) study that identifies it as using
the associational approach is the number of levels of the independent
variables. All of the variables, except for the variable of gender, have five
or more ordered levels; thus, these variables are considered continuous.
The dependent variables were counseling psychologists’ attitudes toward
older adults and clinical judgments and were also continuous. The
participants, counseling psychologists, were analyzed as one group.

The Tomko and Munley (2013) study is a complex associational study
because there were multiple independent and dependent variables. How -
ever, one can see from each pair of independent and dependent variables
that the approach is associational because most of the independent vari-
ables, except for gender, have many ordered levels.



persons 21 and 64 are likely to be different. Second, different types of statistics
are usually, but not always, used with the two approaches.

The Comparative Research Approach

The comparative approach differs from the randomized experimental and
quasi-experimental approaches because the investigator cannot randomly assign
participants to groups and because there is not an active independent variable.
Figure 7.1 shows that, like randomized experiments and quasi-experiments,
comparative designs usually have a few categories of the independent variable
and make comparisons between groups. Studies that use the comparative
approach examine the presumed effect of an attribute independent variable.

An example of the comparative approach is a study that compared two
groups of children on a series of performance tests. One group of children
with cerebral palsy was compared with a second group of children who did
not have such motor problems. Notice that the independent variable in this
study was an attribute independent variable with two levels: with motor
problems and without motor problems. It is not possible for the investigator
to randomly assign participants to groups or to give participants the
independent variable. Thus, the independent variable was not active. However,
the independent variable did have only a few levels or categories, and a
statistical comparison between the two groups could be made.

Note that comparative studies do not meet the criteria for attributing
causality because it is impossible to control for all the other variables that are
extraneous to the study. For example, we might compare the achievement of
10-year-old children who had previously attended Head Start with others who
had not. These two groups of children might differ in many ways (e.g.,
education, ethnic group, economic status) in addition to achievement. A good
comparative study would try to control for some of these by matching or some
other technique, but we could never be certain that the groups were equivalent
in all respects as we could be if random assignment to groups were possible.
Thus, we should not state in our conclusions that this experience caused any
differences in performance that were found. If the results are statistically
significant, we would be able to say that there were significant differences
between the children who had experienced Head Start and those who didn’t,
but we should not conclude that Head Start caused the difference. Note that
the design in this example is sometimes called ex post facto because the effect
of the independent variable, Head Start experience or not, was studied later,
“after the fact.”

You might ask, “Why conduct a comparative study if we cannot make
conclusions about what caused what?” In part the answer is that if you are
interested in attribute independent variables, you have no other choice than
a nonexperimental (comparative or associational) approach. Attributes, in
general, cannot be given or manipulated in a study. Some attributes, such as
self-confidence or anxiety, do vary from time to time, or situation to situ-
ation, so they could be active or manipulated variables. However, in recent
years it is usually considered unethical to do so. Thus, with some exceptions,
we must use the comparative approach if we want to study an attribute of
participants.
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Studies with More than Two Levels of the Independent Variable

In the comparative approach (as well as in the randomized experimental and
quasi-experimental approaches), it is often desirable to have more than two
groups (i.e., more than two levels of the independent variable). An example
from the comparative approach would be a study that compared three groups:
1st-, 3rd-, and 5th-grade students, on some aspect of cognitive development.
Again, this study does not meet the requirements for a randomized experi -
mental or quasi-experimental study because the independent variable is an
attribute of the students and was not manipulated. Note that the independent
variable (grade in school) in this case has three ordered levels.2

It is also possible to compare a relatively large number of groups/levels
(e.g., 5 or even 10) if one has enough participants so that the group sizes are
adequate (e.g., 20 or more in each). However, having more than four groups
is atypical except when the independent variable is nominal (unordered). If
there are five or more ordered levels of the independent variable we recommend
the associational approach that was discussed in the previous section.

Determining the Complete Relationship

A reason for having more than two levels to a single attribute independent
variable is to determine more precisely a relationship between the indepen-
dent and dependent variables. An example involves the relationship between

RESEARCH IN THE REAL WORLD

Study 3 by Economos (2014) utilized the comparative approach. The
participants were split into two groups: those who were enrolled in a
graduate business program and those who were enrolled in a graduate
education program. The researcher could not randomly assign partici-
pants to be in one of the groups since these variables are attributes, or
characteristics that the participants come with when they join the study.
Thus, the independent variable, type of program (either business or
education) was a preexisting attribute and was not controlled by the
researcher. The independent variable of group had only a few levels—in
this case two—that were compared. The five dependent variables were
pedagogical content knowledge, individualized consideration, student–
professor engagement in learning, intellectual stimulation, and deep
learning. All of these dependent variables were continuous.

There were five research questions comparing the differences between
graduate students in business and education on their perceptions of their
learning, utilizing the pedagogical content knowledge, individualized
consideration, student–professor engagement in learning, intellectual
stimulation, and deep learning as the dependent variables. This study is
considered comparative because all of the variables were attributes; the
independent variable was nominal, or dichotomous; and the dependent
variable was continuous.



task difficulty and mastery motivation. Mastery motivation, the dependent
measure, was defined as persistence at a task. Task difficulty was the
independent variable. If the study had used only very easy and very difficult
tasks, the investigators might have found no difference in persistence as shown
in the following graph:
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It would appear that task difficulty did not affect persistence, or that there
was no relationship between task difficulty and persistence. Now consider the
relationship when another level (medium difficulty) was added to the indepen-
dent variable. A more complete relationship is described in the following
graph:

Persistence

x

x x
Low Medium High

Task Difficulty

Notice that adding the third level indicates that there is an inverted U
relationship between difficulty and persistence. Persistence increases as
difficulty increases, up to a point, but then is lower as difficulty gets high. Had
the medium difficulty condition not been included, the actual relationship
between task difficulty and persistence would have been missed.

Although it is often considered desirable to add a third or more level to
a single independent variable that does not change the general design
classification. A study that has two levels is a single-factor design (one
independent variable) with two levels. If we add a third (or more) level, it
would still be a single-factor design; there are just more levels or groups to
compare.

Conceptual Diagram of the Three Quantitative Nonexperimental
Approaches

Figure 7.2 is a schematic diagram of the procedure used for each of the three
nonexperimental approaches. This figure shows how in the comparative
approach a small sample of six participants might be divided nonrandomly
into groups. In the associational and descriptive approaches, all the participants
are in a single group. Note that the descriptive approach does not have an
independent variable.

Single-factor designs 
A design with only
one independent
variable that has two
or more levels.



An Expanded View of the Five Quantitative Approaches

Most published studies are more complex than illustrated in Figure 4.3 and
Figure 7.2. We previously discussed the reasons for having more than two
levels or groups in a comparative (or experimental) study. Published studies
also often have more than one independent variable and frequently use more
than one of the five approaches.

Basic and Complex Research Questions

Remember that the approaches are based on the research questions that are
asked in a given study. Difference research questions are used in the
randomized experimental, quasi-experimental, and comparative approaches.
Associational research questions are found in studies that use the associational
approach. We further delineate difference and associational research questions
into basic and complex questions. Basic research questions are used in studies
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Independent Variable Dependent Variable

Comparative

Sample Assignment Group Attribute IV Avg. Score for Group

Males
1, 2, 3 NR Males (1, 2, 3) Level 1: M O

Females
4, 5, 6 NR Females (4, 5, 6) Level 2: F O

Associational

Sample Scores on Attribute IV  Scores for Each Person

1
2
3
4
5
6

S
S
S
S
S
S

O
O
O
O
O
O

Avg. Score for GroupDescriptive

Sample

No IV O

   Key:   NR – non random assignment
O = observation/score on the dependent variable
S = score on the attribute independent variable

Note. Numbers in parentheses indicate the participants in that group.

1, 2, 3, 4, 5, 6

FIGURE 7.2
Schematic Diagrams of the Three Nonexperimental Research Approaches.

Research question  
Similar to the
research hypothesis,
but does not entail
specific predictions
about the relationship
and is phrased in
question format.



with one independent variable, whereas complex research questions are
answered in studies using two or more independent variables.

Table 7.1 presents the six types of research questions and the number of
variables considered with each. This table expands the overview of research
questions presented in Chapter 3 to include both basic and complex questions
of each of the three types: descriptive, difference, and associational.

Combinations of Research Approaches

Most studies have more than one hypothesis or research question and may
use more than one of the research approaches. It is common to find a study
with one active independent variable (e.g., treatment) and one or more attribute
independent variables (e.g., gender). This type of study combines the
comparative approach with the randomized experimental approach (if the
participants were randomly assigned to groups) or with the quasi-experimental
approach (if there was nonrandom assignment.) Most “survey” research
studies include both the associational and comparative research questions, and
most, using any of the other four approaches, also have some descriptive
questions, at least to describe the sample. Thus, it is common for published
studies to use a combination of three or even more of the approaches.

Qualitative Nonexperimental Research Approaches

There are numerous qualitative approaches to research: the number depends
on which author you consider. For example, Tesch (1990) outlined 28, Miller
and Crabtree (1992) delineated 18, and Denzin and Lincoln (1994) specified
nine approaches. Fortunately, Creswell (2014) simplifies this by describing five
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TABLE 7.1

Summary of Types of Research Questions

Type of research question

1) Basic descriptive questions—1 variable

2) Complex descriptive questions—2 or more variables, but no use of inferential
statistics

3) Basic/Single factor difference questions—1 independent and 1 dependent
variable. Independent variable usually has a few levels (ordered or not).

4) Complex/Multi factor difference questions—3 or more variables. Usually 2 or
a few independent variables and 1 or more dependent variables considered one
at a time.

5) Basic associational questions—1 independent variable and 1 dependent
variable. Usually at least 5 ordered levels for both variables. Often they are
continuous.

6) Complex/Multivariate associational questions—2 or more independent
variables and 1 dependent variable. Usually 5+ ordered levels for all variables
but some or all can be dichotomous variables.



main qualitative approaches based on common types of research conducted
in the behavioral, social, and health science arenas: (1) phenomenological; (2)
grounded theory; (3) ethnographic; (4) case study; and (5) narrative. Each of
these five qualitative approaches is discussed, and an example of a study
illustrating each type of approach is presented.

All of these qualitative approaches are considered nonexperimental
because it would be uncommon for them to have an active independent
variable (i.e., intervention) and rare for random assignment to be used. The
use of inferential statistics with a qualitative approach also would be rare, but
some types of descriptive statistics such as tables and percentages might be
presented.

Although qualitative approaches are outside the scope of this book, they
are described here so that the reader can put them in perspective. In addition,
a pragmatic approach to research would lead a researcher to use whatever
techniques seemed most useful to address the research problem of interest.
Unfortunately for researchers wanting to use methods from both qualitative
and quantitative approaches, qualitative/constructionist researchers have
developed different terminology so it is hard to apply the vocabulary described
in most of this book to these approaches.

The qualitative approaches discussed in this section are most similar to
the descriptive approach already described, but the descriptions in these
approaches would likely be in verbal rather than numerical form and would
be presumed to provide a richer and more nuanced description of the
phenomenon. Some comparisons between groups or associations among
variables might be made, but it is unlikely that they would be done using
inferential statistics. However, similar data collection techniques, such as
interviews and observations, could be used in these qualitative approaches
and in the quantitative approaches. Chapter 13 discusses this overlap.

The Phenomenological Research Approach

The phenomenological approach helps researchers to understand the meaning
participants place onto, for example, events, phenomena, and activities. This
approach answers questions that begin with “how” and “why.” Mainly,
through interviews—although documents and observations sometimes are
used—information is gleaned from participants. The goal of studies conducted
through the phenomenological approach is to be able to explain the essence
of experiences lived by the participants.

An example of a study that could be conducted from the phenomen -
ological research approach is how teachers in an urban middle school feel about
the new administration. The researcher plans to interview the teachers in the
school, hopefully to better understand and describe their perceptions.

The Grounded Theory Research Approach

The grounded theory approach was developed by Glaser, Strauss, and Corbin
(Corbin & Strauss, 2008; Glaser, 1978; Glaser & Strauss, 1967; Strauss, 1987).
The goal of the grounded theory approach is to generate theory from data
collected from participants. A common focusing question used in grounded
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theory from data.



theory studies is, “What is the theory that can be induced from the data?”
Studies accomplished with the grounded theory approach focus on the process,
actions, or interactions experienced by 20–60 participants. Interviews are the
primary means of collecting data.

Using grounded theory, a researcher would first identify the research
problem, for example, why do clients chose a specific provider? Next, because
the goal of grounded theory is to generate a theory, it is important for the
researcher to assess through a literature review whether a theory already exists.
The researcher would then interview clients to ascertain their thought process
regarding choosing a provider. From analysis of the data, the researcher would
hope to identify a theory to answer the research problem.

The Ethnographic Research Approach

Ethnography is a research approach that evolved from anthropology and
sociology. Studies conducted through the ethnographic approach describe a
group of individuals who share the same culture. A common focusing question
in studies done with the ethnographic approach is, “What is the culture 
of this group of people?” To collect data, researchers immerse themselves in 
the culture, using observations, interviews, and documents to understand the
culture.

Most commonly, ethnographies are conducted with cultures different
than the researchers’. Qualitative researchers do not agree on a definition of
culture. In our opinion, as long as the researcher can define the culture under
study, the study can be considered an ethnography. For example, a researcher
may be interested in the gang culture in a large city. The researcher identifies
a gang, observes and interviews the members, and then analyzes the data. It
is common for ethnographies to take a considerable amount of time as there
can be many facets to a given culture. The hope is that the researcher will be
able to better understand the culture of the participants.

The Case-Study Research Approach

Yin (2013) is the father of the qualitative case-study research approach. Some
(e.g., Stake, 2005) believe case studies are not a methodology but a description
of what will be studied. Others, such as Creswell (2014) and Yin believe case
studies are a methodology. The goal of the case-study approach is to develop
deep understanding of a case or cases. Cases are defined by the researcher
but must be bounded by time, place, or context. Multiple types of data are
necessary when using the case-study approach: documents, archival records,
interviews, direct observations, participant observations, and physical artifacts.
Case studies can be explanatory, exploratory, or descriptive.

For example, a researcher may be interested in office politics at a specific
office. First the researcher would need to identify the “case.” In this example
the researcher might choose, as boundaries for the case, the supervisor and
all his or her supervisees. Thus, the participants would be all the employees
under a specific supervisor. Next, the researcher would need to collect as much
data as possible to understand the case. This means that everything within
the case can be considered as opportunities for data, including interviews and
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focus groups, paper work (i.e., documents), observations of participants and
observations made by the participants, and physical artifacts (e.g., worn spaces
on the carpet identifying walking patterns throughout the office).

The Narrative Research Approach

According to Creswell (2014) the narrative research approach explores the life
of an individual. Yet some studies conducted with the narrative research
approach explore multiple people with shared experiences. Most commonly,
with the narrative research approach interviews and documents are the means
of data collection. The goal of this approach is to identify and report stories
from the participants.

An example of narrative research would be a researcher who is interested
in learning more about someone who is running for president of the United
States. In this situation, the researcher would request participation from the
candidate and then would interview the candidate, as well as analyze pertinent
documents. The goal of this research would be to tell a story that reflects the
candidate’s perceptions, thoughts, and experiences.

Summary

Figure 7.1 and Figure 7.2 summarize the key points made in the quantitative
section of this chapter. Note that there are two general purposes of quantitative
research: discovery of relationships and description. Remember that Chapter
2 began with a definition of a research problem as a question about the
relationship between two or more variables. This is the broad sense in which
all the approaches, except the descriptive, seek to establish relationships
between variables.

Both the comparative approach and the quasi-experimental and the
randomized experimental approaches enable us to compare groups. In terms
of more specific purposes, the randomized experimental approach is the only
one whose purpose is to determine or identify causes; however, quasi-experi -
ments help us examine possible causes. Thus, all three of these approaches
use difference hypotheses (as discussed in Chapter 3) and inferential statistics
that test for differences between groups (e.g., t tests and analysis of variance).
Note that there is no distinction between the statistics used in experiments to
determine causes and those used in comparative studies that tell us only that
there is a difference between groups.

The specific purpose of the associational approach includes finding associ -
ations, relating variables, and also making predictions from the independent/
predictor variables to scores on the dependent/criterion vari ables. Although
somewhat of an oversimplification, the associational approach uses a different
type of hypothesis (associational) than the com parative, quasi-experimental,
and randomized experimental approaches.

The five qualitative approaches have substantive differences. The
phenomenological research approach focuses not on the life of an individual
but on understanding a concept or phenomenon. The grounded theory
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approach leads to the development of substantive theory. The ethnographic
research approach leads to a portrait of a cultural group or people, that is, the
recording of human behavior in cultural terms. The case-study approach
involves the in-depth study of a case with clear boundaries (i.e., context- or
time-bound case). And finally, the narrative approach focuses on the life of
individuals. There are some similarities among the five qualitative research
approaches. All five approaches focus on understanding participants and
their perceptions. Furthermore, all five of the qualitative approaches often use
interviews as a means of data collection. Chapter 13 discusses interviews and
other data collection techniques, pointing out that they can be used by both
qualitative and quantitative researchers.

Key Concepts

Basic or single-factor quantitative approaches
Case-study qualitative approach
Ethnographic qualitative approach
Grounded theory qualitative approach
Narrative qualitative approach
Phenomenological qualitative approach
Research questions

Key Distinctions

Active versus attribute independent variable
Difference versus associational versus descriptive research questions
Experimental versus nonexperimental research approaches
Comparative versus associational versus descriptive approach to research
Relationships between or among variables versus description of a variable

Interpretation Questions

1. What type of independent variable must be used with a nonexperimental
approach?

2. How does the comparative research approach differ from the randomized
experimental and quasi-experimental approaches?

3. Considering the five quantitative approaches, how do you determine
which approach to use?

4. Can a single study have more than one approach?
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Application Problems

1. Describe each of the following and provide an original example of each:

a. Descriptive research approach.
b. Comparative research approach.
c. Associational research approach.

2. Compare and contrast experimental versus nonexperimental approaches.

3. What do we mean by qualitative nonexperimental research approaches?

4. Can a researcher combine approaches? Explain your answer. Give an
original example to illustrate.

Choose which quantitative research approach best describes the following
three scenarios. Describe why. Also identify the independent and dependent
variable.

5. A grade school teacher is interested in whether more males or females
use their left hand as their dominant hand. She asks her class of 28
students to write down whether they are right- or left-handed.

6. A study is done to analyze whether a high level of stress (measured on a
0–100 scale) is related to a high level of loneliness (measured on a 0–100
scale).

7. You are interested in the relationship between regions of the United States
(Northeast, Southeast, Midwest, Rocky Mountain West, and the West
Coast) and body mass index.

Notes

1. Figure 7.1 is the same as Figure 4.2, except the nonexperimental approaches are
placed on the left of the figure in the order they are discussed in this chapter. It is
repeated here because it is important for understanding the three nonexperimental
approaches. 

2. This type of study is called cross-sectional, versus longitudinal, because different
children are assessed at each age. If children had been followed from 1st grade
through 5th grade the study would be a longitudinal one.

Nonexperimental Approaches/Designs 119



8
Internal Validity

One of the main objectives of this book is to help students evaluate the quality
or merit of a study. Validity is the general term most often used by researchers
to judge quality or merit. The term validity is used in several somewhat
different ways so we have used modifiers to indicate what aspect of validity
is being discussed and to help keep the several aspects clear. Four uses of the
term validity are shown in Figure 8.1. Notice that research validity is the
broadest term and is based on the other three. This chapter discusses causation
and internal validity, which are dependent in good part on the type of approach
and design, as discussed in Chapter 4 through Chapter 7. Remember that
randomized experiments are the most likely to provide evidence that the
independent variable caused changes in the dependent variable.

Internal Validity
The extent to which
we can infer that the
independent variable 
caused the dependent 
variable.
 

Measurement  Validity
The quality of accuracy of
individual measures or 
scores. The extent to which a
score measures what it was
intended to measure. 

(Chapter 12)

External Validity 
The extent to which the
findings will generalize
to other populations, 
settings, measures, and 
treatments. 

(Chapter 9)

Research Validity
Quality or merit of the whole study

(Chapters 23 & 24) 

(Chapter 8)

FIGURE 8.1
Four Uses of the Term Validity and Where They Are Discussed.

Before examining internal validity in depth, we discuss the criteria for
inferring that one variable caused another to change. Then, we note that the
evaluation of internal validity has two major dimensions: (1) equivalence of
the groups on participant characteristics; and (2) control of extraneous
experiences and environment variables. Next, we describe how to evaluate
the internal validity of a study on these two dimensions. Finally, we discuss

Validity 
General term for the
degree to which the
measurement or study
measures what it
purports to measure.
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the traditional “threats” to internal validity and how each of them fits into the
two major dimensions.

Identifying Causal Relationships

A major goal of scientific research is to be able to identify a causal relationship
between variables. However, there is considerable disagreement among
scholars as to what is necessary to prove that a causal relationship exists. Most
scientists subscribe to a probabilistic statement about the causal relationship
between two variables. Researchers note that even if they cannot identify all

RESEARCH IN THE REAL WORLD

The three necessary criteria for assessing causality include: (1) the indepen-
dent variable must precede the dependent variable, (2) the independent
variable must be related to the dependent variable, and (3) there must be
no other variables that could explain why the independent variable is
related to the dependent variable.

In study 1, the randomized experiment by Carnes-Holt and Bratton
(2014) included the three necessary criteria for assessing causality. The
sequence of the study was, first, participants were administered a survey,
then the random assignment of participants to one of two groups; the
treatment group who were given child–parent relationship therapy, or 
the wait-list control group. Next, the treatment was given, and, finally, the
dependent variables (i.e., children’s behavior and emotional problems, and
parental empathy) were measured. Thus, the independent variable (treatment
or wait-list) did precede the dependent variable, satisfying this first criterion.
Was there a relationship between the independent variable and the
dependent variable? The results showed a statistically significant decrease
at the end of the study in problem behavior in children for the participants
in the treatment group. Furthermore, the results showed a statistically
significant increase in parental empathy. Therefore, the researcher satisfied
the second criterion for stating that the independent variable was a cause
of the change in a dependent variable. Were extraneous variables ruled
out? The researcher randomly assigned participants to the two groups so
the groups were presumed to be equal prior to the introduction of the
treatment, and the groups were treated identically during the study except
for whether they were given the counseling. If there was a change in the
dependent variable for the participants that received the counseling and no
change for the participants that did not receive the counseling, it is unlikely
that some other variable was responsible for any change in the dependent
variable. Thus, all three criteria for identifying a causal relationship were
satisfied but extraneous experiences are a possibility.
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the causes or the most important causal factor of an outcome, they can identify
a particular variable as one (or a partial) cause, when the approach was a well-
controlled randomized experiment.

Three criteria for causality are necessary for postulating that an inde pend -
ent variable caused a change in a dependent variable. First, the independent
variable must precede the dependent variable. Second, the independent variable
must be related to the dependent variable. And third, there must be no other
variables that could explain why the independent variable is related to the
dependent variable.

In purely descriptive studies there is no independent variable and no
attempt to find relationships (causal or otherwise) between variables so the 
issue of causal relationships is not relevant. The quasi-experimental, compara-
tive, and associational approaches all attempt to identify relationships between
variables. In published studies, these three approaches usually satisfy the second
criterion; the independent variable is related to the dependent variables. The
first criterion, the independent variable precedes the dependent variable, also
is often met, especially in quasi-experiments. However, when the approach is
comparative or associational the sequential order may not be clear. In Chapter
7 we used the example of studying the relationship between giftedness and
self-concept; it would be difficult, if not impossible, to know whether children’s
high self-concept preceded or followed their being gifted. Likewise, in a study
of the relationship between the extent of a parental practice, such as spanking,
and amount of child aggression, we usually assume that parent behavior
preceded and caused the child’s behavior, but the reverse is possible and there
may be reciprocal effects. The third criterion for causation, ruling out other
possible explanations, is never possible in the comparative and associational
approaches and is problematic in all but the strongest quasi-experiments.
However, some things can be done to control for extraneous variables.

In this chapter we show that the degree to which a study meets the three
conditions for inferring causation is based on the strength of the design and
internal validity. In the next section we define internal validity, discuss how
it is related to the issue of causation, and describe how to evaluate it.

Evaluating Internal Validity

What Is Internal Validity?

Cook and Campbell (1979) defined internal validity as “the approxi-
mate validity with which we can infer that a relationship is causal” (p. 37).
Internal validity depends on the strength or soundness of the design and
influences whether one can conclude that the independent variable or
intervention caused the dependent variable to change. Although internal
validity is often discussed with respect to randomized and quasi-experiments,
we think the concept also applies to research with attribute independent
variables (i.e., to nonexperi mental studies).

We group issues relevant to the evaluation of internal validity into two
main types: (1) equivalence of the groups on participant characteristics (e.g.,

Internal validity
The degree to which
the researcher can
infer that a
relationship between
independent and
dependent variables
is causal.



equivalence of the intervention and comparison groups prior to the intervention);
and (2) control of extraneous experience and environmental variables. In this
section, we discuss these two aspects of internal validity and how to evaluate
them.

Equivalence of Groups on Participant Characteristics

In research that compares differences among groups, a key question is whether
the groups that are compared are equivalent in all respects prior to the
introduction of the independent variable or variables. Using the randomized
experimental approach, equivalence is approximated through random
assignment of participants to groups, if there are at least 30 in each group.
Random assignment, which is characteristic of randomized experiments but
not quasi-experiments, is the best way to ensure equivalent, or at least
unbiased, groups. However, in quasi-experimental, comparative, associational
and descriptive research, random assignment of participants to groups has
not or cannot be done.

Equivalence of Groups in Quasi-Experiments

Methods such as random assignment of treatments to similar intact groups,
matching, or checking for pretest similarity of groups after the study are
attempts to make the groups similar. Even if one or more of these methods to
achieve group equivalence is done, total equivalence can never be achieved
unless there was random assignment of participants to groups. That is why
the specific quasi-experimental designs described in Chapter 5 are labeled
nonequivalent groups designs. (Even in randomized experiments there may be
some pretest differences, but they will be due to chance, not bias.)
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In study 2, the quasi-experimental study by Arthur and Hardy (2014), the
researchers investigated the effectiveness of a transformational leadership
intervention with an infantry recruit training establishment. There were two
groups, one that received the intervention and one that did not receive the
intervention and was in the control group. The researchers were not the
ones who decided which group would receive the intervention. Therefore,
the researchers utilized a pre-test in order to assess whether the groups were
similar prior to the intervention. This was an important step since the
researchers were not able to decide which group received the intervention,
the pre-test let the researchers know that the groups were similar before
administering the intervention. Knowing that the groups were similar at the
beginning allowed the researchers to know that any change in the scores
from pre- to posttest probably would be from the intervention and not from
the groups being different.

Random assignment
of treatments  
Used in quasi-
experimental studies
where random
assignment of
participants to groups
is not possible;
instead, the treatment
(experimental, usual,
or none) is randomly
assigned to groups.



Equivalence of Groups in Comparative Studies

Groups based on attributes (e.g., age, gender, diagnostic category, and
giftedness) are seldom close to equivalent on other participant characteristics.
For example, older persons are more likely to have physical ailments, slower
reaction times, and more varied experiences than younger persons. These other
uncontrolled characteristics lead to problems in internal validity. Several
techniques can be used to make the groups more similar, at least on some key
variables, but they never produce equivalence on all important variables.

Matching of participants on characteristics other than the independent
variable is another method of approaching participant or group equivalence.
This technique is especially popular in the comparative approach, where a
“diagnostic group” is compared with a “typical” group. For example, a study
might compare persons with multiple sclerosis to an equal number of persons
without the diagnosis to assess motor and intellectual functioning. Before the
study, they could match the participants on age, gender, and education. If
participants are not different with the exception of the diagnosis, then the
authors could conclude that differences between the two groups might be
attributed to the disease.

Often in comparative studies, investigators check after the study is over
to see how well matched the groups were with respect to demographic
measures collected during the study. If the groups are similar, some degree of
internal validity is shown.

Equivalence in Associational Studies

If the research approach is associational, there is only one group. Thus, it might
seem that equivalence of the groups would be not applicable. However, we
think that it is important to emphasize that the associational approach does
not provide evidence of causation no matter how strong the statistical
association.

We propose that in the associational approach, equivalence of participant
characteristics comes down to the question of whether those who score high
on the independent variable of interest are similar to those participants who
score low in terms of other attributes that may be related to the dependent
variable. For example, if the independent variable was education and the
dependent variable was later income, we should not interpret a high correlation
as indicating that more education causes a higher income. It is likely that the
highly educated participants may differ from the less educated in terms of
other possible causal factors such as IQ, parents’ education, and family social
status. If the high scorers are not equivalent to the low scorers in terms of such
variables, the researcher could statistically control for some, but never all, of
the variables on which the high and low participants are unequal. This is one
method of achieving some degree of internal validity within the associational
research approach.

Although the comparative and associational approaches are limited in
what can be concluded about causation, they can lead to strong conclusions
about the differences between groups and about associations between vari -
ables. Furthermore, if the focus of the research is on an attribute independent
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variable, nonexperimental approaches are the only ones available. The descrip -
tive approach, as we define it, does not attempt to identify causal rela tion -
ships or, in fact, any relationships. It focuses on describing and summarizing
variables.

Control of Extraneous Experience and Environment Variables
(Contamination)

This dimension of internal validity includes the effects of extraneous (variables
other than the independent or dependent variables) experiences or environ-
mental conditions during the study. Thus, we have called this internal validity
dimension control of extraneous experience and environment variables. Cook
and Campbell (1979) addressed this problem, in part, when discussing threats
to internal validity that random assignment does not eliminate. Many of these
problems occur because some participants gain information about the purpose
of the study while the study is taking place.

One aspect of this dimension has to do with whether extraneous variables
or events affect one group more than the other. For example, if students learn
that they are in a control group, they may give up and not try as hard,
exaggerating differences between the intervention and control groups. Or the
opposite could occur: Students in the control group might overcompensate,
eliminating differences between the two groups.

In the associational approach, the issue is whether the experiences of the
participants who are high on the independent variable are different from those
who are low on the independent variable. Control of extraneous experiences
and the environment depends on the specific study, but it is generally better
for randomized experiments and for studies done in controlled environments
such as laboratories or inpatient facilities.

Rating the Two Dimensions of Internal Validity

A good study should have moderate to high internal validity on both
dimensions of internal validity (equivalence of groups on participant
characteristics and control of extraneous experience/environment variables).

RESEARCH IN THE REAL WORLD

In study 4, the associational study by Tomko and Munley (2013), the
researchers investigated psychologists’ attitudes and judgments towards
older adults. In this study there was only one group of participants, that of
the psychologists. The group was not divided in any way, and all analysis
was conducted with the variables from the entire group. Because there is
no treatment or control group, this study is limited to what can be concluded
about causation. This study does give us information about associations
among the variables, which can be important when the research is interested
in understanding a group of participants as a whole.

Equivalence of
groups on
participant
characteristics  
The degree to which
the groups that are
compared in a study
are equivalent in all
respects prior to the
introduction of the
independent
variable(s);
equivalence is
assumed to be the
case in experiments
with random
assignment to groups
and where each
group size is 30 or
more.

Control of
extraneous
experience/environ
ment variables   
Dimension of internal
validity that deals
with the effects of
extraneous (variables
other than the
independent or
dependent variables)
experiences or
environmental
conditions in the
study; also called
contamination.



126 Quantitative Research Approaches

If not, the author should, at the very least, be cautious about saying that the
independent variables influenced, impacted, or caused the dependent variables
to change.

To evaluate internal validity, we use the two rating scales in Figure 8.2.
The key to obtaining a high rating on the first scale is random assignment of
participants to the groups (e.g., experimental and comparison groups). If
random assignment was not or could not be done, were there attempts to make
the groups similar or at least to check their similarity after the study? Good
retention (a low attrition or dropout rate during the study) is also part of this
first rating as is whether the attrition was similar for the groups.

Randomized experimental designs conducted in a laboratory usually
control experiential and environmental variables well and would receive high
ratings on the second rating scale. However, in quasi-experimental designs,
and especially in the comparative and associational approaches, such
experiences may be inadequately controlled.

Traditional Threats to Internal Validity

Shadish, Cook, and Campbell (2002) proposed a long list of “threats” to
research validity. The labels of these threats are confusing and more complex
than necessary for an understanding of internal validity. Another issue with
the threats to internal validity is that they only emphasize design problems that
might result. In other words, the threats tell you what is wrong. They do not
necessarily provide advice about how to correct the problem.

On the left hand side of Table 8.1 there is a list of threats to internal validity
as described by Shadish et al. (2002). We have added a column for our
suggested names, and we show how these threats fit into the two main types
of threats already described and rated in Figure 8.2.

Shadish et al.’s (2002) Threats Related to Equivalence of Groups

Statistical Regression

Sometimes the purpose of a quasi-experimental study is to benefit a particular
group that, before an intervention, is well above or below average (i.e., the
design uses extreme groups). For example, children who score in the lowest 10
percent on some measure might be compared with a nonclinical group. What
can happen is that the scores from the low group improve relative to the scores
on the pretest even without the intervention. Because these scores were low
to start with, children may move or “regress” toward the mean of all scores
due to measurement error or unreliability in the dependent variable. Note that
reliability is always less than perfect. Because the pretest is used in the
screening, only children who score low on the pretest are selected to be in the
“clinical” or extreme group. However, because there is measurement error,
some of the students selected to be in this extreme group probably were having
a “bad day” and should not actually or usually be that low. Hence, when tested
a second time (posttest), their “true score” is more apt to be reflected, and it

Statistical regression 
The tendency for
respondents who
score low on a
measure to get
somewhat higher
scores on the measure
with subsequent
testing, and the
tendency for
respondents who
score high on a
measure to get
somewhat lower with
subsequent testing.

Measurement Error 
See Error.
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INTERNAL VALIDITY

Equivalence of Groups on Participant Characteristics

Based rating on:
a)     Were the participants randomly assigned to the groups? 
b)     If not, were there adequate attempts to make groups similar (e.g. ANCOVA) or check similarity on a
        pretest? 
c)     If no randomization, were there adequate attempts to make groups similar or check similarity on other
        key variables? 
d)     Was retention during the study high and similar across groups?

LOW MEDIUM HIGH

Groups very different,
marked differential attrition

Some attempts
to equate groups or groups

found to be similar 

Random assignment
to groups and low attrition 

Control of Experiences and Environment Variables (Contamination)

Base rating on:
a)     Was the study conducted in a controlled environment (e.g., a lab)?
b)     Were extraneous variables that could affect one group more than the others controlled? Did the
        groups have the same type of environment?  
c)     Was there a no treatment group (placebo) or usual treatment group?
d)     Were extraneous variables that could affect all groups and obscure the true effect controlled?
e)     Were attempts to reduce other extraneous influences adequate?

LOW MEDIUM HIGH

Extraneous variables
not controlled, no comparison group

(field setting)

Attempts to control
Experiences and 

environment

All extraneous variables
controlled, eliminated or
balanced (controlled lab) 

FIGURE 8.2
Rating Scales to Evaluate the Internal Validity of a Study.

TABLE 8.1

Threats to Internal Validity

Shadish, Cook, and Campbell Our terms

Equivalence of groups

Statistical regression Use of extreme groups

Attrition or mortality Participant dropouts or attrition during the study

Selection Bias in assignment to groups

Control of extraneous variables

Maturation Changes due to time or growth and development

History Extraneous environmental events

Testing Repeated testing, carryover effects

Instrumentation Instrument or observer inconsistency

Additive and interactive threats Combinations of two or more threats

Ambiguous temporal precedence Did the independent variable actually occur
before the dependent variable?



would seem to be an increase from the pretest. However, the investigator
would not know whether the posttest score was due to the intervention or the
statistical problem of regression to the mean. In a classic article, Campbell and
Kenny (1999) discussed regression artifacts due to selecting extreme groups
and several other related problems.

Attrition (Previously Called Mortality)

This threat refers to participants’ attrition from the study. Problems are created
if the percentage of participants who drop out is large, if there is differential
loss between or among groups, or both. High attrition (dropouts) could lead
to a biased posttest score, especially if either the intervention or the control
condition prompts participants to drop out. For example, if the intervention
is found by participants to be onerous or not effective, they may quit the study.
On the other hand, if participants know they are in the control condition and
feel cheated, they may withdraw. Attrition is also a potential problem in
comparative and associational studies where participants are followed
longitudinally over time. Attention to participants’ needs and maintaining
frequent contact with them can be helpful in reducing attrition.

Selection Bias

We call this threat participant assignment bias because the problem arises
from how participants were assigned to a particular group (comparison or
intervention), not from how they were selected (sampled) from the population.
Problems are created when participants are not randomly assigned to groups,
even if a pretest suggests that the groups are similar. The extent of this
problem, however, depends on whether there was biased selection/assignment
of participants into the groups. There is usually some bias in quasi-experiments;
the comparative and associational approaches, by definition, have biased
groups.

Shadish et al.’s (2002) Threats to Control of Experiences and the
Environment

Maturation

The internal validity threat called maturation happens when participants in
the study change as a function of time, such as from the pretest to the posttest
in the case of randomized experimental and quasi-experimental research.
Some of these changes could be due to growth, but other changes are not due
to physical maturation. For example, psychiatric patients may get better over
time without any treatment. The maturation threat can make it difficult to
determine whether it was the intervention or something else related to time
that led to the difference in the dependent variable.

History

This threat, which we call extraneous environmental events (also referred to
as history), occurs when something other than the independent variable
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Participant
assignment bias 
Also referred to as
selection bias,
participant
assignment bias are
problems that may
arise from how
participants were
assigned to a
particular group
(comparison or
intervention).

Extraneous
environmental
events 
Also referred to as
history, occurs when
something other than
the independent
variable happens
between the pretest
and the posttest,
especially if it
happens to only one
group.

History 
See Extraneous
environmental events.

Mortality   
See Experimental
mortality.

Attrition   
See Experimental
mortality.



happens between the pretest and the posttest, especially if it happens to only
one group. Consider a situation in which you are interested in the effect of a
particular type of curriculum, but during the period that your intervention 
is taking place, students are exposed to information on the merits of your
method. Because of the extraneous environmental events threat, it cannot be
concluded it was your method and only your method that made the difference
in the study.

Testing

This threat most often occurs when the investigator uses repeated testing or a
pretest and a posttest in the study and the two are identical or similar, resulting
in a possible carryover from the pretest that might alert the participants about
the study and how they should behave. Or, if the study involves learning, the
pretest may include information that is on the posttest. It would be difficult
to separate what was learned from the pretest from what was learned from
the intervention.

Instrumentation

When using the same pretest and posttest in a research design, it is possible
that there could be inconsistency and the scoring of the test may change,
especially if the interval between the pretest and the posttest is relatively long.
For example, there could be a calibration drift in an instrument that is used to
record reaction time or physiological measures, such as heart rate. Even slight
changes will prevent the investigator from concluding whether the change was
due to the intervention or to the change in calibration. A common problem
involving the instrumentation threat is when the pretest and posttest
measurements involve raters. It is not uncommon for people to change their
criteria over time. Even worse, one or more of the raters may leave the study
and have to be replaced with different raters. Repeatedly establishing high
interrater reliability is one method of circumventing this problem.

Additive and Interactive Threats

The impact of any one of the preceding threats can be added to one or more
of the other threats. Or the impact may depend on (i.e., interact with) the level
of another threat. Thus, combinations of the threats can be a problem.

Ambiguous Temporal Precedence

Remember that the first criterion for determining cause is that the independent
variable (intervention) must precede the dependent variable (outcome or
posttest). Occasionally this is unclear in quasi-experiments; it is often a problem
in associational studies and sometimes is a problem in comparative studies.
For example, if an associational study found a relationship between maternal
depression and infant mastery behavior, it would not be clear which variable
came first. The authors might assume that maternal depression influenced child
behavior, but it is plausible that infants who don’t seem to be developing well
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Testing 
A threat to internal
validity, when the
investigator uses
repeated testing or a
pretest and a posttest
in the study and the
two are identical or
similar, resulting in a
possible carryover
from the pretest that
might alert the
participants about the
study and how they
should behave.

Instrumentation 
A threat to validity,
when using the same
pretest and posttest in
a research design, 
it is possible that
there could be
inconsistency and the
scoring of the test
may change,
especially if the
interval between the
pretest and the
posttest is relatively
long.

Additive and
interactive threats 
The impact of any
one of threats to
validity can be added
to one or more of the
other threats.

Ambiguous
temporal
precedence 
One of the threats to
internal validity,
ambiguous temporal
precedence is when it
is unclear if the
independent variable
precedes the
dependent variable.



could cause an increase in mothers’ depression. The effect may actually be
bidirectional or cyclical. When the temporal order of the variables is unclear,
causation can not be established and internal validity should be rated as low.

Other Threats That Random Assignment Does Not Eliminate

Most of these threats occur because of contamination. Participants in different
groups communicate or gain information intended for another group while
the study is taking place. As mentioned earlier, if participants learn that they
are in a control group, they may become resentful or demoralized and not try
as hard, exaggerating differences between the intervention and control groups.
Or the opposite may occur, and persons in the control group may over -
compensate or imitate the experimental group, eliminating differences between
the groups.

Likewise, expectation effect, sometimes called Hawthorne effects, might
make the treatment appear more powerful than if the patients in the
intervention condition did not expect good results from a new treatment. One
method of preventing expectation effects is to design the study so that the
participants don’t know (i.e., they are masked) whether they are receiving a
treatment. Use of a placebo (no-treatment) control group can help the researcher
estimate and control for no-treatment effects. Participants in a placebo group
may improve somewhat because they know that they are in a study that might
be helpful to them. Use of a placebo control group is possible in some studies,
but it raises ethical questions. So, “treatment as usual” for the control group
may be a good alternative as long as the participants in the control group do
not think they are missing out.

Observer or experimenter bias is another problem; this can be dealt with by
“double masking,” that is, making both the participant and the tester or
evaluator unaware of who is receiving the intervention. Masking of the
treatments from the evaluator is often difficult with behavioral interventions,
but, at the least, the evaluator should not be someone who has a stake in the
success of the treatment.

Summary

The focus of this chapter is on internal validity, which is the extent to which
we can infer that a relationship is causal. There are three criteria for inferring
a causal relationship. First, the independent variable must precede the depen-
dent variable. Second, the independent variable must be related to the
dependent variable. Third, there must be no other variables that could explain
why the independent variable is related to the dependent variable. We describe
two main dimensions used to evaluate internal validity: (1) the equivalence
of the groups on participant characteristics (e.g., equivalence of the intervention
and control groups prior to the intervention); and (2) control of extraneous
experience and environmental variables. The chapter concludes with a
discussion of the traditional threats to internal validity and how they fit into
our two main evaluative dimensions.
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Key Concepts

Cause or inferring causation
Control of extraneous experience/environment variables
Equivalence of groups on participant characteristics
Internal validity
Traditional threats to internal validity
Validity

Key Distinctions

Internal validity versus research validity

Interpretation Questions

1. What are the three types of research validity?

2. In your own words, define internal validity.

3. What threats are not eliminated by using random assignment?

Application Problems

1. Match each research example with the traditional threat to internal validity
that it contains. How could the design be modified to reduce the threat
in each example?

a. Maturation
b. History or environmental events
c. Repeated testing
d. Instrumentation
e. Selection (assignment)
f. Mortality or attrition
g. Statistical regression

___ A control group takes a pretest about social studies knowledge. Some
of them are intrigued and decide to read up on the topic before the
posttest.

___ The research assistants become bored and don’t do their observations
as carefully near the end of the study.

___ An experiment is conducted to assess a new history teaching method.
School districts that volunteer serve as the experimental group and
those that don’t volunteer serve as the control group.
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___ A researcher is interested in the long-term effects of an election on
the political attitudes of voters. Prior to the election, the views of 100
voters are assessed. Afterward the researcher is able to reassess the
attitudes of 74 voters.

___ An event other than the manipulation of the independent variable
occurs between the pretest and the posttest.

___ At the start of the school year, the math achievement of a group of
children is assessed. They have improved scores at the end of the year
after being exposed to a new math program.

___ A psychiatrist selects a group of patients with very serious symptoms.
After 1 month of therapy, the patients have markedly improved.

Using this chapter and Chapter 4, answer the following for studies 2–5:

a. What research approach was used?
b. Evaluate internal validity by (a) rating the equivalence of the groups

on participant characteristics; and (b) evaluating the control of
extraneous experience and environmental variables.

2. Researchers were interested in effects of different types of television
programming on the aggressive behavior of preschool-aged children.
Children from a preschool were randomly assigned to spend 30 minutes
viewing one of two different types of television programming. One group
watched violent animated cartoons such as Power Rangers, and in an
adjacent room the other group watched programming that modeled
prosocial behavior such as Barney. During the hour after the viewing,
aggressive acts initiated by individual children from both viewing groups
were counted by observers. They compared the two groups on number
of aggressive behaviors.

3. In this study, the researchers were interested in comparing the way three
types of reinforcement affected the conditioning of children to use the
word they when making up sentences. Subjects were brought to the lab
and then randomly assigned to three groups: (1) Children in the “material”
reinforcement condition received an M&M candy immediately after using
the word they at the beginning of a sentence; (2) Children assigned to the
praise condition were reinforced by the experimenter’s saying good; and
(3) Children in the symbolic reinforcement condition were simply given
a plus mark.

4. A professor wants to know whether student anxiety (on an anxiety
inventory with scores from 1 to 10) influences test performance scores on
the midterm exam.

5. The organizers of a required week-long graduate course were interested
in which one of two teaching/training approaches was most effective. Two
sections of the course (on trauma assessment and intervention) were
taught. One teacher used a traditional structured didactic approach. The
other teacher used a new approach/curriculum, incorporating a high
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proportion of experiential components. One section met in the afternoon
and the other section in the morning. Students could sign up for either
session. However, the instructors were unknown to the students, and the
students had no prior awareness of the differing approaches/curriculums.
The sections were of equal size and the students were demographically
similar. Students were pretested to assess their prior knowledge, and at
the end of the course students were tested on the content of the course.
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PART III

Sampling, Measurement, 
and Data Collection
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9
Sampling and Introduction to 
External Validity

What Is Sampling?

Sampling is the process of selecting part of a larger group of participants with
the intent of generalizing from the sample (the smaller group) to the popula-
tion (the larger group). To make valid inferences about the population, we
must select the sample so that it is representative of the total population.

Political pollsters and market researchers have developed and refined the
process of sampling so that they are usually able to estimate quite accurately
the voting or purchasing intentions of the population of the United States from
samples as small as several hundred participants. We are all familiar with
public opinion and voting surveys, usually done by telephone interviewers
who may use random-digit dialing techniques to select the persons whom they
choose to call. If the questions are clear and the participants answer them
truthfully and accurately, a random sample of approximately 1,000 participants
is enough to predict, within ±3 percent, what the whole population of the
United States would say or feel about a certain issue.

You may be familiar with the Nielsen television ratings, which are based
on information gathered about the TV viewing of a few thousand repre -
sentative households. These ratings are then extrapolated to indicate the
percentage of the total TV viewing population of the United States that would
have watched a certain show, and this determines advertising rates. A similar
Nielsen system was developed to assess the specific shopping behaviors of a
sample of American consumers who actually scanned the bar codes on the
items they purchased so that Nielsen could report information to manu -
facturers not only about the number and types of items purchased but, perhaps
more importantly, also about profiles of the people who were doing the
buying.

With a few notable exceptions, these modern survey techniques have
proven to be useful and accurate in predicting or reporting information about
the attitudes and behaviors of the American public. Historically, however, there
have been a number of examples of major miscalculations that can be traced
in part to inadequate sampling techniques. One of the often cited examples is
that of the grossly erroneous prediction, by a Literary Digest poll and based

Sample  
General term for the
selected part of a
larger group of
potential participants
taken with the intent
of generalizing from
the smaller group or
sample to the
theoretical
population.

Population  
The larger group of
interest for the study
and from which the
sample is drawn.



on a very large sample of several million respondents, that Franklin Roosevelt
would lose the 1936 presidential election, when, in fact, he won by a landslide.
One of the problems with this poll was that the sample was selected from
automobile registrations, telephone directories, and other related sources. This
led to oversampling of affluent and higher educated individuals who were
not representative of the voting public, especially during the middle of the
Great Depression. In addition, only about 20 percent of the selected sample
actually returned their questionnaires. This example illustrates the point that
the representativeness of the sample is more important than its size, not only
for marketing or election purposes but for academic research as well. Fowler
(2009) and Fink (2013b) are good sources of information about sampling and
survey research methods.

Advantages of Sampling

Selecting less than the total population is an advantage for researchers for
several reasons. First, it is less expensive to interview, observe, or send surveys
to a smaller group of people than to a large number. Second, it clearly takes
less time to study a sample of participants than it would to study a whole
population, especially if the people are observed or interviewed individually.
Third, better quality control can be obtained if one has a reasonable amount
of time to devote to the assessment of each participant rather than trying to
spread oneself too thin over a larger group.

Key Concepts of Sampling

To have an understanding of sampling as it actually takes place in the research
reported in the social science and education literature, key concepts must be
defined. Figure 9.1 helps to visualize several of these key concepts and the
relationships among them.

• Participants, cases, or elements: These are the people or objects or events
that are of interest in a particular study. In the social sciences the
participants are usually individual people, but they also could be groups
of people such as married couples, siblings, families, teams, and schools.
Although less common, the cases could be animals, such as white rats, or
events, such as television programs or car accidents. In Figure 9.1, high
school teachers are the participants.

• Theoretical or target population: This includes all of the participants of
theoretical interest to the researcher and to which he or she would like to
generalize. Examples of theoretical populations are as follows: all high
school teachers in the United States (Figure 9.1), all 3rd-grade children in
the United States, all Hispanic males in the Southwest, or all women over
80 in the world. It is rarely possible to study or even to sample such large
target or theoretical populations for both economic and practical reasons.
We usually do not have access to such broad groups, especially if we are
attempting to observe or measure them in a face-to-face situation.
Unfortunately, the theoretical population is usually not specified in
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Target population   
Includes all of the
participants of
theoretical interest to
the researcher and to
which s/he would like
to generalize.

Theoretical
population   
See Target
population.



Sampling and External Validity 139

published research articles. One has to infer it from the context and any
generalizations made in the results and discussion.

• Accessible population (sometimes called the survey population and
frequently called the sampling frame): As the name implies, the accessible
population is the group of participants to which the researcher has access,
perhaps through a telephone directory or membership list. The accessible
population also might be an organization or group such as a class to which
the researcher has entry. Examples of accessible populations might be the
3rd graders in a particular school or school district, Hispanic men who
belong to certain fraternal organizations in selected cities in the Southwest,
or couples who are on a mailing list developed by an international
marketing firm. In Figure 9.1, the accessible population is all high school
teachers in the district to which the researcher had access.

• Selected sample: This is the smaller group of participants selected from
the larger accessible population by the researcher and asked to participate
in the study. The selection can be performed in a number of different ways
as described under types of sampling. The point here is that the selected
sample is composed of the participants that the researcher has selected,

N = 500 

Accessible Population or Sampling
Frame 
(e.g., all high school teachers in one
school district) 

Selected Sample

N = 100
(e.g., teachers asked to be
in the study) 

Sampling
Design

or
Selection

Target or Theoretical Population
(e.g., all high school teachers in USA)

1st Step

2nd Step
3rd Step

N = 75
(e.g., teachers who
participated) 

Actual Sample

FIGURE 9.1
Schematic Diagram of the Sampling Process.

Accessible
population   
The group of
participants to which
the researcher has
access; might also be
an organization or
group to which the
researcher has entry;
also called the survey
population or
sampling frame.

Survey population  
See Accessible
population.

Selected sample  
The smaller group of

participants who are
selected from the
larger accessible
population by the
researcher and asked
to participate in the
study.
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but not everyone in this sample necessarily participates in the study. In
Figure 9.1, the selected sample is the 100 teachers asked to participate 
in the study. In some cases, the accessible population may be so small or
defined so narrowly that it is not necessary to sample the participants.
Rather, every participant in the accessible population is asked to participate
in the study. However, even though no actual sampling was done, this
type of selected sample is called a convenience sample, unless the
accessible population is representative of the theoretical population.

• Actual sample: These are the participants that complete the study and
whose data are actually used in the data analysis and in the report of the
study’s results. The ratio of the size of the actual sample to the selected
sample is known as the response rate. In Figure 9.1, the actual sample is
75 teachers, and the response rate is 75 percent (75/100). A low response
rate (perhaps less than 50 percent) will usually lower the quality of the
sample, especially if the persons who responded are different in important
ways from those who didn’t respond. Thus, in evaluating research it is
important to know the response rate and to know whether the responders
were similar to nonresponders.

There are many reasons that participants in the selected sample do not end
up in the actual data for the study. Some decline to participate, perhaps, by
not returning the researcher’s questionnaire or by telling the phone interviewer
that they do not wish to participate. Others have moved or are not able to be
reached on the telephone. Still others return a partially completed question -
naire, provide answers that are judged to be suspect, or, perhaps, drop out in
the middle of the study.

RESEARCH IN THE REAL WORLD

In study 4, Tomko and Munley (2013) present their sampling strategy. First,
the authors articulate the target or theoretical population by stating:

Counseling psychologists, who traditionally focus on developmental,
strengths-based approaches, are one group of mental health service
providers that are poised to address the needs of the aging population.
In addition, counseling psychology as a field has a strong commitment
to multicultural training. Hence, counseling psychologists were
identified as the target population for this study given that (1) they are
equipped to treat older adults and (2) most counseling psychology
training programs in recent years share the common goal of training
multiculturally competent professionals. (p. 235)

This description of the population includes all of the participants of
theoretical interest to the researcher and to which these authors would like
to generalize their findings.

Next, the authors discuss the accessible population, which includes the
group of participants to which the researcher has access:

Convenience
sampling  
Nonprobability
sampling technique in
which participants are
selected on the basis
of convenience or
availability rather
than attempting
beforehand to select
participants that are
representative of the
theoretical
population; also
called accidental
sampling.

Actual sample   
The participants that
complete the study
and whose data are
actually used in the
data analysis and
report of the study’s
results.

Response rate 
Proportion of selected
potential participants
who actually
participate in the
study; most frequently
used with survey
studies.



Potential participants were identified through the APA Research Office.
Criteria were: (a) member of APA; (b) major field: counseling psy chology;
(c) doctoral-level degree; (d) identified as practitioners/special assess-
ment payers (i.e., licensed, practicing psychologists; a special assessment
fee is required by APA if a member is practicing); and (e) graduated from
their doctoral program between 1 and 24 years ago. (p. 235)

The selected sample, which is a smaller group of participants selected from
the larger accessible population by the researcher and asked to participate
in the study, was described by the authors as:

The population included 1935 counseling psychologists. The APA list
of potential participants was divided by race/ethnicity so that all potential
participants who identified as American Indian/Alaskan Native, Asian/
Pacific Islander, Black/African American, Hispanic/Latino(a) or Biracial/
Multiracial (i.e., racial/ethnic minority groups in the United States) were
in the first group (n = 132), all potential participants who identified as
Caucasian/White in the second group (n = 1590), and all potential
participants who did not specify race/ethnicity were in the third group
(n = 213). Surveys were sent to all members of the first and third groups
and a random sample of the second group . . . Survey packets were
mailed to 1368 potential participants. (p. 235)

It would be more helpful if the authors had used different words for the
different levels of the sampling frame: for example, in this quote, using the
term “population” is confusing as this refers to the accessible population;
the 1368 potential participants are the selected sample.

The actual sample consisted of:

382 [surveys] were returned for a response rate of 27.9%. Of the 382
returned survey packets, 18 were unusable due to insufficient data. The
remaining 364 participants ranged in age from 32 to 80, with a mean
age of 51.87 (SD = 8.23). Women represented 63.5% of the sample 
(n = 231), 36.5% were men (n = 133), and no participants identified as
transgendered. With regard to race/ethnicity, the sample was 93.1%
Caucasian/White (n = 339). The next largest group of participants
identified as Black or African American, 2.5% (n = 9). The remainder
of participants were 2.2% Biracial/Multiracial (n = 8), 1.1% Hispanic/
Latino(a) (n = 4), 0.5% American Indian or Alaskan Native (n = 2), 0.3%
Asian or Pacific Islander (n = 1), and 0.3% (n = 1) did not indicate race.
Overall, 6.6% of the sample was ethnic/racial minorities. All participants
earned a doctoral degree, with 90.9% (n = 331) having a PhD, 6.9% or
25 participants an EdD, and 2.2% or 8 participants a PsyD. The average
number of years in practice was 14.92 (SD = 4.62) and ranged from 
4 to 30 years. (p. 235)
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population.



Steps in Selecting a Sample

There are many ways to select a sample from a population. The goal is to have
an actual sample that is representative of the target or theoretical population.
A representative sample is a sample that represents the population—that is,
it is a small replica of the population. It has, on all of the key variables, the
same proportions as in the whole population (e.g., 52 percent female, 48 percent
male). A representative sample is most likely obtained using the techniques
described as types of probability sampling.

Obtaining a representative sample is not easy because things can go
wrong at a number of steps of the research process. Figure 9.1 shows the
concepts we previously described and also the three steps (shown with arrows)
from the theoretical population to the actual sample.

1. The first step is from the theoretical population to the accessible population.
It may be that the accessible population or sampling frame is not
representative of the theoretical population. This is a common problem
because researchers often do not have access to the geographical,
socioeconomic, or other range of participants to which they would like to
make inferences or generalizations. Often, especially, if participants need
to be measured via face-to-face contact, we are limited to a specific location
and to groups that are available to us such as persons in a certain school,
hospital, or organization.

2. The second step in the sampling process is called the sampling design or
selection of participants. This step, between the accessible population and
the selected sample, is the step that is usually described in the methods
section of articles and is the step over which the researcher has the most
control. We expand on this step in the next section, types of sampling.

3. The third step takes place between the selected sample and the actual
sample. The problem here is that participants may not respond to the
invitation to participate or may drop out of the study so that the actual
sample may be considerably smaller than the selected sample; that is, there
is a low response rate. The actual sample may be unrepresentative of the
selected sample. This is often a problem with mailed surveys, especially
if the survey is sent to busy people such as small business owners. In these
cases, less than 25 percent of the questionnaires may be returned. Thus,
even if the selected sample was quite representative of the theoretical
population, the actual sample may be unrepresentative.

These quotes from Tomko and Munley (2013) clearly delineate the sampling
frame used in their study. Most research articles do not include as much
information as these authors present. The information about the sampling 
is important to clearly identify the population so that the reader knows which
population the results can be inferred.
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A sample that is a
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all of the key
variables, the same
proportions as in the
whole population; is
most likely obtained
using techniques
described as
probability sampling.



Sampling Designs

The sampling design is the procedure or process used to select the sample.
There are two general types of sampling design: probability and nonprobability
sampling techniques.

Probability sampling involves the selection of participants in a way that
is nonbiased. In a probability sample every participant or element of the
population has a known, nonzero probability of being chosen to be a member
of the sample.

In nonprobability sampling there is no way of estimating the probability
that each participant has of being included in the sample. Therefore, sampling
bias is usually introduced. Nonprobability samples are used when probability
samples, which rely on random or systematic selection of participants, are not
feasible. The advantages of nonprobability samples are economy and conve-
nience. In fact, most published studies in the social sciences and education use
nonprobability sampling or the entire accessible population, if it is small. These
samples may be useful in examining the relationship between variables or the
differences between groups, but they are clearly not the best way to describe
or make generalizations about the whole population.

Types of Probability Sampling

As stated already, in probability sampling, every participant or element in the
population has a known, nonzero chance of being selected. When probability
sampling is used, inferential statistics enable researchers to make an estimate
of the extent to which results based on the sample are likely to differ from
what we would have found by studying the entire population. Four types of
probability sampling are now described briefly.

Simple Random Sampling

The best known and most basic of the probability sampling techniques is the
simple random sample, which can be defined as a sample in which all
participants or elements have an equal and independent chance of being
included in the sample. If we put 100 pieces of paper (numbered from 1 to
100) in a hat, shake the hat, and draw out ten, without replacing them, this
would approximate a simple random sample. In such a sample each participant
has an equal and independent chance of being selected or picked as one of
the ten persons to be asked to participate in the study. This type of probability
sample will produce a representative sample if the number of participants
selected is relatively large. However, if the number selected is small, like the
ten numbers drawn from the hat, the sample might not be a small replica of
the total population.

In an actual research study we would draw or select our random sample
using a random number table or computer generator of random numbers
rather than selecting numbers out of a hat. The way this would work is that
all of the possible participants in the accessible population or sampling frame
would be listed and numbered from 1 to 900, assuming that there are 900
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Sampling design  
The procedure or
process used to select
the sample; there are
two general types of
sampling design,
probability and
nonprobability.

Probability sampling
Involves selection of
participants in a way
that is nonbiased; in a
probability sample
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element of the
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probability of being
chosen to be a
member of the
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random or systematic
selection of
participants.

Nonprobability
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participants in which
there is no way to
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probability that each
participant has of
being included in the
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probability samples
are not feasible.

Simple random
sampling   
Most basic of the
probability sampling
techniques; a sample
in which all
participants have an
equal and
independent chance
of being included in
the sample.

Elements  
See Participants.



participants in the accessible population. Then, if we decided to select a sample
of 90, we would start by unsystematically picking a starting point in the
random number table and proceeding in a systematic and planned manner
down the rows (or across the columns) to select the first 90 nonrepeated
numbers listed in the random number table.

Table 9.1 is an example of a small part of a random number table.
(Complete tables can be found in most statistics books.) For this example, we
want to select numbers from 001 to 900. We would need three digits so one
could use, for example, the three right-hand columns in the set of random
numbers. Let’s say we started by nonsystematically picking the number 11508,
which is about halfway down the left-hand set of five-digit numbers. The three
right-hand digits are 508, so the first participant to be selected would be
number 508, the second participant would be number 449, and the third 515.
However, we would skip number 986 because that number is outside the range
of 1 to 900 in your sampling frame. We would continue down the list skipping
numbers larger than 900 and any that had already been picked until we had
selected 90 of the original 900 potential participants for this simple random
sample.
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TABLE 9.1

A Small Section of a Random Number Table

55515 81899 04153 79401

46375 81953 etc. etc.

15792 35101

37824 etc.

11508

37449

46515

30986

63798

Although the simple random sample is the prototype of a probability
sampling method, it is used infrequently, in part because it may be time
consuming to number the entire list, if it is long. Also, many times there is no
list of the population of interest. A more frequent equivalent of the simple
random sample is systematic sampling with a random start, which is discussed
next. To use either sample random or systematic random sampling, the
population has to be finite, and there has to be a list or directory of persons
in the population.

Systematic Random Sampling

To obtain this type of sample, we would start by using the random number
table to select a number between 1 and 10 if, as in the previous example, we
have decided to select a one-tenth sample of the population. If we randomly
selected the fourth person on the list as the first participant, then we would

Systematic random
sampling  
Probability sampling
technique in which a
random number table
is used to select the
first participant in the
study, then each
subsequent
participant is
systematically
selected at regular
intervals; must
consider whether the
list of potential
participants is ordered
in some way (i.e., has
some recurring
pattern) that will have
a differential effect on
the resulting sample
depending upon
where the researcher
started.



systematically select every tenth participant, starting from the fourth. Thus,
the sample would include the 4th, 14th, 24th, 34th, etc. person on the list and
would include 90 participants. Many research books warn against systematic
samples if a list is ordered in some way, especially in a reoccurring pattern,
that will have a differential effect on the resulting sample depending on where
one started. For example, if we had a list of 90 youth soccer teams, each of
which had ten players, and their goalie was always the fourth person listed
for each team, the previous example, starting randomly with number four,
would select only goalies for this 90-person sample (or no goalies if the random
start had begun at a different number). Thus, we should examine the list with
the interval (e.g., ten) to be used in mind. However, this is rarely a problem,
and in almost all cases a systematic sample with a random start will produce
the equivalent of a simple random sample.

Stratified Random Sampling

Strata are variables (e.g., race, geographical region, age, gender) that could
be used to divide the population into segments. If the researcher is
knowledgeable about these dimensions and assumes that they are important
in obtaining a representative sample, the strata can be used to obtain a stratified
random sample. (Also, they are used in specifying the quotas in a quota sample.)

Thus, if some important characteristics of the accessible population or
sampling frame are known ahead of time (i.e., are noted on the sampling
frame), then we can reduce the sampling variation and increase the likelihood
that the sample will be representative of the population by stratifying the
sample on the basis of these key variables. In our previous example, let’s
suppose that we wanted to be sure that a representative number of goal
keepers were chosen as part of the sample. We would use a stratified random
sampling technique. The list or sampling frame would be rearranged so that
all the goalies were listed together, and then one tenth of them would be
selected randomly using either a simple random sampling technique or a
systematic sampling technique with a random start. The same techniques could
be used for selecting a sample from each of the other positions. Stratifying
ensures that the sample contains exactly the proportion of goalies (one tenth)
as in the overall population.

When participants are geographically spread across the country (or a
state), it is common to stratify based on geography so that appropriate
proportions of the selected sample come from the different regions of the
country or state. It is also common to stratify on the rural, suburban, and urban
characteristics of the sample if these are identifiable in the sampling frame.

We now describe two more complex types of sampling. The first is a
variant of the stratified sampling procedure just described, and the second is
a multistage sampling procedure designed to make sampling geographically
diverse participants more practical.

Stratified Sampling with Differential Probabilities of Selection

Sometimes stratified sampling will lead to one or more sizable groups of
participants and one or more very small groups of participants. For example,
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geographical region,
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if we wanted to compare various ethnic groups, the number of Hispanics,
African Americans, and especially Asian Americans and Native Americans
would be quite small in a moderate-sized sample that was representative of
the total population of the country. If we wanted to compare different ethnic
groups, it is desirable to have the groups equal or at least of a substantial size
(maybe 30 or more). Therefore, one might want to oversample the minority
group members to have enough in each group to make reasonable comparisons
with the Caucasian or White sample.

In our example of the soccer teams, the goalies would be similar to
minority ethnic group members in that, if we did a one-tenth sample of the
90 goalies, we would end up with a sample of only nine goalies, which is too
small for reasonable comparisons with the group of nongoalies. We might, for
example, want to sample half of the 90 goalies to get a large enough sample
to compare.

However, we should be cautious. If we draw conclusions later about a total
population from the sample, we need to statistically adjust for the fact that some
groups have been over-sampled. That is, if we were interested in the hand–eye
coordination of soccer players, we could not just take the average of the
hand–eye coordination of the oversampled goalies and of the nongoalies. We
would have to weight the goalies less so that the overall average coordination
score would not be distorted by the fact that there were five times as many
goalies in our sample as would be representative of the population.

Cluster (Random) Sampling

Cluster sampling is a two-stage sampling procedure that is especially useful
when the population is spread out geographically or there is no single overall
list of individuals in the accessible population. Clusters, sometimes called
sampling units, are collections or groups of potential participants that do not
overlap. The individual participants within a given cluster are usually
geographically grouped together. Clusters include towns, schools, or hospitals
that are important. For cluster probability sampling the researchers need a list
of such clusters. The basic strategy is to first select specific clusters (groups of
participants) using a probability sampling method such as simple random
sampling. Then, as a second stage, select all or randomly select a specific
proportion of participants from the clusters.

Take, for example, the situation where we are interested in sampling one
tenth of the students from a fairly large number of schools. The task of going
to each of, for example, 150 schools and selecting 1 of every 10 students 
would be difficult in terms of time and expense. A less expensive alterna-
tive would be to select randomly 1 of 10 schools (i.e., 15) and then to select all
of the students in those 15 schools as the one-tenth sample. There are, of course,
various combinations of the proportions that one might be selected on the first
step and on the second step. However, a common strategy, as just described,
is to randomly select just enough geographically compact clusters (e.g., schools
or communities) so that one will have the needed number of participants 
if one selected all of the students in the selected clusters and did not select
any students from the other schools. Some precision in sampling is sacrificed
because the sample of schools, even if randomly selected, could be unrepre -
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Cluster sampling   
A two-stage
probability sampling
procedure that is
especially useful
when the population
is spread out
geographically 
and/or when there is
no single overall list
of individuals in 
the accessible
population; individual
participants within a
given cluster are
usually
geographically
grouped together;
basic strategy is to
first select specific
clusters from the list
of all clusters using a
probability sampling
method, then select
all or randomly select
a specific proportion
of participants from
the selected clusters.

Clusters  
Collections or groups
of potential
participants for a
study that do not
overlap.



sentative of the larger population of schools, but often cost considerations
outweigh this, hopefully minor, loss in precision.

Concluding Comments on Probability Sampling

Figure 9.2 provides diagrams of the five probability sampling methods that
we just described. Notice that all of them involve randomization at some point
in the process of selecting participants. However, they differ in whether the
accessible population is stratified in some way (indicated by horizontal lines)
and in what proportion of a stratum or cluster is selected. The numbers in the
boxes represent a single potential participant and his or her subject number.
Of course, such samples are usually much larger than shown here. These
diagrams do not include all of the possible combinations of the four main
sampling strategies but give a good idea of the methods used by researchers
who attempt to obtain a representative sample and high population external
validity. With a probability sample, descriptive statistics from the sample also
can describe the population. However, with stratified sampling with different
proportions, one would need to weight the results appropriately to describe
the population.

Types of Nonprobability Sampling

Nonprobability samples are ones in which the probability of being selected is
unknown, often because there is no sampling frame or list of the members of
the accessible population. Time and cost constraints also lead researchers 
and pollsters to use nonprobability samples. Although nonprobability samples
may appear similar to probability samples in the demographics of the 
selected participants, the results can be distorted, and the assumptions of
probability theory and sampling error are no doubt violated. The first type of
nonprobability sampling, quota sampling, is often used by public opinion
pollsters, political pollsters, and market researchers because the resulting
samples look representative of the population and the cost of obtaining the
data is considerably less than would be required to obtain a probability sample.

Quota Sampling

In quota sampling, the investigator sets certain parameters or quotas for hired
interviewers to follow, but some degree of latitude or discretion is allowed in
the selection of the actual participants. For example, the interviewer may be
directed to certain zip codes (or telephone exchanges) that may have been
chosen randomly. Then the interviewer is asked to find and interview a certain
number of participants within each zip code (or telephone exchange). There
may well be further restrictions such as obtaining certain proportions of 
men and women or having younger and older participants, but the actual
participants are selected by the interviewer because they are home and willing
to participate when asked.

The technique saves money in part because participants who are not
available are not called back. A problem is that people who aren’t home much
or don’t answer the phone are underrepresented. Furthermore, in house-to-
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participants in which
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probability that each
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proportions must be
obtained.
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house surveying, the interviewer may be tempted to skip certain households—
for example, those that are located on upper floors, that are in dilapidated
condition, or that have a barking dog.

Type of
Sampling 

Group, Strata, 
or Cluster Accessible Population Sampling

Example of Selected
Sample 

1 2 3 4 5 6 7 8 9 10
1. Simple

Random
11 12 13 14 15 16 17 18 19 20

1 21 22 23 24 25 26 27 28 29 30 10
Randomly31 32 33 34 35 36 37 38 39 40

3, 22, 23, 29, 
37, 39, 40, 41, 
45, 50

41 42 43 44 45 46 47 48 49 50

1 2 3 4 5 6 7 8 9 10
2. Systematic

(Random Start)
11 12 13 14 15 16 17 18 19 20 Every 5th

1 21 22 23 24 25 26 27 28 29 30 after
Random

start
31 32 33 34 35 36 37 38 39 40

3, 8, 13, 18, 23, 
28, 33, 38, 43, 
48

41 42 43 44 45 46 47 48 49 50

1 1 2 3 4 5 6 7 8 9 10 1, 7
3. Stratified

Random
(equal proportions)
(20 in 1st region,
30 in 2nd)

11 12 13 14 15 16 17 18 19 20 12, 13
21 22 23 24 25 26 27 28 29 30

2 31 32 33 34 35 36 37 38 39 40 6 Randomly
41 42 43 44 45 46 47 48 49 50

21, 22
23, 30, 
32, 35

Select randomly from each strata; e.g., region of the state.

1 2 3 4 5 6 7 8 9 10
3a. Stratified Random

(with different
proportions)

1 11 12 13 14 15 16 17 18 19 20 5 Randomly
21 22 23 24 25 26 27 28 29 30
31 32 33 34 35 36 37 38 39 40 5 Randomly

2 41 42 43 44 45 46 47 48 49 50

Select 5 each from the large group (e.g., Caucasian)
and 5 from the small group (e.g., Native Americans).

1 1 2 3 4 5 6 7 8 9 10
4. Cluster

(Random Selection
of Clusters)

2 11 12 13 14 15 16 17 18 19 20
3 21 22 23 24 25 26 27 28 29 30 All
4 31 32 33 34 35 36 37 38 39 40
5 41 42 43 44 45 46 47 48 49 50

11, 12, 13, 14, 
15, 16, 17, 18, 
19, 20

Randomly select the cluster (e.g., 2) and then sample all of
the participants in that group (e.g., school, town).

3, 22, 23, 
29, 37

41, 43, 44, 
47, 50

4 Randomly

FIGURE 9.2 
Schematic Diagrams of Five Probability Sampling Methods for a Sample of 10 from an Accessible Population
of 50.



Purposive Sampling

This type of sampling seems to be especially confusing to students and new
researchers because the term is similar to purposeful sampling, which is a term
used in qualitative research. However, in quantitative survey research, the term
purposive sampling means that the participants are hand-picked from the
accessible population so that they presumably will be representative or typical
of the population. This technique is sometimes used by political pollsters 
who have information about previous elections that indicates which voting
districts seem to be typical in forecasting how people in larger entities, such
as the state, will vote. The interviewer then polls people in that district to make
extrapolations and generalizations about the larger unit.

A purposive sample is much like a quota sample in that one must be able
to identify several key characteristics of the population. Take the soccer sample
as an example: if we wanted to know how players evaluated the fairness or
the quality of the referees, we might purposively select players who were on
teams that were about average in terms of wins, losses, and goals. Or we might
select some players that did well in terms of competition, some that did about
average, and some that did poorly. As another example, perhaps one would
ask teachers to select children who were felt to be representative of the class.
However, unless more detailed instructions were given, it might turn out that
the teachers tend to select children that they, perhaps unconsciously, felt
would make them or the school look good rather than selecting representative
children.

We would not consider it purposive sampling if teachers were asked to
identify children with, for example, dyslexia, or if a social service agency was
asked to identify family caregivers of Alzheimer’s patients in their files.
Selecting such specific groups is similar to what is called screening or the use
of inclusion or exclusion criteria. Sometimes researchers exclude households that
do not have participants of the desired types. The sampling would be
purposive only if, given that dyslexic children (or of family caregivers of
Alzheimer’s patients) was the population of interest, one attempted to pick
typical or representative cases from that population.

As an aside, if the selection of participants to be contacted is done using
probability techniques such as random digit dialing, and we screen out
participants who do not fit the selection criteria, we would still end up with
a probability sample. However, if we select cases from the accessible popu -
lation purposefully, not randomly or systematically, the resulting sample will
be a nonprobability sample. Like quota sampling, purposive sampling is an
attempt to make the sample representative of the population, but it will
probably not achieve the goal of complete representativeness.

A purposive sample is different from a convenience sample in that at least
an attempt has been made to select participants so that they are representative
of that accessible population, not just ones that are convenient and available.

Purposeful Sampling

This is the term used in qualitative research for the types of sampling that are
often conducted. The idea is to intentionally or purposefully select individuals
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(or documents, events, or settings) so that they will best help the investigator
understand the research problem. How does the researcher decide or know
whether the sample is the best to help understand the problem or research
question? Qualitative researchers state that they carefully select participants
who are “information rich.” In the qualitative literature a number of strategies
have been used to purposefully select participants and research sites. These
strategies vary widely from maximum variation sampling, intended to get
multiple perspectives on the topic, to extreme or deviant case sampling, intended
to study particularly troublesome or enlightening examples. Such purposeful
sampling, like purposive and quota sampling, make an attempt to identify
participants to fit certain criteria.

Convenience Sampling

Unfortunately, this is probably the most common sampling method used in
student projects, including theses and dissertations. Also, it is often used by
researchers in experimental laboratory studies and by researchers with limited
resources available for sampling. As the name implies, the participants are
selected on the basis of convenience rather than making a serious attempt
beforehand to select participants that are representative of the theoretical
population. Examples of convenience or accidental sampling are as follows:
the use of students in one’s class, the use of passersby at a certain point (e.g.,
the student center, a mall), members of certain clubs or church groups,
volunteer teachers or students in a school, or employees of a company who
happen to be willing to cooperate. Researchers later may examine the demo -
graphic characteristics of their convenience sample and conclude that the
participants are similar to those in the larger population. This does not mean
that the sample is, in fact, representative, but it does indicate an attempt by
the researcher, at least after the fact, to check on representativeness.

There are two ways by which the term convenience sample is used. First,
whenever the accessible population is not representative of the theoretical
population (step 1 in Figure 9.1), the result is called a convenience sample, even

RESEARCH IN THE REAL WORLD

In their quasi-experimental study, Arthur and Hardy (2014) investigated the
effectiveness of a transformational leadership intervention. In their study,
these authors utilized nonprobability sampling by sampling from “an infantry
recruit training establishment in the UK” (p. 42) with a total sample of 3,973
infantry recruits. There was no information from the researchers regarding
the population that they wished to generalize the results: therefore, we can
only assume that the participants were selected on the basis of convenience
rather than making a serious attempt beforehand to select participants that
are representative of the theoretical population. This is not uncommon in
empirical research as many researchers do not report the target or theoretical
population.

Purposeful sampling
A type of sampling
strategy where the
researcher defines
how the cases are
selected and includes
a rationale for it;
applies to both the
selection of the
case(s) to study and to
the sampling of
information used
within the case(s).

Accidental sampling  
See Convenience
sampling.

Convenience
sampling  
Nonprobability
sampling technique in
which participants are
selected on the basis
of convenience or
availability rather
than attempting
beforehand to select
participants that are
representative of the
theoretical
population; also
called accidental
sampling.



if all the members of the class, club, or clinic were assessed. Second, the
sample is also one of convenience if the participants are volunteers or selected
(step 2) from the population in a nonprobability manner, as described in the
previous paragraph.

Snowball Sampling

Snowball sampling is a modification of convenience or accidental sampling
that is used when the participants of interest are from a population that is rare
or at least whose members are unknown to you. These might be persons with
unusual attributes, beliefs, or behavior patterns and that do not belong to
known groups with identifiable lists of members, for example, self-cured drug
addicts. What is done is find a few participants that meet the characteristics
and then ask them for references or names of other people they may know
who fit into the same category. Then, these other people are asked for
additional references and so forth—thus, the name snowball sampling. This is
clearly a convenience or accidental sample. Sampling similar to this is
sometimes used by constructivist/qualitative researchers.

Why Are Nonprobability Samples Used So Frequently?

In addition to the cost and time efficiency advantages already mentioned, there
appear to be other reasons for using nonprobability samples. First, it may not
be possible to do a probability sample of the participants. This is true for
student researchers and others on limited budgets who cannot afford the costs
of purchasing a mailing list or postage or of travel to interview geographically
diverse participants.

Perhaps most importantly, some researchers, especially those using
controlled laboratory and experimental designs, are not primarily interested
in making inferences about the population from the descriptive data, as is the
case in survey research. These researchers are more interested in whether the
experimental treatment has an effect on the dependent variable, and they
assume that if the treatment is powerful, the effect will show up in many kinds
of participants. In fact, the use of nonhuman animals in medical and behavioral
research assumes that we can generalize some types of results to humans from
other species.

In other types of research, the investigator is primarily interested in the
relationship between variables and may assume that the relationship will hold
up in a wide variety of human participants. Thus, some say, perhaps inappro -
priately, that it is not necessary to have a representative sample of the
population to make generalizable statements about the relationship between
two or more variables. Implicitly, many researchers seem to believe that
external population validity (discussed later in this chapter), which is directly
related to the representativeness of the sample, is less important than internal
validity, as discussed in Chapter 8.

Aspects of a Study That Lead to an Unrepresentative Sample

As a summary, we would like to describe some of the things that lead to a
sample that is unrepresentative of the target population.
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A modification of
convenience
sampling that is used
when the participants
of interest are from a
population that is rare
or at least whose
members are
unknown to the
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participants are
identified and then
asked to refer
additional potential
participants who also
fit into the same
category.



1. First, there is selection of an accessible population or sampling frame 
(step 1 in Figure 9.1) that is not representative of the target or theoret-
ical population but is picked for its convenience. With this kind of accessible
population, for example, schools in a certain city in an unrepresenta-
tive part of the country, the sample would not be representative of the
theoretical population even if it was chosen randomly from this accessible
population.

2. Of course, the obvious way to obtain an unrepresentative sample is to use
a non-probability sampling design or method (step 2). If participants in an
accessible population, such as a school or clinic, are asked to or allowed
to volunteer (self-select) to be in the study, an unrepresentative
(convenience) sample will result. This type of unrepresentative sample is
unfortunately common.

3. If there is a poor response rate, (step 3), the representativeness of the sample
is likely to be compromised. The response rate is the number of people
interviewed or responding divided by the total number of people sampled.
This denominator includes all the people who were selected but did not
respond for a variety of reasons: refusals, language problems, illness, or
lack of availability. However, usually the response rate does not include
those who were screened out because they (a) did not fit the inclusion criteria;
(b) did not have a working telephone; (c) or whose questionnaire was
returned because it was not deliverable. The effect of nonresponses on the
results of the survey depends on both the percentage of people who are
not responding and also on the extent to which those who didn’t respond
are biased in some way—that is, different from the rest of the sample who
did respond.

4. Attrition (after step 3), sometimes called experimental mortality, occurs
when selected participants initially agree to participate but then drop out
during the study. High attrition for the whole sample will produce a
problem for the representativeness of the sample. In addition, if attrition
is high for certain groups but not others, it can produce a nonrepresentative
sample. For example, if an intervention turned out to be unpleasant or
irritating to males but not to females, there might be a much larger
percentage of males who would drop out during the study and, thus, lead
to a biased sample of males, even if everything up to that point had been
based on probability sampling. Attrition also produces a sampling
problem if participants in a placebo control group drop out because they
perceive that they are not benefiting from the study, or, on the other hand,
if participants in the experimental group experience negative side effects
from the intervention and drop out.

How Many Participants?

One of the most often asked questions is, “How many participants do I need
for this study?” The answer can be quite complex, but we give some general
guidelines here. One part of the answer depends on the people you ask and
what discipline they come from. National opinion surveys almost always have
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mortality   
Refers to the
phenomenon,
generally with studies
conducted over time,
where participants
leave the study; also
called attrition or
drop-out.



about a thousand participants, whereas sociological and epidemiological
studies usually have at least several hundred participants. On the other hand,
psychological experiments and clinical trials in medicine with 10 to 20
participants per group are common, and in some clinical areas and education,
single-subject designs are often used. To some extent these dramatic differences
in sample sizes depend on differences in types of designs, measures, and
statistical analyses, but they also seem to be based in good part on custom.

Some authors suggest that the sample be as large as is feasible for the
investigators and their budget. Other things being equal, it is true that a larger
sample will be more likely to detect a significant difference or relationship and
lead to the rejection of the null hypothesis. However, two points should be
made.

First, representativeness is a more important consideration than sample size. If
the sample is not representative of the population, it can be huge and still give
misleading results. For example, remember that there were 2.5 million
respondents to the 1936 Literary Digest poll that predicted the defeat of
Roosevelt instead of his landslide victory.

Second, very large samples will detect differences or relationships that
may have little practical or societal importance (see Chapter 17). If we are trying
to describe a population with a statistic such as the mean or percentage, we want
to be as accurate as possible. In that case a large (usually >500) sample, if
appropriately drawn, will reduce the sampling error. However, in most social
science and educational research we are not interested in describing the
population. Rather, we want to identify the key factors that may influence the
dependent variable or help us predict it. We have relatively less interest in
finding factors that account for very small percentages of the variance. Thus,
in some ways a large sample can be detrimental to identifying important
results. For example, with 500 participants, a large proportion of correlations
probably will be statistically significantly different from zero, but some of them
may account for less than 1 percent of the variance and, thus, not be of much
practical importance.

Thus, the size of the sample should be large enough so one does not fail
to detect important findings because the sample was too small, but a large
sample will not necessarily help one distinguish between the merely statistically
significant and the practically or clinically important findings. This key point raises
the issue of statistical power that we discuss in more depth in later chapters.

For now we only mention a guideline that historically had been used: A
study should include a minimum of 30 participants. Thus for associational (one
group) designs, one might have as few as 30 participants, but for comparative,
quasi-experimental, and experimental designs one should have a total of 30
participants per group. The rationale was that a distribution of the dependent
variable with at least 30 participants was a good approximation of the normal
curve. However, a total of 30 participants in a study with at least two groups
is not usually large enough to yield the desired power (reject the null
hypothesis when it should be rejected).

In Chapter 16, we address the topic of power and how to calculate it, which
is the technically correct way to plan ahead of time how many participants
are needed to detect a result of a certain effect size. There are several classic
books about how to determine the needed power based on the sample size

Sampling and External Validity 153



154 Sampling, Measurement, and Data Collection

and the effect size. Kraemer and Thiemann (1987), in How Many Subjects,
provide a relatively easy way to find the needed sample size. Cohen (1988),
in Statistical Power Analysis for the Behavioral Sciences, is a standard reference
book even today.

External Validity

In this chapter and several to follow we again discuss aspects of research
validity, the validity or quality of a whole study. In Chapter 8, we introduced
internal validity, the validity related to the design of the study. Research validity
also depends on sampling. Now we discuss external validity, an aspect of
research validity that depends in part on the quality of the sample.

External validity deals with generalizability—that is, the extent to which
samples, settings, treatment variables, and measurement variables can be
generalized beyond the study. External validity does not depend on internal
validity. For example, it might be suggested that because the study had poor
internal validity (a weak design), then external validity also must be poor.
However, external validity should be judged separately, before the fact, and
not be based on the internal validity.

RESEARCH IN THE REAL WORLD

Carnes-Holt and Bratton (2014) conducted an a priori power analysis to
assess the minimum sample size they would need for their study. As stated
by the authors:

A priori power analysis using G*Power software determined that a
minimum sample of 42 participants would be necessary to find a
statistical difference between groups over time (pretest to posttest).
G*Power calculation was based on an alpha level of .025, minimum
power established at .80, and a moderate treatment effect size (f = .25)
based on Cohen’s (1988) guidelines. (p. 330)

Power and the G*Power program is discussed in more detail in Chapter 16.
In the Carnes-Holt and Bratton (2014) study the actual sample consisted

of 72 participants. Eleven of these participants dropped out of the study
resulting in a sample size of 61 participants, with 29 participants in the
control group and 32 in the experimental group. Even with the participants
dropping out of the study, the researchers still had enough participants to
have adequate power of .80, which would ensure that they would be able
to find a statistical significant difference, if, in fact, one did exist.

Research validity  
The merit of the
whole study (as
distinguished from
validity of the
measurement of a
variable); includes
measurement
reliability and
statistics, internal
validity, overall
measurement validity
of the constructs, and
external validity.

External validity  
Addresses the
question of
generalizability, to
what populations,
settings, treatment
variables, and
measurement
variables can the
observed effect be
generalized; has three
aspects: population
external validity,
ecological external
validity, and testing of
subgroups. The first
two dimensions
examine how
representative the
population and
setting are of the
target or theoretical
population and of the
procedures and
setting. The third
rating evaluates
whether the results
are likely to
generalize to diverse
subgroups such as
both genders.
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Evaluating External Validity

Questions dealing with the external validity of a study are based on the
principle that a good study should be rated high on external validity, or, if
not, the author should at least be cautious about generalizing the findings to
other measures, populations, and settings. Figure 9.3 provides scales to rate
each of two main aspects of external validity: population external validity and
ecological external validity.

Population External Validity

This first aspect of external validity is a selection problem that involves how
participants were selected to be in the study. Were participants randomly
selected from a particular population, or were they a convenience sample? As
discussed earlier in this chapter, most quantitative studies in the social sciences
have not used random selection of participants and, thus, are not high on
population external validity. However, the issue of population external
validity is even more complex than an evaluation of the sampling design 
(i.e., it is more than step 2, how the sample was selected from the accessible
population).

The important question is whether the actual sample of participants is
representative of the theoretical or target population. To evaluate this question,
it is helpful to identify the (1) apparent theoretical population; (2) accessible

EXTERNAL VALIDITY

Population

Base rating on:
1)     Representativeness of accessible population vis-à-vis theoretical population
2)     Adequacy of sampling method from accessible population
3)     Adequacy response/return rate

LOW MEDIUM HIGH

Actual sample
unrepresentative of 

the theoretical population 

Some attempt to
obtain good sample 

Actual sample
representative

of theoretical population 

Ecological

Base rating on:
1)     Naturalness of setting/conditions
2)     Adequacy of rapport with testers/observers 
3)     Naturalness of procedures/tasks
4)     Appropriateness of timing and length of treatment
5)     Extent to which results are restricted to a specific time in history

LOW MEDIUM HIGH

Unnatural setting, tester,
procedures and time

Somewhat artificial
(e.g., questionnaire) 

Natural setting, tester,
procedures and time

FIGURE 9.3 
Evaluating the External Validity of the Findings of a Study.

Population external
validity  
Examines how
representative the
population is of the
target or theoretical
population; answers
the questions: Was
the accessible
population
representative of the
theoretical
population? Was the
selected sample
representative of the
accessible
population? And Was
the actual sample
representative vis-à-
vis the selected
sample?



population; (3) sampling design and selected sample; and (4) actual sample
of participants that completed participation in the study. It is possible that the
researcher could use a random or other probability sampling design but has
an actual sample that is not representative of the theoretical population, due
either to a low response rate or to the accessible population not being repre -
sentative of the theoretical population. The latter problem seems almost
universal, in part due to funding and travel limitations. Except in national
survey research, we almost always start with an accessible population from,
for example, the local school district, community, clinic, or animal colony.

Ecological External Validity

A second aspect of external validity is called ecological validity. It has to do
with whether the conditions, settings, times, testers, or procedures are repre -
sentative of natural conditions and so forth and, thus, whether the results can
be generalized to real-life outcomes. Obviously, field research is more likely
to be high on ecological external validity than laboratory procedures, especially
if they are highly artificial. We would rate most of the self-report measures,
especially questionnaires, to be somewhat artificial because they are not direct
measures of the participants’ actual behavior in a typical environment.

For example, there would be a problem with ecological validity if 6- to
12-month-old infants were tested for fear of strangers in an unnatural setting
such as a lab playroom with a male stranger who approached and picked up
the baby in a short series of predetermined steps. In the name of experimental
control, one might not attempt to have the stranger’s behavior be contingent
on the baby’s. This procedure, and even the existence of fear of strangers, could
be questioned by researchers who might show that a slower, more “natural”
approach by a female stranger would produce almost no crying or attempts
to get away from the stranger. Of course, the determinants of infant fear are
complex, but the key point here is that studies in a controlled laboratory setting
are usually low on ecological validity. Lab researchers usually trade ecological
validity for better control of the environmental and independent variables. That
is, they try to enhance internal validity.

As another example of a problem in ecological validity, if an educator is
interested in the effect of a particular teaching style on student participation,
the classroom should be similar to that of a normal classroom. Similarly, if 
the investigator asked students to come at night for the study, but these
students normally attended class during the day, then there is a problem with
ecological external validity. The investigator must ask if some representative
method was used for selection of the setting and time. Or was a convenience
method used?

For high ecological validity, an intervention should be conducted by a
culturally appropriate intervener (teacher, therapist, or tester). And it should
last for an appropriate length of time, given the planned use of the intervention.

Finally, there is the question of whether the study is specific/bound to a
certain time period or whether the results will be applicable over a number
of years. Attitudes about certain topics (e.g., school vouchers) may change over
a relatively short number of years so that results may not be generalizable
even a few years after the study.
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research may be
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Sampling and the Internal and External Validity of a Study

We discussed the internal and external validity of a study and noted that
external validity is influenced by the representativeness of the sample. Much
of this chapter has been about how to obtain a representative sample and what
problems may arise in the process of sampling. Figure 9.4 is similar to Figure
9.1 but expands it on the right side to show how the actual sample could be
divided into three groups. How this is done (randomly or not) affects the
internal validity of a study but does not directly affect external validity, the sampling
design, or the type of sampling. Thus, a study, as is the case with many
randomized experiments, may have a small convenience sample and still have
high internal validity because random assignment of participants to groups
eliminates many threats to internal validity.

Sampling and External Validity 157

Group 1
n = 25

GROUP 2
n = 25

GROUP 3
n= 25

Actual
Sample

N = 75

Selected
Sample

N = 100
Assignment
to Groups 

External Population Validity
depends on sampling design  

• High = probability sampling, e.g.,
   simple random

• High = select the whole
   population (but is it really the
   population of interest?) 

• Lower = non probability
   sampling, e.g., convenience or
   purposeful 

One aspect of Internal Validity (the
initial equality of the groups on
participant characteristics) depends in
part on how subjects get into groups

• High = Random assignment
Lower = groups already intact or 
   groups based on attributes
Lowest = Self-assignment based
   on knowledge of the independent  
   variable 

•

•

Sampling Design
or

Selection

N = 500

Target or Theoretical Population

Accessible Population or Sampling
Frame 

FIGURE 9.4 
Random Sampling Versus Random Assignment to Groups and Their Relationships to
External and Internal Validity.

Figure 9.4 is a schematic diagram that extends Figure 9.1 to show how
assignment and selection have different effects on internal and external validity
even though both are performed with a random procedure. Random selection,
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or sampling of who is asked to participate in the study, is important for high
external validity. On the other hand, random assignment, or placement of
participants into groups, is important for high internal validity. This dis -
tinction, which is often confused or misunderstood, is an important one in
terms of evaluating the quality of a research study and its internal and external
validity.

Summary

Sampling is the process of selecting part of a larger group (the accessible
population) with the intent of generalizing from the smaller group (the sample)
to the population. We identified two kinds of population (theoretical or target
versus accessible), and we discussed difficulties in obtaining an accessible
population that is representative of the theoretical population of interest.
Sampling (the sampling design) is the method used to select potential
participants (the selected sample) from the accessible population. Several good
sampling designs (probability sampling) were discussed; these include simple
random, systematic with a random start, stratified, and cluster sampling.
Several common but less desirable sampling methods (quota, purposive, and
convenience) were also described. Finally, we discussed external validity and
how to evaluate two of its major components, population external validity
and ecological external validity. Random selection of participants is useful to
produce high population external validity, whereas random assignment of
participants to groups is important for high internal validity.

Key Concepts

Attrition
Clusters
External validity
Participants, cases, or elements
Population
Representative sample
Research validity
Response rate
Sampling
Sampling design
Strata



Key Distinctions

External validity versus internal validity
Population versus sample
Population external validity versus ecological external validity
Probability sampling versus nonprobability sampling
Purposive sampling versus purposeful sampling
Quota sampling versus convenience sampling
Random sampling versus random assignment
Selected sample versus actual sample
Simple random versus systematic random versus stratified random versus

cluster (random) sampling
Stratified sampling with equal versus differential proportions
Target or theoretical population versus accessible population

Different Terms for Similar Concepts

Accessible population ≈ population
Actual sample ≈ sample
Participants ≈ cases ≈ elements
Probability sampling ≈ representative sampling
Sampling design ≈ sampling ≈ sample selection
Theoretical population ≈ target population

Interpretation Questions

1. Describe the differences between the theoretical or target population, the
accessible population, the selected sample, and the actual sample.

2. When would you use nonprobability sampling?

3. What aspects can lead to an unrepresentative sample?

4. In your own words define external validity.

Application Problems

1. A researcher distributed questionnaires (surveys) to all employees of a
municipal agency to obtain feedback regarding their jobs at this particular
agency. Of 720 questionnaires distributed, 605 completed, usable surveys
were returned. In this project what was (a) the target population?; (b) the
accessible population?; (c) the selected sample?; and (d) the response rate?
Was any sampling done? Evaluate the external population validity overall.
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2. The Fort Choice municipal agency was interested in employee feedback.
A decision was made to survey a representative sample of employees. The
units comprising the agency ranged from very small, 14 to 18 employees,
to fairly large units of more than 100 employees. The researchers wanted
to be certain that all units were represented in proportion to their size in
the survey. What kind of sampling approach might they use?

3. The county office on aging is interested in the perceived needs of older
adults in their service area. A telephone survey is planned. A systematic
random sample of 25 percent older adults with birth dates prior to 1938
is generated from voter registration lists. Describe how this would be done
and then discuss the strengths and weaknesses of the external validity of
this approach.

4. A researcher is interested in studying men and women’s reactions to a
violent crime show on national TV.

a. Describe an appropriate probability sampling technique she might
use.

b. What are some problems that might affect external validity?

5. A researcher has a limited research budget, so he decides to look only at
the high schools within a Midwestern community of 50,000 people. There
are three high schools. He makes a list of all the students for each grade
level (8th–12th). He randomly samples ten students from each of the
grade levels at each school (150 students total). Name and critique the
sampling used in this study.

6. A researcher decides to do a laboratory experimental study of sleep
deprivation on math performance. He randomly assigns students from
his convenience sample to two groups. One group is kept awake all night
and given a math test in the morning. The other group is allowed to sleep
as long as they want before they take their math test in the morning.
Critique this study on the basis of ecological validity.

7. Dr. G. is evaluating a large government grant. The purpose of the grant
is to revise how mathematics and science education courses are taught at
the community college and university level. There are 20 community
colleges and ten universities involved with the grant, each with one
science education course. Describe how you would carry out the procedure
for a 50 percent sample:

a. simple random sample.
b. stratified random sample.
c. cluster sample.
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10
Measurement and Descriptive Statistics

This chapter focuses on measurement, which provides rules about assignment
of numbers and symbols to the levels of variables, and on descriptive statistics,
which summarize and describe data from a sample without making infer-
ences about the larger population from which the sample data were drawn.
We begin by providing a brief overview about the normal or bell-shaped curve.
As you will see throughout the chapter and in later ones, whether the responses
or scores on a variable are distributed normally is important in the selection
of appropriate statistics. Thus, understanding what is meant by normally
distributed (or normal) data is important for measurement and for the use of
appropriate descriptive statistics and graphs.

Overview of the Normal Curve

Figure 10.1 is an example of a normal curve. The normal curve, which is 
often referred to as a bell-shaped curve, was derived theoretically through
the use of calculus. The curve is an idealized frequency distribution, with the
horizontal axis (x axis) below the curve representing scores or responses 
on an ordered variable that varies from very low (–3), through average (0), to
very high (+3). The vertical axis (y axis) or height of the curve represents the
number of participants who had a particular score or response. The normal
curve provides a model for the fit of the distributions of many of the dependent
variables used in the behavioral sciences. Examples of such variables are
height, weight, IQ, and many other psychological variables. Notice that for
each of these examples, most people in the population would fall toward the
middle of the curve, with fewer people at either extreme. If the mean or average
height of men in the United States were 5’ 10”, the number of men who were
5’ 10” would be shown by the hump shown in the middle of the curve. The
number of men taller than 5’ 10” would be shown by the heights of the curve
to the right of the middle, and these numbers would decrease as height goes
up. So very few men would be 7 feet tall or more. Conversely, the numbers
at each height shorter than 5’ 10” would be shown to the left of the middle
and would decrease with few men shorter than 5 feet tall.

We discuss additional properties of the normal curve and its importance
for understanding statistics later in this chapter.

Normal curve  
See Normal
distribution.

Bell curve  
See Normal
distribution.
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Measurement

Measurement is the assignment of numbers or symbols to the different levels
or values of variables according to rules. To understand variables, it is
important to know their level of measurement. Depending on the level of
measurement of a variable, the data can mean different things. For example,
the number 2 might indicate a score of two; it might indicate that the participant
was a male; or it might indicate that the participant was ranked second in the
class. To help understand these differences, types or levels of the measurement
of variables have been identified. It is common and traditional to discuss four
levels or scales of measurement (nominal, ordinal, interval, and ratio), which
vary from the lowest unordered level (nominal) to the highest level (ratio).1

z -3 -2 -1 0 1 2 3

68%

95%
99%

FIGURE 10.1
Frequency Distribution and Probability Distribution for the Normal Curve.

The Traditional Levels or Scales of Measurement 
Nominal/Scales/Variables

This is the lowest or most basic level of measurement in which the numerals
assigned to each mutually exclusive category stand for the name of the category
but have no implied order or value.

Ordinal Scales/Variables (i.e., Unequal Interval Scales)

In ordinal scales there are not only mutually exclusive categories, as in nominal
scales, but also the categories are ordered from low to high in much the same
way that one would rank the order in which horses finished a race (i.e., first,
second, third, . . . last). In the traditional definition of an ordinal scale, one
knows the order from lowest to highest (or most preferred) on a dimension,
but the intervals between the various ranks are not equal. For example, the
second place horse may finish far behind the winner but only a fraction of a

Ordinal level of
measurement  
Values of a variable
include three or more
ordered levels, but
the frequency
distribution of the
scores is not normally
distributed.

Measurement  
The assignment of
numbers or symbols
to the different levels
or values of variables
according to rules.



second in front of the third-place finisher. Thus, in this case there are unequal
intervals among first, second, and third place, with a very small interval
between second and third and a much larger one between first and second.

Interval and Ratio Scales or Variables

Not only do the interval scales have mutually exclusive categories that are
ordered from low to high, but also the categories are equally spaced, that is,
have equal intervals between them. Most physical measurements (e.g., length,
weight, and dollars) have equal intervals between the categories and are 
called ratio scales because they have, in addition, an absolute or true zero,
which means in the previous examples, no length, no weight, or no money.
Few psychological scales have this property of a true zero, and, thus, even if
they are very well-constructed equal interval scales, it is not possible to say
that one has no intelligence or no extroversion or no amount of an attitude 
of a certain type. The differences between interval and ratio scales are not
important for us because all of the types of statistics can be done with interval
data. The traditional position is that if the scale has equal intervals, it is not
necessary to have a true zero.

Difficulty Distinguishing Between the Traditional Scales

It is usually fairly easy to tell whether categories or levels of a variable are
ordered—that is, whether they vary from low to high. Thus, one can readily
distinguish between nominal and ordinal data. This distinction makes a lot of
difference in what statistics are appropriate, as we shall see.

However, it is considerably less clear how to distinguish between ordinal
and interval data. While almost all physical measurements provide either ratio
or interval data, the situation is less clear with regard to psychological
measurements. When we measure characteristics such as attitudes, often 
we are not certain whether the intervals between the ordered categories are
equal, as required for the traditional identification of interval level variables.
Suppose we have a five-point scale on which we are to rate an attitude about
a certain statement from strongly agree as 5 to strongly disagree as 1. The issue
is whether the intervals between a rating of 1 and 2, or 2 and 3, or 3 and 4, or
4 and 5 are all equal or not. Some researchers could argue that because the
numbers are equally spaced on the page and because they are equally spaced
in terms of their numerical values, the participants will view them as equal
intervals, and, thus, they will have psychologically equal intervals. However,
especially if the in between points are labeled (e.g., “strongly agree,” “agree,”
“neutral,” “disagree,” and “strongly disagree”), it could be argued that the
difference, for example, between strongly agree and agree is not the same as
between agree and neutral. This contention would be hard to disprove, so
many other researchers would argue that such a five-point scale is ordinal rather
than interval level.

Furthermore, some questionnaire or survey items have responses that are
clearly unequal intervals. For example, let’s take the case where the participants
are asked to identify their age as one of five categories: “less than 21,” “21–30,”
“31–40,” “41–50,” and “51 or older.” It should be clear that the first and last
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interval level of
measurement   
In traditional
measurement
approaches, values of
a variable that are
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which the difference
between levels is
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absolute zero.

Ratio scales or 
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measurement  
In traditional
approaches, values of
a variable that are
ordered levels and
which have an
absolute zero.



categories are much larger in terms of number of years covered than the three
middle categories. Thus, the age intervals would not be equal. Another
example of an ordered scale that is clearly not interval would be one that asked
how frequently participants do something. The answers go something like this:
“every day,” “once a week,” “once a month,” “once a year,” and “once every
5 years.” The categories become wider and wider and, therefore, are not equal
intervals. There is clearly much more difference between 1 year and 5 years
than there is between 1 day and 1 week.

These four levels have been discussed in most statistics and research
methods textbooks, and they have been used to indicate the level of measure -
ment necessary to compute certain statistics. In general, the mean, standard
deviation, and parametric inferential statistics, such as the t test, are said in
such textbooks to require at least interval level measurement for the variables.
However, we have found the distinction between the traditional ordinal and
interval levels somewhat confusing to apply, and statisticians have argued that
this traditional distinction is not necessary to use parametric statistics, if the
data are approximately normally distributed (Gaito, 1980, 1986; Velleman &
Wilkinson, 1993). Thus, we describe, in the next section of this chapter, a
somewhat different classification of levels of measurement that we think is
more useful and easier to understand.2

Our Categorization of Levels of Measurement

We believe that the concepts nominal, dichotomous, ordinal, and approximately
normally distributed (which we call normal data) are more useful than the
traditional measurement terms for the selection and interpretation of statistics.
In part, this is because as mentioned earlier statisticians disagree about the
usefulness of the traditional levels of measurement in determining appropriate
selection of statistics. Furthermore, our experience is that the traditional 
terms are frequently misunderstood and applied inappropriately. Table 10.1
compares the traditional terms to our terms and provides summary definitions.
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TABLE 10.1

Our Recommended Measurement Terms Compared to the Traditional

Our term Our definition Traditional term Traditional definition

Nominal Three or more unordered categories Nominal Two or more unordered categories

Dichotomous Two categories, either ordered or NA NA
unordered

Ordinal Three or more ordered levels, but Ordinal Ordered levels, in which the 
the frequency distribution of the difference in magnitude between 
scores is not normally distributed levels is not equal

Approximately Many (at least five) ordered levels Interval and Interval: ordered levels, in which 
normal or scores, with the frequency Ratio the difference between levels is 

distribution of the scores being equal, but there is no true zero
approximately normally distributed Ratio: ordered levels; the difference

between levels is equal, and there
is a true zero

Levels of
measurement  
Type of measurement
of the values of
variables important to
the computation of
certain statistics;
traditional levels
include nominal,
ordinal, interval, and
ratio; here called
nominal,
dichotomous, ordinal,
and approximately
normal (or normally
distributed); see each
term.
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Nominal Variables

This level is the same as the traditional nominal scale of measurement, except
that we include only variables that have three or more unordered categories. For
example, single people might be assigned the numeral 1, married persons
might be coded as 2, and divorced persons could be coded as 3. This does not
imply that a divorced person is higher than a married one or that two single
persons equal one married, or any of the other typical mathematical uses of
the numerals. The same reasoning applies to other nominal variables such as
ethnic group, type of disability, or section number in a class schedule. In each
of these cases, the categories are distinct and nonoverlapping but not ordered;
thus, each category in the variable ethnic group is different from each other,
but there is no necessary order to the categories. The categories could be
numbered 1 for Asian American, 2 for Latin American, 3 for African American,
and 4 for European American or the reverse, or any combination of assigning
a number to each category. What this implies is that the numbers used for
identifying the categories in a nominal variable must not be treated as if they
were numbers that could be used in a formula, added together, subtracted
from one another, or used to compute an average. Average ethnic group makes
no sense. However, if one asks a computer to compute average ethnic group,
it will do so and provide meaningless information. The important thing about
nominal scales is to have clearly defined, nonoverlapping, or mutually
exclusive categories that can be coded reliably by observers or by participant
self-report.

Qualitative or constructivist researchers rely heavily, if not exclusively,
on nominal variables and on the process of developing appropriate codes or
categories for behaviors, words, and so forth. Qualitative coding may seem
different because it is much more detailed and because it is unusual to assign

RESEARCH IN THE REAL WORLD

Tomko and Munley (2013), in study 4, incorporated multiple variables in
their associational study. In describing the characteristics of the sample of
counseling psychologists, two nominal variables were utilized. The first
variable was race and had seven levels of Caucasian/White, Black/African
American, Biracial/Multiracial, Hispanic/Latino(a), American Indian/Alaskan
Native, Asian or Pacific Islander, and not reported. Finally, the nominal
variable of degree had three levels: Ph.D., Ed.D., and Psy.D. These variables
are considered to be nominal because they have three or more unordered
categories.

For the variable of race, the different levels are not in any order (e.g.,
numbers 1, 2, and 3 are in an order). It can be helpful to identify order 
when looking at the levels of a variable by asking “is one level greater,
better, or higher than other levels?” If there were only two unordered levels,
then the variable could be considered dichotomous, which is discussed in
the next section.
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numerals to the various categories. Although using qualitative (nominal) data
does dramatically reduce the types of statistics that can be used with data, it
does not eliminate the possible use of statistics to summarize data and make
inferences. Therefore, when the data are nominal, one’s research may benefit
from the use of appropriate statistics. Later in this chapter we discuss the types
of descriptive statistics that are appropriate for nominal data.

Dichotomous Variables

A dichotomous variable, one with only two levels or categories (e.g., Yes or
No, Pass or Fail) is sometimes assumed to be nominal. While some such
dichotomous variables are clearly unordered (e.g., gender) and others are
clearly ordered (e.g., math grades—high or low), all dichotomous variables
form a special case. Statistics such as the mean or variance would be meaningless
for a three or more category nominal variable (e.g., ethnic group or marital
status, as described already). However, such statistics do have meaning when
the data are dichotomous, that is, have only two categories. For example, if
the average gender was 1.55 (with males = 1 and females = 2), then 55 percent
of the participants were females. Furthermore (as we show in Chapter 22) for
multiple regression, dichotomous variables, called “dummy” variables, can
be used as independent variables along with other variables that are normally
distributed. It turns out that dichotomous variables can be treated, in most
cases, as similar to normally distributed variables.

RESEARCH IN THE REAL WORLD

Continuing the discussion of variables from the previous “Research in the
Real World” Tomko and Munley (2013) included a dichotomous vari-
able of gender. Before collecting data, the researchers planned for this 
variable to be a nominal variable with three levels: women, men, and
transgendered. After data collection, the researchers found that they 
did not have any trans gendered participants, so this level was discarded 
and the variable became a dichotomous variable.

Because this variable included only two levels it could be used in this
associational study in the multiple regressions that were conducted. If the
variable had been as the researchers planned, with three levels, then it could
not be considered dichotomous. Instead, the variable of gender would be
nominal. Nominal variables cannot be included in associational statistics,
such as multiple regression or Pearson correlations. The data from a nominal
variable could be included in associational statistics if it is transformed into
dichotomous variables.

Ordinal Variables

These variables have three or more ordered categories or levels, and the
responses are not normally distributed. This level of measurement is similar to

Dichotomous level
of measurement  
Values of a variable
include two
categories, either
ordered or unordered.

Normally
distributed level of
measurement  
See Approximately
normal levels of
measurement.



the traditional ordinal scale of measurement discussed earlier. However, we
emphasize that when the frequencies of scores from a sample of participants
are plotted they do not look like the bell-shaped or normal distribution of the
scores shown in Figure 10.1.

Normally Distributed Variables

Not only do these variables have mutually exclusive categories that are ordered
from low to high, but also the responses or scores are at least approximately
normally distributed in the population from which the sample was selected. An
assumption of many parametric inferential statistics, such as the t test, is that
the dependent variable is normally distributed. Normality is also important
for the appropriate use of several common descriptive statistics discussed later
in this chapter (e.g., mean and standard deviation).
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RESEARCH IN THE REAL WORLD

Normally distributed variables have five or more ordered levels and are
approximately normally distributed. To assess whether a variable is approxi-
mately normally distributed, the data can be graphed in a frequency
distribution; the mean, median, and mode can be checked (if they are close
to the same value, the distribution can be considered approximately normally
distributed), or the skew value can be computed and if it is between –1 and
1 the distribution can be considered normally distributed.

Tomko and Munley (2013) included multiple continuous variables that
they hoped would be normally distributed variables. These variables
included attitudes toward older adults, clinical judgments of older clients,
age, training in aging, clinical experience with older adults, fear of death,
and multicultural competence. All of these variables have five or more
mutually exclusive categories that are ordered from low to high, and the
responses or scores are at least approximately normally distributed. Thus,
these variables could be included in associational statistics such as multiple
regression.

Confusion about Terms

Unfortunately, the literature is full of confusing terms to describe the
measurement aspects of variables. Categorical and discrete are terms sometimes
used interchangeably with nominal, but nominal is more appropriate because
it is possible to have ordered, discrete categories.

Continuous and quantitative are terms that appear in the literature for
ordered variables that vary from low to high. Many such variables are assumed
to be normally distributed.

These terms and their relationships to the terms nominal, dichotomous,
ordinal, and normally distributed are sometimes used inconsistently. Table
10.2 clarifies these somewhat overlapping and confusing terms. Nominal



variables have discrete, unordered categories. Ordinal and even normally
distributed variables also can use discrete categories or scores such as 1, 2, 3,
4, 5; however, with ordinal and normal level measurement, the categories are
ordered. Researchers differ in the terminology they prefer and on how much
importance to place on levels or scales of measurement, so all of these terms
and others mentioned in textbooks and articles are commonly seen.

Table 10.3 provides a review of the concept of levels of measurement of
a variable. We point out here that it is always important to know the levels of
measurement of the dependent variable in a study. Also, when the independent
variable is an attribute, a judgment about the level of measurement should be
made. Usually, with an active independent variable the categories of the
independent variable are nominal, but in certain cases (treatment dosages, 
e.g., no drug, 10 mg, 20 mg, and 30 mg) an active independent variable could
be ordinal or even normally distributed.

An example that illustrates three levels of measurement and may be
helpful is based on an afternoon at the horse races. The numbers worn by the
horse represent a nominal scale. Although the numbers correspond to the gate
in which the horse starts the race, their function for the spectator is to identify
the name of the horse in the racing form. The betting is based on an ordinal
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TABLE 10.2

Correspondence of Measurement Terms

Our measurement term Other somewhat similar terms

Dichotomous Binary, dummy variable, two categories

Nominal Unordered, qualitative, names, categoricala,
discretea

Ordinal Unequal intervals, ranks, discrete ordered
categories

Normal (approximately normally Continuous, equal intervals, interval scale, ratio 
distributed) scale, quantitative, scale (in SPSS), dimensional

a However, ordinal variables and even normally distributed variables, sometimes have discrete
categories.

TABLE 10.3

Characteristics and Examples of Variables at Each Level of Measurement

Nominal Dichotomous Ordinal Normal

Characteristics 3+ levels 2 levels 3+ levels 5+ levels
Not ordered Ordered or not Ordered levels Ordered levels
True categories Unequal intervals Approximately
Names, labels between levels normally

Not normally distributed
distributed Equal interval 

between levels

Examples Ethnicity Gender Most ranked data Test scores
Religion Math grades Race Finish (1st, GRE scores
Curriculum type (high vs. low) 2nd, 3rd) Height
Hair color IQ



scale: whether the selected horse comes in first, second, or third (i.e., win, place,
or show). It does not matter if the horse wins by a nose or by ten lengths, a
win is a win. Thus, these ranks form an ordinal scale. However, the money
people might receive from all the bets that day might be normally distributed.
A few people probably win a lot, many break even or lose a little, and a few
lose a lot. More details and examples of approximately normally distributed
data are presented later in the chapter.

Descriptive Statistics and Graphs

Descriptive Graphs

Frequency distributions indicate how many participants are in each category;
they are useful whether the categories are ordered or unordered. If one wants
to make a graph or diagram of a frequency distribution there are several
choices, including frequency polygons, histograms, and bar charts. Frequency
polygons and histograms (shown in Figure 10.2) connect the points between
the categories, so they are best used with normally distributed (normal) data.
Frequency polygons should not be used with nominal data because in that
case there is no necessary ordering of the points.

Thus, for variables (e.g., ethnic group, school curriculum, or other nominal
variables) it is better to make a bar graph (or chart) of the frequencies (Figure
10.3). The points that happen to be adjacent in a frequency distribution are
not by necessity adjacent.

Measures of Central Tendency

The three main measures of the center of a distribution are the mean, median,
and mode. As you can see from Table 10.7 near the end of the chapter, any of
these measures of central tendency can be used with normal data. The mean,
median, and mode are all the same and in the center of the distribution when
the data are normally distributed.

The mean or arithmetic average takes into account all of the available inform -
ation when used to compute the central tendency of a frequency distribution.
Thus, the mean is usually the statistic of choice if one has normal data.
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FIGURE 10.2
Sample Frequency Polygon and Histogram for the Same-Ordered, Normal-Level Data.

Frequency
distribution  
A graph which
indicates how many
participants are in
each category.

Polygon 
A line graph
commonly showing
the frequencies that
connects the
midpoints of the bars
of a histogram.
Variable(s)/
predictor(s) entered 
in a specific order
improves the
prediction.

Histogram  
A graph of a
frequency distribution
that connects the
points between the
categories; also called
frequency polygon.

Bar graph  
Chart of the
frequency
distribution.

Measures of central
tendency   
Statistics which
measure the center of
distribution of the
observed data;
includes mean,
median, and mode.

Mean  
Measure of central
tendency calculated
by dividing the sum
of the individual or
raw scores in the
sample by the
number of
observations in the
sample; also referred
to as the arithmetic
average.



The median or middle score is an appropriate measure of central tendency
for ordinal-level data. The median may be a better measure of central 
tendency than the mean under certain circumstances, namely, when the
frequency distribution is skewed markedly to one side. For example, 
the median income of 100 mid-level workers and a millionaire is substan-
tially lower and reflects the central tendency of the group better than the 
mean income, which would be inflated in this example and for the country 
as a whole by a few people who make very large amounts of money.

Finally, the mode, or most common category, can be used with any kind
of data but generally provides the least precise information about central
tendency. One would use the mode as the measure of central tendency if there
is only one mode, if it is clearly identified, and if you want a quick
noncalculated measure.

Calculation of the Mean

We demonstrate here the calculation of the mean because of its common use
in both descriptive and inferential statistics. The formula for the population
mean, �, is the same as the formula for the sample mean, M. To calculate 
the mean or average of a set of numbers, we add or sum (�) the numbers (X)
and then divide by the number of entries (N). X refers to individual scores
(often referred to as raw scores).

The formula for M (the mean of the sample) is

where X is the individual or raw scores in the sample, and N is the number
of scores in the sample.

Suppose that ten people took a test and the scores were arranged from
highest to lowest. We want to know the mean of the ten scores. The scores are
shown in Table 10.4 in the column labeled “Test Score.”

M
X

N
=

∑
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FIGURE 10.3
Sample Frequency Distribution Bar Chart for the Nominal Scale of Hair Color.

Median  
Measure of central
tendency which is the
mid-point of the
individual or raw
scores in the sample.

Mode  
Measure of central
tendency which is
equal to the
individual or raw
score(s) which is (are)
most frequent in the
data.



We calculate the mean using the previous formula.

Thus, the mean or average test score is 70. Because the scores are arranged
from highest, as participant number 1, to the lowest, it is quite easy to
determine the median score. If there had been an odd number of persons, the
median would be the middle score. Because there are ten (an even number)
participants, the median is halfway between the fifth (75) and sixth (66)
persons’ scores (i.e., 70.5). Note that the median is similar but not the same as
the mean in this case. There is no clear mode in this example because each
participant has a distinct score. The mode is more useful when the data are
nominal or dichotomous, there are relatively few categories, and there are a
larger number of participants.

Measures of Variability

Variability describes the spread or dispersion of the scores. In the extreme, if
all of the scores in a distribution are the same, there is no variability. If they
are all different and widely spaced apart, the variability will be high. The
standard deviation, the most common measure of variability, is appropriate
only when one has normally distributed data.

For ordinal data the interquartile range, the distance between the 25th
and 75th percentiles, is the best measure of variability. With nominal data one
would need to ask how many different categories are there and what are the
percentages in each.

M
X

N

M

M

=

=

=

∑

700
10

70
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TABLE 10.4

Scores for Ten Participants on Form B

Participant ID number Test score

1 93

2 85

3 82

4 77

5 75

6 66

7 63

8 62

9 54

10 43

� = 700

Standard deviation  
Measure of variability
for normally
distributed data.

Measures of
variability  
Statistics which
measure the
dispersion (or spread)
of the observed data;
most common
measure is the
standard deviation.

Interquartile range 
The distance between
the 25th and 75th
percentiles.
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TABLE 10.5

Calculation of the Standard Deviation

ID# X M x x2

1 93 70 23 529
2 85 70 15 225
3 82 70 12 144
4 77 70 7 49
5 75 70 5 25
6 66 70 –4 16
7 63 70 –7 49
8 62 70 –8 64
9 54 70 –16 256

10 43 70 –27 729

Total 2086

Calculation of the Standard Deviation

The formula for the standard deviation of the sample is

Because it is common in both descriptive and inferential statistics, we show
how to calculate the standard deviation. Notice in the formula that the numbers
that we square and add are not raw scores (X) but deviation scores (x). To
compute the deviation scores, we subtract the mean from each raw score
because the standard deviation is a measure of how scores vary about the
mean. Now we calculate the standard deviation using the same sample of ten
scores that we used to compute the mean in the previous section.

We start by creating Table 10.5 using the scores (X) from the test. First,
subtract the mean, 70, from each of the raw scores. These deviation scores can
be seen under the column x. If we added these scores, the total would be zero.
(The sum of the deviations around the mean always equals zero.) Next we
square each of the deviation (x) scores, which gives us the scores in column
x2. Then we add the scores in column x2, which is 2,086. Note when you square
a minus number (e.g., –8), the square is a positive number (64). Next, we divide
this sum by the number of participants minus one and take the square root to
arrive at the standard deviation.

SD
x

N
=

−

∑ 2

1

The calculation of the standard deviation is as follows:

SD
x

N

SD

=
−

=

∑ 2

1

2086
9

SD

SD

=

=

231 78
15 22

.

.



Thus, the standard deviation is 15.22. The fact that few of the scores are
close to the mean of 70 indicates that there is quite a bit of variability in this
sample. We discuss more about the interpretation of the standard deviation
later in this chapter in the section about areas under the normal curve.
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RESEARCH IN THE REAL WORLD

Descriptive statistics are an important aspect of the data to include in all
research studies. Descriptive information about the sample, the variables,
etc. can be important to include in order to better understand the data and
whether assumptions were met.

Tomko and Munley (2013) include a helpful table that presents the
means, standard deviation, and ranges for the data from all the measures
included in the study. For example, the “Collett-Lester Fear of Death Scale
version 3.0 (shortly FOD; Lester & Abdel-Khalek, 2003) was employed to
assess participants’ fear of death” (p. 236). Each question had a Likert scale
response that ranged from 1 (not anxious or disturbed) to 5 (very anxious
or disturbed) with the total score used in all analyses. From the table, the
mean for the FOD was 73.43, the standard deviation was 19.21, and the
range was 31–140. Another example from the table was the “Multicultural
Counseling Knowledge and Awareness Scale (MCKAS; Ponterotto, Gretchen,
Utsey, Rieger, & Austin, 2002) . . . [was] used to measure awareness and
knowledge of multicultural issues in counseling” (p. 236). The responses
included a Likert scale ranging from 1 (not all true) to 7 (totally true) 
with the total score used for analysis. From the table, the mean for the 
MCKAS was 176.42, the standard deviation was 19.30, and the range was
121—220.

Measures of Association Between Two Variables

Scatterplots

A scatterplot (Figure 10.4 and Figure 10.5) provides a visual picture of the
correlation. Each dot or circle on the plot represents a particular individual’s
score on the two variables, with one variable being represented on the x axis
and the other on the y axis. A scatterplot is a plot or graph of two variables
that shows how the score for an individual on one variable associates with his
or her score on the other variable. When the plotted points are close to a straight
line (the linear regression line) from the lower left corner of the plot to the upper
right as in Figure 10.4, there is a relatively high positive correlation (e.g., +.5)
between the variables. When the linear regression line slopes downward from
the upper left to the lower right, the correlation is high negative (e.g., –.5). 

Scatterplots  
Are a plot or graph of
two variables that
shows how the score
for an individual on
one variable
associates with his or
her score on the other
variable.
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For correlations near zero (as in Figure 10.5), the regression line will be close
to flat with many points far from the line, and the points will form a pattern
more like a circle or blob than a line or oval.

In both Figure 10.4 and Figure 10.5, the scatterplots show the best fit for
a straight (linear) regression line (i.e., it minimizes the squared differences
between the points and the line). Note that for Figure 10.4 (grades in high
school with math achievement), the points fit the line pretty well; r2 = .25, and,
thus, r is .50. Figure 10.5 shows that grades in high school and motivation 
are only weakly correlated; the points do not fit the line very well (r2 = .007,
r = .08).
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Pearson and Spearman Correlations

The Pearson product moment correlation is a bivariate parametric statistic
used when both variables are ordered and approximately normally distributed.
When the data are ordinal or when other assumptions are markedly violated,
one should use a nonparametric equivalent of the Pearson correlation
coefficient. One such nonparametric, ordinal statistic is the Spearman rho. 

Both Pearson and Spearman correlations can vary from –1.0 (a perfect
negative relationship or association) through 0.0 (no correlation) to +1.0 (a
perfect positive correlation). Note that +1 and –1 are equally high or strong,
but they lead to different interpretations. A high positive correlation between
anxiety and grades would mean that students with higher anxiety tended to
have high grades, those with lower anxiety had low grades, and those in
between had grades that were neither especially high nor especially low. On
the other hand, if there were a high negative correlation, it would mean that
students with high anxiety tended to have low grades; also, high grades
would be associated with low anxiety. With a zero correlation there are no
consistent associations; a student with high anxiety might have low, medium,
or high grades.

Cross-Tabulation Tables

This type of table is designed to show the association between two nominal
or dichotomous variables. Remember, nominal variables are variables that have
distinct unordered levels or categories; each participant is in only one level (a
person is either male or female). Cross-tabulation tables also can be used with
ordered variables but are less appropriate if either variable has three or more
ordered levels. Table 10.6 shows the cross-tabulation of gender with whether
students took geometry in high school for a group of 75 former students. It is
evident that a higher proportion (24 of 36) of males took geometry; only 10 of
39 females did. Thus, there seems to be an association between gender and
taking geometry. In Chapter 21, we discuss the chi-square statistic to test
whether this association is statistically significant—that is, whether one can
be confident that the apparent association is not due to chance. Chapter 21
also discusses how to interpret the statistical significance of correlation
coefficients.
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TABLE 10.6 

Sample Cross-tabulation Table

Gender

Variable n Males Female

Geometry

Taken 36 24 12

Not Taken 39 10 29

Totals 75 34 41

Pearson product
moment correlation 
See Correlation.

Spearman rho
correlation 
A nonparametric
equivalent of the
Pearson correlation
coefficient used when
the data are ordinal
or when other
assumptions are
markedly violated.



More on the Normal Curve

The Normal Curve as a Probability Distribution

While the normal curve often is conceptualized as a frequency distribution,
for our purposes, it is more important as a probability distribution. Visualize
that the area under the normal curve is equal to 1.0. Therefore, portions of this
curve could be expressed as fractions of 1.0. For example, if we assume that
5’ 10” is the average height of men in the United States, then the probability
of a man being 5’ 10” or taller is .5. The probability of a man being over 6’ 5”
or less than 5’ 5” is considerably smaller. It is important to be able to
conceptualize the normal curve as a probability distribution because statistical
convention sets acceptable probability levels for rejecting the null hypothesis
at .05 or .01. As we shall see, when events or outcomes happen very infre -
quently, that is, only 5 times in 100 or 1 time in 100 (way out in the left or right
tail of the curve), we wonder if they belong to that distribution or perhaps to
a different distribution. We come back to this point several times later in the
book.

Properties of the Normal Curve

The normal curve has five properties that are always present:

1. The normal curve is unimodal. It has one “hump,” and this hump is in
the middle of the distribution. The most frequent value is in the middle.

2. The mean, median, and mode are equal.
3. The curve is symmetric. If you folded the normal curve in half, the right

side would fit perfectly with the left side; that is, it is not skewed.
4. The range is infinite. This means that the extremes approach but never

touch the x axis.
5. The curve is neither too peaked nor too flat, and its tails are neither too

short nor too long; it has no kurtosis. Its proportions are like those in Figure
10.1.

Areas Under the Normal Curve

All normal curves, regardless of whether they are narrow or spread out, can
be divided into areas or units in terms of the standard deviation.
Approximately 34 percent of the area under the normal curve is between the
mean and one standard deviation above or below the mean. If we include 
both the area to the right and to the left of the mean, 68 percent of the area
under the normal curve is within one standard deviation from the mean, as
was shown in Figure 10.1. Another approximately 13.5 percent of the area
under the normal curve is accounted for by adding a second standard deviation
to the first standard deviation. In other words, two standard deviations to the
right of the mean account for an area of approximately 47.5 percent of the curve.
And two standard deviations to the left and two to the right of the mean make
up an area of approximately 95 percent of the normal curve. If we were to
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subtract 95 percent from 100 percent the remaining 5 percent relates to the
probability or p value of 0.05 conventionally established for statistical
significance, as we see in Chapter 16. Values not falling within two standard
deviations of the mean are relatively rare events.

Using our previous example of the test score shown in Table 10.5, note
that 7 of 10 (70 percent) scores fell between 55 and 85, which are approximately
one standard deviation below and above the mean of 70. All the scores were
within two SDs. These percentages are about what one would expect if the
scores were normally distributed.

The Standard Normal Curve

All normal curves can be converted into standard normal curves by setting
the mean equal to zero and the standard deviation equal to one. Since all
normal curves have the same proportion of the curve within one standard
deviation, two standard deviations, and so on of the mean, this conversion
allows comparisons among normal curves with different means and standard
deviations. The normal distribution curve shown in Figure 10.1 has the
standard normal distribution units underneath. These units are referred to as
z scores, which indicate the number of standard deviation units that a person’s
score deviates from the group mean. In our example, the student who had 93
on the test would have a z score of +1.51 (93–70 ÷ 15.22), whereas the student
who scored 43 had a z = –1.77. A valuable characteristic of z scores is that they
allow you to compare scores on different tests. For example, a student with
an exam score of 80 (in a class whose mean was 70 and SD was 5) has a z score
of +2.0 and did relatively better than the student in Table 10.5 who had a test
score of 93 and z = 1.51.

Another important use of the standard deviation and the standard normal
curve has to do with the strength or size of the relationship between variables.
Statisticians refer to this as the effect size. In Chapter 17 we discuss various
effect size measures and how to interpret them. For now, we want to point
out that the most common effect size measures are similar to z scores in that
they are expressed in standard deviation units. For example, d = 0.5 means
that on average the intervention group performed one half a standard deviation
better than the comparison group. This common metric is useful in comparing
the size or strength of the effect across several different studies.

Levels of Measurement and Descriptive Statistics

Table 10.7 summarizes whether and how a number of common descriptive
statistics and plots should be used if the data (i.e., dependent variable) were
nominal, dichotomous, ordinal, or normally distributed. For example,
frequency distributions are appropriate for all four levels of measurement
but most useful with nominal, dichotomous, and ordinal data. With nominal
data the order in which the categories are listed is arbitrary. With ordinal and
normally distributed data the order of the categories would be invariant. 
For normally distributed data the frequency distribution would look similar
to the normal curve in Figure 10.1.
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Normal distribution   
Probability
distribution of the
population; the
normal distribution is
unimodal; the mean,
median, and mode
are equal; the curve is
symmetric; the range
is infinite; the curve
has no kurtosis; also
called normal curve
or bell curve.

z scores 
A standard score that
indicates the number
of standard deviation
units that a person’s
score deviates from
the group mean.

Effect size  
The strength of the
relationship between
the independent
variable and the
dependent variable,
and/or the magnitude
of the difference
between levels of the
independent variable
with respect to the
dependent variable.

Frequency
distribution  
A graph which
indicates how many
participants are in
each category.



As discussed earlier and summarized in Table 10.7, certain types of plots
and descriptive statistics should not be used with certain levels of data. For
example, frequency polygons and histograms should not be used if the data
are nominal as indicated by “No” in Table 10.7. In some cases graphs or
statistics are okay (indicated in the table by “OK”) but are not the best use.
For example, histograms can be used with ordinal data but are more
appropriately used if the data are normally distributed.

Other things being equal, one would obtain more sound results using
normally distributed data than ordinal, and ordinal would be better than
nominal measurement. However, sacrificing reliability or validity (Chapters
11 and 12) to have a higher level of measurement would mean that you would
have greater accuracy or power to get the wrong answers! As we see in later
chapters, if reliable and valid data are normally distributed, more powerful
inferential statistics are available to test our hypothesis.
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TABLE 10.7 

Selection of Appropriate Descriptive Graphs and Statistics

Nominal Dichotomous Ordinal Normal

Graphs

Frequency Distribution Yesa Yes Yes OKb

Bar Chart Yes Yes Yes OK

Histogram Noc No OK Yes

Frequency Polygon No No OK Yes

Central Tendency

Mean No OK Of ranks, OK Yes

Median No OK = Mode Yes OK

Mode Yes Yes OK OK

Variability

Range No Always 1 Yes Yes

Standard Deviation No No Of ranks, OK Yes

Interquartile range No No OK OK

How many categories Yes Always 2 OK Not if truly 
continuous

Shape

Skewness No No Yes Yes

Association

Pearson correlation No OK OK Yes

Spearman correlation No OK Yes OK

Cross-tabulation Yes Yes OK OK

Scatterplot No No OK Yes

Notes: a Yes means a good choice with this level of measurement. b OK means OK to use, but not
the best choice at this level of measurement. c No means not appropriate at this level of
measurement.

Skewness  
When the data bunch
up on one side of a
central tendency and
trail out on the other.



Summary

This chapter provides an overview of levels of measurement and how they
influence the appropriate use of statistics. We divide variables into four 
types or levels: dichotomous, nominal, ordinal, and normally distributed.
Dichotomous variables have only two levels; nominal have three or more
unordered levels. Ordinal variables have three or more ordered levels, but the
frequency distribution of responses is not normal. Finally, normally distributed
variables have at least approximately a normal (bell-shaped) frequency
distribution. Properties of the normal curve were discussed because many
statistics assume that responses are normally distributed, and many behavioral
variables are distributed at least approximately normally. Three of the many
ways of plotting frequency distributions (histograms, frequency polygons, and
bar charts) were described and illustrated. Similarly, measures of central
tendency (mean, median, and mode) were described, as were measures of
variability (range, standard deviation, interquartile range, and number of
categories) and measures of the association between two variables (scatterplots,
correlation, and cross-tabulation). Finally, recommendations about the
appropriate use of various descriptive statistics and graphs or plots were
presented.

Key Concepts

Correlation
Cross-tabulation
Interquartile range
Normal distribution and normal curve
Scatterplot
Skewness
Standard deviation
Standard normal curve
z scores

Key Distinctions

Histogram versus frequency polygon versus bar chart
Mean versus median versus mode
Nominal versus dichotomous versus ordinal versus normal levels of

measurement
Ordered versus unordered categories or levels of a variable
The traditional nominal versus ordinal versus interval scales of measure -

ment
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Interpretation Questions

1. Give an example of a nominal, dichotomous, ordinal, and normal variable.

2. What are the three measures of central tendency?

3. What are the properties of the normal curve?

Application Problems

1. Describe our four levels of measurement (nominal, dichotomous, ordinal,
normal); provide an original example for each.

2. How are our levels of measurement similar and different from the
traditional ones?

3. Why is it important to know/determine the level of measurement for your
data?

4. Which measures of central tendency are appropriate to use with data at
each of our levels of measurement?

5. For the examples that follow, state the level of measurement and your
reasoning or justification:

a. urban, suburban, rural
b. young, middle aged, old
c. 15, 16, 17, 18, 19, 20, 21 . . . years
d. strongly agree, agree, neutral, disagree, strongly disagree

6. Both dichotomous variables and nominal variables are categorical. Why
is it informative to calculate the mean with a dichotomous variable but
not with a nominal variable?

7. How does the normal curve differ from the standard normal curve?

8. The following scores were recorded from students in a statistics class.
Determine the mean, median, mode, and standard deviation.

89, 93, 81, 93, 73, 93, 85, 89, 75, 85, 90, 70

9. A student in a large undergraduate class (approximately 500 students)
scores one standard deviation above the mean on her first midterm. Her
score is higher than what percentage of the class?

10. Another student in this same class scores two standard deviations below
the mean. What percentage of students has a higher score? What is this
student’s z score?
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Notes

1. Unfortunately, the terms level and scale are used several ways in research. Levels
refer to the categories or values of a variable (e.g., male or female); level can also
refer to the four different types of measurement (e.g., nominal, ordinal). These
several types of measurement also have been called scales of measurement. Scale is
also used to describe questionnaire items that are rated from strongly disagree to
strongly agree (Likert scale) and for the sum of such items (summated scale).

2. This alternative categorization was proposed to us by Helena Chmura Kraemer,
professor of biostatistics at Stanford (personal communication March 16, 1999).
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11
Measurement Reliability

In this chapter and the next we discuss the reliability and validity of individual
measurements or scores from an instrument. The quality of a study depends,
in part, on the quality of the design (internal validity) and of the sample
(population external validity) as discussed in Chapters 8 and 9. Study quality
also depends on the consistency (measurement reliability) and accuracy
(measurement validity) of the specific instruments, as discussed in this 
chapter and Chapter 12. In Chapters 23 and 24, we show how these four 
quality indicators (and others) can be used to evaluate the overall quality of
a study.

Measurement Reliability

What is reliability? When a person is said to be reliable, we have certain
conceptions about that person. For example, the person always shows up for
meetings on time; therefore, he is a reliable person. Or, the person always 
gets the job done; therefore, she is a reliable person. When we use tests or
other instruments to measure outcomes, we also need to make sure that these
instruments provide reliable data. Cronbach (1990) said that reliability refers
to consistency of a series of measurements. According to Thompson (2003),
reliability is a property of scores and is not immutable across all conceivable
uses of a given measure. The importance of reliability for research methods
cannot be overstated. If our outcome measure does not provide reliable data,
then we cannot accurately assess the results of our study. Hence, our study
will be worthless.

An Example

To understand the importance of measurement reliability and its under -
pinnings, it is best to start with an example. A researcher is interested in
determining whether quality of life for persons with cognitive disabilities can
be increased through a recreational support program. To determine whether
the intervention (recreational support program) works, he designs a ran -
domized experiment using a pretest–posttest control group design, where one

Reliability 
The consistency of a
series of
measurements.



group receives the intervention (X) for 6 months and the other group does not
receive the intervention (~X). Both groups receive the pretest with an
instrument that measures quality of life and then after the 6-month period
receive the same instrument on the posttest. As in earlier chapters, the design
can be shown as follows:

R O1 X O2

R O1 ~X O2

The researcher will measure quality of life (dependent variable) with a
particular measurement tool that we call the Quality of Life (QOL) inventory.
He will measure both the intervention and control groups on the QOL prior
to the intervention and then again after the period of the intervention.
Therefore, each participant in the study will obtain a score on the QOL prior
to the intervention and after the intervention period. If the QOL inventory has
a range between 0 and 100, then each participant will receive both a pretest
score and a posttest score within this range. He hopes, and thus hypothesizes,
that the posttest scores in the intervention group are higher than those of the
control group. Because of the random assignment, the groups should be
equivalent initially. As we have seen in Chapters 5 and 8, this design is a strong
one in terms of internal validity. However, it is possible that the study is weak
in other respects. For example, population external validity could be low if
the participants were unrepresentative of the theoretical population. The issue
to consider here is whether the QOL inventory will measure quality of life
consistently (reliably) in this study with this group of participants.

Test Scores

We call any score that we obtain from any individual on a particular instrument
an observed score. One of the participants named Jones is in the intervention
group. If Jones scores 49 on the pretest of the QOL, then Jones’s observed score
is 49. If we were to give Jones the QOL a second time, his observed score
probably will be different from 49. It might be 53 or 43. If we gave the QOL
to Jones a third time, the score probably will be different from either of the
scores received from previous administrations of the test. Since Jones’s score
will not be the same each time we give the QOL, and, since we must give Jones
a second QOL after the intervention, how will we know if the change in Jones’s
score from pretest to posttest is due to the intervention or perhaps due to
something else? Stated another way, how do we know whether the change in
Jones’s score is due to systematic variation (variation due to the intervention)
or unsystematic variation (variation due to other factors)? To understand our
problem, we must consider classical test theory, true scores, and error.

According to classical test theory:

Observed score = True score ± Error

Thus, an observed score is made up of a true score and error. Because classical
test theory is a hypothetical theory, we can never know a person’s true 
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Observed score  
Any score that is
obtained from any
participant on a
particular instrument.

True score 
The average score
that would result if a
person were tested an
infinite number of
times.

Error 
According to classical
test theory, error is
the difference
between the observed
score and the true
score.
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score. We will know only their observed score. Furthermore, because all
measurement usually includes some error, we cannot assume that the observed
score is the same as the true score. If we could subtract the true score from
the observed score, we could determine how much of the score is due to error.
We never actually know the amount of the observed score that is due to the
true score and the amount of the observed score that is due to error. If we
were to measure the person thousands of times and take the average of all of
those measurements, then the average score would be very close to the
individual’s true score. Unfortunately, we rarely measure a person more than
a couple of times on any given instrument.

Since we rarely measure a person multiple times with any instrument, 
the researcher may have trouble in his study. Again, the problem is that if 
he is trying to assess the change due to his intervention, he will need to 
measure each participant more than one time. Let’s suppose that Jones’s QOL
score increases from 49 (pretest) to 53 (posttest). How do we know whether
this increase is due to an increase in Jones’ true score (systematic variation)
or merely to an increase due to error (unsystematic variation)? The solution
to the problem is to choose a test that produces scores that have high reliability.
We have not considered specific methods of determining reliability at this
point, but we have stated that reliability is a measure of consistency. How does
reliability relate to observed scores and true scores? Measurement reliability
is expressed as a coefficient. The reliability coefficient is the ratio of the variance
of true scores to the variance of observed scores (Ghiselli, Campbell, & Zedeck, 1981).
In other words, the higher the reliability of the data, the closer the true scores
will be to observed scores. Now, given what we know about observed scores,
true scores, and error, we should consider correlation coefficients.

Standard Error of Measurement

When selecting a test, one of the most important questions to ask, in addition
to reliability and validity information, is what type of variability of perform -
ance we might expect. In the previous chapter we discussed the standard
deviation as an index of variability and also introduced the normal curve. Both
of these and information on reliability are needed when we consider the
standard error of measurement. The standard error of measurement allows
us to establish a range of scores (i.e., confidence interval) within which should
lie a performer’s true score. Confidence intervals are difficult to understand
and often misinterpreted but very important for understanding research
results. In Chapter 17 we examine confidence intervals in some depth.

First let’s look at the formula for the standard error of measurement; then
we will provide an example to help explain the concept. The formula for the
standard error of measurement is

where

s = standard deviation of the test
r = the reliability coefficient for the test.

s rm
s= −1

Measurement
reliability  
The consistency of
data collected from a
measure.

Standard error of
measurement 
A range of scores
(i.e., confidence
interval) within which
should lie a
performer’s true
score.



We start with an intelligence test such as the Wechsler Adult Intelligence Scale
(WAIS), which has a known standard deviation of 15. Let’s say that the
reliability coefficient is, on average, .92. What will be the standard error of
measurement? Fitting these numbers into the equation, the standard error 
of measurement (sm) is 4.24. A given individual takes the test and scores 110
(which is the person’s observed score). From our earlier introduction to classical
test theory, this observed score is equal to a true score plus error. We do not know
(nor will we ever know) the individual’s true score. Therefore, we can estimate
the range in which a person’s true score may fall from a single test. To do this,
we use the standard error of measurement and set a confidence interval
around the observed score. The size of this confidence interval will depend
on how sure we want to be that the true score fits within this interval. In most
cases we want to be at least 95 percent sure (two standard deviations).
Therefore, we set up a 95 percent confidence interval around the observed
score. To do this, we multiply our standard error of measurement times the z
score representing two standard deviations from the mean on a normal curve.
This z value is 1.96 (Figure 10.1). Therefore, 4.24 times 1.96 gives us a value
of 8.32. We can conclude that our true score falls within the 95 percent
confidence interval of 110 ± 8.32 or between 101.68 and 118.32. A brief
explanation of the 95 percent confidence interval is that if the test were given
to the same person a large number of times, 95 percent of the confidence
intervals would contain the true score.

The standard error of measurement illustrates the importance of the
reliability coefficient. Suppose that in the illustrated example our reliability
coefficient was .65. Our standard error of measurement would now be 8.87.
We multiply this value times 1.96 to establish our confidence interval. Our
confidence interval is 110 ± 17.39, or between 92.61 and 127.61. The precision
of our estimate of the true score has decreased substantially due to a low
reliability coefficient.

Correlation Coefficient

We can conceptually discuss reliability as some form of consistency. However,
when evaluating scores from an instrument it is important to be able to express
reliability in some numerical form. This allows us to compare different scores
from instruments on properties of reliability. The measure most often selected
to evaluate reliability is referred to as a correlation coefficient. As discussed
in Chapter 10, a correlation coefficient is usually expressed as the letter r and
indicates the strength of a relation. The values of r range between –1 and +1.
A value of 0 is viewed as no relation between two variables or scores, whereas
values close to –1 or +1 are viewed as very strong relationships between two
variables. A strong negative relationship, often referred to as an inverse
relationship, indicates that the higher the score is on one variable or test, the
lower the score is on a second variable or test. On the other hand, a strong
positive relationship indicates that people who score high on one test also will
score high on a second test. To say that scores from a measure are reliable, one
usually would expect a coefficient between +.7 and +1.0. Others have suggested
even stricter criteria. Reliability coefficient of .70 to .80 are somewhat lower
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A correlation
coefficient is usually
expressed as the 
letter r and indicates
the strength of a
relationship between
two variables.



than is desirable so psychometricians suggest that reliability coefficients of
about .8 are acceptable for research but that ones .9 or more are necessary for
measures that will be used to make decisions about individuals, using
instruments such as IQ tests, the GRE, the SAT, and those for personnel
decisions. However, it is common to see published journal articles in which
one or a few reliability coefficients are below .7 but usually .6 or above. Note
that although correlations of –.7 to –1.0 indicate a strong (negative) correlation,
they are totally unacceptable with regards to reliability. Such a high negative
correlation would indicate that persons who initially score high on the measure
later score low and vice versa. A negative reliability coefficient probably
indicates a computational error or terrible inconsistency.

Methods to Assess Measurement Reliability

There are many methods used to assess measurement reliability. Here, we
discuss eight types of measurement reliability: (1) test–retest; (2) parallel 
forms; (3) internal consistency measured through split-half methods; (4)
internal consistency measured through Kuder-Richardson 20; (5) internal
consistency measured through Cronbach’s alpha; (6) interrater (interobserver)
measured through percentage agreement methods; (7) interrater (inter -
observer) meas ured through intraclass correlation coefficients (ICCs); and (8)
interrater (interobserver) measured through the Kappa statistic. We also briefly
discuss generalizability theory and item response theory (IRT). For more detail
on each method of determining measurement reliability, including formulas,
we recommend Anastasi and Urbina (1997) and Nunnally and Bernstein
(1994).

For many published measures, more than one reliability coefficient has
been obtained. However, when choosing a measure, the investigator needs to
make sure of the following criteria:

• Past reliability of the data produced by the instrument is high (e.g., above
.80) or at least marginally acceptable (e.g., above .60).

• The length of time that had been used to establish the test–retest reliability
is similar to the length of time to be used in the study. It should be noted
that as the length of time increases between administrations, the reliability
usually decreases.

• The sample that had been used to determine reliability of the instrument
is similar to the sample that will be used in the current study.

Furthermore, it is important to note that two reliability coefficients need to be
reported: (1) reliability coefficients cited in the literature prior to data collection
for the study; and (2) the reliability coefficients estimated with the data from
the study. Some of the methods of assessing reliability are common for pub -
lished measures; these (i.e., test–retest reliability, parallel forms) are cited as
previously reported reliability coefficients. Other methods (i.e., internal con -
sistency, interrater reliability) can be cited as previously reported reliability
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coefficients and also as reliability coefficients estimated with the data from the
study.

Test–Retest Reliability

Test–retest reliability is one of the most common forms of reliability (Daniel
& Witta, 1997). Cronbach (1990) refers to this coefficient as a coefficient 
of stability. Test–retest reliability is easy to understand. If a test produces
reliable scores, then if it is given more than once to the same person, that
person’s scores should be very close, if not equal. If the researcher wants to
obtain test–retest reliability on his QOL instrument, he would find a sample
of persons who were not participants in the experiment previously described
but who would fit his target population. He would administer the QOL to this
sample, and at a later date (at a date that would approximate the interval of
the intervention) he would administer the QOL to the same sample. Then he
would determine the reliability coefficient based on the scores of the two
admin is trations using a correlation between the two sets of scores. If the
reliability coefficient is relatively high (e.g., above .80), then he would be
satisfied that the QOL has good test–retest reliability. On the other hand, if
the reliability coefficient is below .70, then he may need to reconsider the QOL
as a measure that produces reliable scores of quality of life.

Certain considerations must be taken into account to determine test–retest
reliability. The first point is that test–retest reliability is not established during
an experiment. The test–retest reliability coefficient must be established 
ahead of time, prior to the study, using a period of time when little related to
the substance of the instrument should be happening between the two
administrations of the instrument.1 Even if test–retest reliability has already
been established for the instrument of choice, the investigator needs to
determine some type of reliability for the present study.

Parallel Forms Reliability

One of the problems of using the same instrument for the pretest and the
posttest of a study is that participants may use the knowledge gained on the
pretest to alter the posttest score. This problem, often referred to as testing, 
or carryover effects, creates significant problems for the investigator because
it becomes impossible to determine if the change in scores is due to the inter -
vention or to knowledge obtained on the pretest. One way of avoiding the
pretest problem is to create a design without a pretest (e.g., the posttest-only
control group design). However, that design can be used only if the investigator
can randomly assign participants to groups. A quasi-experimental approach
is more likely in applied settings, where the investigator will need to use a
pretest.

To counteract the testing problem, some tests have a second or parallel
form that could be used as a posttest in place of the instrument used for the
pretest. A parallel form can be created by simply reordering the items or 
by writing new items that are similar to the existing items. It is important 
that the two forms have similar content. Parallel forms reliability (i.e., the
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If a test produces
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scores should be very
close, if not equal.

Parallel forms
reliability 
The reliability
estimate between two
similar forms of a
measure.



coeffi cient of equivalence) involves establishing the relationship between the
two forms of the same test. This type of reliability is easy to establish, since it
involves having a sample of participants take the two forms of the same instru -
ment with very little time elapsed between the two administrations. Then,
similar to test–retest reliability, a correlation coefficient is determined for the
two sets of scores. Again, a reliability coefficient of at least .80 would be
expected for parallel forms reliability.

Internal Consistency Reliability

Often, in addition to obtaining test–retest reliability, or parallel forms reliability,
the researcher wants to know that the instrument is consistent among the items;
that is, the instrument is measuring a single concept or construct. Rather than
correlate different administrations of the same instrument, the investigator can
use the results of a single administration of the instrument to determine
internal consistency. The most common methods of determining internal
consistency are the split-half method, the Kuder-Richardson (K-R 20) method,
and Cronbach’s alpha. The last two methods are often referred to as interitem
reliability and can be used only when one has data from several items that are
combined to make a composite score.

Split-half Methods

These methods of obtaining internal consistency reliability involve correlating
two halves of the same test. The term split-half is a general term to describe
a number of different methods of correlating one half of the test with the second
half of the test. For example, one could correlate the first half of the test with
the second half of the test, or compare the odd items with the even items. A
third and highly recommended method is to random sample half of the items
of the test and correlate them with the remaining items. Regardless of how
the test is split, it is important that the two halves are similar in content and
difficulty.

One of the problems with obtaining split-half reliability is that when
dividing the test into two halves, the number of items is reduced by 50 percent
compared with test–retest reliability or alternative forms reliability. This
reduction in size means that the resulting correlation coefficient will probably
underestimate reliability. Therefore, once the reliability coefficient is established
by calculating the correlation coefficient, r, it is necessary to adjust the size of
the r by using the Spearman-Brown formula.2

where:

Iratio = the ratio of the number of items in the desired test divided by the
number of items in the original test

r = the correlation coefficient of the two halves of the test.

reliability
( )

ratio

ratio

=
+ −

I r
I r1 1
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However, since we are using the Spearman-Brown formula in a specific
instance, split-half reliability, Iratio will always be 2 (twice the size of the split
test). Therefore, the formula for estimating the reliability coefficient for split-
half reliability is:

For example, if you compute the correlation coefficient between the first and
second halves of your test, and it equals .7, the Spearman-Brown formula
would estimate the reliability of the scores when using the entire test to be
approximately .82.

Kuder-Richardson 20 (K-R 20)

If the instrument that is being used is intended to measure a single theme or
trait, it is desirable to determine how all of the items are related to each other.
If each item is scored dichotomously, such as pass/fail, true/false, right/
wrong, then Kuder-Richardson 20 (K-R 20) is an appropriate method of
determining interitem reliability. To use this method, the following formula
is used:

where:

I = total number of items on the test
s2 = total variance of the test scores
p = proportion of participants who pass an item
q = proportion of participants who do not pass an item

Where the variance (�2) is determined by:

where:

� 2 = variance
�(X–X–)2 = the sum of the mean subtracted from each data point, squared
N = the total number participants
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The teacher scored passes as “1” and wrong as “0”. For example, a teacher
gave a five item test to students and found the following:
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Item

1 2 3 4 5 X X–X– (X–X–)2

Student (N) Score
Score –
Mean

A 1 1 1 0 1 4 1.4 1.96

B 1 1 1 1 0 4 1.4 1.96

C 1 1 1 1 0 4 1.4 1.96

D 1 0 0 0 0 1 –1.6 2.56

E 0 0 0 0 0 0 –2.6 6.76

� = 4 3 3 2 1
Mean = 

2.6
�x2 = 
15.2

p values .8 .6 .6 .4 .2

q values .2 .4 .4 .6 .8

pq .16 .24 .24 .24 .16

�pq 1.04

The variance for this data is 3.8. How this is figured is shown below:

Applying the Kuder-Richardson 20 formula we find that the reliability for
this data is .91, which indicates high reliability.

Cronbach’s Alpha

If each item on the test has multiple choices, such as a Likert scale, then
Cronbach’s alpha is the method of choice to determine interitem reliability.
Alpha also is appropriate for dichotomous items, so it can be used instead of
the K-R 20. Cronbach’s alpha is the most commonly used index of reliability in
the area of educational and psychological research (Daniel and Witta, 1997).
In order to use Cronbach’s alpha the following formula is applied:
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where:

I = total number of items on the test
s2 = total variance of the test scores
�s2 = sum of the variances for each item

For example, if there were 5 Likert style items (with a possible range of 1–5)
on a test.
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Item

1 2 3 4 5 X X–X– (X–X–)2

Student
(N)

Score
Score –
Mean

A 2 3 3 3 3 14 1 1

B 2 3 4 4 4 17 4 16

C 1 1 2 1 3 8 -5 25

D 2 3 3 2 4 14 1 1

E 1 3 4 1 4 12 –1 1

s2 .30 .80 .70 1.7 .30
Mean 
= 13

�x2

= 44

The total variance of the test scores is 11. The variance was calculated for each
item, and then summed to find �s2 = 3.8.

Therefore, Cronbach’s alpha for this data is calculated as:

The reliability of these data is high.
It should be noted that measures of interitem reliability, especially

Cronbach’s alpha, are often seen when reading a research article. The reason
for this, as stated earlier, is that it takes only one administration of the
instrument. More important, though, is that alpha is related to the validity of
the construct being measured. One of the problems with Cronbach’s alpha is
that while it is a measure of internal consistency, it does not necessarily
measure homogeneity, or unidimensionality. In other words, people often
determine Cronbach’s alpha and assume that since it is at a high level (e.g.,
.85), the test is measuring only one concept or construct. To see how homo -
geneity and unidimensionality are computed see Chapter 15. Unfortunately,
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as pointed out by Schmitt (1996), even though the overall item correlations
may be relatively high, they could be measuring more than one factor or
dimension. This can lead to problems, because one of the assumptions of using
Cronbach’s alpha as an index of reliability is that it is measuring only one
construct. We caution that when reporting reliability, if only Cronbach’s alpha
is provided, without information indicating that there is only one underlying
dimension, or another index of reliability, then reliability has not been ade -
quately assessed.

RESEARCH IN THE REAL WORLD

Cronbach’s alpha, which is a method to determine interitem reliability if each
item on the test has multiple choices or has dichotomous choices, was
reported in the study by Economos (2014). In this study, there was one survey
that measured five variables: pedagogical content knowledge, individualized
consideration, student-professor engagement in learning, intellectual stimula -
tion, and deep learning. The author reports, “Cronbach’s Alpha coeffi cients
for the [variables] ranged from .752– .881” (p. 9). It is unfortunate that 
the author did not present the alpha values for each scale separately, as we
do not know which scale(s) were low. Some of these Cronbach’s alphas 
are lower than our suggested .80 but are high enough for these items to be
considered internally consistent.

Cronbach’s alpha is the most common type of measurement reliability 
to be reported since it takes only one administration of the instrument. 
Yet, it is important to consider that Cronbach’s alpha is not the only type 
of measurement reliability and that when the other types of reliability are
assessed, the strength of the reliability of the data is greater. The survey used
in this study “was adapted from research literature (Kane, Sandretto, & Heath,
2004; Bolkan & Goodboy, 2011) and two published questionnaires with
permission from the authors (Shepherd, 2009; NSSE, 2001–13)” (p. 9).
Because the survey was adapted and not tested in the past, other types of
reliability information is not available.

Interrater (Interobserver) Reliability

The previous methods to establish reliability were accomplished by examining
scores on some instrument. However, sometimes the measurement tool is
observation performed by judges. When observation is the method of collecting
data, then reliability must be established among the judges’ scores to maintain
consistency. This type of reliability is referred to as interrater reliability.
Although there are numerous ways to determine this form of reliability, the
common theme is that two or more judges (observers) score certain episodes
of behavior and some form of correlation is performed to determine the level
of agreement among the judges.

Interrater reliability 
Agreement or
consistency among
raters.
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Percentage Agreement Methods

These methods involve having two or more raters, prior to the study, observe
a sample of behaviors that will be similar to what would be observed in the
study. It is important for the two raters to discuss what they will be rating
(i.e., the construct of interest) to agree on what each rater believes is an instance
of the construct. Suppose that rater A observes eight occurrences of a particular
behavior and rater B observes ten occurrences of the same behavior. A
percentage is then computed by dividing the smaller number of observations
by the larger number of observations of the specific behavior. In this case, the
percentage is 80.

One of the problems with this method is that although both observers may
agree that a behavior was elicited a particular number of times, this does not
mean that each time the behavior occurred that both judges agreed. For
example, suppose that the behavior of cooperation was the dependent variable
for a study. Prior to the study, two judges were to observe a classroom of
students for particular instances of cooperation. One observer (judge) said that
there were eight examples of cooperation. A second observer said that there
were ten examples of cooperation. The percentage agreement would be 8
divided by 10, or 80 percent. However, it is possible that the eight instances
observed by one judge were not the same instances observed by the second
judge. The percentage would be inflated in this particular instance.

RESEARCH IN THE REAL WORLD

Carnes-Holt and Bratton (2014) report interrater reliability by percent
agreement for the coders who independently rated the parent–child play
sessions. The raters were not aware of whether the participant was in the
control group or the treatment group. The raters viewed the videos of 
the parent–child play sessions, rated the amount of interaction, and then
the percentage agreement was estimated, by “dividing the total number of
agreements by the total number of observations and multiplying by 100” 
(p. 332). It is very helpful that the researchers reported how they estimated
the interrater reliability, yet it is uncommon to have this much information
included in a journal article.

The authors estimated the interrater reliability at three points: pre-rating
training session, midpoint, and endpoint of the study. The percent
agreements were 94 percent, 96 percent, and 100 percent respectively.
These are all considered high percent agreements among the raters.

Using a point-by-point basis of establishing interrater reliability, each
behavior would be rated as an agreement or disagreement between judges.
The point-by-point method would be easiest to perform if the behavior is on
a tape that could be played for the judges. To calculate percentage agreement
in the point-by-point method, the number of agreements between the two
judges would be divided by the total number of responses (agreements plus



disagreements). A problem with this method is that it ignores chance agree -
ments when few categories are used. An additional problem with these
percentage agreement methods is that they are most suited to situations with
only two raters.

Intraclass Correlation Coefficients (ICCs)

Often, when performing a study using observations of behavior as the
dependent variable, more than two observers are needed. Intraclass correla -
tion coefficients allow the researcher to calculate a reliability coefficient with
two or more judges. For an excellent review of ICC type methods, including
Kappa, see Bartko and Carpenter (1976). One criterion that must be satisfied
to use the ICC is that the behavior to be rated must be scaled at an interval
level. For example, each rater might be rating instances of cooperation on a
1–5 scale. These ICCs are computed using analysis of variance methods with
repeated measures to analyze interrater reliability.3 (We discuss repeated
measures analysis of variance in Chapter 21 of this book.) A second advantage
of the ICC method of computing interrater reliability is that if the judges are
selected randomly, then the researcher can generalize the interrater reliability
beyond the sample of judges that took part in the reliability study.

The formula for the ICC is:

where:

� 2
within = the pooled variance within subjects

� 2
between = the variance of the trait between subjects.

An example of ICC might be an research study where there are two raters,
who rated 5 instances of conflict between children. The raters rated the
occasions of conflict between “5” for high conflict, and a “1” for no conflict.
The data are below.

ICC =
+

�

� �
betweein

between within

2

2 2
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Instance

1 2 3 4 5 �2

Rater 1 5 4 5 4 5 .3

Rater 2 4 3 3 4 4 .3

�2 .5 .5 .2 .0 .5

If the number of ratings is equal across raters, we can take the mean of the
variances to find the pooled variance for both within and between. Therefore
pooled variance within subjects is .34, and the variance of the trait between
subjects .3. Thus:

Percentage
agreement methods 
When two or more
raters observe and
rate behaviors and
then a percentage is
then computed by
dividing the smaller
number of
observations by the
larger number of
observations of the
specific behavior.

Intraclass
correlation
coefficients (ICCs) 
A reliability analysis
for two or more raters
or judges who have
rated the same
somewhat subjective
behavior.



The reliability of the scores between these two raters is relatively low. Because
of the low reliability, the researchers may want to have the raters discuss their
ratings to assess why the scores were different.

Kappa

A method of calculating intraclass correlation coefficients when the data are
nominal is the Kappa statistic. Similar to ICC, Kappa can be computed with
two or more raters. Kappa can validate that the agreement exceeds chance.
While the data for using Kappa are often dichotomous (e.g., present or absent),
it is not uncommon to have more than two nominal categories.

The formula for Kappa is:

For example, two raters evaluate the occurrence of constructivist teaching
practices in a classroom. The results from the raters appear in the table 
below:

Kappa
Observed Agreement Chance Agreement

=
−( )

11−( )Chance Agreement

ICC =
+

=
+

=
�

� �
betweein

between within

2

2 2

3
3 34

.
. .

.33
3 34

3
64

47
. .

.
.

.
+

= =
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Rater 2

Yes No Total

Rater 1 Yes 12 3 15 (42%)

No 6 15 21 (58%)

Total 18 (50%) 18 (50%) 36

The observed agreement is calculated by added the agreements (in this
example it is 12 plus 15), and then dividing this number by the overall total
(i.e., 36). Therefore, for this example, the observed agreement is .75.

To calculate chance agreement, all of the totals need to be divided by the
overall total (in this example, the overall total is 36). These are represented 
by the bold percentages in the table. Next, the percentages for “yes” are then
multiplied (.42 * .50 = .21), the percentages for the “no” row and column are
then multiplied (.50 * .58 = .29), and then these values are then added together
(.21 + .29 = .50).

In this example, the overall agreement between these two raters is 50 percent.

Kappa =
−( )

−
= −

. .

.
.
.

.
75 50

1 50
25
50

50

Kappa 
A measure of
interrater reliability
for nominal data
which corrects for
random agreement.



Generalizability Theory, Item Response Theory, and Reliability

The methods that we have discussed to assess reliability are based on classical
test theory. A major problem with classical test theory is that measurement
error is considered to be a single entity, which does not give the researcher
the information necessary to improve the instrument. Generalizability theory,
an extension of classical test theory, allows the investigator to estimate more
precisely the different components of measurement error. In its simplest form,
this theory partitions the variance that makes up an obtained score into
variance components, such as variance that is attributable to the participants,
to the judges (observers), and to items. Item response theory allows the researcher
to separate test characteristics from participant characteristics. This differs from
both classical test theory and generalizability theory by providing information
about reliability as a function of ability rather than averaging overall ability
levels. Nunnally and Bernstein (1994) and Strube (2000) provide more complete
discussions of these topics.

Summary

We have discussed different methods of assessing reliability. While each
method gives some measure of consistency, not all provide the same measure
of consistency. It is up to the consumer to be aware of how reliability was
established before using a particular instrument. To say that an instrument
produces reliable scores has relatively little meaning. Each statement of
reliability must specify the type of reliability and the strength of the reliability
coefficient.

Typically, if one does not create the instrument but uses an instrument
already published, then reliability indices should have been established. The
most common places to find studies of the reliability of the instrument are in
the instrument manual, which is often referred to in the journal publication
that introduced the instrument. The instrumentation section of any research
article that used the particular instrument also should provide information
about the reliability of that instrument. It is always important to report
reliability for the data from the present study. Since reliability is a function of
the data, the reliability coefficients most likely will be different from one
administration to the next.

Measurement reliability is an exceptionally important issue for research
in applied settings. Many of the issues are beyond the scope of the present
text. For those interested in measurement reliability in more depth, especially
for constructing an instrument, we recommend the texts of Cronbach (1990)
and Crocker and Algina (2006). Table 11.1 provides a summary of the concepts
covered in the preceding sections.

196 Sampling, Measurement, and Data Collection



Key Concepts

Cronbach’s alpha
Correlation coefficient
Error
Intraclass correlation coefficients
Kappa
Kuder-Richardson 20
Observed score
Percentage agreement methods
Split-half methods
Standard error of measurement
True score

Key Distinctions

Measurement reliability versus measurement validity
Test–retest versus parallel forms versus interval consistency versus

interrater evidence for measurement reliability

Interpretation Questions

1. What is the relationship between the observed score, the true score, and
error?

2. In studies, what two reliability coefficients need to be reported?

3. Can a reliability coefficient be negative? Why or why not?

Measurement Reliability 197

TABLE 11.1

Measurement Reliability

There is reliability of:

a. Participants’ responses

1. Test–retest reliability—Stability over time

2. Parallel forms reliability—Consistency across presumably equivalent
versions of the instrument

3. Internal consistency—Items that are to be combined are related to each
other

b. Observers’ responses

4. Interrater reliability—Different observers or raters give similar scores

Note: Reliability means stability or consistency of scores, observations, or ratings.



Application Problems

1. A researcher is interested in determining if therapists interrupt female
clients more than male clients. He has obtained videotapes of 30 therapy
sessions and plans to count the number of times the therapist interrupts
female and male clients. The researcher hires a graduate student to count
the occurrence of interruptions on all the tapes. The researcher then hires
another graduate student to count the occurrence of interruptions on 12
of the tapes. Why did the researcher hire the second graduate student?
What type of evidence for reliability is the researcher concerned with?
What statistical procedure might the researcher best use to determine this
type of reliability?

2. A researcher has developed a measure of anxiety. She plans to use the
measure for the first time to determine whether learning about stress
reduction techniques will influence anxiety levels. She gives her anxiety
measure to her undergraduate psychology class and teaches them stress
reduction techniques. The next day, she gives her anxiety measure again.
She is excited to report that her test–retest reliability is very high (.98).
You realize that she does not understand test–retest reliability fully. What
recommendations would you make to her about how to appropriately
establish test–retest reliability?

3. What is the appropriate method (if any) for determining internal
consistency reliability for the following measures?

a. A 10-item measure of locus of control scored with true or false.
b. An 80-item measure of intimacy scored with a five-point Likert scale.
c. A one-item measure (“Whose career is given more priority between

you and your spouse?”) of relative career priority between spouses.

4. Researchers are presented with a new form of intelligence test to use with
elementary age children in the United States. The test has been pilot tested
with great excitement in several Western states. Colorado researchers
would like to have more information before piloting the instrument. They
have been informed that the standard deviation is 15 and the reliability
coefficient is on the average, .74. What is the standard error of measure -
ment? Why is it useful to know this? How would this be measured?

5. An instrument of support was used to measure perceived support from
coworkers in a mental health institution. Participants responded to four
items on a seven-point Likert-like scale. Cronbach’s alpha for the (support)
scale was .79. What does this mean?

6. Gliner has developed a multiple-choice test called, “I want to get into grad
school real bad” to make the selection process easier. (Also, if enough other
schools are interested, he might make some money.) He wants to
determine evidence for reliability.

a. Describe at least three methods that he could use to assess reliability.
b. After studies on reliability have been performed, Gliner concludes that

the test is reliable. What, if anything, is wrong with this statement?
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Notes

1. This is especially important regarding experiments and for areas such as child
development, where rapid growth during the interval between the two adminis -
trations of the instrument could alter test–retest reliability.

2. The Spearman-Brown formula is most commonly used to determine reliability of
a test if more items were to be added or subtracted.

3. While it appears that intraclass correlation coefficients are used most commonly
for interrater reliability, especially in rehabilitation literature, these same methods
can be used for test–retest reliability and internal consistency reliability (Shavelson,
1988).
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12
Measurement Validity

In this chapter we discuss measurement validity. Measurement validity is
concerned with establishing evidence for the use of a particular measure or
instrument in a particular setting with a particular population for a specific
purpose. We use the term measurement validity; others might use terms such
as test validity, score validity, or just validity. We use the modifier measurement
to distinguish it from internal, external, and overall research validity (discussed
in Chapters 8, 9, 23, and 24) and to point out that the scores provide evidence
for validity; it is inappropriate to say that a test is “valid” or “invalid.” Thus, when
we address the issue of measurement validity with respect to a particular test,
we are addressing the issue of the evidence for the validity of the scores on
that test for a particular purpose and not the validity of the test or instrument.

Scores from a given test might be used for a number of purposes. For
example, specialty area scores on the Graduate Record Examination (GRE)
might be used to predict first-year success in graduate school. However, the
scores could also be used as a method to assess current status or achievement
in a particular undergraduate major. Although the same test is used in both
instances, the purpose of the test is different, and thus the evidence in support
of each purpose could be quite different.

Reliability or consistency is necessary for measurement validity. However,
an instrument may produce consistent data (provide evidence for relia-
bility), but the data may not be valid. For example, one could construct a device
to measure students’ jumping distance and then use the scores as measures
of research knowledge. Suppose the participants consistently jump similar
lengths, thus giving evidence of reliability. Yet the data would not be con -
sidered valid, as the data are not giving information regarding research
knowledge. This is an extreme example, yet it shows the importance of using
measures appropriately to obtain valid data.

In research articles, there is usually more evidence for the reliability of
the instrument than for the validity of the instrument because evidence for
validity is more difficult to obtain. To establish validity, one ideally needs a
“gold standard” or “criterion” related to the particular purpose of the measure.
To obtain such a criterion is often not an easy matter, so other types of evidence
to support the validity of a measure are necessary.

From 1966 until 1999, the Standards for Educational and Psychological
Testing (referred to also as Standards) included the so-called trinity view of

Measurement
validity  
Degree to which a
measure or test
measures that which
it was intended to
measure.



validity, which categorized validity into three types: content validity, criterion-
related validity (including concurrent and predictive methods), and construct
validity. However, the 1985 Standards warned that the use of the labels
(content, criterion, and construct) should not lead to the implication that there
were three distinct types of validity. Increasingly, validity has been concep -
tualized as a unitary concept; many types of evidence should be gathered to
help assess validity for a given set of data. During the 1980s and 1990s, the
process of accumulating evidence in support of validity began to be empha-
sized. We will describe both the 1985 and the 1999 versions (AERA, APA, &
NCME, 1985; 1999) as both versions of validity are continued to be reported
in articles, manuals, and books.

Validity in the 1985 Standards for Educational and 
Psychological Testing

The 1985 view of validity is that it is an evaluation of scores on a particular
test and how these scores will be interpreted (AERA, APA, & NCME, 1985).
Thus, when we address the issue of validity with respect to a particular test,
we are addressing the issue of the validity of the scores on that test for a
particular purpose, and not the validity of the test or instrument per se. Therefore,
any particular test might be used for a number of purposes. For example,
specialty area scores on the graduate record examination might be used to
predict first year success in graduate school. However, they also could be used
as a method to assess current status in a particular undergraduate major. While
the same test is used in both instances, the purpose of the test is completely
different for each situation. Or, as a colleague has pointed out, a chain saw is
“valid” for tree surgery but not brain surgery. Therefore, prior to using the
test, validity would need to be determined for each purpose or use.

Validity, or perhaps more importantly, the evaluation of validity is
concerned with establishing evidence for the use of a particular instrument 
in a particular setting. In the next section we illustrate different methods of
gathering evidence to support validity as outlined in the 1985 Standards for
Educational and Psychological Testing. It should be noted that only one type of
evidence, no matter how strong, is insufficient for establishing validity. Instead,
all of the different methods should be applied toward evaluation of the validity
of a particular test or instrument.

Even though an instrument may be consistent (high reliability), it may not be
valid. For example, one could construct a device for measuring a length of 
12 inches. However, suppose that the device actually measures 13 inches. 
The device will be consistent but not valid because it does not measure what
it is supposed to measure. While the correlation coefficient is most often used
to describe measurement reliability, there is no one type of statistic to describe
measurement validity. However, the correlation coefficient is used to describe
one type of measurement validity, criterion validity. When one reads a research
article, there is usually more information about the reliability of the instrument
than the validity of the instrument. The reason for this is that measurement
validity is usually more difficult to obtain. We will discuss four different types
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of validity based on the 1985 Standards for Educational and Psychological Testing,
face validity, content validity, criterion validity, and construct validity. Note,
however, many researchers do not consider face validity to be a scientifically
recognized type of measurement validity.

Face Validity

An instrument is said to have face validity if the content appears to be
appropriate for the purpose of the instrument. The key word is “appears.”
Face validity does not actually describe the content. For example, faculty are
often deluged by book salespersons trying to get them to use their text for a
class. Sometimes, the instructor will select the book based on the table of
contents, because the topics appear to be covered, even though the instructor
has no idea how well the topics are covered. Similarly, suppose an instructor
is teaching a class in statistics. The midterm exam contains questions that
appear to be about statistics that were covered. The class may feel that this
test has good face validity (at least before the midterm), even though the prob -
lems are not solvable and, thus, not a good measure of statistics knowledge.
So face validity is not enough, but if nothing else, face validity is a selling point
for an instrument.

Content Validity

Content validity, as opposed to face validity, refers to the actual content of
the instrument. Specifically, one asks if the content that makes up the
instrument is representative of the concept that one is attempting to measure.
For example, Fisher (1995) has constructed an instrument called the Assessment
of Motor and Process Skills (AMPs). One of the most important contributions
of the instrument is that it has ecological soundness. Fisher has participants
choose to perform “everyday” tasks from a list of possible tasks that require
motor and process skills. If Fisher asked participants to stack blocks or perform
other artificial types of motor tasks, then her test would not have strong
content validity, even though the artificial tasks involved motor activity. Her

RESEARCH IN THE REAL WORLD

Li (2014) investigated students’ procedural and conceptual achievement in
fraction addition in Taiwan and England. The author designed a written test
with two parts: a conceptual part and a skill part. In order to ensure that
the data from the survey would be valid, the author asked mathematics
educators in England and Taiwan to review the survey for content validity.
Furthermore, the author pilot tested the survey in the two countries with
parallel groups to “ensure that items were appropriately worded and that
the time for the test was sufficient” (p. 972). No other types of validity were
assessed, which is unfortunate because other types of validity would give
us evidence from the data gathered for the current study.

Face validity 
An instrument is said
to have face validity if
the content appears to
be appropriate for the
purpose of the
instrument.

Content validity 
An aspect of
measurement validity.
The content of the
instrument is
representative of the
concept that is being
measured.



test has strong content validity because the tasks not only involve motor and
process activity, but also because they are representative of the types of tasks
that a person would do in everyday life.

There is no statistic that demonstrates content validity. Instead, the process
of establishing content validity usually starts with a definition of the concept
that the investigator is attempting to measure. A second step to content validity
is a literature search to see how this concept is represented in the literature.
Next, items are generated that might measure this concept. Gradually, this list
of items is reduced to form the test. One of the methods of reducing items is
to form a panel of experts to review the items for representativeness of the
concept.

Criterion-related Validity

When people mention measurement validity, they are usually referring to
criterion validity. Criterion validity refers to validating the instrument against
some form of external criterion. This validation procedure usually involves
establishing a correlation coefficient between the instrument and the external
or outside criterion. The key to criterion validity is being able to establish an
outside criterion that is measurable. Common examples of criterion validity
involve instruments that are intended to select participants for a school or a
profession. There are two types of evidence for criterion validity, predictive
evidence and concurrent evidence.

Predictive evidence. When we try to determine how someone will do in
the future based on a particular instrument, we are usually referring to pre -
dictive evidence. Tests such as the Scholastic Aptitude Test, the Graduate
Record Examination, and the Law School Aptitude Test are examples of instru -
ments that are used to predict future performance. For example, the Scholastic
Aptitude Test (SAT) is often required for students attempting to enter college.
If the SAT has good predictive evidence, then students who score high on this
test will perform better in college than those who do not score high. The
criterion in this case would be some measure of how well the student performs
in college, usually grades during the first year.

To establish predictive evidence in the above example, high school
students would take the SAT. Then, when they are finished with their freshman
year of college, correlations would be established between their high school
SAT scores and college grades. If the correlation is high, then predictive evi -
dence is good. If the correlation is low, then the test has problems for prediction
of future performance. A problem with predictive evidence is that often not
all of the participants who were evaluated on the original instrument can be
evaluated on the criterion variable. This is especially the case in selection
studies. For example, we may have SAT scores for a wide range of high school
students. However, not all of these students will attend college. Therefore, our
criterion variable of first semester college GPA will not only have fewer
participants than our predictor variable, but will represent a more homo -
geneous group (those selected into college). Therefore the range of scores of
those who could participate in the study on both the predictor and criterion
variables is restricted, leading to a smaller correlation coefficient (Anastasi &
Urbina, 1997).
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Criterion-related
variability 
One aspect of
measurement validity.
Validating the
instrument against a
form of external
criterion, usually
involving computing
a correlation
coefficient between
the instrument and
the external or
outside criterion,
either concurrently or
predictively. See also
concurrent and
predictive evidence
for validity.

Predictive evidence
of criterion validity 
The extent that one
can predict how a
subject will do on the
criterion measure in
the future based on a
score on the
instrument to be
validated.



A second drawback with predictive evidence is that in order to establish
validity, the researcher must wait until those who were tested initially can be
measured on the criterion. Sometimes this wait could take years. Therefore, a
second type of criterion validity was developed to solve this problem.

Concurrent evidence. Similar to predictive evidence, concurrent evidence
also examines the relationship between an instrument and an outside criterion.
However, as mentioned earlier, sometimes it is too expensive to wait between
the time that the test was taken, and the measurement of the criterion. For
example, suppose that we were interested to see if the SAT taken in high school
was a good predictor of freshman grades in college. However, we do not wish
to wait the time it takes for the high school students to become freshman. To
determine concurrent evidence, we could take current freshman and have them
take the SAT and see whether it correlates with their grades (present grades
since they are now freshman). If there is a high correlation we can have some
confidence in using the instrument as a predictor for success in college.
However, concurrent evidence is not the same as predictive evidence, and one
may not wish to place as much confidence in this procedure. Also, restricted
range problems similar to those pointed out under predictive evidence are
present. In the above example, we must make the assumption that there was
little change between high school students and college students, since the target
for the SAT is high school students. If there are large changes between high
school and college, the validity of the instrument should be questioned. The
best situation would be to obtain both predictive and concurrent evidence,
although Cronbach (1960) suggests that this rarely occurs.

Concurrent evidence also can be obtained by substituting another
instrument for the criterion, especially if it is difficult to measure the criterion.
For example, the Assessment of Motor and Process Skills (Fisher, 1995)
(discussed earlier) was compared to the Scales of Independent Behavior in
adults with developmental disabilities (Bryze, 1991). However, Cromack (1989)
points out that the instrument that is substituted for the criterion can never
be more valid than the criterion. One must be cautious when substituting an
instrument for a criterion, since in many cases the substituted instrument has
not been validated against the criterion of interest. This is often the case with
therapeutic or educational outcomes. Perhaps more important, if another
instrument is substituted for the criterion, what size correlation would be
expected? If the correlation coefficient is quite large, e.g., .8 or .9, then your
instrument is not providing different information from the criterion instru -
ment. If the correlation is too small, then your instrument is measuring a
different construct than the criterion instrument.

The major drawback to criterion validity is the problem of finding a
suitable criterion and then being able to measure that criterion. For example,
gaining admission to occupational and physical therapy programs in the
United States is very difficult due to the high number of applicants for the
limited number of positions. In order to select the successful applicants, criteria
such as grades and achievement tests often are used. Students (especially those
who are not admitted) often complain that high grades don’t make the person
a good therapist. Could one create an admission test that would predict
becoming a good therapist? Consider the problems of defining and measuring
the criterion of “what makes a good occupational or physical therapist”?

204 Sampling, Measurement, and Data Collection



Measurement Validity 205

Construct Validity

The last type of measurement validity that will be discussed, and certainly the
most complex, is construct validity. Constructs are hypothetical concepts that
cannot be observed directly. Intelligence, achievement, and anxiety are all
constructs. While we cannot observe a construct directly, most of us agree that
these constructs exist through different observable behaviors. For example, 
we cannot directly observe anxiety, but under certain circumstances we may
observe anxious behaviors such as sweating or pacing that are specific to a par -
ticular context, such as immediately before an important examination. Therefore,
it is common to create instruments to measure particular constructs, such as a
test that measures state anxiety, or a test that measures intelligence. When
applying construct validity to an instrument, there is a requirement that the
construct that the instrument is measuring is guided by an underlying theory.
Often, especially in applied disciplines, there is little underlying theory to support
the construct. As Cronbach (1960) points out, “Sometimes the test is used for a
long time before any theory is developed around it” (p. 121). Nevertheless,
construct validation is a process (relatively slow process) where the investigator
conducts studies to attempt to demonstrate that the instrument is measuring a
construct. Three processes that are important for achieving construct validity
are convergent evidence, discriminant evidence, and factorial evidence.

Convergent evidence. This is determined by obtaining relatively high
correlations between your scale and other measures that the theory suggests
would be related. In order to demonstrate construct validity, one develops
hypotheses about what the instrument should predict (convergent evidence or
validity) if it is actually measuring the construct.

Discriminant evidence. This is provided by obtaining relatively low
correlations between your scale and measures that the theory suggests should
not be related to it (Lord & Novick, 1968). Discriminant evidence can also be
obtained by comparing two groups that should differ on your scale and
finding that they do, in fact, differ.

RESEARCH IN THE REAL WORLD

In study 3, Economos (2014) conducted a factor analysis to assess factorial
evidence of the data collected for the study. The survey utilized in the study
was adapted from two existing surveys and the research literature. Validity
from previous studies was not available since the survey questions were
adapted from multiple sources.

To assess whether the items were clustered together as was hypothesized,
“the items were analyzed using principal component analysis extraction
method and varimax with Kaiser Normalization rotation method . . . The
results yielded seven of five, interpretable variables and five were selected
for this study” (p. 9). No information was provided as to why only five factors
were retained. This information would be helpful as there are multiple
reasons why factors are not retained; for example, having only one or only
a few items in the factor or a factor that explains very low variance.

Construct validity  
One aspect of
measurement validity
where the researcher
demonstrates that the
instrument (outcome
measurement) is
measuring a
construct.



Factorial evidence. This type of evidence is provided when a construct is
complex, and several aspects (or factors) of it are measured. If the clustering
of items (usually done with factor analysis) supports the theory-based
grouping of items, factorial evidence is provided (see Chapter 19 for a brief
discussion of factor analysis).

Validity in the 1999 Standards for Educational and 
Psychological Testing

The current Standards (American Educational Research Association, American
Psychological Association, & National Council on Measurement in Education,
1999) described validity as “the degree to which evidence and theory support
the interpretations of test scores” (p. 9). The standards go on to say that “the
process of validation involves accumulating evidence to provide a sound
scientific basis for the proposed score interpretations. It is the interpretations
. . . that are evaluated, not the test itself” (p. 9).

Note that the current Standards (American Educational Research Associ -
ation et al., 1999) are different from earlier versions of the Standards and most
previous discussions of this concept. Goodwin and Leech (2003) published a
useful summary of the changes with recommendations for teaching measure -
ment courses. We think it is important to understand the earlier methods of
determining measurement validity, often referred to as the trinity conception
of measurement validity (i.e., content, criterion, and construct validity).
However, all of these former methods are subsumed under the new standards.
Table 12.1 demonstrates the differences between the old and new standards.
We present the five broad types of evidence to support the validity of a test
or measure that emerged from the 1999 Standards. These five types of evidence
for validity are (1) content; (2) response processes; (3) internal structure; (4)
relations to other variables; and (5) the consequences of testing. Note that the
five types of evidence are not separate types of validity and that any one type 
of evidence alone is insufficient. Validation should integrate all the pertinent
evidence from as many of the five types of evidence as possible. Preferably,
validation should include some evidence in addition to content evidence,
which is probably the most common and easiest to obtain.

206 Sampling, Measurement, and Data Collection

TABLE 12.1

Comparison of 1985 Standards to 1999 Standards

1999 Standards 1985 Standards

Evidence based on content Content-related evidence

Evidence based on response processes Construct-related evidence

Evidence based on internal structure Construct-related evidence

Evidence based on relations to other Criterion-related evidence and construct-
variables related evidence

Evidence based on consequences Not included

Factorial evidence
for construct
validity 
One type of evidence
to support the
measurement validity
of a construct. Factor
analysis supports the
proposed theoretical
organization of the
aspects of a construct.



Introduction to Validity from the 1999 Standards

As previously mentioned, in 1999, the Standards for understanding measure -
ment validity changed. However, as you can see from Table 12.1, the 1999
Standards highly overlap with those of the 1985 Standards. Thus, our
discussion is quite repetitive and several examples are the same.

Evidence Based on the Content of the Measure

Content evidence refers to whether the content that makes up the instrument
is representative of the concept that one is attempting to measure. Does the
instrument accurately represent the major aspects of the concept and not
include material that is irrelevant to it? For example, Fisher (1995) constructed
an instrument called the Assessment of Motor and Process Skills (AMPs). One
of the most important contributions of the instrument is that it has ecological
soundness. Fisher has participants choose to perform “everyday” tasks from
a list of possible tasks that require motor and process skills. If Fisher asked
participants to stack blocks or perform other artificial types of motor tasks,
then her test would not have strong content validity, even though the artificial
tasks involved motor activity. Her test has strong evidence based on the
content of the measure not only because the tasks involve motor and process
activity but also because they are representative of the types of tasks that a
person would do in everyday life. This type of evidence is important for almost
all measures and is based on a logical analysis of the content of the measure.

There is no statistic that demonstrates evidence based on the content of
the measure. Instead, the process of establishing this type of evidence usually
starts with a definition of the concept that the investigator is attempting to
measure. A second step is a literature search to see how this concept is
represented in the literature. Next, items are generated that might measure
this concept. Gradually, this list of items is reduced to form the test or measure.

One of the main methods of reducing items is to form a panel of experts
to review the items for representativeness of the concept. Because this type 
of evidence depends on the logical, but subjective, agreement of a few experts,
we consider it necessary but not sufficient evidence. The experts review the
measure for clarity and fit with the construct to be measured. Goodwin 
and Leech (2003) indicated that the experts also are often asked to review the
measure for possible bias (e.g., gender, culture, age). It is important to examine
whether an unfair advantage can be given to certain subgroups because the
test measures either more than intended (construct-irrelevant components) or less
(construct underrepresentation) than intended. An example of a construct-
irrelevant component would be a measure that includes terms that are not
understood by the test takers, which, in turn, cause the scores to be lower than
they should be. Construct underrepresentation occurs when aspects of a construct
are not included in the construct itself.

Evidence Based on Response Processes

Goodwin and Leech (2003) pointed out that in the 1985 edition of the Standards,
evidence based on response processes was included under construct-related
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validity. Evidence based on response processes is defined as the extent to
which the types of participant responses match the intended construct.
Information regarding respondents’ responses processes is important because
it helps to support the argument that the survey or test questions are drawing
out the expected skills and knowledge. Different response processes and
different scores on a survey or test can reveal different levels of understand-
ing. For example, with self-report measures of constructs we need evidence
that respondents are not just giving socially desirable answers. Another
example would be students taking a multiple-choice math test. The teacher
hopes the students are using analytical math skills in answering the questions,
not multiple-choice test-taking skills (i.e., if you don’t know, answer “B”). This
sort of evidence can be gathered by observing examinees as they perform tasks
and by questioning participants to identify their reasons for providing certain
answers.

In addition to examining the responses of the participants, this type of
evidence for validity could include an examination of the responses of
observers, raters, or judges to determine whether they are using the appropriate
criteria. This type of response process evidence is the extent to which raters
are influenced by irrelevant factors in making their judgments.

Evidence Based on Internal Structure

This type of evidence, like that based on response processes, was originally
placed in the trinity conception under construct validity.

Evidence from several types of analysis, including factor analysis and
differential item functioning (DIF), can be useful here. The Standards
(American Educational Research Association et al., 1999) said:

Analyses of the internal structure of a test can indicate the degree to which
the relationships among test items and test components conform to the
construct on which the proposed test score interpretations are based. The
conceptual framework for a test may imply a single dimension of behavior,
or it may posit several components that are each expected to be
homogeneous, but that are also distinct from each other. For example, a
measure of discomfort on a health survey might assess both physical and
emotional health. The extent to which item interrelationships bear out the
presumptions of the framework would be relevant to validity. (p. 13)

Most surveys have an overall construct to be measured; in this example, the
construct was discomfort. Many times, the overall construct will have
subconstructs; multiple areas that combine to measure the overall construct.
In this example, the subconstructs were physical health and emotional health.
Factor analysis can provide evidence based on internal structure when a
construct is complex and several aspects (or factors) of it are measured. If the
clustering of items supports the theory-based grouping of items, factorial
evidence is provided. Therefore, from this example, a factor analysis would
help us identify if the data supported the two subconstructs by indicating if
the respondents answered similarly to the questions for physical health.
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A factor analysis also would show whether the respondents answered similarly
to the questions for emotional health. For more explanation on factor analysis,
please see Chapter 15.

Note that a high Cronbach’s alpha (see Chapter 11) is incorrectly assumed
to provide evidence that a measure contains only one dimension or construct;
it is possible to have a high Cronbach’s alpha and be measuring multiple
dimensions; thus, Cronbach’s alpha should not be relied on to assess evidence
based on internal structure.

Evidence Based on Relations to Other Variables

This category of evidence is the most extensive, including the categories of
criterion-related validity and much of what was included under construct
validity. Constructs are hypothetical concepts that cannot be observed directly.
Intelligence, depression, mastery motivation, and anxiety are all constructs.
Although we cannot observe a construct directly, most of us agree that these
constructs can be inferred from observable behaviors. For example, we cannot
directly observe anxiety, but under certain circumstances we may observe
anxious behaviors, such as sweating or pacing, that are specific to a particular
context, such as immediately before an important examination. In addition,
we often infer a construct from self-reports on an inventory or from an
interview. Such self-reports can be useful, but it is prudent to be cautious about
accepting them as evidence for validity. It is common to create instruments to
measure particular constructs (e.g., an inventory that measures state anxiety
or a test that measures intelligence).

When applying evidence based on relations to other variables to an
instrument, there is a requirement that the construct the instrument is meas -
uring is guided by an underlying theory. Often, especially in applied discip -
lines, there is little underlying theory to support the construct. As Cronbach
(1960) pointed out, “Sometimes the test is used for a long time before any theory
is developed around it” (p. 121). Nevertheless, construct validation is a process
(relatively slow process) where the investigator conducts studies to attempt
to demonstrate that the instrument is measuring a construct.

Test–Criterion Relationships

This refers to correlating the instrument to some form of measurable external
or outside criterion. A common example involves instruments that are intended
to select participants for admission to a school or occupation. Two types of
evidence for criterion validity are called predictive and concurrent.

Predictive-Criterion Evidence

When we try to determine how someone will do in the future on the basis of
his or her performance on a particular instrument, we are usually referring to
predictive evidence. Tests such as the SAT and the Graduate Record Exam -
ination (GRE) are examples of instruments that are used to predict future
performance. If the SAT provided good predictive evidence, then students who
score high on this test would perform better in college than those who do not
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score high. The criterion in this case would be some measure of how well the
students perform in college, usually grades during their first year.

To establish predictive evidence in the previous example, high school
students would take the SAT. Then, when they are finished with their freshman
year of college, correlations would be established between their high school
SAT scores and college grades. If the correlation is high, then predictive
evidence is good. If the correlation is low, then the test has problems for
prediction of future performance. A problem with predictive evidence is that
often not all of the participants who were evaluated on the original instrument
can be evaluated on the criterion variable. This is especially the case in selection
studies. For example, we may have SAT scores for a wide range of high school
students. However, not all of these students will be admitted to college.
Therefore, our criterion variable of first-semester college grade point average
(GPA) not only will have fewer participants than our predictor variable but
also will represent a more homogeneous group (only those admitted to
college). Therefore, the range of scores of those who could participate in the
study on both the predictor and criterion variables is restricted, thus decreasing
confidence in our predictive evidence.

A second drawback with predictive evidence is that the researcher must
wait until those who were tested initially can be measured on the criterion.
Sometimes this wait could take years. Sometimes this type of evidence is found
retrospectively. For example, students who are in college are asked what their
SAT scores were and what their current GPA is, and these two variables are
correlated.

Concurrent-Criterion Evidence

Similar to predictive evidence, concurrent evidence also examines the
relationship between an instrument and an outside criterion. However,
sometimes it is too expensive to wait between the time that the test was taken
and the measurement of the criterion. For example, suppose that we want to
see whether a statewide standardized test is a good indicator of a student’s
learning. To determine concurrent evidence, we could take students’ test
scores and correlate them with end-of-year test scores or grades. If there is a
high correlation, we can have some confidence that the state assessment test
is measuring the students’ knowledge. Additionally, concurrent evidence is
appropriate when a test is proposed as a substitute for a criterion measure
(perhaps one that is more expensive or takes longer to administer). The test
developer hopes that the less expensive or time-consuming measure will
provide very similar information and, thus, a high correlation with the criterion
(Cronbach, 1990).

Concurrent evidence also can be obtained by substituting another
instrument for the criterion, especially if it is difficult to measure the criterion.
For example, the AMPs (Fisher, 1995) was compared to the Scales of Inde -
pendent Behavior in adults with developmental disabilities (Bryze, 1991).
However, the instrument substituted for the criterion can never be more valid
than the criterion. One must be cautious when substituting an instrument for
a criterion, since in many cases the substituted instrument has not been
validated against the criterion of interest. This is often the case with therapeutic
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or educational outcomes. Perhaps more importantly, if another instrument is
substituted for the criterion, what size correlation would be expected? If the
correlation coefficient is quite large (e.g., .8 or .9), then your instrument is not
providing different information from the criterion instrument. If the correlation
is too small, then your instrument is measuring a different construct than the
criterion instrument.

The major drawback to criterion validity is the problem of identifying and
then being able to measure a suitable criterion. For example, admission to
medical school programs in the United States is difficult because of the large
number of applicants for the limited number of positions. To select successful
applicants, criteria such as grades and achievement tests often are used.
Students (especially those who are not admitted) might complain that high
grades do not make a person a good physician. Could one create an admission
test that would predict becoming a good physician? Consider the problems
of defining and measuring the criterion of what makes a good physician. The
difficulty of identifying good, measurable criteria for many complex concepts
was one of the key reasons for developing other methods to provide evidence
for validity.

Convergent and Discriminant Evidence

Convergent evidence is determined by obtaining relatively high correlations
between a scale and other measures that theory suggests would be posi-
tively related. To demonstrate construct validity, one develops hypotheses
about what the instrument should predict (convergent evidence or validity) if it
is actually measuring the construct. On the other hand, discriminant evidence
is provided by obtaining relatively low relationships between a scale and
measures that the theory suggests should not be related. Discriminant evidence
also can be obtained by comparing groups that should differ on a scale and
finding that they do, in fact, differ.

The Standards (American Educational Research Association et al., 1999)
provide a good example of convergent and discriminant evidence based on
relationships among variables:

Scores on a multiple-choice test of reading comprehension might be
expected to relate closely (convergent evidence) to other measures of
reading comprehension based on other methods, such as essay responses;
conversely, test scores might be expected to relate less closely (discriminant
evidence) to measures of other skills, such as logical reasoning. (p. 14)

Validity Generalization

The other main type of evidence discussed under the category of evidence
based on relationships to other variables is validity generalization. The
Standards describe this type of evidence as raising the important issue in
educational and employment settings of the degree to which criterion-related
evidence of validity can be generalized to a new situation. Unfortunately, in
the past, relationships of a test with similar criteria often varied substantially
from one situation to the next. Thus, as in meta-analysis, “statistical summaries
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of past validation studies in similar situations may be useful in estimating
test–criterion relationships in a new situation. This practice is referred to as
the study of validity generalization” (American Educational Research
Association et al., 1999, p. 15).

Validity generalization can be viewed as taking information regarding a
test’s validity (e.g., the GRE) and extrapolating the findings to another group.
For example, test administrators might find that students taking the GRE do
well under certain circumstances. Based on this information, the test adminis -
trators might decide the GRE can be used under the same conditions with
students who have learning disabilities.

Evidence Based on Consequences of Testing

Goodwin and Leech (2003) stated that evidence based on consequences 
of testing for validity, which was new to the 1999 Standards, includes both
positive and negative anticipated and unanticipated consequences of measure -
ment.

The Standards (American Educational Research Association et al., 1999)
stated:

Tests are commonly administered in the expectation that some benefit will
be realized from the intended use of the scores. A few of the many possible
benefits are selection of efficacious treatments for therapy, placement of
workers in suitable jobs, prevention of unqualified individuals from
entering a profession, or improvement of classroom instructional practices.
A fundamental purpose of validation is to indicate whether these specific
benefits are likely to be realized. (p. 16)

RESEARCH IN THE REAL WORLD

Several types of evidence were provided by Morgan et al. (1993) for the
Dimensions of Mastery Questionnaire (DMQ), which was designed to
measure five aspects of mastery motivation. Factor analysis supported the
grouping of items into these five appropriate clusters, providing some
evidence based on internal structure. Overall DMQ scores were related to
infant persistence at behavioral tasks, providing convergent evidence, and
maternal ratings of normally developing infants were higher than maternal
ratings of at-risk and delayed infants, providing some discriminant evidence.
If infants were correctly identified as being at risk for later mastery problems
and obtained appropriate early intervention, the consequences of using 
this questionnaire for such a purpose would be positive. Notice that three
different types of validity evidence were used to support the DMQ. It is
unrealistic for any instrument or test to expect validity evidence from all
possible methods, but, as mentioned earlier, it is highly desirable to have
more than one type of evidence.

Evidence based on
consequences of
testing 
One aspect of
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The degree to which
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This type of evidence was added to the standards in 1999 to assist researchers
in considering how the use of measures negatively and positively affects the
respondents.

Evaluation of Measurement Validity

Our suggestions about how to evaluate the strength of the support for
measurement validity depends on the type of evidence. Evaluation of evidence
based on content, response process, internal structure, and consequences of
testing is subjective and depends on logical judgments by the researcher 
or other experts.

Evaluation of evidence based on relationships (often correlations) with
other variables also requires a judgment because there are no well-established
rules or even guidelines. Our suggestion is to use Cohen’s (1988) guidelines
for interpreting effect sizes, which are measures of the strength of a relation -
ship. In Chapter 17, we describe several measures of effect size and how to
interpret them. For evaluating statistical evidence for validity, the correlation
coefficient (r) is the most common statistic (correlation is described briefly in
Chapter 10 and in more detail in Chapter 21). Cohen suggested that generally,
in the applied behavioral sciences, r = .5 could be considered a large effect,
and in this context we would consider r = .5 or greater to be strong support
for measurement validity. In general, an acceptable level of support would be
provided by r > .3, and some weak support might result from r > .1, assuming
that such an r was statistically significant (see also Chapter 23’s discussion of
measurement validity). However, for concurrent, criterion evidence, if the
criterion and test being validated are two similar measures of the same concept
(e.g., IQ), the correlation would be expected to be very high, perhaps .8 or .9.
On the other hand, for convergent evidence, the measures should not be that
highly correlated because they should be measures of different concepts. If
the measures were very highly related, one might ask whether they were really
measuring the same concept.

Summary

Table 12.2 summarizes much of the preceding material, including the main
types of evidence and a summary of what evidence would support the validity
of the measure. An instrument is not valid or invalid; however, there may be
various degrees of support for its use with particular populations for particular
purposes. The strength of the evidence for the measurement validity of the
measures is extremely important for research in applied settings because
without measures that produce data that have strong evidence for validity the
results of the study can be very misleading. Validation is an ongoing, never
fully achieved, process based on integration of all the evidence from as many
sources as possible.
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Key Concepts

Face validity
Content validity
Criterion validity
Construct validity
Evidence for validity based on content
Evidence for validity based on response processes
Evidence for validity based on internal structure
Evidence for validity based on relations to other variables
Evidence for validity based on consequences
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TABLE 12.2

Evidence for Measurement Validity

Type of evidence Support for validity depends on

Evidence based on content—all aspects of the construct Good agreement by experts about the 
are represented in appropriate proportions content and that it represents the concept 

to be assessed

Evidence based on response processes—participants’ Evidence that participants and raters are not 
responses match the intended construct influenced by irrelevant factors like social

desirability

Evidence based on internal structure—relationships Meaningful factor structure consistent with 
among items on the test consistent with the conceptual the conceptual organization of the construct(s)
framework

Evidence based on relations to other variables

• Criterion-concurrent—test and criterion are The effect size of the relationshipa

measured at the same time

• Criterion-predictive—test predicts some criterion The effect size of the relationshipa

in the future

• Convergent—based on theory, variables The effect size of the relationshipa

predicted to be related are related

• Discriminant—variables predicted not to be The effect size of the relationshipa,b

related are not related

• Validity generalization—results using the Supportive meta-analytic studies
measure generalize to other settings

Evidence based on consequences—conducting the test Evidence that positive consequences 
produces benefits for the participants outweigh unexpected negative ones in terms of

the outcomes of therapy, job placement, etc.

Notes: a The strength or level of support for validity (weak, medium, strong) could be based on Cohen’s (1988) effect size
guidelines, with the qualifications noted in the text. b Depending on the data, the appropriate strength of association statistic
will vary.



Key Distinctions

Criterion-related evidence: predictive versus concurrent
Measurement reliability versus measurement validity
Measurement validity versus research validity

Interpretation Questions

1. According to the 1985 Standards, in your own words describe the
difference between convergent and concurrent validity.

2. Why is it inappropriate to say a test is valid or invalid?

3. According to the 1999 Standards what are the types of validity for evidence
based on other variables?

Application Problems

1. A researcher is interested in the influence of marital equality on marital
satisfaction. In reading the literature, she learns that many variables (or
factors) have been used to operationally define equality, such as shared
decision-making power between spouses, fair division of labor, and equal
access to finances. She decides to include several of these factors in her
measure of equality. Is the researcher concerned with reliability or validity
as she makes decisions about the best way to measure equality? What kind
of reliability or validity is she principally concerned with? In analyzing
her data, how might she determine if the variables she measured were
related to her independent variable?

2. Gliner developed a multiple-choice test called, “I want to get into grad
school real bad” to make the selection process easier. (Also, if enough other
schools are interested, he might make some money.) After he determines
evidence for reliability, he wants to assess evidence for validity. Gliner
conducts a predictive validity study. He gives his test to all students
admitted to the graduate program in 1988. Five years later, he sends each
student a one-item questionnaire. The question asks, “How much money
do you make per year?” The correlation between scores on the Gliner test
and salary level is .70. Therefore, Gliner suggests that the test be used in
the future for applicants.

a. What are some of the problems encountered with the way Gliner
established validity evidence?

b. How could Gliner have obtained validity information using
concurrent validity?

c. When compared with predictive validity, what are the advantages
and disadvantages of concurrent validity?
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13
Types of Data Collection Techniques

Overview

There are many types of techniques and instruments used to collect data. Some
research methods books have a number of chapters, each focusing on a
different technique or tool such as interview, questionnaire, projective
techniques, tests, or observations. Because this book focuses on research design
and the resulting data analysis, we have chosen to de-emphasize our treatment
of data collection techniques. In addition, this book is designed for a broad
audience of students in the many disciplines related to education, applied
health sciences, and applied social sciences. Because each of these fields has
its preferred data collection techniques, we have focused on what is in common
across these disciplines. In this chapter we provide a broad context for thinking
about data collection techniques and some sources where you may go to learn
more about the specifics of developing or evaluating a questionnaire, interview,
or other data collection technique.

As pointed out in Chapter 1, we conceptualize research approaches as
being approximately orthogonal or unrelated to the techniques of data collec-
tion. Thus, in theory at least, any type of data collection technique could be
used with any approach to research. It is true that some types of data collec -
tion are more commonly used with the randomized experimental or quasi-
experimental approaches. Others are more common with the comparative or
associational approaches, and still others are more common in qualitative
research.

Table 13.1 gives an approximation of how common each of several data
collection techniques are within each of these three major groupings of research
approaches. Note that we have ordered the data collection techniques along
a dimension from researcher-observed reports at the top to self-report
measures. The observer report end includes observations and physiological
recordings that are assumed to be less influenced by the participants’ desire
to look good or to answer in a socially desirable way. Of course, even these
measures are not free of the effects of such factors if, as is usually the case, the
participants realize that they are being observed or recorded. At the other end
of the scale are measures based on self-reports of the participants, such as



interviews, questionnaires, focus groups, attitude, and personality scales. In
these cases, the responses are clearly filtered through the participants’ eyes
and are probably heavily influenced by factors such as social desirability and
answering in acceptable ways. In the middle we have put several types of
measures that are undoubtedly influenced by the participants’ conscious or
unconscious need to look good but are, perhaps, less susceptible to such
factors. In standardized achievement and aptitude tests, for instance, people
do as well as they can in figuring out the correct answer. With archival docu -
ments and content analysis, the data are gathered from records made for
another purpose so there may be less built-in bias.

The concern about the filtering of participants’ answers through perhaps
faulty memories or in terms of socially desirable responses has led quantitative
researchers, especially those who tend to use the randomized experimental
and quasi-experimental approaches, to be suspicious about the validity of the
self-report instruments. Thus, when using self-report measures you should
always be prepared to provide evidence supporting their validity, as discussed
in Chapter 12. Of course, some self-report information such as gender and other
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TABLE 13.1 

Data Collection Techniques Used by Specific Research Approaches 

Quantitative research Qualitative 
research

Data collection techniques Experiments Comparative
& quasi- associational, 
experiments & descriptive 

approaches

Researcher-Observed Measures

Physiological Recordings ++ + –

Physical Trace Measures + – +

Coded Observations ++ ++ ++

Narrative Observations – + ++

Participant Observations – + ++

Tests and Documents

Standardized Tests + ++ –

Archival Measures/ – + ++
Documents

Content Analysis – + ++

Self-Report Measures

Summated Attitude Scales + ++ –

Standardized Personality + ++ –
Scales

Questionnaires/Surveys + ++ +

Interviews + ++ ++

Focus Groups – + ++

Note: Symbols in the table indicate likelihood of use): ++ Quite Likely; + Possibly; – Not Likely



simple questions of fact that are not sensitive or controversial are usually
accepted at face value. On the other hand, observer reports are not necessarily
valid measures of what they are intended to assess. One issue that is often
pointed out by qualitative researchers is that cultural biases may lead observers
to interpret their observations in inappropriate or ethnocentric ways.

Recommendations for further reading about data collection techniques are
provided in the references cited in the chapter. In general, it is advisable to
select instruments that have been used in other studies if they have been shown
to produce reliable and valid data with the types of participants and for the
purpose that you have in mind. Tests in Print provides references to thousands
of published educational, psychological, and business instruments that are
available for purchase or use. The Mental Measurements Yearbooks (1938–
present) provide summaries and reviews of a large number of published
instru ments, including aptitude, intelligence, and achievement tests and also
personality and vocational inventories or scales. Similarly, Test Critiques
annually publishes norms, reliability, and validity data, as well as practical
applications in a user-friendly style, covers the most frequently used psycho -
logical, educational, and business-related instruments. Note that the use of 
the term tests in those resources is broader than used in this book. Tests, as in
Test Critiques, refers to a broad range of data collection techniques; not just
ones with correct answers, and are similar to our term standardized. Textbooks
on testing and measurement (e.g., Anastasi & Urbina, 1997; Thorndike, 2010)
also provide information on a wide variety of types of standardized
instruments. The relevant research literature is a good source for instruments
that one might use.

Of course, you may not be able to find an instrument that suits the goals
of your research. This is especially likely if you are interested in attitudes or
knowledge about a specific topic, issue, or program. In this case you may decide
to construct a questionnaire or interview to assess what your participants know
about or how they perceive the topic. Dillman (2014), Fowler (2014), Salant
and Dillman (1994), and Czaja and Blair (2014) provide useful advice about
developing and using interviews and questionnaires.

Standardized Versus Investigator-Developed Instruments

Standardized instruments are ones that have resulted from careful preparation
and cover topics of broad interest to a number of investigators. They are usually
published and often copyrighted. Reference books such as Mental Measurement
Yearbook and Test Critiques provide evaluative descriptions and review of
many published instruments designed to assess abilities, achievement, person -
ality, and attitudes. These instruments usually have a manual that includes
norms used to make comparisons with some broader sample than is usually
used in a single study, and they commonly include information about
reliability and validity.

Investigator-developed measures are ones developed by a researcher for
use in one or a few studies. Such instruments also should be carefully developed,
and they should provide at least basic evidence of reliability and validity of
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the data that have been collected in the article or report of the study in which
they were used. However, there usually is no separate manual or materials
available for others to buy or use.

Although some instruments, such as personality measures and attitude
measures, are developed by investigators or teachers for one-time use in a
specific study, many standardized measures are available, and, in general, it
is wise to use them if the data that have been collected with the measure have
good reported reliability and validity and cover the concept that you intend
to measure. Questionnaires and interviews are usually developed by an
investigator for one-time use in a particular study on a specific topic. However,
some questionnaires and interviews are used in a number of studies, often to
assess the same issue at different times; for example, there is an annual survey
of entering college freshmen that has asked many of the same questions for a
number of years.

Researcher-Observed Measures

Direct Observation

As noted already, many researchers prefer systematic, direct observation of
behavior as the most accurate and desirable method of recording behavior,
especially the behavior of children. The following discussion of observations
deals with what is often called “direct observation” in which the investigator
trains observers to observe and record the behaviors of the participants in the
study. Indirect observations are used when the investigator interviews or
otherwise questions untrained observers, such as parents or teachers, about
participants (e.g., children) that they know well. Indirect observation could
also include questionnaires or interviews because the participants often are
asked to report about their own behavior. Now we discuss several other
dimensions on which observational techniques vary.

Naturalness of the Setting

The setting for the observations can vary from natural environments (e.g., 
a school, playground, park, or home) through more controlled settings 
(e.g., a laboratory playroom designed to look like a living room) to highly
artificial laboratory settings (e.g., used in a hospital or physiological labora-
tory). In Chapter 9 we discussed the issue of ecological validity, one aspect 
of which was the naturalness of the setting. Although natural settings have
ecological validity, they usually sacrifice some degree of control and the
opportunity to present stimuli in a systematic way. Furthermore, equipment
such as video cameras and computer-based observational aids are much 
more difficult to use in a natural setting. Note that in qualitative research,
observations are commonly conducted in natural settings. In quantitative
research the whole range of settings is used, but some researchers using the
quantitative frame work prefer laboratory settings.
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Degree of Observer Participation

This dimension varies from situations in which the observer is a participant
(preferred by researchers using the qualitative framework) to situations such
as public places in which the observer is entirely unobtrusive. Most
observations, however, are done in situations where the participants know
that the observer is observing them and have agreed to it. It is common for
such observers to attempt to be as unobtrusive as possible by sitting off to one
side or observing from behind a one-way mirror in a laboratory.

Amount of Detail

Observations also vary on this dimension, which goes from global summary
information (e.g., overall ratings based on the whole observation period) to
moment-by-moment records of the observed behaviors. Obviously, the latter
provides more detail, and it requires considerable preparation and training 
of observers. Moment-by-moment observations may use codes for various
behaviors that can be recorded either with paper and pencil or with some aid
such as a computer or dictating machine. Detailed records also can be narrative
records in which the observer dictates or attempts to write down everything
that happens in sequential order.

Breadth of Coverage

This dimension varies from observational schemes that attempt to record as
much as possible about an event or a person’s environment to, on the other
hand, very specific observations of one or a few types of behavior, such as
aggressive incidents or task-directed behaviors. Qualitative observations
usually attempt to provide a holistic or overall narrative of the situation.

Tests and Documents

Tests Contrasted with Other Measures

Although the term test is often used quite broadly to refer to a wide range of
aptitude, personality, and attitude measures, we define the term more
narrowly. By a test we mean a set of problems with right or wrong answers.
The score is based on the number of correct answers that the person had.

Standardized Tests

In standardized tests there is a specific procedure to follow to administer the
test. With many standardized tests, the scores are translated into some kind
of normed score that can be used to compare the participants with others 
who have taken the test. These tests are referred to as norm referenced tests.
The scores may be provided in terms of percentile ranks or may be on some
well-established metric in which the mean and standard deviation are known.
For example, the Graduate Record Examination (GRE) scores were originally
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normed so that 500 would be the mean and 100 would be the standard
deviation. IQ tests were normed so that 100 was the mean and 15 was the
standard deviation. An alternative to norm referenced tests is called criterion
referenced tests. These tests examine how well the student or participant has
learned a specific skill (the criterion). Such tests measure a student’s achieve -
ment without comparing it with the scores of other test takers. This kind of
test is often used in schools but is less commonly used in research.

Most standardized tests are said to be objective because there is little
disagreement about the scores obtained from them due to the consistency in
the administration of the measure. There may be disagreement about how to
interpret the results, but if a machine or an untrained assistant can score the
test or other measure, the measure would be said to be objective. Multiple-
choice tests and rating scales are said to be objective; essay tests and projective
techniques are less objective because the scores are influenced by the judgment
of the scorers.

Achievement Tests

Most research about the effectiveness of instructional methods uses
achievement as the dependent or outcome variable. Thus, achievement tests
are widely used in educational research as well as in schools. Such tests
measure the mastery or achievement of students in some areas related to what
they should have learned in school. Achievement tests are available for
individual school subjects such as biology or history, and they are also available
in comprehensive batteries that measure broad areas of achievement such as
verbal or quantitative. For example, the California Achievement Test (CAT)
contains tests in the area of reading, language, and arithmetic. When selecting
an achievement test, you need to be careful that it provides reliable data and
is appropriate for measuring the aspect of achievement in which you are
interested. The test also must show reliability and validity evidence of the
current data to be included in the study. Thus, if you are using a particular
ethnic group or students with developmental delays, you need to be sure that
the test is appropriate for that sample. If these criteria are met, then there are
advantages in the use of a standardized instrument. In addition to saving time
and effort, in the development of a new instrument, the results of your study
can be compared with those of others using the same instrument.

When the available tests are not appropriate for the objectives of your
study, you may have to construct your own test. It is better to do so than to
use an inappropriate test just because it is available. If you do develop your
own test, you should be careful in preparing it so that you determine the
reliability and validity of the data collected with it before using it. Refer to the
books on tests and measurement mentioned already (e.g., Thorndike, 2010) if
you decide to develop your own achievement test.

Performance and Authentic Assessments

Although most common achievement tests are paper-and-pencil tests of the
type just described, a researcher may want to measure actual performance—
that is, what an individual can do rather than what he or she knows.
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Performance assessment has become a popular alternative to traditional tests.
In such an assessment, the investigator observes an individual’s performance
on a certain task and then judges the product based on some criteria.
Performance assessments are common in such areas as art, music, or science
where the individual is expected to be able to do or produce something such
as a painting, recital, or research report.

Some performance assessments are referred to as authentic assessments,
but not all performance assessments are authentic in the sense that they are
“real-life” assessments. To be considered authentic, the tasks should be high
on ecological validity as discussed in Chapter 9. That is, they might include
such things as an actual job interview, an individual or group research project,
or a report. Performance and authentic assessments provide a way to measure
abilities and skills that are not easily assessed by paper-and-pencil tests.
However, they take much more time and expense to administer and score.

Aptitude Tests

Aptitude tests in the past were often called intelligence tests, but this term is
less often used now because of controversy about the definition of intelligence
and to what extent it is inherited. Performance on such aptitude tests is partly
dependent on genetic background and partly dependent on environment and
schooling. Aptitude tests, as contrasted to achievement tests, are intended to
measure more general performance or problem-solving ability. These tests
attempt to measure the participant’s ability to solve problems and to apply
knowledge in a variety of situations. Researchers and educators have found
aptitude tests to be generally useful for the purpose of predicting school
success and as an independent variable that must be controlled in educational
studies. The many aptitude tests that are available can be divided into those
that must be administered individually and those that can be used with
groups.

The most widely used individual intelligence tests are the Stanford-Binet
and the Wechsler tests. The Stanford-Binet test produces an intelligence quotient
(IQ), which is derived by dividing the obtained mental age (MA) by the
person’s actual or chronological age (CA). The Stanford-Binet gives a general
measure of intelligence and does not attempt to provide measures of separate
abilities. There are several age versions of the Wechsler intelligence scales; each
provides two scores for each person, verbal and nonverbal IQ. A trained
psychometrician must give these individual intelligence tests to one person at
a time, which is expensive in both time and money.

Group aptitude tests, on the other hand, are more practical for use in school
systems and in research where group averages are to be used. There are now
many group aptitude tests available, identified in the Mental Measurements
Yearbook or Test Critiques.

Documents

A common method for collecting data is through documents. Documents
include items such as historical records, newspapers, and student files. Any
information that is collected regarding a participant (e.g., grade point average)
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that is not obtained directly from the participant but through records 
or documents can be considered document data. The advantage to using
documents is that usually the information is more accurate. For example,
requesting a student’s transcript to find out his or her GPA would give the
exact GPA, as opposed to asking the student, who might round his or her GPA
or give an inflated value. The downside to using documents is that their use
can be time consuming for the researcher, and obtaining consent from the
participants to examine documents can at times be difficult.

Self-Report Measures

Standardized Personality Inventories

Personality inventories present the participant with a collection of statements
describing behaviors or patterns of behaviors. The participants are then asked
to indicate whether the statement is characteristic of their behavior by checking
yes or no or by indicating how typical it is of them. Usually there are a number
of statements for each characteristic measured by the instrument. Some of these
inventories assess only one trait; for example, authoritarianism is measured
by the California F Scale and anxiety is measured by the State Trait Anxiety Scales.
Other personality inventories, such as Cattell’s 16 Personality Factor Question -
naire, measure a number of traits. Some inventories measure characteristics of
persons that one might not strictly consider to be personality. For example,
the Strong Interest Inventory is used primarily to assess vocational interests.
Other inventories measure temperament (e.g., Child Temperament Inventory),
behavior problems (e.g., Child Behavior Checklist), or motivation (e.g., Dimensions
of Mastery Questionnaire). Notice that these personality instruments have
various labels (e.g., scale, inventory, questionnaire, or checklist).

These measures are said to be standardized personality inventories
because they have been administered to a wide variety of respondents 
and because information about these norm groups and about the relia-
bility and validity evidence of past data collected is usually provided in the
manual for the inventory. It is also possible for an investigator to develop 
a measure of some aspect of personality specifically for a particular study. 
As with other measures, reliability and validity need to be addressed.

Paper-and-pencil inventories have the advantages of being relatively
inexpensive to administer and objective to score. However, there are disadvan -
tages mostly related to the problem of validity. We should mention here that
the validity of a personality inventory depends not only on respondents’
ability to read and understand the items but also on their understanding of
themselves and their willingness to give frank and honest answers. Although
personality inventories, especially the more carefully developed and standard -
ized ones, can provide useful information for research, there is clearly the
possibility that they may provide superficial or biased data.

Another major type of personality assessment is the projective technique.
These measures are not frequently used in educational and social science
research because they require an extensively trained person to administer and
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score. Thus, they are expensive. Projective techniques ask the participant to
respond to unstructured stimuli like ink blots or ambiguous pictures. They
are called projective because it is assumed that the respondent will project his
or her personality or motivation into their interpretation of the stimulus.

Attitude Scales

Summated (Likert) Attitude Scales

Many personality inventories use the same summated method to be described
here, but Likert (1932) initially developed this method as a way of measuring
attitudes about particular groups, institutions, or concepts. Researchers 
often develop their own scales for measuring attitudes or values, but there are
also a number of standardized scales to measure certain kinds of attitudes like
social responsibility. There are several approaches to measuring attitudes. We
describe only the summated Likert scales and the semantic differential scales.

The term Likert scale is used in two ways: (1) for the summated scale to
be discussed next; and (2) for the individual items or rating scales from which
the summated scale is computed. Likert items are statements about a particular
topic, and the participants are asked to indicate whether they strongly agree,
agree, are undecided, disagree, or strongly disagree. The summated Likert scale
is constructed by developing a number of statements about the topic, usually
some of which are clearly favorable and some of which are unfavorable. These
statements are intended to provide a representative sample of all possible
opinions or attitudes about the subject. These statements are then presented
to a group of participants who are asked to rate each statement from strongly
disagree to strongly agree. To compute the summated scale score, each type
of answer is given a numerical value or weighting, usually 1 for strongly
disagree up to 5 for strongly agree. When computing the summated scale, the
negatively worded or unfavorable items need to be reversed in terms of the
weighting; in that case strongly disagree is given a weight of 5 and strongly
agree is given a weight of 1. Consider the following three items from a social
responsibility scale:

1. Every person should give some of his 
time for the good of his town or country. SD D U A (SA)

2. Letting your friends down is not so bad 
because we can’t do good all the time. (SD) D U A SA

3. It is the duty of each person to do his job 
the very best he can. SD D U (A) SA

As shown, a person with a highly favorable attitude about “social responsi -
bility” might circle SA for the first item, SD for the second item, and A for the
third item. His or her summated score would be 5 for the first item, 5 for the
second item (after it is reverse coded), and 4 for the third item, or 14. You
should be able to see that the summated scores could range from 3 for someone
who is very low on agreement with the three attitude of social responsibility items
to a maximum of 15 for someone who is most highly positive in terms of this
attitude.
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Data collected with summated rating attitude scales, like all the other data
collection tools discussed in this chapter, need to be investigated for reliability,
as discussed in Chapter 11. Internal consistency would be indicated if the
various individual items correlate with each other, indicating that they belong
together in assessing this attitude. Validity would be assessed in the ways
detailed in Chapter 12 by seeing whether this summated scale can differentiate
between groups thought to differ on this attitude or by correlations with other
measures that are assumed to be related to this attitude. The construction of
summated scales (for attitude or personality measurement) is discussed in
depth by Spector (1992).

Semantic Differential Scales

Another approach to measuring attitudes is the semantic differential scale
developed by Osgood, Suci, and Tannenbaum (1957). This measure is based
on the assumption that concepts or objects have in addition to the denotative
(or dictionary) meaning. The later connotative meaning has to do with 
surplus meaning or what the concept or object suggests or connotes to the
participant.

Semantic differential scales are adaptable and relatively easy to construct,
if one wants to know how participants feel about concepts such as site-based
management, ADA requirements, or organized religion. Participants are asked to
rate the concept on each of a set of bipolar adjective pairs, which Osgood et
al. (1957) found formed three clusters or factors: (1) evaluative, with adjective
pairs such as good–bad or valuable–worthless; (2) potency pairs such as
strong–weak or large–small; and (3) activity pairs such as active–passive or
fast–slow. The evaluative cluster is used most often in research. The semantic
differential scales are scored much like the summated rating scales just
discussed. The rating for each item is given a score, usually from 1 to 7. If the
positively connoted term is on the left, the score would be reversed. If 
the positive term is on the right, no reversal would be done. Then the score
for each item on a scale (e.g., evaluative) would be added or summated.

Questionnaires and Interviews

These two broad techniques are sometimes called survey research methods, but
we think that is misleading because questionnaires and interviews are used
in many studies that would not meet the definition of survey research. In
survey research a sample of participants is drawn (usually using one of the
probability sampling methods discussed in Chapter 9) from a larger
population. This sample is asked a series of questions related to a topic about
which they should have some knowledge or attitude. The intent of surveys is
to make inferences describing the whole population, so the sampling method
and return rate are very important considerations, as discussed in Chapter 9.

Questionnaires and interviews used in surveys are usually developed by
the investigator for one-time use in a particular study. However, sometimes
the same or similar questions are asked on a number of occasions to assess
changes in attitudes, product preferences, or voting preferences over time.
Questionnaires are any group of written questions to which participants are

Types of Data Collection Techniques 225

Semantic
differential scales 
Questions on a survey
or in an interview
where respondents
are asked to rate their
opinion or attitude
between opposite
positions of a
concept.

Interview  
Survey
technique/instrument
in which the
researcher (or
designee) verbally
asks the questions of
the participant; may
be in-person or via
telephone.



asked to respond in writing, often by checking or circling responses. Interviews
are a series of questions presented orally by an interviewer and are usually
responded to orally by the participant. Both questionnaires and interviews can
be highly structured with closed-ended questions in which the possible
answers are specified and the participants merely pick one of the provided
responses. However, it is common for interviews to be more open ended,
allowing the participant to provide detailed answers to questions that do not
lend themselves to short answers.

Questionnaires

There are three basic ways to gather information with a questionnaire: mailed
questionnaires, Internet, and directly administered questionnaires.

Mailed Questionnaires

In this case, names and addresses of persons in the population must be
assembled. Then, a sample from this population is selected using one of the
techniques described in Chapter 9. When the accessible population is small,
all persons may be sampled. This group is then mailed a questionnaire with
a cover letter and a stamped, return-addressed envelope. Reminder post cards
or duplicate copies of the questionnaire are often sent to nonrespondents or,
if respondents are not specifically identified, to all persons who initially
received the questionnaire. Compared with interviews, mailed questionnaires
are relatively cost effective because they require little time to administer on
the part of the investigators and do not require hiring of persons to administer
the instrument. Information can be obtained relatively rapidly (i.e., in a few
weeks), but a poor response rate is often obtained because of the impersonality
and likely lack of rapport with the investigator. Dillman (2014) is a good source
to use for mailed questionnaires.

Internet Questionnaires

Internet questionnaires are the newest and becoming one of the most
commonly used type of questionnaire. With Internet questionnaires, the
question naire is set up on the Internet, usually with an online survey program
(e.g., Survey Monkey, www. surveymonkey.com). Participants can be selected
through multiple techniques: existing groups (e.g., courses or clubs), email lists,
and list serves, just to name a few. There are many advantages to using
Internet questionnaires. Respondents, if they have a computer, can complete
the survey in their own home while taking their time and having privacy.
Contacting respondents is cheaper than mailing the questionnaires through
the post office. Furthermore, the data can be sent directly to a data file, which
can reduce or even eliminate data entry errors. There are a few negative
aspects to using Internet questionnaires. The respondents must have access to
a computer. If the survey is long, the respondents can easily close the survey
window and not submit their responses. Finally, the most significant drawback
to using Internet questionnaires is that the data collected with many of the
Internet programs are not anonymous or confidential, as IP addresses attach
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themselves to the data. Dillman (2014) is a good source to use for Internet
questionnaires.

Directly Administered Questionnaires

In this technique, the questionnaire is usually administered to a group of people
who are assembled in a certain place for a specific purpose such as a class or
a club meeting. It is also possible to directly administer a questionnaire in a
one-on-one, face-to-face situation such as giving a questionnaire to the mother

RESEARCH IN THE REAL WORLD

In study 4, Tomko and Munley (2013) researched counseling psychologists’
attitudes and clinical judgments of older adults. To collect data, these
authors mailed survey packets to 1368 potential participants. The survey
packet included the following: a case vignette, six questions about the
vignette; three published measures; a short survey regarding perceived level
of experience in multiculturalism and aging issues; and a demographic
questionnaire. The case vignette was:

developed by James and Haley (1995). The vignette describes a 70-
year-old woman, Ms James, who meets the Diagnostic and Statistical
Manual of Mental Disorders (American Psychiatric Association, 1987,
2000) criteria for depression. The case vignette has been employed in
other research on clinical judgments of an older client (Helmes & Gee,
2003). The SPB followed the case vignette and was comprised of six
questions about the vignette. For example, “How appropriate a
candidate for psychotherapy do you see Ms James as being?” was rated
from [1] “very appropriate” to [7] “very inappropriate”. We made two
modifications to James and Haley’s original survey. First, one item was
revised to request ratings of the appropriateness of each treatment
recom mendation instead of a rank ordering of the recommendations.
Second, only six of the eleven survey questions were used in the
analysis. (p. 235–236)

Because the authors made modifications to the survey, existing information
regarding validity and reliability of past data collected from the surveys will
be less informative. It is always best to use a survey in the same, or as similar
as possible, condition as it was developed.

The authors do not indicate whether they mailed the questionnaire with
a cover letter and/or a stamped, return-addressed envelope. Additionally,
it was not mentioned whether reminder post cards or duplicate copies of
the questionnaire were sent to nonrespondents. The response rate was
adequate, being 27.9 percent, although the response rate might have been
higher if the researchers had included follow-up reminders.
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of a young child while testing the child, but this is relatively uncommon. The
main advantage of this technique is that a high response rate is usually
obtained, especially if the participants are expected to be in that location
anyway. On the other hand, the sample is unlikely to be a probability sample
from a desired target population, in part because some percentage of potential
participants probably will not attend the class or meeting. This can be a serious
problem in college classrooms. This technique can be quite cost effective if it
requires only one or few administrations of the questionnaire and if the
administrator’s time is not considered or does not have to be paid.

Types of Questionnaire Items

Salant and Dillman (1994), Cazja and Blair (2014), and DeVellis (2012) provide
excellent sources for persons who want to develop and conduct their own
questionnaire or structured interview. They describe four types of question

RESEARCH IN THE REAL WORLD

An example of using the Internet to administer surveys is found in Economos
(2014), our sample comparative study on the perceptions of teaching and
learning in graduate education. The author sent the participants, who were
graduate students in business and education, an invitation to participate in
the study and the survey via a link to Survey Monkey, an online survey
generator. The author also distributed surveys in paper format by mailing
them through the postal service with an invitation letter to participate and
a stamped letter to participate in the study.

It appears that all participants received the survey both through email
with a link to Survey Monkey and additionally through the postal service
mail. Sending the survey through multiple methods can be helpful in order
to increase the sample size by making sure each participant has received
the survey. Yet, a concern with this process would be whether or not
participants could complete the survey more than once. This duplication
from one or more of the participants would contaminate the data. One way
to eliminate this concern would be to identify the respondent in some way
so that if the same participant responded to both the mailed survey and the
electronic survey, one of the survey responses could be deleted. Methods
of identifying the participant include numbering the surveys sent to each
participant, asking the participant for some type of identifying information
(e.g., their birth date, a sequence of numbers only they would know, etc.),
or asking for specific identifying information (e.g., their name). The problem
with requesting identifying information or placing identifying information
on a survey is that it can make some participants feel uncomfortable, it may
make participants not complete the survey, and/or institutional review board
approval may be more difficult to obtain.
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structure for questionnaire and interview items: open-ended, partially open-
ended, closed-ended unordered choices, and closed-ended ordered responses.
Each of these types of items has advantages and disadvantages, as discussed
next.

Open-ended questions do not provide choices for the participants to select.
Instead, each participant must formulate an answer in his or her own words.
Although this type of question requires the least effort to write, it has several
major drawbacks. Open-ended questions are demanding for the participants,
especially if the responses have to be written out or are on issues that the person
has not considered recently or at all. Open-ended questions can produce many
different responses with only a few mentions of each topic. This type of
question might not provide comparable information across a sample because
people who did not think to mention an answer might have done so if they
had been given choices from which to select. Finally, the responses to open-
ended questions require considerable time to code and prepare for entry into
a computer. However, there are a number of advantages that make open-ended
questions useful in certain circumstances, especially if the investigator did 
not have enough knowledge before the study to make good closed-ended
questions. Sometimes open-ended questions require a simple straightforward
answer such as the person’s date of birth or favorite class. In these cases
developing a list of possible responses is wasteful of space. Open-ended
questions are more often successfully used in interviews than in questionnaires.

Partially open-ended questions usually provide several possible answers
and then have a space for other responses or comments. This can be useful,
but our experience is that participants usually do not use the spaces, and not
much additional information is provided.

RESEARCH IN THE REAL WORLD

Carnes-Holt and Bratton (2014), in study 1, directly administered
questionnaires to their participants. The “consenting parents who met study
criteria were administered the [questionnaire] . . . in a room free of
distractions” (p. 331). When the parent participants finished the question -
naire they completed a play session with their adoptive child. Afterwards
the participants were then randomly assigned to either the treatment group
or wait-list control group. Finally, the participants were directly admin istered
posttests.

Administering the questionnaire in a one-on-one, face-to-face situation
makes for better rapport between the participants and the researcher(s).
Typically a high response rate would be obtained by using this method of
data collection. Initially, in the current study, 72 parent participants were
recruited, but due to the length of the study (i.e., 10 weeks) 11 participants
dropped out, which is a 15 percent dropout rate. Another issue is that doing
one-on-one administrations of the questionnaires is not as cost effective as
other methods since it takes much of the researchers’ time.

Open-ended
question  
Survey question
which allows the
participant to
construct their own
answer.

Partially open-
ended questions 
Questions that
provide several
possible answers and
then have a space for
other responses or
comments.



Closed-ended unordered items are commonly used when answers to a
question fit nominal categories that do not fall on a continuum. Participants
are asked to choose among these discreet categories and select which one best
reflects their opinion or situation. In some cases, the person is allowed to check
all categories that apply, but then the question actually becomes a series of
yes/no questions with each response category being scored later as if it were
a separate question. If it is not possible to have a complete list of possible
answers, a partially open-ended question may be used.

Finally, closed-ended questions with ordered choices are common on
questionnaires and are often similar to the individual items in a personality
inventory or a summated attitude scale. These questions may in fact be single
Likert-type items in which a statement is made and the respondent is asked
to rate one or a series of items from strongly disagree to strongly agree. A
number of other types of items with ordered choices are possible (see Salant
and Dillman, 1994).

Interviews

Two main types of interviews are telephone and face to face. Telephone
interviews are almost always structured and usually brief (i.e., less than half
an hour). This technique is commonly used by survey researchers to obtain a
quick, geographically diverse, or national sample. Groves et al. (1988) and
Dillman (2014) provide in-depth information for telephone interviews.

Face-to-face interviews, on the other hand, can vary from what amounts to
a highly structured, oral questionnaire with closed-ended answers to in-depth
interviews, which are preferred by qualitative researchers who want to get
detailed responses from the participants. Telephone and structured face-to-
face interviews are usually coded on the spot. The categories are often closed-
ended so that the interviewer needs only to circle the chosen response or fill
in a brief blank. In-depth interviews are usually tape-recorded and then later
transcribed so that the participant’s comments can be coded later. All types
of interviews are relatively expensive because of their one-on-one nature. In-
depth interviews are even more expensive because of training, transcription,
and coding costs. Fowler and Mangione (1990) provide an excellent source for
standardized interviewing.

Focus Groups

Focus groups are like interviews, but relatively small groups of, perhaps, eight
to ten people are interviewed together. Such groups may stimulate peoples’
thinking and elicit ideas about a specific topic. They have been used by
businesses to learn how customers will react to new products and by political
campaigns to test voter opinions about a topic. Nonprofit agencies may also
use focus groups to identify the perceptions and ideas of potential or actual
participants in a program or a service. Focus groups can provide an initial
idea about what responses people will give to a certain type of question. This
can be helpful in developing more structured questionnaires or interviews.
Krueger and Casey (2015) provide an excellent source for researchers who plan
to use focus groups.
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Summary

This chapter provides an overview of many of the techniques or methods used
in the applied behavioral sciences to gather data from human participants.
Most of the methods are used in quantitative, qualitative, and mixed methods
research but to different extents. In qualitative research more open-ended, less
structured data collection techniques are preferred than in quantitative
research, but this distinction is not absolute. Direct observation of participants
by the researcher is common among experimental research and qualitative
research; it is less common in survey research where self-report interviews
and questionnaires are used extensively. It is important that investigators use
instruments that provide reliable and valid data for the population and
purpose for which they will be used. Standardized instruments usually have
manuals providing norms and indexes of reliability and validity from data
collected in the past. However, if the populations and purposes on which these
data are based are different from yours, it may be necessary for you to develop
your own instrument or, at least, to provide evidence of reliability and validity
for the data you have collected.

Key Concepts

Direct observation
Focus group
Naturalness of the setting
Participant observation
Performance and authentic assessment
Semantic differential scales
Reliability and validity of the measures
Standardized tests
Standardized personality inventories
Summated (Likert) attitude scales

Key Distinctions

Achievement tests versus aptitude tests
Data collection techniques (methods) versus research approaches
Norm referenced versus criterion referenced tests
Open-ended versus closed-ended questions
Questionnaire question/item versus research question
Questionnaire versus interview
Researcher report measures versus self participant report measures
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Interpretation Questions

1. What is the most accurate and desirable method of recording behavior?

2. Why is it best to select instruments that have been used in other studies?

3. What are the advantages to using an Internet questionnaire?

4. What are the four types of questionnaire items?

Application Problems

1. A researcher designed a measure of work satisfaction. Part of this measure
is included in the table. Shown are pairs of words that indicate how people
feel about their work. Consider each of the word pairs and circle the
number that best indicates how YOU feel about your job/work in general.
What kind of attitude scale is this? How would you score it if a person
circled 5, 2, and 6?
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Boring 1 2 3 4 5 6 7 Interesting

Enjoyable 1 2 3 4 5 6 7 Miserable

Useless 1 2 3 4 5 6 7 Worthwhile

etc.

2. Table 13.1 gives an approximation of how common each of the several
data collection techniques are within each major grouping of research
approaches.

a. Why would physiological recordings be most common for experi -
ments and quasi-experiments?

b. Why would self-report measures be most commonly used with
comparative, associational, and descriptive approaches?

c. Why is it that standardized tests, summated attitude scales, and
standard personality scales are unlikely to be used in qualitative
research?

3. Indicate whether the following questions are open-ended or partially
open-ended, or closed-ended ordered, or closed-ended unordered items.
Discuss the pros and cons of formatting question as shown or in another
way.

a. What is your date of birth? ____________________

b. Do you provide special care to anyone who is ill, handicapped, or
elderly?

No _____
Yes _____
Please explain: __________________________________________



c. For which of the following areas of expenditure do you have the
highest priority?

Defense _____
Education _____
Health and welfare _____
Other. Please specify:

d. What type of work schedule best describes your work situation?

_____ Standard full time (8 a.m. to 5 p.m.)
_____ Flexible work hours
_____ Compressed week

e. Which best describes the kind of building in which you live?

_____ A mobile home
_____ A one-family house detached from any other
_____ A one-family house attached to at least one other house
_____ An apartment building

f. Please describe the qualities of your favorite teacher.

4. Your colleague is interested in learning whether parenting style influences
adolescent delinquency. He asks for your opinion about whether he
should use a questionnaire or interview format to collect his data. What
do you tell him are the pros and cons of each?

5. A researcher is interested in the degree to which therapeutic alliance (or,
the strength of the relationship between client and therapist) affects the
therapeutic outcome (or, the success of therapy.)

a. If the researcher observes the sessions from behind a one-way mirror
and rates therapeutic alliance on a Likert scale, what kind of measure
is this?

b. If the researcher asks the client to report his or her perception of
alliance using a Likert scale, what kind of measure is this?

c. What are the benefits and drawbacks of each?

6. What is the difference between a research question and a questionnaire
or item? Provide two examples of each.
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14
Ethical Issues in Conducting the Study

Throughout this book, we have been discussing the principles of applied
behavioral research. In this chapter, we discuss ethical principles of human
research and a variety of ethical issues related to the various steps in the process
of doing research, including obtaining approval from institutional review
boards (IRBs).

Ethical Principles in Human Research

Historical Overview

There have been ethical problems regarding the treatment of human subjects
throughout history, but we begin our summary with the Nazi research atrocities
of 1933–1945. In contrast to the rest of this book, we used the phrase human
subjects rather than participants. The latter is a relatively recent change that
emphasizes the collaborative and voluntary relationship of investigator and
participant. The Nazi research atrocities were experiments conducted by
respected German doctors and professors on concentration camp inmates that
led to their mutilation or death. Although it is tempting to think that these
atrocities could be blamed on prison guards, soldiers, or rogue scientists, the
evidence indicates otherwise (e.g., Pross, 1992). Not only were many of these
doctors respected, but Germany also had more advanced moral and legal
regulations concerning consent and special protections for vulnerable subjects
than any other country at that time (Young, 1999). As a result of the trial of
these doctors, the Nuremberg code was prescribed by an international court in
1947. Its first principle stated that voluntary consent of human subjects is
absolutely essential. Principles 2 through 8 dealt with experimental design and
the risks and benefits of the research. Principle 9 stated the subject’s right to
refuse to participate or continue, and principle 10 dealt with the investigator’s
obligation to stop the experiment when continuing it would likely lead to harm.

Lest we think that ethical problems with human research have been
confined to Nazi Germany, some examples of American research are cited
briefly. In 1963 mentally impaired children from the Willowbrook State School
in New York were given live hepatitis A virus. Their parents were not

Institutional Review
Board (IRB)  
A group that reviews
proposals for studies
with human
participants before
the research can
begin; the committee
is mandated by
federal regulations to
protect human
subjects and to
decide whether the
research plan has
adequately dealt with
ethical issues related
to the project; also
called human
subjects committee.



adequately informed and were even coerced into volunteering their children
for the study.

The Tuskegee syphilis study, which began in 1932, continued until it
became public knowledge in 1972 (Heller, 1972). The study involved several
hundred poor African American men in Alabama who were studied but not
treated over a 40-year period, even though antibiotics were available and
commonly used to treat syphilis for more than 25 years of the study. The long-
term effects of this study include mistrust and suspicion of medical research
and of doctors in general in the African American community.

Serious ethical concerns were, however, not confined to the biomedical
sciences. Milgram (1974) conducted a series of well-known experiments on
obedience that sparked ethical debate both inside and outside of the behavioral
sciences. His intent to perform these experiments was based on his dismay at
the effects of blind obedience to Nazi commands in World War II. Milgram
decided that it was important to study the psychological mechanism that 
linked blind obedience to destructive behavior. He wanted to know how far
ordinary adults will go in carrying out the orders of a seemingly legitimate
authority. In his experiments, he deceived subjects into believing that they
would be giving painful electric shocks to a third person, the “learner,” when
the “learner” made a mistake on a particular task. The results were startling.
A great many of the “teachers,” who were the actual subjects in the study,
obeyed without hesitation the experimenter’s urging to continue to increase
the presumed level of the shocks, no matter how much the learner pleaded
and screamed. Milgram was especially surprised that none of the subjects
refused to apply the shocks or dropped out of the study. The learner in these
studies was a confederate of Milgram’s, and no actual shocks were transmitted
by the teacher. Nevertheless, concerns about the studies and the use of
deception have continued to this day. Milgram defended his work as showing
that remarkable obedience was seen time and time again at several universities
where the experiment was repeated. He emphasized the willingness of adults
to go to almost any lengths when commanded by an authority. He did fully
debrief the subjects and provided an opportunity for a friendly reconciliation
with the presumably shocked learner, who was shown not to have received
any actual electric shocks. Furthermore, he sent follow-up questionnaires to
the former subjects and found that fewer than 1 percent regretted having
participated in the study. In spite of this, it is doubtful that institutional review
boards would allow this kind of study today because subjects were tricked
into participating in a study that they probably would find unacceptable if
they had understood it correctly.

If you think that ethical problems with regard to research have been
confined to experimental studies, Humphreys’s (1970) research on the “tea
room” trade indicates some of the issues potentially raised by participant
observations and qualitative methodology. For this study of male homosexual
behavior, Humphreys received a prestigious award. He used considerable
deception and violated the subjects’ privacy by surreptitiously noting the
license plates of men he knew had had fellatio in public restrooms. Humphreys
then obtained their addresses from the Division of Motor Vehicles to obtain
interviews with them while pretending to be a health service worker. He
suspected that the men would not grant an interview if they had known his
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real purpose because most of the men were married and lived with wives who
would not have approved of this behavior.

In 1974 the Department of Health, Education and Welfare published
regulations on the protection of human subjects. It mandated that there be
institutional review boards at each research institution accepting federal
funding to determine whether subjects were placed at risk and, if so, whether
the risks so outweighed the benefits and importance of the knowledge to be
gained that the subjects should be allowed to accept these risks. The guidelines
also mandated that effective informed consent be obtained from participants
in research.

RESEARCH IN THE REAL WORLD

Most research articles do not include much information on the process of
getting approval from the institutional review board (IRB). Authors tend to
include one sentence in this regard, for example Wanat et al. (2014) state,
“The study protocol was approved by the University of Pennsylvania
Institutional Review Board” (p. 16). All researchers who are associated with
an institution, school district, or agency should check to see whether there
is an institutional review board (IRB). If there is one, it is necessary that the
researcher request and obtain approval form the IRB for all research studies
that will be conducted.

Gaining approval from the IRB can be a tedious process as the boards
need to understand the entire research study before giving approval. Even
though obtaining approval can be difficult and/or tedious, it is extremely
important. If your research study includes humans or data from humans, it
is necessary for you to request approval from the IRB. Some research, such
as historical research where the data have already been collected, may not
include human beings during the research process; these studies also need
to be reviewed by the human subjects committee so that the committee can
approve the study as one not involving human subjects. In general, it is best
at a minimum to talk with the members of your IRB to understand when
they require researchers to obtain approval to conduct a research study.

The Belmont Report: Principles and Norms

In a report called the Belmont Report, the National Commission for the
Protection of Human Subjects of Biomedical and Behavioral Research (1978)
identified three ethical principles and guidelines for the protection of human
subjects.

Respect for Persons

This principle incorporates two ethical convictions. First, participants 
should be treated as autonomous agents, which means that the individual is

Informed consent  
See Consent.



capable of deliberating and making individual decisions and choices. Second,
persons with diminished autonomy, such as children, developmentally
delayed persons, prisoners, and persons with emotional disorders, are entitled
to special protection.

Beneficence

Researchers should not harm participants, and good outcomes should be
maximized for the participants as well as for science and humanity. This
principle requires maximizing the potential benefits and minimizing the risks.

Justice

Research should not be exploitative, and there should be a fair distribution of
risks and benefits. For example, those who bear most of the risks should benefit
the most from the research. Participants should not be selected merely on the
basis of convenience.

Voluntary Informed Consent

Informed consent is the procedure by which persons choose whether they wish
to participate in a study. Consent is an ongoing process and may be withdrawn
at any time during the study. The Belmont Report discusses three aspects of
informed consent.

Information

The information provided to participants should fully disclose the research
procedure, purpose, risks, and anticipated benefits, including what a
reasonable volunteer would want to know before giving consent. The
information must be in language that the participants can understand, and
efforts should be made to check that it is understood, especially when risks
are involved.

Comprehension

The participants should have the legal capacity and the ability to understand
the information and risks involved so that they can make an informed decision.
Some participants (e.g., children) are not legally qualified to make decisions
of consent for themselves, so others must make the decision for them. This is
usually the parent or guardian, but the child also must assent to the procedure.
Comprehension also may be impaired in mentally retarded or emotion-
ally disabled persons. To the extent possible, these persons should be allowed
to assent or not, but a third party (e.g., the legal guardian) should be chosen
to act in their best interest.

Voluntariness

The third aspect of informed consent means that the participant freely, without
threat or undue inducement, has decided to participate in the study. There
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should not be any element of deceit, constraint, or coercion. Persons in
authority can elicit unjustifiable obedience from children and even from well-
educated adults. Also voluntariness is reduced when the research offers
financial or other inducements that the potential participants would find hard
to refuse.

A number of aspects of the consent process should be considered. Rapport
should be achieved, not only because participants are more likely to cooperate
but also because it can strengthen the ecological validity of the study. It is
important that the researcher not rush through the consent aspect of the 
study or give the impression that consent is unnecessary. Developing trust
and understanding personal and cultural situations is important, espe-
cially for community-based research done in cultures that are different from
the researcher’s. The research also should be relevant to the concerns of the
research population and explained in those terms.

The issue of who should provide the consent is easy when the potential
participant is an adult who has the capacity to consent. The issue is less clear
for those with diminished capacity and children. We should not automatically
assume that parental or guardian consent is sufficient, although in most cases
it should be. In some situations there may be a conflict of interest. For example,
poor parents offered large payment for their children’s participation might
not have the interest of the child foremost.

How is consent obtained? IRBs require a formal signed consent form,
except in certain situations specified in the federal regulations. A signed
consent form may be omitted when adult subjects who have the legal capacity
to consent can easily refuse by discontinuing a phone call with an interviewer
or by not returning the survey that was received in the mail. It is important,
however, that the interviewer or questionnaire cover letter describe the purpose
of the research and any risks involved and state that participation is voluntary.
Returning the survey or answering the questions is the subject’s way of
implying consent.

RESEARCH IN THE REAL WORLD

In study 1, Carnes-Holt and Bratton (2014) investigated parent–child
relationships with adopted children. In regard to informed consent the authors
state, “Written informed consent was obtained from all participants accord-
ing to procedures by the local humans subjects review board” (p. 330). It is
hoped that the authors also obtained assent from the children in the study,
so that they would have evidence that the children agreed to participate in
the study. Even if a parent gives permission for a child to participate in a
research study, the child can decline to participate. By requesting assent from
the child, the researcher is assuring that the child would like to participate
in the study.



Privacy

Much of behavioral research involves asking participants to reveal some
aspects of their behavior or attitudes. Privacy refers to participants’ concern
about controlling access to information about themselves. Voluntary informed
consent involves the participant agreeing to reveal certain aspects that may
have been private previously. If participants feel that privacy is being invaded
or confidentiality will not be maintained, answers that they provide may be
distorted and, therefore, give misleading or false information. The essence of
privacy is that the participant is free to choose the extent to which his or her
attitudes, beliefs, and behaviors are to be shared with or withheld from others.
There is always the potential for a conflict between the right of privacy and
the goal of the research.

If the data are anonymous, the participant may be more willing to share.
It is important to make a distinction between confidentiality and anonymity.
Anonymity means that the participant’s name and other identifiers, such as
social security or school ID number, are not known and cannot be deduced
by the researcher or others. In many studies the data cannot be anonymous
because the researcher sees the participants face to face or must know their
identity to match information about them from different sources. In all cases
it is important that the data remain confidential. That is, there is an agreement
that private information will remain private to the researcher, and the
participant will not be identifiable in the reports or in conversations with
persons outside of the research team.

Sensitive researchers will be very careful not to invade the privacy of
participants, and IRBs are typically alert to this issue. This implies that fully
informed voluntary consent will be obtained ahead of time and that the
researcher will assure confidentiality of the data. The participants can then
decide whether to participate. Participants who view the research as an
invasion of privacy may feel some subtle pressure to participate, but then they
may distort answers. Thus, both to be sensitive to the participant’s concerns
and to obtain the best data, it is important to consider whether participants
view the research as an invasion of privacy. To learn about the privacy interests
of your research population, you should ask persons who are members of the
population whether they might find your questions an invasion of privacy.

Assessment of Risks and Benefits

Probably the most important concern about research ethics is that the
individuals not be harmed by serving as participants in the study. Risk refers
both to the probability of harm and to the magnitude and type of harm. There
are many possible harms and benefits that need to be taken into account.
Psychological and physical pain or injuries are the most often discussed, but
other risks, such as legal, economic, or social (e.g., embarrassment, stigmat -
ization, or invasion of one’s privacy), should be considered.

Although it is rare to attempt to quantify the risks and benefits of a particular
research study, there should be a systematic assessment of these factors. The
Belmont Report states that the assessment of whether the research is justifiable
should reflect at least five considerations:
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1. Brutal or inhumane treatment is never justified.
2. Risks should be reduced to those that are necessary and consideration

given to alternative procedures that would reduce risks.
3. When research involves risks of serious harm, review committees should

be very careful that the benefits justify those risks. For example, in medical
research, an unproven treatment may promise significant benefits even
though there are risks of serious side effects.

4. When vulnerable populations are involved, the appropriateness of using
them should be demonstrated.

5. Relevant risks and benefits must be fairly explained in the informed
consent procedure and form.

In addition to minimizing the risks, it is important for researchers to maximize
the benefits. This may be relatively easy to do in community-based and medical
research where some clear benefit to the individual participants is envisioned.
However, beforehand such benefits are only anticipated or predicted, or else
there is no need for the study.

It is less easy to achieve benefits for the participants in survey research
and certain kinds of laboratory experiments. Nevertheless, researchers must
think about the issue of maximizing benefits and do this in a realistic manner
that avoids false promises or grandiose claims about benefits to science and
society. Benefits to participants could include an informative debriefing,
workbooks or materials, a chance to share concerns or interests with the
researcher, and, in some cases, the effects of the experimental treatment.
Benefits to the community, but not necessarily the participants, could include
improved relationships with a university, more understanding about the
problems under study, materials such as books, special training, and the
prestige of being associated with the program and university.

If participants have a good research experience (e.g., they are treated with
respect and provided with results to validate their contribution), this increases
the likelihood of future participation. Conversely, bad experiences predispose
subjects to not participate in another study, resulting in their not benefiting
from other new treatments. This would be a travesty and is perhaps the most
significant risk of “benign” social research.

Ethical Issues in the Sample Selection

In Chapter 9, we described the process of selecting a sample of potential
participants from what is usually a much larger theoretical population. Several
strategies for selecting the sample and several obstacles to obtaining a
representative sample were discussed. We pointed out that external population
validity depends both on the representativeness of the accessible population
and on the representativeness of the actual sample of those participants who
agreed to participate and completed the study.
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Cooperating Agencies

To obtain a broad and, hopefully, representative accessible population, it is often
necessary to make arrangements with other agencies or institutions such as
school districts or clinics. These organizations must be convinced of the
importance and benefits of the research and that any potential risks are
minimal. If the agency has an IRB, that IRB will need to review the project or
may decide to exempt it. If the organization does not have an IRB, you need
to assure your IRB that the project is acceptable to the cooperating agency. A
person authorized to obligate the agency could write a letter to your IRB stating
support for the project and the extent of any assistance. Developing and
maintaining contacts can be a time-consuming aspect of research that needs
to be planned and budgeted. There are also ethical issues to be considered in
regard to collaborating agencies. What benefits will they and their students/
clients gain? Will the agency benefit but the students/clients be exposed to
some potential risk or loss of privacy? Your IRB will no doubt consider these
issues and possible conflicts of interest.

A variant of this is what is called “brokered” data. In this case the
researcher lacks access to a given population and the broker (e.g., school
principal or clinic director) may not allow the researcher to actually collect the
data because of concern about privacy. The agency may be willing to collect
the data for the researcher or at least to hand out anonymous questionnaires
to their clients and ask them whether they would be willing to respond. It is
considered a breach of patient–provider confidentiality to allow an outside
researcher full access to medical files or even a list of patients to contact directly.
Contact or file review should be done by the health-care provider or school.
Because clinics and schools are busy, they may not have time to contact clients
or review files. This has led to a fair amount of tension between the outlined
principles of recruitment ethics and the desire to obtain complete data and a
representative sample. A low response rate and, likely, an unrepresentative
sample will be created if the clinic or school announces the study and leaves
it up to potential participants to contact the researcher.

Response Rate

Another issue with regard to response rate is the need to balance obtaining 
a high response rate with respect for persons who decide not to take part. 
It is okay to try to convince potential participants of the importance and 
value of their contribution; you may remind them that they forgot to answer
a mailed survey. You can also offer incentives, but you must stop before
becoming coercive or offensive. This may be especially a problem with
telephone surveys, in part because hired interviewers may go too far unless
properly trained. Remember that well-constructed short questionnaires are
more likely to be responded to than poorly worded, long, or open-ended ones.
Participants are often more willing to verbally answer questions or be
interviewed than to write answers to questions.
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Dropouts

In multisession and longitudinal research, there is the additional issue of
maintaining the consent and cooperation of the participants. In these kinds of
research it is important that participants do not drop out of the study
unnecessarily. Any coercion to continue is unacceptable. Therefore, developing
good rapport and maintaining good sensitive relationships with the partici-
pants and their needs will often forestall such dropouts. If the participants 
are to be rewarded for their participation, it may be possible to partially back
load the prorated payments so that completion of the study is rewarded.
However, the IRB will have to approve any such arrangements, and they must
not seem coercive or unfair to participants who desire to leave the study
midway.

Ethical Issues and the Methods Section

Ethical Issues in the Design

It is important to carefully and ethically plan the research design and also the
data analysis before data collection begins. Statisticians are frequently
frustrated when an inexperienced researcher comes to them with a pile of data
and asks for it to be analyzed. All too often the design or instruments were
not carefully planned, and, thus, the appropriate analysis cannot be performed.
When this happens, participants’ time may well have been wasted, which is
unethical.

Qualitative researchers say that their design is emergent rather than
preplanned. We believe that this apparent dichotomy between qualitative and
quantitative research paradigms is relative, more one of degree than absolute.
Qualitative researchers need to have a good idea about their research questions
and at least a good indication of the literature related to those questions. They
would be unwise to embark on a major study without a good idea about how
they were going to analyze the data. It is true that after doing a few interviews
or observations they may discover that their original research questions were
not the most interesting ones or did not elicit the information they sought.
Then they may decide to reformulate the questions to ask future participants.
This is also true, to a lesser extent, of quantitative research. All good research
should begin with pilot testing to ensure that the design and instruments are
appropriate and will work well to answer the research questions. If it is dis -
covered that the procedures or questions are not the most appropriate, a new
sample to assess the new questions should be obtained.

Deception

Certain ethical issues are more likely to arise with some types of design than
others. For example, deception is more likely to occur in experimental research,
but qualitative and survey research can be misleading if the participants are
not fully informed of the researcher’s purposes and procedures. Deception
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involves a misrepresentation of facts, by commission, which occurs when the
researcher gives false information about the study. If the investigator does not
fully inform the subjects about the important aspects of the study or its goals,
omission or concealment has occurred.

Until recent years, social psychological research relied heavily on decep -
tion because it was assumed that information about certain topics, such as
conformity or obedience, would be unobtainable without deception due to
participants’ defensiveness, embarrassment, or fear of reprisal. The classic
Milgram (1974) studies on obedience to authority that we described briefly at
the beginning of this chapter would pose two problems today. First, it is now
typical for research participants, especially college students, to assume that
deception will occur, and they are likely to alter their behavior based on that
assumption. Second, institutional review boards probably would not allow
such research because deception should not encourage participants to act in
ways that they, the participants, would find unacceptable. It is usually indefen -
sible for deception to trick people into behaviors that they would have found
unacceptable if they correctly understood the research. IRBs place a greater
emphasis on truly informed consent and respect for autonomy.

Deception may be allowable under certain circumstances but is restricted
by IRBs in recent times. Are there alternatives to deception in research?
Simulations, which are mock situations, are being used effectively to explore
social behavior. Ethnographic or participant observation methods are used
increasingly to study real behavior, often in a community-based setting. Ethical
and practical considerations have led researchers to provide fully informed
consent procedures and to rely on rapport and trust rather than cleverness or
deception, as was the case in the Milgram (1974) obedience studies. Also
participants may be asked to agree (consent) that the researcher may conceal
some important parts of the procedure. There is now evidence that most
subjects will participate in research with the understanding that some details
must be withheld until after the study. Of course, they are guaranteed a full
debriefing. After the debriefing, participants may be offered an opportunity
to withdraw their data from the study. If the participants trust the researcher
to keep their data confidential, few are likely to withdraw at this point.

There are deep differences among the members of the research community
about the ethics of deception. Some are strongly against it, and others believe
that it is the only viable way to study certain types of social behavior. There
are two points on which we hope all can agree. First, some important behaviors
vanish under obvious scrutiny, and, thus, concealment or deception is
sometimes necessary. Second, the more objectionable forms of deception are
unnecessary and should not be used.

An example of deception comes from Leech and an early experience of
being a research assistant. Leech was hired to collect data from undergraduate
psychology students. The study was focused on students’ perceptions of
others and whether race was a factor when deciding who should be on a
collaborative team; the participants were told only that the study focused on
building teams to be academically competitive with other teams. The study
started with an individual participant showing up for their assigned time,
having their picture taken, and then being asked to sit in a small room that
was in a hallway where there were multiple small rooms. The participant was
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told there were other participants in the adjacent rooms (this was one of the
deceptions as there was only one participant in the rooms at a time). The
participant was then left alone for a few minutes, being told that the research
assistant was going to take pictures of the participants in the other rooms.
Shortly thereafter, the research assistant returned and showed the participant
pictures of the other participants. These pictures were the same for every study
participant and included students from different races. The participant was
asked to select from the pictures other students whom they wished to be on
their academic team and then they completed a short questionnaire. The
deception was important to the study, as participants would most likely not
disclose their real thoughts if they knew the focus on the study was on racial
discrimination.

Debriefing

Debriefing is a good practice for most studies and is almost always necessary
for deception studies. In addition to discussing the goals of the study and
reasons for the deception, it is desirable to provide some evidence about the
deception. In the case of false feedback about test performance, participants
could be given their own unscored tests in a sealed envelope just as they had
submitted them. It is important to try to eliminate any residue of generalized
mistrust on the part of the participants. If the researcher detects any undesirable
emotional results of the research, he or she should attempt to restore
participants to a frame of mind at least as positive as that with which they
entered the study.

In the example above, where Leech was a research assistant, it was
important to debrief the participants. After the questionnaire was completed,
the data collection was complete and Leech, the research assistant, debriefed
the participant, letting them know that they were the only participant in any
of the rooms, that the pictures were used for all study participants, and that
the study was about race and not about development of teams.

However, there are certain cases where it might be better not to dehoax
or debrief the participant because such debriefing may be harmful. For
example, if a researcher was to study dishonesty, it may be better not to point
out to participants that their behavior during the study was dishonest. At any
rate, debriefing should be done without demeaning the participants’ behavior
or attitudes. The institutional review board will no doubt require this issue to
be thought through carefully and may place requirements on the researcher
with regard to the type and extent of debriefing.

Experimental Research

It is the nature of experimental designs (randomized experimental and quasi-
experimental approaches) that some or all of the participants are given an
intervention or treatment that may be medical, psychological, or educational.
With these interventions, there is always the possibility of potential harm.
Physical harm is much more likely with medical interventions than with
educational or psychological ones, but less tangible harm is possible with all
interventions. For example, the participants in the new curriculum group may

244 Sampling, Measurement, and Data Collection

Debriefing  
Process after the data
collection where the
researcher provides
participants with the
opportunity to share
concerns or interests
with the researcher
and where the
researcher provides
the participants with
additional
information about the
procedure and
resources and/or
referrals.



learn less than they would have if they had stayed in the traditional curriculum.
Or certain kinds of training may require the participants in the intervention
group to be more open and self-disclosing than they might otherwise prefer.
If there is potential risk of harm, due to the intervention, it should be minor,
reversible, short duration, and negated as much as possible.

We have described some difficult issues regarding the control group in
earlier chapters about experimental designs. For example, if a new treatment
is found to be highly advantageous, it may be unethical to withhold it from
the control group. It would be desirable to offer it to the control group. In
some cases, this can be done by having a wait-list control group that receives
the treatment after a period of delay presumably equal to the time that the
intervention group was given the treatment. It may be necessary for an
investigator to budget the costs of providing treatment to the control group
at a later date.

In earlier chapters, we discussed the design advantages of having a no-
intervention or placebo control group. If a placebo control group was used, a
“natural state argument” would need to be made to the IRB. The reasoning is
that untreated participants are not being denied a benefit they already have
but are merely being left in their natural state. This argument is severely
undercut if the control group has a disease or has come in for and does not
receive treatment.

Nonexperimental and Qualitative Research

As mentioned earlier, ethical problems are not confined to experimental
research. For example, survey research has potential ethical issues related to
coercing subjects to participate. In addition, certain types of information
obtained from surveys could distress participants or be detrimental
economically to them if they were identified by their employers or by other
persons with power. So care must be taken. This issue applies to qualitative
research as well. In fact, long quotes gathered in qualitative studies may be
identifiable because they may include unique or personal information
recognizable by others. In these cases, such information would have to be
altered or deleted from the research report.

Animal Research

There is a separate set of issues related to research with nonhuman animals.
Because this book deals almost exclusively with human research, we only
discuss animal research here briefly. It is important to note that the National
Institute of Health has published information about appropriate use of 
animals in research, and most universities have a separate internal review
board to consider use of animals in research. Principles in animal research
involve the training of the personnel conducting the research and handling
the animals, the nature of the research and procedures, the facilities used to
feed and house the animals, the methods used to transport them, and the
justification for the number and species to be used. Clearly, experiments
should be conducted to avoid all unnecessary suffering and harm to the
animals.
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Ethical Issues in the Selection or Development of the Instruments

As discussed in the last chapter, it is necessary for a valid and ethical study
to have high-quality data collection instruments. Therefore, selecting or
developing instruments with strong evidence supporting measurement
reliability and validity is both a practical and ethical issue. In general, an inex -
peri enced researcher should use already developed, standardized instruments
whenever there are appropriate ones available. Remember that reliability and
validity reside not in the instruments themselves but in their use for certain
purposes with certain types of participants. You should consider whether com -
monly used instruments are appropriate if your population is an unusual or
vulnerable one. Even well-established instruments should be pilot tested to
be sure that the instrument is appropriate and does not raise ethical issues.

Ethical Issues in the Procedure for Data Collection

Institutional review boards are sensitive to issues surrounding the procedure
that is used for data collection. We have already discussed the issue of
deception; if it is needed it should be fully explained and justified. The
procedure section of a proposal and, especially, the human research protocol
should spell out the procedures that will be used to obtain consent from the
participants. This and other materials that the IRB will probably want to
review are described in the section of this chapter on obtaining approval of
the IRB.

In funded research projects it is common to pay subjects something to
participate in the study, especially if their involvement requires them to come
into a laboratory or is time consuming. Even for brief or easy tasks it may be
desirable to consider tokens of appreciation such as a small toy for child
participants or a pen or a dollar for other participants. Such inducements are
designed to increase the response rate. However, the IRB will not consider them
to be “benefits” to the participants. Payments or other inducements should
not be so high that they seem to be coercive. For example, the payment for
poor people or students should not be so high that they would find it hard to
refuse. Similarly, prisoners should not be promised privileges that would lead
them to agree to do harmful procedures.

Confidentiality

As mentioned earlier, it is an important part of the research procedure to ensure
confidentiality for each participant. This is a two-part issue: (1) only those on
the research team should be able to match the participants’ identities with their
responses, if such a match is necessary; and (2) the identity of specific
participants, if known, is not revealed. This proscription not only applies to
written reports but also means that the team will not talk about specific
participants in public (e.g., the restroom, lunchroom, or hall). Focus groups
pose special confidentiality problems because even though the researcher
instructs other participants in the group about confidentiality, they may not
heed it.

Confidentiality also may be important to the groups (e.g., school, hospital,
company) from which the sample is drawn. It is common practice and often
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necessary that the identity of such groups be disguised in a report. In fact,
some Native American tribes require that they only be referred to by general
geographic region to avoid stigmatizing tribal members.

Usually the issue of confidentiality arises when the researcher is aware of
the participants’ identities and has agreed to keep them confidential. Certain
procedures eliminate or minimize the link between identifiers and the data
and, therefore, help to assure confidentiality. For example, one can assure that
participants’ names are not put on transcriptions of audio tape recordings,
questionnaires, or data forms. Participants can be identified by a code (but
never their social security numbers) that is kept locked in a different place
from the data. If vignettes or other descriptions are provided in a write-up,
characteristics such as occupation, city, or ethnic background should be
changed. Audiotapes or videotapes should be stored in a locked place and
viewed only in places that provide privacy from unintended visitors. Tapes
and master lists of names can be destroyed after the report has been accepted
for publication or the graduate project approved. The methods used to preserve
confidentiality should be identified in the consent process so that the prospec -
tive participants can be assured that information will be kept confidential.

In cases where the research data are anonymous to the investigators, the
issue is different. For example, if demographic or other potentially identifying
data are obtained from an anonymous survey, the researcher needs to be
careful that results are not presented in a way that someone familiar with the
institution from which participants were drawn would be able to deduce the
identity of participants. For example, if a company had only one or a few
minority workers, the confidentiality of their responses would be jeopardized
if the average of their responses were presented in a report. Ensuring that the
report does not unintentionally reveal identities is, of course, important in all
research.

Approval from the Institutional Review Board

IRBs and How They Work

An IRB or human subjects committee is a group that reviews proposals for
studies with human participants before the research can begin. Sieber’s (2013)
book Planning Ethically Responsible Research: A Guide for Students and Internal
Review Boards is a helpful guide. The committee is mandated by federal
regulations to protect human subjects and to decide whether the research plan
has adequately dealt with ethical issues related to the project. IRBs were the
result of the kinds of ethical problems that we mentioned at the beginning of
this chapter. The board or committee consists of five or more members who
have varying backgrounds; they include members of the broader community
as well as scholars from a variety of areas within the university or research
institution. The committee meets periodically, often monthly, to review
research protocols for projects proposed by scholars and students at the
institution.
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All research at the institution that systematically collects data and is
intended to develop generalizable knowledge must be reviewed, unless it
meets the exemption criteria that some institutions allow. In practice this
means that any research project that is intended to be published in a journal,
book, or as a dissertation or thesis must be reviewed. Data gathered for
administrative purposes and classroom demonstrations are not reviewed.
Many institutions do not review research done as part of a course and not
intended to be published, but the instructor and student should neverthe-
less follow the ethical principles described in this chapter. The government
also allows certain types of research, for example, anonymous questionnaires
on noncontroversial topics and research dealing with methods of instruction 
in schools to be “exempt.” However, many university IRBs require that all
proposed research projects should be submitted to them, and then they (the
IRB) decide whether it will be exempt. Exempt status may mean only that there
is a less intensive review, which will not have to wait until the next full
committee meeting, but the research protocol and also periodic reports on
progress may be required.

Usually pilot testing, which involves trying out procedures or fine-tuning
a questionnaire with a few acquaintances or knowledgeable persons in the
field, does not require IRB review. However, pilot studies in which data are
collected (and analyzed) from participants such as those to be used in the
research do require IRB review.

IRBs have been controversial with some researchers who viewed them as
obstacles to good scientific research. This is partly due to pressures to meet
deadlines, which can lead to miscommunication and misunderstandings. The
federal regulations require institutions to develop policies in keeping with the
regulations but that reflect community standards. Thus, it is likely that each
institution may have somewhat different policies and could make different
decisions about the same protocol. For these reasons, it is desirable for students

RESEARCH IN THE REAL WORLD

Oliveira et al. (2013) examined medical students and their involvement in
research activities outside of their academic classwork. Before conducting
the study, these researchers conducted a pilot study to assess whether their
“semi-structured questionnaire, including questions and open-ended
comments” (p. 52) was accurately measuring the level of student participa -
tion in research studies. Conducting a pilot study was a helpful step that
increased the rigor of the final research study.

When conducting a research study with a newly developed instrument
it is important to conduct a pilot study to assess whether the instrument is
collecting data that is expected. A factor analysis can be conducted to assess
factorial validity and Cronbach’s alpha can computed to better understand
the reliability with the data from the pilot test. These tests can help ensure
that the instrument is collecting data that is valid and reliable and that the
data will be able to adequately answer the research questions.

Pilot testing  
See Pilot study.
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Formal process of
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planned research
study prior to actual
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study; especially
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of the outcome
measures.



to discuss their research with knowledgeable people at their institution, such
as experts in the content area and experienced researchers, to be aware of
potential ethical issues. It is also desirable to talk with people about the
procedures of the local IRB and whether feedback from IRB staff or members
can be obtained in advance. This may save a considerable amount of time and
frustration. Students should be aware of the policies and procedures of the
institutional review board at their university. Often the administrator or a
member of the board is willing to discuss ethical issues related to a project
with the researcher before the protocol is submitted.

The Research Protocol

The research protocol is a short version of your research proposal focusing
on the research problem or objectives, the participants, procedures to be
followed, risks, benefits, consent procedures, and confidentiality. Your local
IRB probably will provide a detailed list of questions that they want to 
have answered as part of the protocol. Usually you will include brief but
specific answers to these questions in the text of the protocol. Although some
of the answers may be condensed versions of your proposal, others (e.g.,
statements of risks and benefits) may have to be expanded from what you
have in your proposal. In addition, you will probably have to include several
of the following attachments:

• advertisements or posters;
• telephone scripts or other recruitment scripts;
• consent forms, including parental permission and child assent, or cover

letters if written consent is not required (most IRBs have a sample consent
form that indicates necessary and suggested wording);

• letters of agreement or an IRB approval from cooperating organizations,
perhaps on their letterhead with original signatures;

• instruments (evidence of permission for use may be required if the
instrument is copyrighted);

• debriefing materials;
• principal investigator’s résumé;
• a copy of the full research proposal or at least the method section.

The protocol and attachments are submitted to the IRB for their consideration
and, one hopes, approval. The protocol should remind the researcher of the
elements that are essential for scientifically and ethically sound research.

Institutions are legally responsible for research conducted by faculty 
and students, and so are the researchers and advisors. Thus, the protocol 
must reflect what is actually done in the research. If the researcher decides to
change the procedure or the instruments, approval must be obtained from 
the IRB.

In addition to a complete discussion of the risks and benefits including
inducements and an analysis of the risk/benefit ratio, there should be a
complete discussion of the characteristics of the participants and the consent
and confidentiality procedures. In terms of the participants, information about
their ethnic background, gender, age, and state of health should be given, and,
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if vulnerable populations are included, their use should be justified. If co -
operating organizations or institutions are used to gain participants, written
approval must be obtained. It is desirable to provide a rationale for the number
of participants to be included using a power analysis as discussed in Chapters
9 and 16.

The consent procedures and methods used to assure confidentiality need
to be spelled out in the protocol. The procedures should indicate how, where,
and by whom informed consent will be acquired and how any debriefing will
be conducted. The actual consent form should be attached to the protocol. If
consent is implied by returning a mailed questionnaire or verbally, as in the
case of a telephone interview, the cover letter or script detailing the procedures
must be provided.

Potential Problems with Research Protocols

IRBs frequently encounter certain types of problems. Sometimes students or
inexperienced researchers will not have adequate help in preparing the
protocol. If that is your case, you should consult other experienced researchers
or the IRB administrator. Watch for training classes that the institution might
provide, and check other informational resources such as the IRB web page.

Some student IRB protocols devote a lot of space to the importance of the
research but fail to describe the methods and procedures in enough detail or
specificity. For example, the consent procedure needs to be spelled out clearly,
as does the research design and the procedures for recruiting and retaining
participants.

Some researchers exaggerate potential benefits or downplay risks that the
IRB may identify. In addition to physical risks, there can be risks to employ -
ment, advancement, reputation, and financial standing. Emotional distress also
can be a significant risk. Researchers need to be clear that they are sensitive
to the issues of coercion and dual-role relationships, that is, when a researcher
is also the teacher or supervisor of the potential participants. The researcher,
whose intention is to help persons with some kind of problem or handicap
using an intervention, also needs to be sensitive to the possibility that
identifying them as participants in the intervention may in fact stigmatize them.
Every effort should be made to be sensitive to this sort of situation and to
ensure the privacy of such individuals.

Ethical Issues with Regard to the Data Collection

As with the other steps in the research process, a number of ethical issues
arise during the data collection and analysis phases of research. Some of them
involve the treatment of participants and have already been discussed (e.g.,
sensitivity to participants’ privacy concerns, confidentiality, or debriefing).
Another set of ethical issues has to do with the integrity of the data collection,
recording, and analysis. We turn now to these issues.
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Integrity of the Data

It should be obvious that researchers should not fabricate data or falsify results
in their reports. And if researchers discover significant errors in their published
data, they should correct them. Unfortunately, such scientific misconduct has
occurred too often. Altman and Hernon (1997) described more than 60 publicly
discussed cases of publications that involved fabricated, falsified, or plagiarized
data. Altman and Hernon stated that they discuss only a fraction of the cases
in which scientific misconduct was determined. They note that although
medicine has the most cases, the problem is spread across many disciplines,
including psychology, history, and chemistry. Whole issues of journals in
sociology, business, and medicine have been devoted to discussions about
misconduct and professional ethics.

Data fabrication (i.e., making up the data or results) and data falsification
(i.e., changing data or results) are clearly unacceptable but, hopefully, are
relatively rare. However, there are other behaviors that may be due to
carelessness, bias, or an unwise decision that cause problems for the integrity
of the data and for the inferences made from these data. Some error in
observing, recording, and entering data may be an inevitable byproduct of
using humans (versus electronic recording devices) in these roles, but good
research will minimize such errors. Careful training of observers and 
other assistants can help. Checking data to be sure they were recorded 
and entered correctly can help as, in some cases, can the use of computers to
reduce possible errors in transcribing data. Thus, carefulness is as important
as honesty if the collected data are to be meaningful.

Qualitative researchers have pointed out that inquiry is always value laden
and is never completely objective. Thus, the perspectives that one brings to
the research are bound to influence not only the selection of the problems,
variables, and methods used but also the coding and categorization of the data
and how they are interpreted. This is true, but much can and should be done
to minimize the effects of the researcher’s biases. First, one can acknowledge
biases and try to figure out how they might influence the data collection,
coding, and analysis. Checking the reliability of coding is desirable but not
enough, especially if the other coders have similar biases or were trained by
the same researcher. Again, care to minimize the effects of avoidable bias may
be as important as honesty for good research.

There are many choices to be made in conducting research. Financial and
other constraints result in necessary choices that weaken a study in some way
to strengthen it in other ways. For example, there is almost always a trade-off
between internal and external validity; that is, good control tends to make
things artificial. However, researchers also make unnecessary bad choices,
some of which are ethically questionable. One example is the investigator who
eliminates participants from the study for unexplained reasons. As we already
discussed, participants must be given permission to withdraw at any time, so
that it is a valid reason for the data to be excluded. But if participants do not
perform in the expected manner, that is not a valid reason. Another example
would be changing the length of the study or overruling supposedly
independent raters. Any such changes need to be justified and should not be
because the data turned out in the “wrong” way.
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Conflict of Interest (COI)

It is important that the public can trust researchers; people should know that
researchers are acting in an unbiased manner. For example, if a researcher at
a university were to conduct a study on a new drug, while also being paid by
the manufacturers of the drug, the researcher may have motivation to see that
the drug looks good in the study. This is an example of a conflict of interest
(COI), which can be defined as a circumstance where financial or personal
considerations can potentially impact a person’s professional judgment. COIs
can involve individuals or entire institutions. Institutions have offices of
research support or institutional review boards as methods of monitoring COIs.

COIs can lead to multiple issues in research such as ignoring findings that
do not support specific hypotheses, bias in data coding, bias in analysis,
among many other issues. Using double-blind coding, which occurs when
the researcher and the participants do not know who is in the experimental
group, can help alleviate bias in data coding and analysis. Including a data
and safety monitoring board can also help to alleviate bias.

Conflict of Commitment

Conflict of commitment occurs when a researcher has a relationship that
requires the researcher to commit time and/or effort with an outside entity,
institution, or agency. For example, a faculty member who works full-time at
a university might decide to work during the summer for a company who
does research for non-profit agencies. If this faculty member could not continue
to meet his/her commitment to the university while doing this extra work,
then the relationship with the outside company would be creating a conflict
of commitment. Another example of when a conflict of commitment could
occur is when a faculty member writes a textbook and then utilizes the book
as a required text in their courses. Because the faculty member is being paid
royalties for their work on the textbook, they are earning money by requiring
their students to purchase the textbook. This can lead to a conflict of
commitment since the faculty member has a relationship with the publisher
and also has a relationship with the institution/school and students. Methods
to mitigate this conflict are to disclose the conflict to the students and also to
provide copies of the textbook at the library so students can have access to the
book without being required to purchase it.

Security of Data

The security of data is extremely important. Data security is defined as
protecting data from unauthorized users. Security of data on hard copies
typically includes having the data in a locked file cabinet in a locked office.
Data that is stored electronically should be on a password protected computer
in a password protected file. All data files should be backed up on remote
servers. Additionally, having data in files that are encrypted can increase the
data security.
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Authorship

Determining who should be listed as an author and the order of the authors’
names is an important ethical consideration. According to the Publication
Manual of the American Psychological Association (APA, 2010) “authorship
encompasses, therefore, not only those who do the actual writing but also those
who have made substantial scientific contributions to a study” (p. 18). This
can include such things as help with designing the study, conducting the
statistical analysis, and writing portions of the manuscript. As early as possible,
it is advisable to determine who will be an author, how the work will be
divided among the authors, and the order of the authors. Typically, the person
who does the most work on a study is the first author, with the next person
doing the second most work, etc. After a manuscript is completed it is
important to assess the order of authors to be sure the list represents the
amount of work accomplished by each author.

Summary

This chapter discusses ethical problems and principles. First, we gave a brief
historical overview of ethical problems in the treatment of human subjects.
Next, we reviewed the broad policies related to voluntary informed consent,
privacy, and assessments of risks and benefits. Then, we moved step by step
through the research process, discussing ethical issues dealing with sampling,
planning the design, selecting instruments, planning the procedure, obtaining
approval from the IRB, and collecting data.

Key Concepts

Assent by children
Beneficence
Conflict of interest (COIs)
Consent
Data fabrication and falsification
Deception
Debriefing
Informed consent
Institutional review board (IRB)
Justice
Privacy
Research protocol
Respect for persons
Response rate
Security of data
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Key Distinctions

Confidential versus anonymous
Pilot testing versus pilot studies
Risks versus benefits

Interpretation Questions

1. How is consent obtained?

2. What is the difference between confidentiality and anonymity?

3. What research should be reviewed by the human subjects committee?

Application Problems

1. What is the purpose of the IRB? When is a researcher required to obtain
IRB approval?

2. List each of the three ethical principles/guidelines for the protection of
human subjects. Give an original example for each.

3. What are the three aspects of informed consent? Give an original example
for each.

4. What is the difference between anonymity and confidentiality?

5. Explain the issue of assessing risk versus benefit in research.

6. Name three ethical issues in sample selection, and give an original example
for each.

7. What is deception in research? Is deception ever acceptable? Explain.

8. Name two ethical issues with data integrity. Give an original example for
each.

9. A researcher interested in juvenile probation services has developed a tool
to measure the degree to which a juvenile is at risk for repeated offenses
(scale indicates low risk, medium risk, or high risk). The researcher
reviewed initial case records of all new probationers for a 6-month period
and applied the scale to each case. He then followed the probationers for
an additional 6 months to determine whether the probationers were
arrested for additional offenses.

a. What ethical issues does this researcher face?
b. How would the researcher address each ethical issue from (a)?

10. A researcher has been consulted by a continuing education program
offering English language classes to immigrants who speak little or no
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English. The program has two different curricula and wishes to know
which is more effective.

a. What ethical issues does this researcher face?
b. How would the researcher address each ethical issue from (a)?

11. Read the following scenario, and then answer the questions that follow:

Dr. Jones, of the College of Education at Major University, is interested
in the emotional health of children. She wants to study the emotional
well-being of children raised in a traditional “religious school” setting.
She hypothesizes that these children will be emotionally “stronger”
than the general national norms. Because Dr. Jones serves on the Board
of Directors for the school, the principal, Sister Mary, readily agrees.
Dr. Jones may meet with the 5th graders and can interview all 20
students about their family attitudes toward alcohol, tobacco, drug
use, and their resistance to violence. She also knows of a standardized
instrument of emotional health. Sister Mary determines that the
assessment of the children’s emotional health will be useful
information for the school to have in the students’ records, so students
will be told the interviews are part of the class. Because it is part of
the class assignment, there is no need to especially inform the parents.
Besides, notices sent to parents never come back when they are sent
out in lunch boxes anyway! The 20 students are about evenly split
between boys and girls, three Cuban students attend, and the rest are
Caucasian. Along with the standardized psychological instrument, she
should be able to “snapshot” the children reasonably well and
differentiate well-being by gender, ethnicity, and family attitudes.

a. Who are “the players” (both apparent and not apparent), and what
might be their issues?

b. Which Belmont Report principles (respect for person, beneficence, or
justice) pertain, and how?

c. What questions might an institutional review board have about this
project?

d. Should the project be approved as currently proposed?
e. How could the project be redesigned to address some of the IRB’s

concerns?

In the scenarios in Problems 12 and 13, what ethical issues were violated?

12. A researcher is interested in chocolate consumption and reaction time. She
randomly assigns 16 students to either an experimental or control group.
The students are told that as part of their final grade in the course, they
must be a subject in the study. After giving eight of the students five candy
bars each to eat (while she sits and watches to ensure they eat all of them),
she gives all 16 students a test for reaction time. When the students have
completed the test, she allows them to leave.

13. At a large university a researcher wants to find out whether graduate
students have better decision-making skills than undergraduates. The
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researcher tells 30 graduates and 30 undergraduates that he will give them
$50 each if they complete a difficult decision task. After the results were
tabulated, the researcher posts the students’ social security numbers and
decision-making score on her door so the students can know how they
did on the task.

14. Scientists are interested in the causes of violent behavior. Why do some
individuals who appear to have experienced a “normal” childhood exhibit
very violent behavior, with little or no remorse? The researchers
hypothesized innate brain physiology differences. The warden agreed that
all male prisoners from a high security prison in a southern state who had
committed a violent crime and who had no evidence of childhood abuse
or neglect would be included in the study. A demographically similar (e.g.,
age, ethnicity, family background) sample of males was selected from that
state’s general population to serve as a comparison group; 40 percent of
them agreed to participate (and were compensated $200). There were 28
individuals in the prisoner group and 30 in the noncriminal community
group. Brain scans were done on all participants, and then comparisons
were made between the two groups.

a. Discuss the ethical issues involved in this study.
b. Discuss population validity issues from the information provided.
c. Discuss issues of ecological validity.
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15
Practical Issues in Data Collection 
and Coding

In this chapter, we provide a brief review of the initial steps in a research project
before focusing on (1) getting data ready (coding and checking) to enter into
a spreadsheet; (2) defining and labeling variables; (3) entering the data appro -
priately; (4) checking to be sure that data entry was done correctly without
errors; and (5) computing composite rating scales. Much of this chapter is
adapted from Morgan, Leech, Gloeckner, and Barrett (2013).

Initial Steps in the Research Process

Planning the Study, Pilot Testing, and Data Collection

Planning the Study

Research starts with identification of a problem and questions or hypotheses.
It is also necessary to plan the research approach and design before selecting
the data collection instrument (Chapter 13) and beginning data collection.

Selecting or Developing the Instruments

If there are appropriate instruments available and they have been used with
a population similar to the intended population, it is usually desirable to use
these instruments. However, sometimes it is necessary to modify an existing
instrument or develop a new one. For this chapter, we provide an example of
a short questionnaire to be given to students at the end of a course. Therefore,
to simplify our introduction to data coding, we focus on this instrument.
However, in studies that use the randomized experimental, quasi-experi -
mental, or comparative approaches, coding into treatment and control groups
also would be undertaken. It is important to consider that data can be collected
from surveys that are paper/pencil or online. Many surveys can be admin -
istered online, which can decrease data entry error because all data are
automatically entered into a spreadsheet such as Excel or SPSS. Questionnaires
or surveys are only one way to collect quantitative data. Structured interviews,
observations, tests, standardized inventories, or some other type of data
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collection method also could be used. If established instruments are used, the
literature will provide some evidence for reliability and validity.

Refining Instruments and Procedures

It is always desirable to try out (pilot test) an instrument and its accompanying
directions with, at the very least, a few colleagues or friends. This is especially
the case if the instruments, procedures, or population are ones that haven’t
been used before in this combination.

Pilot participants should be asked about the clarity of the items and
whether they think any items should be added or deleted. Feedback can be
used to make modifications in the instrument before beginning a formal pilot
study. Content validity also can be checked by asking experts to judge whether
your items cover all aspects of the domain you intend to measure and 
whether they are in appropriate proportions relative to that domain.

When possible, a formal pilot study should be conducted with a sample
similar to the one planned for use later. This is especially important if the
instrument is going to be used with a population different from the one for
which it was developed or on which it was previously used. The data collected
from a formal pilot study can provide evidence about the reliability and
validity of the data in this context with the planned population. Again, if the
instrument or procedures are changed after the pilot study, these data should
not be combined with the data from the actual study.

RESEARCH IN THE REAL WORLD

Economos (2014) developed a survey:

adapted from research literature (Kane, Sandretto, & Heath, 2004;
Bolkan & Goodboy, 2011) and two published questionnaires with
permission from the authors (Shepherd, 2009; NSSE, 2001–13). The
instrument asked graduate students to rate their level of agreement of
each statement regarding graduate student perceptions of actual
professor charisma, intellectual stimulation, and individualized consid -
eration, pedagogical content knowledge, and deep learning. A five-point
Likert scale with the possible responses accompanied the statements.
(p. 9)

The finalized survey was then distributed both in paper and online formats.
The paper surveys and a letter of consent were sent to respondents through
the mail with a self-addressed stamped return envelope. The online survey
was developed via Survey Monkey, an online survey tool, and emailed to
respondents. Refer to Chapter 13 for issues with this type of data collection
(i.e., participants responding to the survey more than once).

Content validity 
An aspect of
measurement validity.
The content of the
instrument is
representative of the
concept that is being
measured.

Pilot study  
Formal process of
collecting data with a
sample similar to the
planned research
study prior to actual
data collection for the
study; especially
important to provide
evidence about the
reliability and validity
of the outcome
measures.
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Data Collection

The next step in the research process is to collect the data. There are several
ways to collect questionnaire or survey data (e.g., telephone, mail, or email).
The Salant and Dillman (1994) guidebook How to Conduct Your Own Survey
and Dillman’s (2014) book Internet, Phone, Mail and Mixed-Mode Surveys: The
Tailored Design Method provide considerable detail on the various methods for
collecting survey data and potential issues to consider.

Raw data should be checked after it is collected, even before it is entered
into the computer. It is important to be sure that the participants marked their
score sheets or questionnaires appropriately; also, it is necessary to see if there
are double answers to a question (when only one is expected) or answers that
are marked between two rating points. If this happens, a consistent rule needs
to be applied (e.g., “use the average”). Thus, data need to be “cleaned up,”
making sure they are clear, consistent, and readable, before entering them into
a data file or spreadsheet. This does not mean that it is okay to change or alter
the data.

Let’s assume that the brief questionnaire shown in Figure 15.1 was given
to a class of students who completed them and turned them in at the end of
the class. If the questionnaire is intended to be anonymous, it would not include
an ID number, but after collecting the questionnaires the researcher would
number the forms so that the data entry could be checked later. Then the
researcher is ready to begin the coding process, described in the next section.

Var.
No.
1
2

3
4
5

6
7
8

Please circle or supply your answer
1. I would recommend this course to other students   1  2   3   4   5
2. I worked very hard in this course                              1  2   3   4   5

3. My college is: Arts and sciences = 1 Business = 2 Engineering = 3
4. My gender is                                                                M = 0   F  = 1        
                                                                                         enter # with
                                                                                          2 decimals
6. For this class. I did: (check all that apply)         blank checked

The reading                                                 
The homework                                            
Extra credit                                                 

5. My GPA is 

ID 
SD    enter #     SA

Variable
Name
Recommend
Workhard
College
Gender
GPA

Reading
Homework
Extracrd= 0   = 1

= 0   = 1
= 0   = 1

FIGURE 15.1 
A Blank Survey Showing How to Code the Data.

Data Coding, Entry, and Checking

Guidelines for Data Coding

Coding is the process of assigning numbers to the levels or values of each
variable. Figure 15.1 is our example questionnaire. There are eight measures
in the questionnaire. The questionnaire provides an example of the descriptive

Coding  
Process of assigning
numbers to the levels
or values of each
variable.



approach in that it is being used to describe how students feel about a particular
course at the end of the course. In this case, the measures would provide
information to the instructor about how students felt about, for example, the
course, their major, and grade point average (GPA). However, this question -
naire also could be considered as an example of the comparative approach,
with an attribute independent variable of gender (item 4) or college (item 3)
and a dependent variable of item 1. Or, the questionnaire could be an example
of the associative approach with an attribute independent variable of GPA
(item 5) or an attribute independent variable of how hard the student worked
(item 2) and a dependent variable of item 1.

Before starting the coding process, we present some guidelines or rules
to keep in mind. These suggestions are adapted from rules proposed in
Newton and Rudestam’s (2012) useful book titled Your Statistical Consultant.

Each Level of a Variable Must Be Mutually Exclusive

That is, only one value or number can be recorded for each variable. Some
questionnaire items, such as our item 6 in Figure 15.1, allow for participants
to check more than one response. In that case, the item should be divided into a
separate variable for each possible response choice (checked or not), with one
value of each variable corresponding to yes (i.e., checked = 1) and the other
to no (not checked = 0). For example, as shown in Figure 15.1, item 6 becomes
variables 6, 7, and 8.

Usually, items should be phrased so that persons would logically choose
only one of the provided options, and all possible options should be provided.
A category labeled “other” may be provided in cases where all possible options
cannot be listed, but these “other” responses are usually quite diverse and,
thus, are usually not very useful for statistical purposes.

Each Variable Should Be Coded to Obtain Maximum Information

Categories or values should not be collapsed when coding is set up. If needed,
the computer could be used to do it later. In general, it is desirable to code
and enter data in as detailed a form as available. Thus, actual test scores, ages,
GPAs, and so forth should be entered if they are known. It is good practice to
ask participants to provide information that is quite specific. However, care
should be taken not to ask questions that are so specific that the respondent
may not know the answer or may not feel comfortable providing it. For
example, more information will be obtained by asking participants to state
their GPA to two decimals (Figure 15.1) than if they were asked to select from
a few broad categories (e.g., less than 2.0, 2.0–2.49, or 2.50–2.99). However, if
students don’t know their GPA or don’t want to reveal it precisely, they may
leave the question blank or write in a difficult to-interpret answer.

For Each Participant, There Must Be a Code or Value for Each 
Variable

These codes should be numbers, except for variables for which the data are
missing. We recommend using blanks when data are missing. SPSS, for
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example, is designed to handle blanks as missing values. However, sometimes
there is more than one type of missing data, such as items left blank and 
those that had an inappropriate or unusable answer. In this case numeric 
codes such as 98 and 99 could be assigned to them, but the computer program
must be told that these codes are for missing values or they will be treated as
actual data.

Coding Rules Must Be Applied Consistently for All Participants

This means, for example, that if a decision is made to treat a certain type of
response as missing for one person, the decision must be the same for all other
participants.

High Numbers (Values or Codes) Should Be Used for the “Agree,”
“Good,” or “Positive” End of a Variable that Is Ordered

Sometimes questionnaires use 1 for “strongly agree” and 5 for “strongly
disagree.” This is not wrong as long as it is clear and consistent. However,
there will be less confusion when interpreting results if high values have
positive meaning. Some questionnaires have both positively and negatively
worded items. In Chapter 13, we demonstrated how to reverse the coding for
some of the items so that all the items to be combined had a high score for the
positive end of the scale.

All Data Should Be Numeric

Even though it is possible to use letters or words as data, for data analysis it
is generally not desirable to do so. For example, we could code gender as M
for male and F for female, but to do most statistics, the letters or words would
have to be converted to numbers. It is usually easier to do this conversion
before entering the data into the computer. Figure 15.1 shows that we decided
to code females as 1 and males as 0. This is called dummy coding. In essence,
the 0 means “not female.” We could have, of course, coded males as 1 and
females as 0, or we could have coded one gender as 1 and the other as 2.
However, it is crucial to be consistent in coding (e.g., for this study, all males
are coded 0 and females 1) and to have a record and at least one duplicate for
how the coding was done. Such a record is called a codebook or dictionary.

Each Variable for Each Case or Participant Must Occupy the Same
Column in the Spreadsheet or Data Editor

For almost all statistical analyses, it is important that data from each participant
occupies only one line (row), and each column must contain data on the same
variable for all the participants. The data editor should have the variable names
that are chosen at the top of each column. If a variable is measured more than
once (e.g., pretest and posttest), it will be entered in two columns with
somewhat different names such as mathpre and mathpost.

Some decisions will need to be made about how to code the data, especially
data that are not already in numerical form. When the responses provided by
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Dummy coding 
Dichotomous coding
of data where “1”
indicates the
respondent had the
trait and “0” means
not having the trait.

Codebook 
A record of how the
coding has been
done.



participants are numbers, the variable is said to be “self-coding.” The number
that was written, circled, or checked can just be entered. On the other hand,
variables such as gender or college in Figure 15.1 have no intrinsic value
associated with them. Figure 15.1 shows the decisions we made about how to
number the variables, to code the values, and to name the eight variables. Each
of the questionnaires needs to be numbered to later check the entered data
against the questionnaires.

Check the Completed Questionnaires for Problems

For each type of incomplete, blank, unclear, or double answer, a rule needs
to be made for what to do. As much as possible, these rules should be made
before data collection, but there may well be some unanticipated issues. It is
important that the rules be applied consistently for all similar problems so as
not to bias the results.

In this section, we identify several types of possible participant responses
on questionnaires that need to be clarified. Copies of the questionnaires for
six students that posed such problems are shown in Figure 15.2. We discuss
each of these issues and how we might decide to handle them. Of course, 
some reasonable choices could have been different from ours. We have 
written our decisions in numbered callout boxes in Figure 15.2, and discuss
them next.

1. For Participant 7, the GPA appears to be written as 250. It seems reasonable
to assume that this student meant to include a decimal after the 2, so we
could enter 2.50. We could instead have said that this was an invalid
response and coded it as missing. However, missing data create problems
in later data analyses, especially for complex statistics. Thus, we want to
use as much of the data provided as is reasonable. The important thing
here is that all other similar problems must be treated the same way.

2. For Participant 8, two colleges were checked. We could have developed
a new legitimate response value (4 = other). Because this fictitious
university requires that students be identified with one and only one of
its three colleges, we have developed two missing value codes. Thus, for
this variable, we used 98, for multiple checked colleges or other written-
in responses that did not fit clearly into one of the colleges (e.g., history
and business). We treated such responses as missing because they seemed
to be invalid or because we would not have had enough of any given
response to form a reasonable size group for analysis. We used 99 as the
code for cases where nothing was checked or written on the form. Having
two codes enables us to distinguish between these two types of missing
data. Other researchers (e.g., Newton & Rudestam, 2012) recommended
using 8 and 9 in this case, but we think that it is best to use a code that is
very different from the “valid” codes so that they stand out visually in
the spreadsheet and will lead to noticeable differences in the descriptive
statistics if they are not coded as missing values.

3. Also, Subject 8 wrote 2.2 for his GPA. It seems reasonable to enter 2.20 as
the GPA.
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4. We decided to enter 3.00 for Participant 9’s GPA. Of course, the actual
GPA could be higher or, more likely, lower, but 3.00 seems to be the best
choice given the information, “about 3 pt,” provided by the student.

5. Participant 10 answered only the first two questions, so there were lots of
missing data. It appears that he or she decided not to complete the
questionnaire. We made a rule that if three out of the first five items were
blank or invalid, we would throw out that whole questionnaire as invalid.
In a research report, it should be stated how many questionnaires were
thrown out and for what reasons. Usually no data would be entered from
that questionnaire. To demonstrate how to code someone’s college if it were
left blank, we did not delete this participant at this time.

Please circle or supply your answer

1. I would recommend this course to other students   1  2   3   4   5
2. I worked very hard in this course                              1  2   3   4   5

3. My college is: Arts and sciences    Business            A     B    E

4. My gender is                                                                M       F        

                                                                                                2.2
                                                                                          
6. For this class. I did: (check all that apply)         

The reading                                                 
The homework                                            
Extra credit                                                 

5. My GPA is 

ID    8 

X

X

X X

Please circle or supply your answer

1. I would recommend this course to other students   1  2   3   4   5
2. I worked very hard in this course                              1  2   3   4   5

3. My college is: Arts and sciences    Business      Engineering 

4. My gender is                                                                M       F        

                                                                                                    250
                                                                                          
6. For this class. I did: (check all that apply)         

The reading                                                 
The homework                                            
Extra credit                                                 

5. My GPA is 

ID    7 
SD                    SA

X

X
X

X

X

SD                  SA

ID    9 

1  2   3   4   5
1  2   3   4   5

A     B    E

M      F 

about 3 pts.

X

2. Enter 98. 

4. Enter 3.00. 3. Enter 2.20.1. Enter 2.50..

SD                   SA

ID    12 

1  2   3   4   5
1  2   3   4   5

A     B      E

M      F 

X
X

Please circle or supply your answer

1. I would recommend this course to other students   1  2   3   4   5
2. I worked very hard in this course                              1  2   3   4   5

3. My college is: Arts and sciences    Business            A     B    E

4. My gender is                                                                      

                                                                                                
                                                                                          
6. For this class. I did: (check all that apply)         

The reading                                                 
The homework                                            
Extra credit                                                 

5. My GPA is 

ID    11 

X

X

                                                                                                    
                                                                                          

SD                    SA

Biology

M      F 

9.67 

5. Leave all variables
    blank, except enter 99,
    missing, for college.

8. For now enter 9.67, but see
    accompanying discussion.

9. Enter 1 for
    reading and
    homework.

11.
Leave
blank,
missing

10. Enter 2.5.

7. Enter 1.

6. Enter 3.5.

Please circle or supply your answer

1. I would recommend this course to other students   1  2   3   4   5
2. I worked very hard in this course                              1  2   3   4   5

3. My college is: Arts and sciences    Business      Engineering 

4. My gender is                                                                M       F        

6. For this class, I did: (check all that apply)         

The reading                                                 
The homework                                            
Extra credit                                                 

5. My GPA is 

ID   10
SD                    SA

SD                  SA

FIGURE 15.2
Completed Survey with Callout Boxes Showing How We Handled Problem Responses.



6. For Participant 11, there are several problems. First, she circled both 3 and
4 for the first item; a reasonable decision is to enter the average or
midpoint, 3.50.

7. Participant 11 has written in “biology” for college. Although there is no
biology college at this university, it seems reasonable to enter 1 = arts and
sciences in this case and in other cases (e.g., history = 1, marketing = 2, or
civil = 3) where the actual college is clear. See the discussion of issue 2 for
how to handle unclear examples.

8. Participant 11 appears to have entered 9.67 for the GPA, which is an invalid
response because this university has a four-point grading system (4.00 is
the maximum possible GPA). To show you one method to check for errors
that have been entered into the computer, we entered 9.67. Of course, it
would have been better to have identified problems like this and have
entered a blank for missing/invalid data.

9. It seems reasonable to assume that a circled box should be coded as if it
was checked so we entered 1s for reading and for homework for
Participant 11. Also, we entered 0 for extra credit (not checked) as we
would do for all the boxes left unchecked by other participants (except
Subject 10). Even though this person circled the boxes rather than putting
Xs or checks in them, her intent is clear.

10. We decided to enter 2.5 for Participant 12’s X between 2 and 3, as we had
decided for subject 11.

11. Participant 12 also left GPA blank, so we left it blank, the usual missing
value.

After rules have been created and decisions have been made on how to handle
each problem, these rules and decisions must be clarified to the persons who
will enter the data. A common procedure would be to write the decisions on
each actual questionnaire, probably in a different color.

Defining and Labeling the Variables

The next step is to name and label the variables. It is common to give the
variables short variable names, as shown in Figure 15.1, for example,
recommend for item 1, “I would recommend this course to other students.” For
item 2, we named it workhard. In computer programs, such as SPSS, one also
can give each variable a longer variable label such as the one in quotes for
item 1. We named the third variable college. It is especially important to label
the levels or values of nominal variables such as college so that there isn’t
confusion later. Note that in Figure 15.1 we gave the value label of 1 to students
in the arts and sciences college; we used 2 for business; and 3 for engineering.
Remember that we decided to use 98 for other or multiple answers and 99 for
when the student left it blank. It is essential, if numbers are used for missing
values, that the computer is instructed that such numbers (e.g., 98 or 99) should
be considered missing, not actually 98 or 99. It should be realized that the
researchers have made decisions that another researcher could have done
differently. For example, one could have used 1 instead of 3 for the engineering
college so it is important to clearly and consistently label the values.
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Variable label or
name  
Title or name given to
a variable.

Levels of the
variable  
See Values of the
variable.

Values of the
variable  
Different possible
characteristics,
responses,
measurements for a
given variable.
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The next step is to label gender and its levels (1 = female, 0 = male, as
shown in Figure 15.1). Question 6 was divided into the three variables related
to the parts of the class that a student completed. In Figure 15.1 the Names of
these last three variables were reading, homework, and extracrd. The value labels
were 0 = not checked/blank and 1 = checked.

Displaying the Dictionary or Codebook

After the variables have been defined and labeled, a codebook or dictionary
of the variables should be printed. The codebook is a complete printed record
of the names and labels for each variable and of the values and value labels
for the levels of at least the nominal and dichotomous variables.

Entering and Checking the Data for Errors

After defining and labeling the variables, the next task is to enter the coded
and cleaned-up data into a computer spreadsheet from the questionnaires.
Most computer spreadsheets are prenumbered down the left-hand column
(Figure 15.3). These numbers correspond to the identification number the
researcher put on each questionnaire. The data for each participant’s
questionnaire go on one and only one line across the page with each column
representing a variable from the questionnaire. Next, the data should be typed
in the computer spreadsheet. Figure 15.3 shows the data for 12 student
participants, including IDs 7–12, that had the problems shown in Figure 15.2
and discussed previously.

Before any analysis is performed, the data on the questionnaires need to
be compared with the data entered into the computer. If there is a large
amount of data, a sample of the participants can be checked, but it is preferable

Recommend Workhard College Gender GPA Reading Homework Extracrd

1 3 5 1 0 3.12 0 0 1

2 4 5 2 0 2.91 1 1 0

3 4 5 1 1 3.33 0 1 1

4 5 5 1 1 3.60 1 1 1

5 4 5 2 1 2.52 0 0 1

6 5 5 3 1 2.98 1 0 0

7 4 5 2 0 2.50 1 0 0

8 2 5 98 0 2.20 0 0 0

9 5 5 3 0 3.00 0 1 0

10 99

11 3.5 5 1 1 9.67 1 1 0

12 2.5 5 2 1 1 1 1

FIGURE 15.3 
A Sample Data Entry Spreadsheet.

Codebook 
A record of how the
coding has been
done.
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to check all of the data to be sure that they were entered correctly. If errors
are found in the checked sample, all the entries should be checked and errors
corrected. In the next section, we show one way to double check for certain
kinds of serious data entry errors.

Descriptives and Data Checking

To get a better “feel” for the data and to check for some types of errors, we
recommend computing basic descriptive statistics. Frequency distributions,
especially for nominal, dichotomous, and ordinal data, provide a useful way
to get a feel for the data and spot certain errors. Computing the minimum and
maximum values for all participants on all variables with a computer program
will provide a compact output to make an initial examination of the data.
Because the mean (average) provides meaningful information for all types of
variables except nominal ones with three or more categories, we also requested
the mean in Figure 15.4. (It shows these descriptive statistics computed with
the SPSS program.)

FIGURE 15.4 
SPSS Output Using Descriptive Statistics to Check Data Entry.

Next, for each variable, we compare the minimum and maximum scores
shown in the figure with the highest and lowest appropriate values in the
codebook. If any entered data are either higher (e.g., 9.67 for GPA) or lower
than those specified in the codebook, those errors should be found in the data
set and corrected before doing any more statistics.

In Figure 15.4, we indicate the key things we can learn from this output
by circling them and adding some comments. Of course, these circles and
callout information boxes would not show up on the actual computer printout.

This output shows, for each of the eight variables, the number (N) of
participants with no missing data on that variable. The output also shows the



Minimum and Maximum score that any participants had on that variable. For
example, no one circled a 1, but one or more persons circled a 2 for the I
recommend course variable, and at least one person circled 5. Notice that for I
worked hard, 5 is both the minimum and maximum so all students rated
themselves working hard, a 5. This item is, therefore, really a constant and
not a variable; it will not be useful in statistical analyses. Figure 15.4 also
provides the Mean or average score for each variable. Notice the mean for 
I worked hard is 5 because everyone circled 5. The mean of 1.80 for college, a
nominal (unordered) variable, is nonsense, so it can be ignored.

However, the means of the dichotomous (two level) variables can be
interpreted meaningfully. For gender, I did the reading, and I did the homework,
the means were all .55 indicating that in each case 55 percent chose the answers
that corresponded to 1 rather than 0 (i.e., female for gender and “yes” for doing
the reading and homework). However, 45 percent said they did the extra credit
because the mean was .45.

The mean grade point average was 3.58, which is an error because the output
shows a maximum GPA of 9.67, which is not possible at this university. Thus,
the 9.67 for participant 11 is an invalid response. The questionnaires should
be checked again to be sure there wasn’t a data entry error. If, as in this case,
the form says 9.67, it should be changed to blank, the missing value code.

Data Reduction: Applying Measurement Reliability and Validity

Reasons to Reduce the Number of Variables

This section provides examples of two complex descriptive statistics that are
commonly found in journal articles to help researchers reduce a large number
of related questions or items to meaningful composite variables, also called
aggregated or summated scales. The most important reason for reducing 
the number of measures in a survey or questionnaire is data analysis. If the
measure, such as a questionnaire, has 15 items, comparisons between the treat-
ment and control group would require 15 statistical tests. Although the
computer could easily perform 15 comparisons, a problem results because 
the 15 items are most likely not independent from each other; that is, many 
of the items are measuring similar concepts. Performing this many statistical
tests inflates the significance level such that comparisons between groups on
many items might yield statistically significant results when, in fact, they are
not statistically significant. Therefore, when the researcher has a dependent
variable such as a test, survey, or questionnaire, with numerous items, it is
important to reduce the number of items so that they can be analyzed
statistically. Two methods to reduce these items are to (1) add the items of a
scale to produce a composite rating scale; and (2) reduce the items of a scale
to a few variables through exploratory factor analysis. The statistics discussed
here that are used to help accomplish these two alternatives are Cronbach’s
alpha and exploratory factor analysis (EFA). They are often discussed in the
method section of an article when researchers describe the reliability and
validity of their measures or the development of composite scores.
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Measure of central
tendency calculated
by dividing the sum
of the individual or
raw scores in the
sample by the
number of
observations in the
sample; also referred
to as the arithmetic
average.



Here we provide examples of how a researcher might meaningfully
condense the number of variables and provide evidence for reliability and
validity of the new measures. First, we discuss the use and interpretation of
one common measure of reliability: Cronbach’s alpha. Then, we discuss
exploratory factor analysis, which is used to prepare a large data set for more
efficient inferential analyses of the research questions in a study. The primary
examples cited in this chapter are based on a data set, which is described,
analyzed, and interpreted in a textbook, IBM SPSS for Intermediate Statistics,
by Leech, Barrett, and Morgan (2015), some of which is reprinted here.

Assessing Internal Consistency Reliability With Cronbach’s Alpha

Several types of statistics, especially correlations, are used to assess support
for reliability, but in this chapter we discuss only Cronbach’s coefficient alpha,
which is probably the most commonly reported measure of reliability. Alpha
is a measure of the internal consistency reliability of a composite or sum-
mated scale. It is typically used when the researcher has several Likert-type
items (ratings from strongly disagree to strongly agree) that are summed or
averaged to make a composite score or summated scale. Alpha is based on
the average correlation of each item in the scale with every other item. In the
behavioral science literature, alpha is widely used because it provides a
measure of reliability that can be obtained from a single testing session or one
administration of a questionnaire.

Leech et al. (2015) computed three alphas to provide evidence for the
internal consistency reliability of each of three mathematics attitude scales
(motivation, competence, and pleasure.) The motivation scale score was
composed of six items that were rated on four-point Likert scales, from very
atypical (1) to very typical (4). Did these items go together (intercorrelate) well
enough to add them together for use as a composite variable labeled motivation?
That is, what is the internal consistency reliability of the math attitude scale
labeled motivation?

Table 15.1 lists the items included in this motivation scale, their labels,
and a matrix showing the interitem correlations of every item in the scale with
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TABLE 15.1 

Interitem Correlation Matrix for the Motivation Scale Items

item01 item04 item07 item08 item12  
motivation reversed motivation reversed motivation

1. Practice math until do well 1.00 – – – –

4. (Don’t) give up easily instead of .25 1.00 – – –
persisting

7. Prefer to figure out problems without .46 .55 1.00 – –
help

8. (Do) keep at it long if problem .30 .58 .59 1.00 –
challenging

12. Try to complete math even if it takes .18 .38 .34 .40 1.00
long

13. Explore all possible solutions .17 .32 .36 .31 .60

Internal consistency
reliability 
The extent to which
items on a survey
give similar results.



every other item. Note that items 4 and 8, which were negatively worded in
the questionnaire, were reversed (e.g., 4 = 1, 3 = 2) before alpha was computed.
This is necessary for alpha to be computed correctly. Note also that some of
the correlations are high; for example, items 12 and 13 were correlated .60.
Other pairs of items had a weak positive association; for example, items 1 and
13 were correlated only .17.

Table 15.2, labeled “Item–Total Statistics,” provides two pieces of inform -
ation for each item in the scale—the corrected item–total correlation and Cronbach’s
alpha—if that item was deleted. The former is the correlation of each specific
item with the sum/total of the other items in the scale. If this correlation is
moderately high (say, .40 or above) the item is probably at least moderately
correlated with most of the other items in the proposed scale and will make
a good component of this summated rating scale. Items with lower item–total
correlations (such as item 1) do not fit into this scale as well, psychometrically.
If the item– total correlation is negative or too low (less than .30), the researchers
should examine the item for wording problems and conceptual fit, and they
may want to modify or delete such items. The right-hand column describes
what the alpha would be if an item were deleted. This can be compared with
the alpha for the scale with all six items included, which was .79. Deleting a
poor item usually will make the alpha increase. However, such a deletion
probably will make only a small difference in the alpha, unless the item–total
correlation is near to zero (or negative). Deleting an item has more effect if the
scale has only a few items because alpha is based on the number of items as
well as their average intercorrelations.

As with other reliability coefficients, alpha should be above .70; however,
it is common to see journal articles where one or more scales have somewhat
lower alphas (e.g., in the .60–.69 range), especially if there are only a small
number of items in such a scale. A very high alpha (e.g., greater than .90)
probably means that the items are somewhat repetitious or that there may be
more items in the scale than are really necessary for a reliable measure of the
concept for research purposes.

A common error is to compute a single overall alpha when there are several
scales such as motivation, competence, and pleasure. The overall alpha is
appropriate only if the researcher intends to compute an overall summated
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TABLE 15.2 

Item-Total Statistics for the Motivation Scale Items

Corrected Cronbach’s
item-total alpha if item 
correlation deleted

Practice math until do well .38 .80

(Don’t) give up easily instead of persisting .60 .75

Prefer to figure out problems without help .68 .72

(Do) keep at it long if problem challenging .63 .74

Try to complete math even if it takes long .52 .77

Explore all possible solutions .48 .77
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scale, such as overall math attitude, and such an overall scale is meaningful
conceptually. Frequently, and in this example, there was no plan for an overall
score. In our example, three separate alphas (one each for motivation,
competence, and pleasure) but not an overall alpha were computed and
reported. Leech et al. (2015) wrote, for the method section, the following
sentences about the reliability of the motivation scale and the other two scales:

To assess whether the six items that were summed to create the motivation
score formed a reliable scale, Cronbach’s alpha was computed. The alpha
for the six items was .79, which indicates that the items form a scale that
has reasonable internal consistency reliability. Similarly, the alpha for the
competence scale (.80) indicated good internal consistency, but the four
item alpha (.69) for the pleasure scale indicated minimally adequate
reliability. (p. 53)

RESEARCH IN THE REAL WORLD

In example study 4, Tomko and Munley (2013) investigated counseling
psychologists’ attitudes and clinical judgments of older adults. The authors
utilized five different surveys to collect data.

Cronbach’s alpha was reported from the current study’s data for the survey
that measured attitudes toward older adults (Cronbach’s alpha = .95) and
the survey that measured training and experience (Cronbach’s alpha = .87
and .90 respectively). These values are considered high and an indication
of good internal consistency. Unfortunately, Cronbach’s alpha was not
reported for the surveys that measured multicultural competence, fear 
of death, or clinical judgments. Furthermore, Cronbach’s alpha was not
reported from past studies that utilized these surveys. It is interesting that
this information is missing as many of these surveys were developed and
published by other researchers. It is best practice to always report any exist-
ing reliability information, along with reliability information for the current
study’s data.

Exploratory Factor Analysis

Exploratory factor analysis is a method that is used to help investigators
represent a large number of relationships among normally distributed variables
in a simpler (more parsimonious) way. This approach has the computer specify
groups or sets of items that “hang together.” Factor analysis results suggest
that all the items studied can be grouped into one or several sets of items that
are correlated for the participants. A related approach is confirmatory factor
analysis, in which one tests very specific models of how variables are related
to underlying constructs (conceptual or latent variables). It is not discussed
here but is, along with EFA, in Thompson (2004).

In exploratory factor analysis, one postulates that there is a smaller set
of unobserved (latent) variables or constructs that underlie the variables that

Exploratory factor
analysis 
When there is a
smaller set of
unobserved (latent)
variables or
constructs thought to
underlie the variables
that actually were
observed or
measured.



actually were observed or measured. There are a number of somewhat different
ways of computing factors for factor analysis; one of these methods, principal
axis factor analysis, was used to describe EFA for this chapter. SPSS and many
research textbooks call all of these methods, including principal components
analysis, “factor analysis,” and the results are often quite similar.

Usually, the larger the sample size, especially in relation to the number
of variables, the more reliable the resulting factors. Factor analysis seeks to
explain the correlation matrix, which would not be a sensible thing to do if
all the correlations hover around zero.

Using Exploratory Factor Analysis to Provide Evidence for 
Measurement Validity

In Leech et al. (2015), a principal axis factor analysis on the mathematics
attitude variables was performed. Factor analysis was appropriate because the
authors believed that there were three latent variables underlying the variables
or items measured: motivation, competence, and pleasure. They wanted to see
whether the items that were written to index each of these constructs actually
did “hang together.” That is, they wished to determine empirically whether
participants’ responses to the motivation questions were more similar to each
other than to their responses to the competence or pleasure items. In Chapter
12, we mentioned that one method to provide support for measurement
validity was to look for evidence of internal structure consistent with one’s
theory.

Factor analysis programs generate a number of tables depending on which
options are chosen. One such table, a correlation matrix, would show how each
of the 14 items was associated with each of the other 13. Some of the correlations
were high (e.g., +.60 or –.60), and some were low (i.e., near zero). High
correlations indicate that two items are associated and will probably be
grouped together by the factor analysis.

In this example four factors had eigenvalues (a measure of explained
variance) greater than 1.0, which is a common criterion for a factor to be useful.
When the eigenvalue is less than 1.0, this means that the factor explains less
information than a single item would have explained. Most researchers would
not consider the information gained from such a factor to be sufficient to justify
keeping that factor. Thus, if the researchers had not specified otherwise, the
computer would have looked for the best four-factor solution. Because the
authors believed there were three constructs and specified that they wanted
only three factors, three were “retained.”

The authors used an orthogonal rotation called varimax. This means that
the final three factors would be as uncorrelated as possible with each other.
As a result, we can assume that the information explained by one factor is
independent of the information in the other factors. Rotation makes it so that,
as much as possible, different items are explained or predicted by different
underlying factors, and each factor explains more than one item. This is a
condition called simple structure. Although this is the goal of rotation, in reality,
this often is not fully achieved. One usually examines the rotated matrix of
factor loadings to see the extent to which simple structure is achieved.
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Orthogonal rotation 
In factor analysis, the
factors are rotated to
simplify the factor
structure so that the
factors are not
correlated.



Within each factor (to the extent possible), the items are sorted from the
one with the highest absolute factor weight or loading for that factor to 
the one with the lowest loading on that first factor. Loadings resulting from
an orthogonal rotation are correlation coefficients of each item with the factor,
so they range from –1.0 through 0 to +1.0. A negative loading just means that
the question needs to be interpreted for that factor in the opposite direction
from the way it is written. For example, “I am a little slow catching on to new
topics in math” has a negative loading on the competence factor, which
indicates that the people scoring higher on this item see themselves as lower
in competence. Usually, factor loadings lower than .30 or .40 are considered
low, which is why the authors didn’t print (suppressed) such loadings in Table
15.3. On the other hand, loadings of .40 or greater are typically considered
acceptably high. This is just a guideline; however, setting the criterion higher
than .50 would be unusual.

Every item has a weight or loading from every factor, but in a “clean”
factor analysis almost all of the loadings beyond +.40 or –.40 in the rotated
factor matrix would be in only one column or factor. Notice in Table 15.3 that
two items (prefer to figure out problems without help and feel happy after solving a
hard problem) have loadings above .40 or two factors. This is common but
undesirable, in that one wants only one factor to predict each item.

Leech et al. (2015) wrote about this factor analysis:

Principal axis factor analysis with varimax rotation was conducted to
assess the underlying structure for the fourteen items of the Math
Motivation Questionnaire. Three factors were requested, based on the fact
that the items were designed to index three constructs: motivation,
competence, and pleasure. After rotation, the first factor accounted for
21.5% of the variance, the second factor accounted for 16.6%, and the third
factor accounted for 12.7%. The table (15.3) displays the items and factor
loadings for the rotated factors, with loadings less than .40 omitted to
improve clarity. (p. 65)

The first factor seems to index competence; it included the first four items
in the first column. The first and fourth items indexed low competence and
had negative loadings. The second factor, which seemed to index motivation,
was composed of the five items with loadings in the second column of the
table. “I prefer to figure out the problem without help” had its highest loading
on the second factor but had a cross-loading over .40 on the competence factor.
The third factor, which seemed to index low pleasure from doing math,
comprised the four items with loadings in the third column. “I feel happy after
solving a hard problem” had its highest loading from the pleasure factor but
also had a strong loading from the competence factor. One of the 14 items did
not load above .40 on any of the three factors so it was deleted.

In the next section, we discuss how a researcher might use the results of
a factor analysis to aggregate (sum or average) the items that have high
loadings for each factor and use these composite variables in further research.
The implication is that each composite variable is an index of a separate
underlying construct such as motivation, competence, or pleasure when
studying mathematics.
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The amount of
relationship between
observed variables.
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TABLE 15.3

Factor Loadings for the Rotated Factors

Item Factor loading

1 2 3

Slow catching on to new topics –.90

Solve math problems quickly .78

Practice math until do well .78

Have difficulties doing math –.57

Try to complete math even if takes long .72

Explore all possible solutions .67

Do not keep at it long if problem challenging –.62

Give up easily instead of persisting –.60

Prefer to figure out problems without help .41 .59

Really enjoy working math problems –.80

Smile only a little when solving math problem .58

Feel happy after solving hard problem .49 –.54

Do not get much pleasure out of math .52

Eigenvalues 3.02 2 .32 1.78

Percent of variance 21.55 16.62 12.74

Note. Loadings < .40 are omitted.

RESEARCH IN THE REAL WORLD

Economos (2014) computed an exploratory factor analysis (EFA) to assess 
if there were underlying constructs. The factor analysis was “employed 
to determine if each item measured the variable that it was designed to
measure. The items were analyzed using principal component analysis extrac -
tion method and varimax with Kaiser Normalization rotation method. The
rotation converged in 35 iterations. The results yielded seven of five,
interpretable variables and five were selected for this study” (p. 9). By con-
ducting the EFA the author was checking for underlying constructs, which
is important. Unfortunately, the author does not include information for why
only five of the seven variables were selected for analysis.

After the EFA was conducted, “the dimensions of the study were subjected
to reliability testing. Cronbach’s Alpha coefficient of internal consistency was
computed to assess the reliability of each of the five variables in the survey
instrument. The Cronbach’s Alpha coefficients for the factors ranged from
.752–.881” (p. 9). Assessing the reliability of the five variables was necessary
and important in order for these variables to be seen as internally consistent.
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FIGURE 15.5 
Schematic Diagram of a Strategy for Making Multiple-Item Summated or Composite Scales When There Are a
Number of Likert-Type Items That the Researcher Thinks Can Be Reduced to a Smaller Number of
Conceptually Meaningful Scales (Variables).

Developing Summated or Aggregated Scales

It is common for a researcher to develop a smaller number of new variables
from an initially larger number of items such as the 14 Likert-type ratings we
designed to measure attitudes about mathematics motivation, competence, and
pleasure. Figure 15.5 shows a schematic flow chart of a method that researchers
can use to help decide which items to combine or summate and how to check
the internal consistency reliability of the resulting summated scales. In our
example, we could use this method to develop three summated scales. As
illustrated earlier in this chapter, three Cronbach’s alpha would be used to
check the reliability of each of the three initially planned scales: competence,
motivation, and pleasure. EFA could be used if one or more of the alphas were
low or if a check was needed to determine whether the 14 items should be
grouped in the way initially predicted. EFA could help reduce the 14 items to
a smaller number of meaningful groups or sets of items. One would specify
the number (3 in this case) of factors to be used when the researcher has a
conceptual plan, as Leech et al. (2015) did for the three mathematics attitude



scales. Then if any items were deleted or moved from one scale to another,
the alphas should be recomputed for the revised grouping of items.

Finally, the items in each group or scale should be summated or averaged
to form new composite variables. In our example, each participant’s score on
the four competence items would be summed to form a new composite
competence variable for each person. Likewise, scores on the five motivation
items would be summed, and the four low pleasure items would be summed.
Now, each participant would have three new variables or measures that
would be used in later inferential data analyses instead of their scores for the
14 original items.

Data Transformations

Transforming data from continuous to categorical is common and can help
when the data are not as expected. For example, a question on a survey may
ask respondents how many years they have been in the field of teaching. When
writing the question, the researcher may have thought that the data would be
normally distributed, with most respondents falling somewhere in the middle,
a few who had taught only a few years, and a few who had taught many years.
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RESEARCH IN THE REAL WORLD

Wanat et al. (2014) investigated the relationship between obesity and
health-related quality of life. Participants included a total of 202 foreign-
born Latinos who lived in an urban setting. The researchers verbally asked
and recorded the participants’ responses to the questions from the survey.

Each participant’s weight and height were measured to assess their 
body mass index (BMI). This continuous variable was then transformed into
a dichot omous variable, with participants with high BMI scores being
grouped into the obese group and participants with lower BMI scores 
being grouped into the non-obese group. The authors did not indicate why
they chose to transform this continuous variable into a dichotomous variable.
Common reasons to transform a variable from a continuous to dichotomous
variable include the following: (1) when a continuous variable is not
normally distributed, (2) when assumptions are not met due to issues with
a variable, and (3) when the data are bi-modal (i.e., having two modes,
which would indicate the possibility of two underlying groups).

Typically, it is best not to transform continuous variables into
dichotomous or nominal variables because doing so loses information. In
this example, the authors are assuming that the people with high BMIs are
similar and those with low BMIs are similar: unfortunately, the authors do
not include inform ation on the cut-off score that was utilized to make this
distinction. Yet, by dichotomizing the variable, participants with very high
BMIs are grouped with participants with lower BMIs. Therefore, by
dichotomizing the variable, information has been lost.



Once the data are collected, it may be that most of the respondents in the
sample taught many years, therefore the data are not normally distributed. In
cases like this, it may be helpful to transform the data so they are less skewed
and closer to normally distributed.

Summary

In this chapter, we started with a brief review of the process of planning and
pilot testing the procedure and instruments. Next, there was an extended
discussion of seven guidelines or rules for coding the data to prepare it for
entry into a computer database. This was followed by an example of a brief
questionnaire, which produced a variety of difficult to code responses, and
our suggestions about how to handle such problematic responses. Once the
participants’ responses are coded, the researcher sets up a computer database
and enters the coded data using designated variable names and values. Before
doing any data analyses to help answer the research questions or hypotheses,
the data should be carefully checked to make sure it was entered accurately.
The chapter concludes with extended examples of the use of Cronbach’s alpha
and factor analysis to make composite or summated scales. Alpha also is used
to check the internal consistency reliability of a multiple item rating scale.
Factor analysis is used to reduce a relatively large number of questions to a
smaller number of scales, which can then be computed by summing or
averaging several related items.

Key Concepts

Cronbach’s alpha
Coding
Factor analysis
Pilot study
Data transformations

Key Distinctions

Measurement reliability versus measurement validity
Variable labels versus value labels
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Interpretation Questions

1. Why is it important to compute basic descriptive statistics?

2. What is the most important reason for reducing the number of measures
in a survey?

3. When is it appropriate to compute an overall alpha?

Application Problems

1. What steps or actions should be taken after you collect data and before
you run the analyses aimed at answering your research questions or
testing your research hypotheses?

2. Are there any other rules about data coding of questionnaires that you
think should be added? Are there any of our “rules” that you think should
be modified? Which ones? How and why?

3. Why would you print a codebook or dictionary?

4. What problems with completed questionnaires were identified? How
would you decide to handle the problems and why?

5. If the university in the example allowed for double majors in different
colleges (such that it would actually be possible for a student to be in two
colleges), how would you handle cases in which two colleges are checked?
Why?

6. Why is it important to check your raw (questionnaire) data before and after
entering them into a computer?; and (b) What are ways to check the data
before entering them? After entering them?

7. Provide another example of how you might use Cronbach’s alpha and
factor analyses to reduce 20 items on a questionnaire to four new variables.
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PART IV

Data Analysis and 
Interpretation
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16
Making Inferences from Sample 
Data I: The Null Hypothesis Significance 
Testing Approach

Rarely are we able to work with an entire population of individuals. Instead,
we usually study a sample of individuals from the population. Hopefully, if
our treatment is successful, we can infer that the results from our sample apply
to the population of interest. While we refer here to implementation of a
treatment and thus the use of either the randomized experimental or quasi-
experimental approaches, inferential statistics also are appropriate for the
comparative and associational approaches. Inferential statistics involve making
inferences from sample statistics, such as the sample mean (M) and the sample
standard deviation (SD) to population parameters such as the population mean
(�) and the population standard deviation (�). When we refer to sample
statistics, we use italicized Roman letters (our alphabet); when we refer to
population parameters, we use Greek letters.

We start our discussion with an example and then offer two approaches
to reporting the outcomes of statistical tests: the null hypothesis significance
testing (NHST) approach (this chapter) and the evidence-based approach
(Chapter 17). The NHST approach is discussed first, in considerable detail,
because historically it has been the generally accepted method to guide
inferences from data analysis and is still the dominant approach to reporting
outcomes from statistical tests. However, there is considerable controversy
about the role of NHST and whether its use should be continued in the social
sciences and education, especially in its present form. We discuss these very
important issues at the end of this chapter on the NHST approach.

An Example

Suppose we are interested in the relationship between exercise and quality of
life in depressed adolescents. A reasonable general hypothesis is that depressed
adolescents who exercise regularly will have higher quality-of-life scores than
those who do not exercise regularly. Inferential statistics provides us with a
way to make a judgment about the relationship between exercise and quality
of life in depressed adolescents. We start by operationalizing our variables.
The independent variable, exercise, has two levels: either use of a stationary

Null hypothesis
significance testing  
Utilization of
inferential statistics to
test whether to reject
or not reject the null
hypothesis.



bicycle (45 minutes per day 5 days per week for 6 weeks at a work load of 50
percent of maximum capacity) or no prescribed exercise. The dependent variable,
a Quality of Life inventory (QOL), is an indicator of quality of life and is
measured as a score between 1 and 100. To add support for our hypothesis,
we would expect that 36 participants who exercise will have a higher quality-
of-life index than 36 who do not exercise regularly.

The Null Hypothesis (H0) and Alternative Hypotheses (H1)

The NHST approach begins by reformulating our general hypothesis into two
statements or hypotheses, the null hypothesis (H0) and the alternative or
research hypothesis (H1). These hypotheses can be shown as follows:

H0: �I = �c H1: �I > �c

where

�I = Intervention group population mean
�c = Control or comparison group population mean

In our example, the null hypothesis states that the mean QOL of the population
of those who will receive the intervention will be equal to the mean QOL of
the population of those who will not receive the intervention. If the null
hypothesis is true, the intervention of exercise has not been successful in
providing a better quality of life. The alternative hypothesis states that the
mean QOL of the population of those who receive the intervention will be
greater than the mean QOL of the population of those who will not receive
the intervention. If the null hypothesis is false, or rejected, the intervention of
exercise has been successful in altering quality of life. According to NHST, the
goal of the research is to reject the null hypothesis in favor of the alternative
hypothesis.

Note that we have stated the null hypothesis as a “no difference” null
hypothesis; that is, that there is no difference between the population means
of the treatment and control groups. However, especially in practical
applications, the null hypothesis could be stated as some amount of difference
between the means of the two populations. For example, we could say that to
reject the null hypothesis the treatment group would have to exceed the
control group by an amount necessary to make a functional difference. This is
referred to as a non-nil null hypothesis. Unfortunately, most statistical
computer packages are not set up to facilitate non-nil null hypothesis testing,
and it has not been widely used in the research literature.

Directional Versus Nondirectional Alternative Hypotheses

For our alternative hypothesis we specified that the intervention population
mean will be higher (or lower if we were measuring depression and predicting
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Hypothesis which
states that the
population means of
the two or more
samples are equal
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independent variable
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dependent variable).

Alternative
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Alternative to the null
hypothesis; see also
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Non-nil null
hypothesis  
A null hypothesis
stated as some non-
zero difference. In
practical applications,
where the null
hypothesis could be
stated as some
amount of difference
between the means of
the two populations,
to reject the null
hypothesis, the
treatment group
would have to exceed
the control group by
an amount necessary
to make a functional
difference.



it to decline) than the control group population mean. This is a directional
hypothesis and is just one method of expressing the alternative hypothesis.
Another choice is to specify the alternative hypothesis as nondirectional. 
A prediction is made that the intervention will be significantly different from
the control, but we are not sure of the direction of this difference. A non -
directional alternative hypothesis is often used when comparing two different
treatment methods. Directional alternative hypotheses are used most often
when comparing a treatment to a control condition.

While it may appear that choosing a directional or nondirectional hypo -
thesis is arbitrary, two things are important. First, the type of alternative
hypothesis selected should be based on literature or theory. When there is
previous research to support the intervention, a directional hypothesis should
be used. Sometimes there is not strong support for the intervention. This could
be due to conflicting reports from previous studies or to very little research
performed with the intervention. In these cases a nondirectional alternative
hypothesis should be used. Second, there are statistical consequences. There
is less statistical power attached to the nondirectional type of hypothesis. This
means it is more difficult to reject the null hypothesis (assuming it should be
rejected) when using a nondirectional hypothesis. However, if a directional
alternative hypothesis is selected, and the result is a statistically significant
difference in the opposite direction, the only acceptable conclusion is a failure
to reject the null hypothesis.

Three Ways to State the Alternative Hypothesis

Specifying our alternative hypothesis in the exercise example as the
intervention population mean will be higher than the control group population
mean is just one method of expressing the alternative hypothesis. Actually
there are three choices. One choice is to specify the alternative hypothesis as
nondirectional. This is expressed as

H1: �I ≠ �c

This indicates that the intervention is predicted to be significantly different
from (i.e., unequal to) the control, but the direction of this difference is not
specified. The other two choices for alternative hypotheses are directional
positive:

H1: �I > �c

and directional negative (intervention population mean will be smaller/less than
the control population mean):

H1: �I < �c

Because there are statistical consequences attached to the type of hypothesis
that is selected, “there is no free lunch.” We discuss this issue later in this
chapter.
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Theoretical and Accessible Populations

Now that we have stated the null and alternative hypotheses, we need to
consider the population of interest for the exercise study. If we are interested
in generalizing to all depressed adolescents, they would be our theoretical 
or target population. Perhaps a subset of all depressed adolescents, such as
adolescent outpatients, is our theoretical population. However, we often have
access only to depressed adolescents who visit one or two clinics in the com -
munity. Therefore, these available patients are our accessible population.

If the accessible population is not representative of the theoretical or target
population of interest, the inference made from the sample will not be accurate
about relationships in the theoretical population of interest. For example, in
our sample study about the effects of an exercise intervention, perhaps the
clinics that were used to obtain the accessible population of depressed
adolescents had clients who were quite different from all depressed adolescents
(e.g., in terms of social class or ethnicity). If so, the results of the study would
apply only to the population from the accessible clinics, not to the broader
population of interest. Unfortunately, such a difference between the theoretical
and accessible population is a common problem for population external
validity, as discussed in Chapter 9.

Also, there is an external validity problem with the interpretation if the
selected sample is not representative of the accessible population. If, in our exercise
study, the adolescents in the accessible clinics had been sampled by conveni -
ence rather than with probability (e.g., random) sampling, the 72 participants
might have been very different from the others in the accessible population.
For example, if only less severely depressed adolescents agreed to participate,
the samples would not be representative of all adolescents seen at the clinic.

RESEARCH IN THE REAL WORLD

Arthur and Hardy (2014) report three alternative hypotheses that they test
in their study. Their hypotheses include:

H1. The transformational leadership training will increase followers’
perceptions of their direct leader’s transformational behaviors when
compared to the control group.

H2. The transformational leadership intervention will positively impact
perceptions of group cohesion when compared to the control group.

H3. The transformational intervention will result in enhanced training
outcomes when compared to the control group. (p. 41)

These are directional alternative hypotheses as they include the direction
(i.e., that the transformational leadership training group will have higher
scores that the control group), therefore, it is a directional positive alternative
hypothesis:

H1: �I > �c
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If so, the results would generalize only to clients similar to those sampled, not
the whole accessible population.

The Inferential Process

Figure 16.1 provides insight into the inferential process using our example.
At the far left of the figure is a box representing the population. From the
accessible population (depressed adolescents from the available community
clinics) we sample or select, preferably randomly, 72 adolescents. This is step
(a) in Figure 16.1. This step is best done by selecting names from a total list of
accessible depressed adolescents in such a way that all available depressed
outpatients have an equal chance of being selected to be in our study (random
selection). However, frequently the sample is one of convenience, not randomly
selected.

In the next step (b), we assign participants to groups. We assign 36 patients
to be in the exercise (intervention) group and 36 patients to be in the non -
exercise (control) group. Again, it is best to use randomization, in this case
random assignment, which implies that each patient has an equal chance to be in
either group. If the participants cannot be randomly assigned, the approach, 
as discussed in Chapter 5, would be a quasi-experiment rather than a
randomized experiment and a pretest would be needed to determine the similarity
of the groups prior to the intervention.

Moving to the right in Figure 16.1, the next step (c) is to conduct the study.
The intervention group (one level of the independent variable) exercises on 
a stationary bicycle for 45 minutes per day, 5 days per week, for 6 weeks. 

FIGURE 16.1 
Schematic Diagram of the Process of Making an Inference about the Difference between Two Groups.

Inferential process  
Process of making an
inference about the
difference between
two groups or the
relationship between
the two variables.



The control group (the other level of the independent variable) continues with
its usual daily activities for the next 6 weeks.

After 6 weeks we ask the participants to complete the Quality of Life
inventory (step d); the QOL scores are the dependent variable. Assume 
that we find the mean of the QOL scores of the intervention group is 73 and
the mean of the QOL scores of the control group is 65. Then the mean of the
intervention group is higher, seeming to support our hypothesis that exercise
increases quality of life for depressed patients. From these results, can we reject
our null hypothesis (that there is no difference between the exercise and no
exercise conditions) and support the alternative hypothesis (that the exercise
condition will increase quality of life)? Before we make this decision, the results
of a second study will be informative.

To illustrate a key issue involved in deciding whether to reject the null
hypothesis, imagine that we did a similar study. In our new study, we use the
same number of participants (also depressed adolescents), the same method
of sample selection, and random assignment to groups. However, in this new
study, neither group is instructed to exercise for 6 weeks. At the end of the 6-
week period we measure the mean quality of life of both groups. Will the
means be identical? It is unlikely that the means will be identical because there
are individual differences among the members of each sample. Because we
are not measuring the whole population, only two samples from the popu -
lation, we would expect the means to be different due to random fluctuation.
That is, even without introducing a treatment and even if the two samples
were equivalent in other characteristics, we would expect the two means to
be somewhat different. Therefore, we need to use inferential statistics to help
make the proper decision about the null hypothesis.

Now back to our original study. After performing the proper statistical
test (a t test for independent samples for this example), we can make one of
two conclusions. On the one hand, we could conclude that the intervention
group mean is significantly greater than the control group mean. In other
words, we could conclude that the intervention group mean represents the
mean of a population of participants with a higher quality of life, and the
control group mean comes from a different population of participants with a
lower quality of life. This conclusion defines a statistically significant differ -
ence and is shown in the upper box of column e in Figure 16.1.

A second conclusion could be that there is no difference between the two
means. This is shown in the box in the lower portion of the right-hand column
(e) of the figure. In other words, the difference between the means was simply
due to random fluctuation. This latter conclusion would imply that the two
groups come from the same underlying population and that this amount of
exercise does not make a difference in quality of life for depressed adolescents
as defined for our study.

Which conclusion do we make? How much of a difference between the
two means is needed before we can conclude that there is a statistically
significant difference? Inferential statistics provide us with an outcome 
(a statistic) that helps us make an informed decision about how much of a
difference is needed. Even after performing inferential statistical proced-
ures on our data, we are still making a decision with some degree of
uncertainty.
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Statistically
significant
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expected by chance.



We stated that there were two possible decisions that could be made based
on our sample data. Either we would reject the null hypothesis and conclude
that the two groups come from two different populations, or we would not reject
the null hypothesis and conclude that the groups come from the same
population. The decision to reject or not reject the null hypothesis is determined
by subjecting our sample data to a particular statistical test. An outcome that is
highly unlikely (i.e., one that results in a low probability value) if the null hypothesis
was true will lead us to reject the null hypothesis. Most social science researchers
and journals establish this probability value as 5 times in 100, or .05. An outcome
that is more likely (probable) will result in a failure to reject the null hypothesis.

Results from a Statistical Test

Now we examine the results from a statistical test applied to the data from
our example. An independent samples t test was selected to test for statistical
significance. (See Chapter 19 for a discussion of the rationale for the selection
of this test in this situation.) The independent samples t test yielded a value
of 2.10 with an associated probability (p) value of .04 for a nondirectional
hypothesis, or .02 for the directional hypothesis that we originally proposed.
Assuming we had established an alpha level (significance level) before the
study of 0.05, our p value is less than the significance level. Therefore, we can
conclude that our result is statistically significant and reject the null hypothesis
of no difference between our intervention and control conditions. Another way
to state this outcome is that the two groups represent two different popula-
tions, one that underwent the intervention and one that did not receive the
intervention.

Type I and Type II Errors

Although inferential statistics inform us of the decision we should make 
(i.e., to reject or not reject the null hypothesis), there is still a possibility that
the decision may be incorrect. This is because our decision is based on the
probability of a given outcome. The statistical value we obtain is associated with
a particular probability. While calculations performed on the example led us
to reject the null hypothesis in favor of an alternative hypothesis, there is a
possibility that we were in error. In other words, the null hypothesis may be
true. Although inferential statistics inform us to either reject or not reject the
null hypothesis based on our sample data, either the decision can be correct
or it can be in error.

Any time we conduct a study based on sample data, four outcomes are
possible. Two of the outcomes are correct decisions and two of the outcomes
are errors.

Correct Decisions

1. We do not reject the null hypothesis when it is true and should not be
rejected. That is, there really is no difference in the population.

2. We reject the null hypothesis when, in fact, it is false. That is, there really
is a difference in the population.
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Errors

1. We reject the null hypothesis when, in fact, it is true. This is called a Type
I error.

2. We do not reject the null hypothesis when it is false. This is called a Type
II error.

We are never sure whether the decision we have made is actually true in the
population (i.e., correct) because we are basing our decision on sample data.
Figure 16.2 is a flow chart that shows the process that leads to the four
outcomes (in shaded boxes) that can result from the decision to reject or not
reject the null hypothesis based on the results of a statistical test of sample
data.

Researcher’s decision based on 
NHST of the sample data

Reject 
the null hypothesis (H0)

Do not reject 
the null hypothesis (H0)

Then there is a 
Type I error

( , alpha)

Then there is a 
correct decision

(1 - )

Then there is a 
Type II error

( , beta)

Then there is a 
correct decision
(1 -  or Power)

If the null hypothesis is 
really true (no difference in 

the population)

If the null hypothesis is 
really false (there is a 

difference in the population)

FIGURE 16.2 
Flow Chart Showing the Four Possible Outcomes (Two Correct and Two Errors) That
Could Result from a Decision to Reject or Not Reject a Null Hypothesis.

Figure 16.3 (adapted from Loftus & Loftus, 1982, p. 225) helps us to
conceptualize the four possible outcomes that we have just discussed. The
figure is based on testing a directional negative hypothesis (i.e., a lower score
on the dependent variable is expected). The curve on the right represents the
population distribution if the null hypothesis is true. The curve on the left is
one possible representation of the population distribution under the alternative
hypothesis if the null hypothesis is false (i.e., if H1 is true). The line drawn
perpendicular to the x axis represents the .05 decision point or significance
level. We establish this level prior to the study. It is customary to decide that
any difference between our two sample means that is large enough to yield a
statistical outcome that could occur less than 5 times in 100 (� = .05), if the
null hypothesis is true should result in a rejection of the null hypothesis.
Sometimes researchers use a significance level of 0.01, which is more

Type I error  
Reject the null
hypothesis when, in
fact, it is true.

Type II error  
Do not reject the null
hypothesis when it is
false.



conservative (more difficult to reject the null hypothesis) than 0.05. This is
especially true if there are several treatments in the study.

The curve on the right represents the population distribution if the null
hypothesis is true. Most of the area under this right-hand curve (95 percent) is
to the right of the .05 decision point or vertical statistical significance level line.
Only a small portion (5 percent) of the area is to the left of the statistical
significance line. We call the portion to the left of the statistical significance
line alpha (�). This also refers to the probability of making a Type I error (see
also Figure 16.2). Therefore, in the present example, since the area under the
curve to the left of the significance level line is 5 percent, the probability of a
Type I error (�) is .05. The remaining portion of the curve (the part of the curve
to the right of the significance line) is the probability of making a correct
decision; this is 1–�. Since we are dealing with the population distribution
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FIGURE 16.3 
Type I and Type II Errors Related to the Null and Alternative Population Distributions.

Source: Adapted from Loftus, G. R., & Loftus, E. F., Essence of statistics, Monterey, CA, Brooks/
Cole,1982, p. 225. With Permission.

RESEARCH IN THE REAL WORLD

In the sample study by Carnes-Holt and Bratton (2014) the authors address
Type I errors. They state “To avoid Type I error that can result from multiple
hypotheses testing, we set the alpha level at the .025 level of significance”
(p. 332). By decreasing the alpha level, the authors are increasing the
remaining part of the curve to .975, which is increasing the probability of
making a decision to not reject the null hypotheses. It is helpful to do this
when multiple tests will be conducted since the more tests that are
conducted increases the probability of making a type 1 error.

Alpha
See Cronbach’s
alpha.

Type I error  
Reject the null
hypothesis when, in
fact, it is true.



associated with the null hypothesis, a correct decision would be to not reject
the null hypothesis, assuming it is true. In our present example, the probability
of making a correct decision to not reject the null hypothesis is .95 (1 – � = 
1 – .05 = .95).

The curve on the left in Figure 16.3 represents the population distribution
related to the alternative hypothesis, if it is true. The area of this curve to the right
of the statistical significance line is called beta (�). It is relatively small but
usually not as small as alpha. Beta depicts an area of the alternative hypothesis
curve associated with type II error. The area depicted for � provides the
probability of making the error of not rejecting the null hypothesis when it is
false or should be rejected. The area of the alternative hypothesis curve that
falls to the left of the significance line is the probability of making a correct
decision. Because it deals with the alternative hypothesis curve, this correct deci-
sion is to reject the null hypothesis when it is false, that is, when it should be
rejected. The probability of making this correct decision is 1–�. Since our goal
in research usually is to reject the null hypothesis in favor of an alternative
hypothesis, the area or probability 1–� is very important. We would like to
increase this area as much as possible. Because of its importance, 1–� is called
power. We discuss power in more detail later in this chapter. Again, Figure
16.2 and Figure 16.3 summarize our discussion of Type I and Type II errors.

Statistical Decision Making

We return now to directional and nondirectional alternative hypotheses.
Remember that earlier in the chapter we stated that there are statistical
consequences associated with the type of alternative hypothesis selected. 
If we hypothesize a directional negative alternative hypothesis, it would be
conceptualized similar to Figure 16.3. The distribution of scores under the
alternative hypothesis is to the left of the distribution of scores under the null
hypothesis. If, as in Figure 16.3, we establish our significance level, �, at .05,
then a statistical outcome to the left of this .05 value would result in a rejection
of the null hypothesis.

A similar conceptualization would result for an alternative hypothesis that
is directional positive, such as our example with exercise and depressed
adolescents. In that example, the alternative hypothesis curve would be to the
right of the null hypothesis curve, and a statistical outcome that is to the right
of the .05 value would result in a rejection of the null hypothesis.

Now, suppose instead that our alternative hypothesis is nondirectional, as
seen in Figure 16.4. We would have two distributions of scores under the
alternative hypothesis.

One distribution would be to the right of the distribution of scores under
the null hypothesis, and the other distribution would be to the left of the
distribution of scores under the null hypothesis. If we keep our significance
level at .05, then it would mean that to reject the null hypothesis in either
direction, the statistical outcome would have to exceed the .025 level rather
than the .05 level. Therefore, it is more difficult to reject the null hypothesis
using a nondirectional hypothesis. However, a critical mistake is less likely.
In other words, if a directional alternative hypothesis is selected, and the 
result was a significant difference in the opposite direction, a conclusion of
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failure to reject the null hypothesis or no significant difference must be made.
It should be noted that, because we are using both ends, or tails, of the distribu-
tion under the null hypothesis when stating a nondirectional hypothesis, 
a test of this hypothesis is referred to as a two-tailed test. When using a
directional hypothesis, the test is called a one-tailed test.

A final key point on the philosophy of hypothesis testing is that when the
null hypothesis is not rejected, it is never actually accepted. The correct conclusion
is that the null hypothesis is not rejected. Though one may question the
difference between the terms accept and not reject, the problem with the former
is that there could be many reasons why our study did not result in rejection
of the null hypothesis. Perhaps another more powerful or better designed study
might result in a rejection of the null hypothesis. When we fail to reject the
null hypothesis, we are just saying that we don’t have enough evidence to
conclude that the two samples are from the same population. This is not the
same thing as concluding that the two samples are definitely from the same
population.

Understanding and Assessing Statistical Power

We now return to the concept of statistical power mentioned earlier. Power
from a statistical point of view is defined as the probability of rejecting a false
null hypothesis. Power implies a correct decision, so it should be maximized.
In other words, if we set our alpha level at the conventional .05 or the less
conventional .01, what is the probability of rejecting the null hypothesis
assuming it is false?

We return to Figure 16.3, which shows two normal curves representing
both the population distribution if the null hypothesis is true (H0) and the
population distribution if the alternative hypothesis (H1) is true (the null

0.25

H0H1

Do not reject H0Reject H0

H1

Reject H0

0.25

FIGURE 16.4 
Alternative Nondirectional Hypotheses.

Two-tailed test 
When the critical
region for a statistical
test is divided into
two sections or
“tails”.

One-tailed test 
When the critical
region for a statistical
test is in one tail of
the probability
distribution.



hypothesis is false). We are interested in the area of the distribution of the
alternative hypothesis that is not shaded—that is, the probability of rejecting a
false null hypothesis, or power (1–�). What most researchers really want to
know is will they have enough power in their study to allow for a fair test of
the null hypothesis. Ideally, power should be a value of .80.1

We can determine how much power (1–�) is present using power charts,
or a computer program, if we know the size of the sample, the significance
level (�) and an estimate of the effect size of the relationship. For example,
suppose a study is proposed to determine the effect of reform teaching on
mathematics achievement in college students. A faculty member has
volunteered to teach two different sections of linear algebra. She will teach
one section in a reform manner and the other section in the traditional manner.
The class size of the reform section is 24, and the class size of the traditional
section is 28. She sets her alpha level prior to the study at .05 for a non -
directional hypothesis. Now she knows her sample size and alpha level. What
is the estimated effect size? The effect size is the strength of the relationship
between the independent and dependent variables. We discuss effect size more
in Chapter 17 and discuss how it is computed in Chapter 20. However, for
current purposes, typically the investigator specifies an effect size as small,
medium, or large. For example, a small effect size would be around 0.20
standard deviations difference between the intervention and control means,
a medium effect size would be around 0.50 standard deviations between the
intervention and control means, and a large effect size would be about 
0.80 standard deviations between the intervention and control means. How
does the researcher know what effect size to estimate? The best estimate
would be from previous studies in this area. If previous studies investigating
the relationship between reform teaching and achievement demonstrated
medium effect sizes, then an estimate of effect size for her study might be 0.50.
Now that the researcher knows sample size, estimated effect size, and
significance level for her study, she can use Table 16.1 to determine her power
(from Cohen, 1988).

Notice that this particular power table (Table 16.1) is for an independent
samples t test with an a of .05 two tailed (nondirectional hypothesis). Above
the left-hand column in the table is the letter n, which stands for the number
of participants in each group. As we go down column n, we see that the sample
size increases from 10 to 100. Since our two groups are not equal in size, we
take the average of the two, which is 26. We use that as an estimate of our
sample size in each group. Across the top of the table is the letter d (effect
size), which has a separate column for each effect size from .1 to 1.2. We locate
the effect size column of .50, the estimate of our predicted effect size. Then,
we find where the effect size column of .50 intersects the sample size row of
26. The number at this point is our power. In our example, the power would
be .42. This is less than an ideal level of power, so the researcher would like
to have more power in her study.

Another way to assess power is with a free program, G*Power, which is
available for download on the internet (Faul, Erdfelder, Lang, & Buchner, 2007).
This program can assess power in multiple ways, including independent and
dependent t tests, Wilcoxon signed-rank test, chi-square, ANOVA, ANCOVA,
MANOVA, correlation, multiple regression, z tests, and others. The program
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can compute power in multiple ways including: (1) compute power given 
the sample size, effect size, and alpha; (2) compute sample size given effect
size, alpha, and power; (3) compute the required alpha given effect size,
sample size, and power; (4) assess needed effect size given alpha, power, 
and sample size.

How Can We Increase Power?

To increase power in our research situation, we need to decide which things
we can control and which we cannot control. Control in this situation is
relative. We present several ways to increase power, from what is usually least
appropriate to most appropriate and controllable.

One possible way to increase power is to change alpha (�). In Figure 16.3
one can visualize that if � was set at a lower significance level, power would
be decreased (i.e., if � were set at .01, the cutoff point would be moved to the
left). On the other hand, if � was set at a higher level (e.g., .10), then power
would be increased. However, as we increase �, we also increase the probability
of a type I error. More importantly, we really should not set � at a level higher
than .05. The reason for this is mostly convention. Few research journals and,

RESEARCH IN THE REAL WORLD

Carnes-Holt and Bratton (2014) used the free power
analysis program, G*Power, to assess a priori the sample
sizes needed. The authors assumed they would need a
medium effect size (f = .25), an alpha of .025, and power
of .80. The G*Power program looked like Figure 16.5.

From Figure 16.5, you can see that the authors
selected the Test family of F tests, the Statistical test of
ANOVA: Repeated Measures, within factors, the Type
of Power Analysis as A priori: Compute required sample
size—given �, power, and effect size, and then included
the effect size, alpha level, and power. Once clicking 
on Calculate, the Total sample size given is 42.

The authors clearly present a discussion of their a
priori power analysis using G*Power. A priori power
analysis using G*Power software determined that a
minimum sample of 42 participants would be necessary
to find a statistical difference between groups over time
(pretest to posttest). G*Power calculation was based on an alpha level of .025, minimum power
established at .80, and a moderate treatment effect size (f = .25) based on Cohen’s (1988)
guidelines. (p. 330)

The researchers included more than the required 42 participants in their study; in fact, they
included 61 participants. This helped to ensure that they would find a statistically significant
difference, if, in fact, one existed between the experimental and the control group.

FIGURE 16.5
The G*Power Program.
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TABLE 16.1 

Power for a Two-Tailed t Test at Alpha=.05

D

n .10 .20 .30 .40 .50 .60 .70 .80 1.00 1.20

10 06 07 10 13 18 24 31 39 56 71

11 06 07 10 14 20 26 34 43 61 76

12 06 08 11 15 21 28 37 46 65 80

13 06 08 11 16 23 31 40 50 69 83

14 06 08 12 17 25 33 43 53 72 86

15 06 08 12 18 26 35 45 56 75 88

16 06 08 13 19 28 37 48 59 78 90

17 06 09 13 20 29 39 51 62 80 92

18 06 09 14 21 31 41 53 64 83 94

19 06 09 15 22 32 43 55 67 85 95

20 06 09 15 23 33 45 58 69 87 96

21 06 10 16 24 35 47 60 71 88 97

22 06 10 16 25 36 49 62 73 90 97

23 06 10 17 26 38 51 64 75 91 98

24 06 10 17 27 39 53 66 77 92 98

25 06 11 18 28 41 55 68 79 93 99

26 06 11 19 29 42 56 69 80 94 99

27 06 11 19 30 43 58 71 82 95 99

28 07 11 20 31 45 59 73 83 96 99

29 07 12 20 32 46 61 74 85 96 99

30 07 12 21 33 47 63 76 86 97 *

31 07 12 21 34 49 64 77 87 97

32 07 12 22 35 50 65 78 88 98

33 07 13 22 36 51 67 80 89 98

34 07 13 23 37 53 68 81 90 98

35 07 13 23 38 54 70 82 91 98

36 07 13 24 39 55 71 83 92 99

37 07 14 25 39 56 72 84 92 99

38 07 14 25 40 57 73 85 93 99

39 07 14 26 41 58 74 86 94 99

40 07 14 26 42 60 75 87 94 99

50 08 17 32 50 70 84 93 98 *

60 08 19 37 58 77 90 97 99

80 10 24 47 71 88 96 99 *

100 11 29 56 80 94 99 *

* Power values in the column below this point are greater than .995.
Source: Adapted from Cohen, J., Statistical Power Analysis for the Behavioral Sciences, Hillsdale,
NJ, Lawrence Erlbaum Associates, 1988. With permission.



hence, our colleagues will accept a research publication with � established
higher than .05, except, perhaps, in a clearly exploratory small sample study.

A second method to increase power involves formulation of hypotheses.
When we use a t test, we have the option of formulating a directional or
nondirectional hypothesis. Choice of a directional hypothesis will increase
power because the alpha level is increasing from, for example, .025 to .05. Had
we proposed a directional hypothesis in our teaching example, our power
would have increased from .42 to about .55. Similarly, when one has more
than two groups in a single-factor design, the option of using planned
comparisons as opposed to a single-factor analysis of variance is another way
to increase power through the use of hypothesis formulation (see Keppel, 2004).

A third general method to increase power is to decrease variability or error
variance. Though there are many methods to decrease variability, we suggest
two here. One method to decrease variability is to make sure that the groups
in the study are homogeneous. A second strategy to decrease variability is to
make sure that the dependent measure has a high level of reliability. Whenever
possible, a measurement instrument should be selected that has been
standardized and shown evidence of good reliability. Measures that have low
evidence of reliability increase within-group variability.

Finally, sample size is the element over which we usually have the most
control in increasing power. Note that an increase in total sample size (N)
usually reduces variability. Returning to Table 16.1, our power table, we can
see that an increase in participants will increase power. If we increase our
sample size to 40 participants in each group, our power would be .60. If we
have 80 in each group, power would be .88. It is important to remember all
of the methods to increase power because there are many situations, such as
program evaluations, where there are limits on obtaining participants. Also,
there may be diminishing returns after a certain sample size is achieved.

Problems with Null Hypothesis Significance Testing

We have just discussed the process of null hypothesis significance testing,
which has been an integral part of all inferential statistics (e.g., t test, correlation,
chi-square) in the biological, behavioral, and social sciences for much of the
past century. For years, researchers have questioned the use of NHST, but the
intensity of objection has increased (e.g., Finch, Thomason, & Cumming, 2002).
Although literally hundreds of articles address the topic across multiple
disciplines, two excellent texts about this issue are worth considering (Harlow,
Mulaik, & Steiger, 1997; Kline, 2013). The major criticisms of NHST appear to
be both philosophical and a misinterpretation of statistical significance.

Philosophy of Science Criticism

One criticism of NHST is that it does not promote good scientific knowledge
and understanding because scientific knowledge is not based on the results
from a single study. Instead, replication of findings is the hallmark of science.
When we engage in NHST, we end by making a dichotomous decision: reject
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or do not reject the null hypothesis. Often, when the null hypothesis is not
rejected, the study does not get published due to a bias against publishing
statistically nonsignificant findings. Or worse, the study gets published, but
continued research on the problem is dropped because it appears that the
intervention does not work. In discussing the decision to reject the null
hypothesis or not, Schmidt and Hunter (1997) say:

But in fact no such dichotomous decision need be made in any individual
study. Indeed, it is futile to do so, because no single individual study
contains sufficient information to support a final conclusion about the truth
or value of a hypothesis. Only by combining findings across multiple
studies using meta-analysis can dependable scientific conclusion be
reached . . . From the point of view of the goal of optimally advancing the
cumulation of scientific knowledge, it is best for individual researchers to
present point estimates and confidence intervals and refrain from
attempting to draw final conclusions about research hypotheses. These
will emerge from later meta-analyses. (p.52)

Confusion about the Meaning of Statistical Significance

The second general criticism, misunderstanding of what statistically significant
results tell us, can be seen as follows. From our earlier example with depressed
adolescents, a test of statistical significance, such as a t test, was performed to
determine whether the two groups, exercise and nonexercise, were statistically
different from each other. The results of that statistical test are provided in the
form of a probability value or p value. Conventionally, if the p value was less
than .05 (5 times in 100), the two groups were considered to be statistically
significantly different from each other. What, however, does the p value really
tell us? What most of us think it tells us is the probability of a true null
hypothesis. Thus, we think a p value of less than .05 tells us that less than 5
times in 100 the null hypothesis is true. Unfortunately, this is not the case as
Cohen (1994) points out:

What’s wrong with NHST? Well, among many other things, it does not
tell us what we want to know, and we so much want to know what we
want to know that, out of desperation, we nevertheless believe that it 
does! What we want to know is “Given these data what is the probability
that the H0 (null hypothesis) is true?” But . . . what it tells us is “Given
that H0 is true, what is the probability of these (or more extreme) data?”
These are not the same, as has been pointed out many times over the years.
(p. 997)

This inverse probability fallacy shows us the confusion with the p value.
What we would like the p value to tell us is the conditional probability
p (H/D). In other words, what is the probability that the null hypothesis (H)
is true, given our data (D)? The data from our example would be the difference
between the means of the exercise and nonexercise groups. However, what p
actually tells us is the conditional probability p (D/H). In other words, what is
the probability of the data (the difference between means of the two groups),
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given the null hypothesis is true? Therefore, when a p value is provided after
a statistical test, it tells us only the probability of the data (the present difference
between means or a larger difference) assuming a true null hypothesis and
nothing more. While some might argue that since the probability of the data
are highly unlikely, assuming a true null hypothesis, the null hypothesis
cannot be true. However, one never knows the probability of the null
hypothesis being true.

To show that these two conditional probabilities are not the same, consider
a more practical example from the field of rehabilitation. First, consider the
conditional probability that one might have a spinal cord injury due to an
automobile crash. Given one has a spinal cord injury, the probability that it
was due to a car crash is relatively high. Over 50 percent of all spinal cord injuries
are due to car crashes. However, the inverse of that situation—the likelihood
that, given one is in a car crash, the probability that the crash will result in a
spinal cord injury—is quite low. There are hundreds of different outcomes
from car crashes, of which spinal cord injury is a relatively rare occurrence.

Further Complications of NHST

In addition to the inverse probability fallacy, there are several other com -
plications from using NHST. Kline (2004) lists 13 fallacies associated with the
use of NHST. Schmidt and Hunter (1997) list eight objections to NHST.
Nickerson (2000) lists 11 misconceptions associated with NHST. We discuss
the most common of these objections, which we call complications of using
NHST.

The first complication is the observation that the null hypothesis is rarely 
true; there is almost always some difference between the means of the two
populations of interest. It then becomes merely a matter of having enough
participants in the study to demonstrate this difference statistically. This is espe -
cially problematic with the comparative and associative research approaches
when making comparisons within nonexperimental settings. Since there is no
possibility of random assignment to groups or conditions, the probability of a
true null hypothesis is small.

The second complication involves the statement of the null hypothesis as
a nondirectional hypothesis and follows from the first complication. If there are
enough participants, it becomes especially easy to find a statistically significant
difference since the difference between the intervention and control conditions
could either be positive or negative.

The third complication of NHST involves statistical significance as a
dichotomous decision. Using an artificial “cut point” of .05 (or .01) to determine
statistical significance implies that outcomes are dichotomous, significant, or
not significant rather than continuous. Certainly a finding with a p value of
.06 should add almost as much supporting evidence for a hypothesis as finding
p values of .05 or .04.2

The fourth complication (strength of relationship) of NHST is the confusion
that the smaller the p value (e.g., .01 versus .05), the stronger the relationship
in the study. This is not the case because the larger the sample, the smaller
the p value. However, if the sample size is constant, as it often is in a given
study, the smaller the p, the larger the effect size. As stated earlier, the p value
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only demonstrates the probability of the outcome, given a true null hypothesis.
To know the strength of the relationship in a study, one must compute the
effect size as discussed in the next chapter.

The fifth complication is the confusion between statistical significance and
substantive or clinical importance. A statistically significant result doesn’t
demonstrate the importance of the difference between groups because it
doesn’t tell us the strength of the relationship or anything about other key
factors contributing to substantive importance such as cost or side effects. A
statistically significant finding only indicates that it is unlikely that there is no
difference between the groups.

Improvements to NHST

Null hypothesis significance testing could be strengthened by addressing
some of the criticisms stated already. For those who advocate the use of
NHST, the null hypothesis of no difference (the nil null hypothesis) should be
replaced by a null hypothesis specifying some nonzero value based on previous
research (Cohen, 1994). Thus, there would be less chance that a trivial difference
between groups would result in a rejection of the null hypothesis. If a null
hypothesis of no difference is used, the alternative hypothesis should be
directional because at least the outcome would have to be in the hypothesized
direction (i.e., greater than or less than). This would help to minimize a trivial
outcome often associated with a large sample size. If the alternative hypothesis
is nondirectional, then any difference, regardless of direction, could be
statistically significant.

Therefore, for NHST to be made more acceptable, the following are
necessary. First, the researcher must propose one or a limited number of
specific hypotheses. In the detailed example in this chapter, we put forward
a hypothesis that introduction of an exercise program would result in an
increase in quality of life among depressed adolescents. Second, a large,
accessible population should exist from which the researcher will have the
option to draw a random sample large enough to have adequate power (i.e.,
the probability of declaring a result “statistically significant” when the null
hypothesis is false). Third, the researcher must have a measure (dependent
variable) that has strong psychometric properties, such as sufficient evidence
of measurement reliability and validity. Perhaps more importantly, the
measure must have some degree of clinical or practical validity. This means
that the researcher should know how much of a difference between MI and
MC would produce a clinically significant change in the quality of life of the
participants. It is also desirable to test the non-nil null hypothesis that the
difference between MI and MC is equal to or greater than this clinically
significant amount.

Therefore, prior to collecting any data, the researcher should have a
specific hypothesis, a representative accessible population, an adequately
sized sample, and a clinically valid measure. In addition, the researcher must
have a sound methodological approach for carrying out the study. This
includes appropriate choices of how many participants will be sampled, how
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they will be sampled, how they will be assigned to groups, how the data will
be analyzed, and an established level of statistical significance, alpha, usually
set at .05. However, these steps are hard to achieve, as discussed in the next
chapter.

Summary

In this chapter we discussed the null hypothesis significance testing approach
to reporting the outcomes of statistical tests. Attention was given to setting
up the null and alternative hypotheses, to the different types of alternative
hypotheses (directional and nondirectional), and to the inferential process
associated with NHST. An example was provided to help illustrate the
inferential process. Type I and Type II errors were explained with accom -
panying figures. Statistical power is the probability of making a correct decision
so, ideally, it should be .80 or better. A chart was provided to illustrate that
power depends on the sample size, effect size, and alpha. Several methods for
increasing power were described. Finally, criticisms of NHST were described,
and possible improvements to NHST were offered.

Key Concepts

Alternative hypotheses
Inferential process
Inverse probability fallacy
Non-nil null hypothesis
Null hypothesis significance testing (NHST)
Power
Statistical significance

Key Distinctions

Directional versus nondirectional alternative hypotheses
Type I versus Type II errors

Interpretation Questions

1. What is important about choosing a direction or non-directional
hypothesis?

2. What is the difference between a null hypotheses and an alternative
hypothesis?

3. Can the null hypothesis be accepted?
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Application Problems

For problems 1–4, provide nondirectional and directional alternative
hypotheses.

1. There is no difference between reform teaching methods and traditional
teaching methods in students’ mathematics achievement data.

2. There is no difference between supported employment and sheltered
work in successful community participation.

3. There is no difference between exercise and no exercise in cardiovascular
health.

4. There is no difference between students who perform well and students
who do not perform well on teacher evaluations.

For problems 5–8, describe in words the type I error, the type II error, and the
two correct decisions.

5. A study is performed to determine if reform teaching methods are better
than traditional teaching methods.

6. A study is performed to determine whether people in supported
employment participate more in the community than people in sheltered
workshops.

7. A study is performed to determine whether those who exercise have lower
resting heart rates than those who do not exercise.

8. A study is performed to determine whether students with high grades
give better teacher evaluations than students with low grades.

9. What are two general problems with null hypothesis significance testing?
How can these problems be alleviated?

10. For each of the five example studies in Chapter 1, answer the following:

a. What would be a null hypothesis?
b. What would be a possible alternative hypothesis?

11. A school psychologist is interested in testing a new intervention for
bullying behaviors in elementary school boys.

a. What would be her null hypotheses?
b. What would be an alternative directional hypothesis?
c. What would be an alternative nondirectional hypothesis?
d. How might she reduce Type I error?
e. What could she do to reduce Type II error?
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For questions 12, 13, and 14 use Table 16.1.

12. A researcher feels that certain modifications to her treatment will result
in added benefits to patients. A study is set up to compare the modified
treatment (intervention group) to the original treatment (control group).
Previous research using the original treatment has demonstrated effect
sizes of about .70. The researcher is willing to accept power of .60. How
many participants will she need in each group?

13. A colleague has just performed a study. A t test had failed to demonstrate
a significant difference between his treatment and control groups. The
effect size was .4. He had 15 participants in each group. How much power
did he have in this study? What was the probability of a type II error?

14. A graduate student is planning her study. She has the cooperation of
enough undergraduates to form two groups of 30 students in each group.
She would like to have power of .70. To obtain a statistically significant
outcome, how large of an effect size will she need?

15. One method of gaining power is to reduce error variance. How is this
accomplished without increasing sample size?

16. You have been asked to evaluate a program that advocates joint protection
techniques for persons with arthritis. The program is relatively small, and
you have only 18 participants in each group. What reasonable steps should
you take to maximize power without increasing sample size?

Notes

1. Keppel (1991) suggests that most methodologists in the behavioral sciences appear
to agree on this level of power, assuming that type I errors are more serious than
type II.

2. The adoption of an alpha of .05 dates back to the early 1900s, when agricultural
scientists wanted to set a low level for the Type I error so that they could be quite
sure that their recommendations would lead to improvements.
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17
Making Inferences from Sample 
Data II: The Evidence-Based 
Approach

The evidence-based approach to reporting the outcomes of statistical tests is
about the reliability of findings. The key to this approach is the accumulation
of evidence through multiple studies investigating the same or similar
hypotheses. Sophisticated statistical methods that might be applied to a single
study are not necessary. Underlying the evidence-based approach is the knowledge
that a single study is not sufficient to use as evidence to substantiate a hypothesis or
theory. In the social or applied sciences and in the discipline of education, there
is a tendency to try new interventions based on minimal evidence such as that
derived from a single study. However, if we examine the discipline of clinical
medicine, we would be horrified if the medication we were taking or the
surgical technique applied were based on a single study. Instead, we assume
that the judgments made by medical practitioners are based on multiple, well-
designed studies that demonstrate reliable interventions.

Problems with Considering Only a Single Study

In the previous chapter we discussed some of the problems involved with null
hypothesis significance testing (NHST). All of these problems, such as the
limitations of the p value, the concept of rejecting a null hypothesis that could
already be false, and the confusions around statistical significance apply to
the single study. Added to these problems is the failure to obtain a random
sample from the target population and a large enough sample to provide
adequate statistical power. Often single studies are not well designed and, at
best, are based on quasi-experimental approaches. Unfortunately, even when
single studies are well designed (random assignment of participants to groups),
they are most often performed with convenience samples. In addition,
measurement error in a single study is always a possibility, even when relia -
bility and validity evidence for the instrument appear adequate. All of these
problems can lead to either Type I or Type II errors.

In the rest of this chapter, we discuss three methods underlying the
evidence-based approach to the interpretation of research results. These
methods use (1) confidence intervals; (2) effect sizes; and (3) meta-analysis.



Confidence Intervals

A primary problem with NHST involves the interpretation of a statistically
significant difference in the form of an all-or-none decision. Findings from a
single study are interpreted as significant or not significant rather than the
acknowledgment that statistical significance implies a probability of uncer -
tainty. In addition, when we dichotomize statistical significance in this way,
we become removed from the actual data of our study. One important
procedure of the evidence-based approach is the creation of confidence
intervals.

The concept of confidence intervals is difficult to understand even for
experienced researchers, leading to it being reported infrequently in the
research literature, especially in the behavioral sciences. In the following
paragraphs we attempt to clear up many of the misconceptions associated with
confidence intervals.

We start by examining the terms point estimate and intervals with an
example common to most of us: How hot do you think it will be tomorrow? One
could watch the weather news for tomorrow’s forecast. Suppose the forecaster
predicts a high temperature of 84 degrees. This exact number is a point
estimate. It uses a specific number to estimate the temperature. While this
number might be a good estimate, so might the numbers 83 degrees or 85
degrees. If you were asked on a scale of 1 to 100 how sure you were that the
high temperature would be exactly 84 degrees, you would probably respond
with a relatively low number, perhaps below 50. Now, what if the question
was rephrased to ask you how sure you were of obtaining a high temperature
between 80 degrees and 88 degrees? This is an interval of 8 degrees. Your rating
of “sureness” would probably increase substantially, perhaps as high as 90
out of 100. What if the interval were increased to between 70 degrees and 
95 degrees? Your “sureness” rating might be as high as 99 out of 100 that the
high temperature for tomorrow will be within that interval. From the example
we want to emphasize the following: first, as we went from a single data point
or point estimate to a relatively small interval estimate and then to a larger
interval estimate, our “sureness” of what the actual value might be increased.
Second, as we went from a point estimate to a larger range of values and larger
intervals, the preciseness of information decreased. In other words, as the interval
becomes larger, there is less useful information.

Now, let’s return to the example from the previous chapter (Chapter 16)
that examined an exercise intervention to increase quality of life in depressed
adolescents. From Figure 16.1 we see that the average difference in scores on
the Quality of Life Inventory between the two groups, Exercise Group and
Control Group, is eight points (73–65). This value of eight points is a point
estimate, similar to what we discussed in the previous paragraph. Remember
that the point estimate in this situation has been determined from two samples
of participants. It is an estimate because we do not know the actual difference
on the Quality of Life Inventory between a population of depressed adolescents
who exercise and those who do not exercise. Thus, we use the difference
between the sample means as the point estimate in this example.
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Now, instead of performing an independent samples t test to determine
whether the two groups are statistically significantly different as we did in
the previous chapter, the evidence-based approach calls for the construction
of an interval around the point estimate, called a confidence interval. The
confidence interval is a range of the dependent variable scores that should
contain the true population difference between means. To construct this confidence
interval (see Chapter 20 for a more detailed example on the computation of a
t test, confidence interval, and effect size from the same data) we use the same
information that was used to perform the independent samples t test, the
difference between the means, the number of participants, and the standard
deviations from each sample. However, rather than establishing a significance
level (�) of .05, we typically establish the confidence interval at 95 percent. We
could establish a confidence interval at 99 percent or 90 percent but a 95 percent
confidence interval is the most commonly used. Using the example from
Chapter 16, one might compute a 95 percent confidence interval. Let’s say it
is between .42 and 15.28.

Interpreting the Confidence Interval

Now the fun begins. As we stated earlier, there are many misconceptions about
what a single confidence interval tells us. From the example in Chapter 16, our
95 percent confidence interval is between .42 and 15.58. Is our true population
difference between means within this interval? We do not know for certain.
If we constructed an infinite number of studies using the same exercise and
non exercise conditions, the same measure, and the same sample size and
computed a 95 percent confidence interval for each study, exactly 95 percent
of the intervals would contain the true population difference between means,
and 5 percent would not contain this value. Be careful here. First, this does not
mean there is a .95 probability that the true population difference between
means is within our interval. Second, if we could create an infinite number of
confidence intervals, 95 percent would contain the true population difference
between means, but all the intervals of these confidence intervals would not
be the same. They would not all be between .42 and 15.28.

So, one might ask why we construct confidence intervals instead of
performing a statistical test? Confidence intervals are part of a long-range
approach to performing research. Remember, the evidence-based approach
discourages making decisions based on a single study. Instead, it encourages
replication of studies as its basis. While constructing a confidence interval for
a single study only provides the point estimate and the 95 percent interval,
the size of the interval tells the researcher how much of the estimate might be
due to sampling error. Figure 17.1 shows a hypothetical example of confidence
intervals derived from ten different studies that used the same independent
and dependent variable as in our exercise and quality-of-life example. Also
included in the figure are the values of the independent samples t test for each
study and whether the null hypothesis would be rejected (nondirectional, 
p < .05).

The confidence intervals for the ten studies range from a little less than 0
to 20.8. The average of the difference between means of the exercise and
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nonexercise conditions for the ten studies is 7.4, providing an estimate of the
population mean difference. However, of the ten hypothetical studies, five
were not statistically significant. If only the five studies that demonstrated
statistical significance were published, the average difference between means
would be larger (8.2), yielding an overestimation of the true population value.

A Last Word on Confidence Intervals

It has been difficult for researchers to move away from reporting statistical
significance from a single study. This is especially true when the information
from a confidence interval seems so nonspecific. However, one can always
make a decision about statistical significance from a confidence interval by
observing whether zero is within the interval. If zero is contained in the
interval, then the confidence interval indicates that the outcome is not
statistically significant. In our example of exercise versus no exercise, zero is
not in the confidence interval; therefore, we could conclude that the two
groups were statistically significantly different at p < .05. We also would like
to be able to say more about the confidence interval from an individual study.
According to Kline (2004), “There is a kind of compromise language for
describing traditional confidence intervals that ‘splits the difference’ between
frequentist and subjectivist views of probability” (p. 30). Using Kline’s
terminology, we would say from our example that the unique interval .42 to
15.28 estimates the population mean difference with 95 percent confidence.
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FIGURE 17.1 
Hypothetical Replications of Ten Studies with Exercise and Depressed Adolescents.

Source: Data are from Kline, R. B., Beyond Significance Testing, Washington, DC, American
Psychological Association, 2004, p. 74.
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Effect Sizes

While confidence intervals always should be reported, regardless of whether
one subscribes to the evidence-based approach or the hypothesis testing
approach, they have limitations. We have already discussed problems of inter -
pretation of confidence intervals. Perhaps a more important problem with
confidence intervals for the evidence-based approach is that the dependent
variable must be the same from study to study to compare the different
intervals. Unfortunately, exact replications are not rewarded in academic
institutions because, in part, there is a perceived lack of creativity in exact
replication of someone else’s work. Therefore, replications of previous work
are likely to involve some alteration of the independent variable, the dependent
variable, or both. A follow-up on our previous exercise study example might
include a different type or amount of exercise or a different measure of quality
of life. If a different measure of quality of life were employed with a different
scale, then comparing a confidence interval from the previous study with 
this modified study would have little meaning. It should be noted that when
clinical studies use a slightly different intervention but a standard dependent
variable such as blood pressure, then confidence intervals from these studies
are comparable. To solve this problem of using a different scale to measure
the same construct, researchers have added a second strategy to the evidence-
based approach: effect size.

A statistically significant outcome does not provide information about the
strength or size of the outcome. Therefore, it is important to know, in addition
to information on statistical significance, the size of the effect. Effect size is
defined as the strength of the relationship between the independent variable
and the dependent variable or the magnitude of the difference between levels

RESEARCH IN THE REAL WORLD

Wanat et al. (2014) investigated urban Latinos and the association between
their obesity and health-related quality of life. The researchers conducted
t tests to assess for possible statistically significant differences between obese
and non-obese participants, and reported the difference between the means
and the confidence intervals for the means. For example, the researchers
found “there was a significantly lower physical functioning score among
obese than non-obese participants when including the entire cohort
(difference of –2.2, 95% CI –4.0, –.4)” (p. 17). We know by the “95%” that
the authors used a 95 percent confidence interval. We also know that the
difference was statistically significant because the confidence interval 
did not include zero. When looking at the difference between obese and
non-obese participants and their mental functioning scores, the confidence
interval is –4.2, .9. This range includes zero, therefore we know this
difference was not statistically significant.

Effect size  
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with respect to the
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of the independent variable with respect to the dependent variable. Statisticians
have proposed effect size measures that fall mainly into three types or families:
the r family, the d family, and measures of risk potency (see Grissom & Kim,
2011; Kraemer et al., 2003).

Standardized Versus Unstandardized Effect Size

When we discuss effect size in this text, we are referring to standardized effect
sizes—that is, effect sizes that can be computed regardless of the specific
measurement scale used in the study. For example, in our study investigating
the effect of exercise with depressed adolescents (Chapter 16), the effect size
could be expressed as an unstandardized effect size or a standardized effect
size. The unstandardized effect size is just the difference between the means
of the intervention and control group, which was 8. This unstandardized effect
size does not have a lot of meaning by itself, unless we could compare it with
studies that used a similar measurement scale (e.g., the Quality of Life
Inventory). Thus, unstandardized effect sizes are sometimes found in medical
interventions, where the dependent variable is change in blood pressure or
level of low-density lipoprotein (LDL) cholesterol, which are common to many
studies. However, in the social sciences it is quite common for different studies
measuring a similar construct to use different measurement scales. To have a
similar metric for comparison among these studies, effect sizes are standard -
ized. In our present example, we compute a standardized effect size by
dividing the difference between the intervention and control group means by
the pooled standard deviation of the two groups. Then, the standardized effect
size of our study can be compared to similarly computed effect sizes from other
studies with different measurement scales.

Type of Effect Size

The r Family of Effect Size Measures

One method of expressing effect sizes is in terms of strength of association.
The most well-known variant of this approach is the Pearson correlation
coefficient, r. Using the Pearson r, effect sizes always have an absolute value
less than or equal to 1.0, varying between –1.0 and +1.0 with 0 representing
no effect and +1 or –1 representing the maximum effect. This family of effect
sizes includes many other associational statistics such as rho (rs), phi (�), eta
(�), and the multiple correlation (R). See Chapters 21 and 22 for discussion of
these statistics and effect size measures. For a more detailed description of all
effect size indices we recommend Grissom and Kim (2011).

The d Family of Effect Size Measures

The d family focuses on the magnitude of the difference that two levels of the
independent variable have on the dependent variable rather than on the
strength of association. One way that the effect size (d) is computed is by sub -
tracting the mean of the comparison group from the mean of the intervention 
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regardless of the
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A nonparametric
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(i.e., have two levels).



group and dividing by the pooled standard deviation of both groups. There
are other formulas for d family effect sizes, but they all express effect size in
standard deviation units. Thus, a d of .5 means that the groups differ by one
half of a standard deviation. Using d, effect sizes can vary from 0 to infinity,
but d is usually less than 1. The statistics that use d effect sizes are discussed
principally in Chapter 20.

Measures of Risk Potency

These measures are based on data with both dichotomous independent and
dependent variables. There are many such effect size measures, usually
expressed as ratios or percentages, including odds ratios, relative risk, and risk
difference. Typically, the use of these effect size measures comes from a 2 × 2
contingency table and the chi-square test, discussed in Chapter 21, or from
logistic regression analysis, mentioned briefly in Chapter 22.

To summarize, the r effect size is most commonly used when the inde -
pendent and dependent variables are continuous. The d effect size is used when
the independent variable is dichotomous and the dependent variable is
continuous. Finally, risk potency effect sizes are used when the independent
and dependent variables are dichotomous (binary). However, as demonstrated
in Table 17.1, most effect sizes can be converted from one family to another.

Issues About Effect Size Measures

Unfortunately, there is little agreement about which effect size to use (e.g., see
Rosenthal, 2001). Although d is the most commonly discussed effect size
measure for experimental studies in the behavioral sciences and education,
odds ratios and other risk potency effect sizes are most common in medical
research. The r family effect sizes, including r and R (multiple correlation), are
common in survey research using associational research questions.
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TABLE 17.1 

Interpretation of the Strength of a Relationship (Effect Sizes)

General interpretation of the The d The r familyb Risk
strength of a relationship familya potency

d r and � R RD (%)

Much larger than typical 	 1.00c 	 .70 .70+ 	 52

Large or larger than typical .80 .50 .51 43

Medium or typical .50 .30 .36 28

Small or smaller than typical .20 .10 .14 11

Notes: a d values can vary from 0.0 to infinity, but d greater than one is uncommon. b r family
values can vary from 0.0 to +1.0 or –1.0, but except for reliability (i.e., same concept measured
twice), r is rarely above .70. In fact, some of these statistics (e.g., phi) have a restricted range in
certain cases; that is, the maximum phi is less then 1.0. c We interpret the numbers in this table
as a range of values. For example, d greater than .90 (or less than -.90) would be described as
“much larger than typical;” d between, say, .70 and .90 would be called “larger than typical;” and
d between, say, .60 and .70 would be “typical to larger than typical.” We interpret the other
numbers in these columns similarly.



Also, there is disagreement among researchers about whether it is best to
express effect size as the unsquared or squared r family statistic (e.g., r or r2).
The squared versions have been used historically because they indicate the
percentage of variance in the dependent variable that can be predicted or
explained from the independent variables. However, Cohen (1988) and others
argued that these usually small percentages provide an underestimated
impression of the strength or importance of the effect. We, like Cohen, prefer
to use the unsquared statistics as our r family indexes, but both are common
in the literature.

Although statisticians have recommended for many years that researchers
report effect sizes, relatively few researchers did so before 1999 when the
American Psychological Association (APA) Task Force on Statistical Inference
stated that effect sizes always should be reported for primary results (Wilkinson
& the Task Force on Statistical Inference, 1999). The fifth edition of the Publi -
cation Manual of the American Psychological Association (American Psychological
Association, 2001) essentially adopted this recommendation of the task force,
so currently most authors of articles in behavioral science journals discuss the
size of the effect as well as whether the result was statistically significant. Effect
sizes should be reported because, with large samples, one can have a very
weak relationship (a small effect size), but it nevertheless can be statistically
significant.

Later in this chapter, we show that knowing the effect size, or at least the
information necessary to compute it, is important for meta-analysis, which
combines all of the appropriate studies. Meta-analysis includes both the
statistically significant studies and those not significant to compute an effect
size across studies.

Interpreting Effect Sizes

In our example in Chapter 16 with depressed adolescents and quality of life,
we found that there was a statistically significant difference between the
exercise intervention group and the nonexercise control group. Furthermore,
we found that the confidence interval did not contain zero, another method
of determining statistical significance. However, statistical significance does
not tell us about the strength of the relationship between exercise and the
measure of quality of life. Therefore, we should compute an effect size to
estimate the strength of this relationship. For our example, we would choose
the d effect size because the independent variable was dichotomous and the
dependent variable was continuous. It turns out that the d value for our
example is approximately .5. What does this mean? How should it be
interpreted?

Cohen (1988) suggested values for large, medium, and small size effects.
Note that these guidelines are based on the effect sizes usually found in studies
in the behavioral sciences and education. Thus, they do not have absolute
meaning; large, medium, and small are only relative to typical findings in 
these areas. For that reason, we think it would be good practice to use “larger
than typical” instead of large, “typical” instead of medium, and “smaller than
typical” instead of small. Cohen’s guidelines will not apply to all subfields in
the behavioral sciences, and they definitely will not apply to fields, designs,
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or contexts where the usually expected effects are either larger or smaller. 
It is advisable for authors to examine the research literature to see whether
there is information about typical effect sizes on the topic and reconsider what
are said to be small, large, and typical values. Table 17.1 provides guidelines
for interpreting the size of the “effect” for five common effect size measures:
d, r, 
, R, and risk difference.

Cohen (1988) provided research examples of what he labeled small,
medium, and large effects to support his suggested d and r family values. Most
researchers would not consider a correlation (r) of .5 to be very strong because
only 25 percent of the variance in the dependent variable is predicted.
However, Cohen argued that a d of .8 and an r of .5 (which he showed to be
mathematically similar) are “grossly perceptible and therefore large differ -
ences, as (for example is the) mean difference in height between 13- and 18-
year-old girls” (p. 27). Cohen stated that a small effect may be difficult to detect,
perhaps because it is in a less well-controlled area of research. Cohen’s medium
size effect is “visible to the naked eye. That is, in the course of normal
experiences, one would become aware of an average difference in IQ between
clerical and semi-skilled workers” (p. 26).

Therefore, finding a d effect size of .5 in our example appears to indicate
a medium or typical effect size. However, we must not interpret this effect
size out of context. As a researcher, knowledge about this content area prior
to conducting our study is a requirement. Hopefully, from previous research,
effect sizes have been reported either for a single study or, even more useful,
in meta-analyses. Having this information allows one to describe the effect
size in context. It is possible that a large research base exists that suggests that
a d effect size of .5 is quite large relative to previous findings in this area. Thus,
to interpret d of .5 as typical in this context would be misleading.

RESEARCH IN THE REAL WORLD

Carnes-Holt and Bratton (2014) investigated adopted children with
attachment disruptions and the usefulness of child–parent relationship
therapy. After conducting repeated measures ANOVAs, the authors report
the results of the analysis and the effect sizes (more about this analysis is
included in Chapter 20).

There are many different available effect sizes and each statistic has an
appropriate effect size to report. For repeated measures ANOVA the
appropriate effect size is eta (�). Carnes-Holt and Bratton (2014) state,
“Results of analysis of the dependent variable, Total Problems, revealed a
statistically significant interaction effect of Time (pretest vs. posttest) ×
Group (experimental vs. control), Wilk’s � = .87, F(1, 59) = 9.04, p < .004,
�2 = .13” (p. 333). Whether to report � or �2 has been an issue of debate.
Regardless, we can take the square root of the �2 to get �, which would 
be .36. This value is considered a medium to larger than typical effect size
according to Cohen (1988).
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Effect Size and Practical Significance

Because effect size indicates the strength of the relationship, it provides some
relevant information about practical significance. Although some researchers
(e.g., Thompson, 2002) consider effect size measures to be an index of practical
significance, we think that effect size measures are not direct indexes of the
importance of a finding. As implied earlier, what constitutes a large or import -
ant effect depends on the specific area studied, the context, and the methods.
Furthermore, practical significance always involves a judgment by the
researcher or the consumers (e.g., clinicians, clients, teachers, or school boards)
of research that takes into account such factors as cost and political con -
siderations. For example, the effect size of taking some medication (e.g., a
statin) might be relatively small for heart attacks, but the practical importance
could be high because preventing heart attacks is a life-or-death matter, the
costs of statins are relatively low, and side effects are relatively uncommon.
On the other hand, a therapeutic or curriculum change could have a large effect
size but not be practical because of high costs or extensive opposition to its
implementation.

Computation of Effect Sizes

There are two important points to remember about deriving effect sizes for
individual studies. First, effect size indices can be computed from significance
tests when the means and standard deviations of the measures have not been
provided in the study. For example, if a study compared a treatment group
with a control group and reported the results of a t test but did not report

RESEARCH IN THE REAL WORLD

Economos (2014) researched business and education students and their
perceptions of teaching and learning. There were five dependent variables
of interest, pedagogical content knowledge, individual consideration,
student–professor engagement in learning, intellectual stimulation, and
deep learning. For each of the dependent variables, the author reports the
N for each group, the range of the possible scores, the means, standard
deviations, the t value, and the p value. Unfortunately, the author does not
report effect sizes. Yet, with the information provided, we can compute the
effect size (see Chapter 20) or we can use the t value to compute the effect
size. For t tests, the appropriate effect size to report is d. Therefore, for the
statistically significant difference between the business and education
students on student–professor engagement in learning, the business students
had a mean of 20.48 and a standard deviation of 3.21. The education
students had a mean of 21.54 and a standard deviation of 2.87. The t value
was –1.99 and the degrees of freedom were 130. With this information, we
can compute d, which was .35 and is considered small to medium according
to Cohen (1988).

Practical
significance  
See Practical
relevance.



means and standard deviations, a d value could be computed from t. Second,
effect size indices can be converted from one effect size to another. For example,
if the researchers chose to use the effect size d as their effect size index for the
meta-analysis, but a few studies to be included express effect size as r, then r
can be converted to d.

Not only does the effect size indicate the strength of the relationship
between the independent variable and the dependent variable, but it also allows
investigators to combine effect sizes from different studies even if different dependent
variables were used. This is a decided advantage over confidence intervals when
combing evidence such as that used in meta-analysis, which we discuss next.

Meta-Analysis

Meta-analysis is a research synthesis of a set of studies that uses a quantitative
measure, effect size, to indicate the strength of relationship between the
treatment or other independent variables and the dependent variables. For
the health-care professions, the internationally known Cochrane Collaboration
publishes systematic reviews of the effects of health-care interventions (see
Antes & Oxman, 2001). Not all research syntheses are meta-analyses. Often,
the purpose of a research synthesis is to provide a description of a subject
area, illustrating the studies that have been undertaken. In other cases, the
studies are too varied in nature to provide a meaningful effect size index. The
focus of this section, however, is on research syntheses that result in a meta-
analysis.

One advantage of performing a meta-analysis includes the computation
of a summary statistic for a large number of studies. This summary statistic
provides an overall estimate of the strength of relationship between
independent and dependent variables. Previously, research syntheses were
divided into those studies that supported a particular hypothesis and those
that did not support this hypothesis, making it difficult to form a conclusion.
A second advantage of meta-analysis is that it provides evidence of the
reliability of a research finding. Researchers have more confidence in the
findings of multiple studies than in the results of a single study. A third
advantage is that it takes into account studies that failed to find statistical
significance and may not have been published perhaps because of a lack of
statistical power (commonly from using a reduced sample size). A fourth
advantage of meta-analysis is increased external validity. Many studies that
are strong in internal validity (design characteristics) do not use a repre -
sentative sample of subjects. This limits the generalization of results. However,
including many studies increases the variation of the sample and strengthens
external validity.

Although there are many advantages to meta-analysis, there also has been
considerable criticism. The most frequent criticism of meta-analysis is that it may
combine “apples and oranges.” Synthesizing studies that might differ on both
independent and dependent variables brings into question the usefulness of the
end product. Furthermore, many studies have similar independent and
dependent variables but differ in the strength of design. Should these studies
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Meta-analysis  
A research synthesis
of a set of studies that
uses a quantitative
measure, effect size,
to indicate the
strength of
relationship between
the treatment or other
independent variable
and the dependent
variable(s).

Research synthesis  
Combining research
to present a
description of the
subject area.



be combined? Another criticism concerns small sample size. Introducing a large
proportion of studies with inadequate statistical power into a meta-analysis could
introduce bias into the overall effect size. Kraemer, Gardner, Brooks, and
Yesavage (1998) demonstrated that the effect sizes generated from under -
powered studies were likely to be poor estimates of the population effect sizes.
Last, and perhaps most importantly, even though the statistics used in meta-
analysis are quite sophisticated, the end product will never be better than the
individual studies that make up the meta-analysis. We recognize that our
discussion of meta-analysis is brief and recommend the text by Lipsey and
Wilson (2000) as an introduction to meta-analysis. We recommend the edited
text by Cooper, Hedges, and Valentine (2009) for the more sophisticated reader.

Criteria for Review

Although much of the focus of meta-analysis is on statistical procedures,
perhaps the most important part of a meta-analysis is the planning of inclusion
and exclusion criteria for selecting a study into the meta-analysis. These
inclusion and exclusion criteria are often related to internal validity and
external validity. Most researchers feel that meta-analyses composed of
randomized control trials (RCT) represent the gold standard for clinical
research. A randomized control trial is distinguished by random assignment
of participants to treatment and comparison groups, creating an unbiased
selection factor. However, there are some researchers who acknowledge the
strengths of an RCT and its emphasis on internal validity but remind us of
the importance of strong external validity. This is summarized in the following
statement by Egger, Smith, and Schneider (2001):

The patients that are enrolled in randomized trials often differ from the
average patient seen in clinical practice. Women, the elderly, and minority
ethnic groups are often excluded from randomized trials. Similarly, the
university hospitals typically participating in clinical trials differ from
settings where most patients are treated. In the absence of randomized
trial evidence from these settings and patient groups, the results from
observational database analyses may appear more relevant and more
readily applicable to clinical practice. (p. 213)

Statistical Computations for Individual Studies

Number of Effect Sizes

Each study in the meta-analysis should yield at least one effect size. It is not
uncommon, however, to observe studies that compare a treatment group with
a control group on many measures. An effect size could be computed for each
measure of the study. However, when studies have more than one measure,
the measures are usually related or correlated, and computing more than one
effect size yields redundant information and gives too much weight to that
particular study. Therefore, the researcher should select one representative
measure from the study or use a statistical method to determine a repre -
sentative measure. A common statistical method is to compute a weighted
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mean of the related measures of the study. However, there are more sophisti -
cated methods for computing a representative effect size when there are
correlated measures that make use of the strength of the correlations.

If the researcher is convinced that some of the measures in the study are
representative of different constructs (i.e., independent of each other) more
than one effect size may be computed from that study.

Weights

For the most part, each study included in the meta-analysis is based on a
different sample size. Studies with larger sample sizes are likely to be better
estimates of the population than studies with small sample sizes. Therefore,
to take sample size into consideration when the effect sizes are averaged, a
weight is computed for each effect size. Effect sizes also can be weighted by
other important indices, such as quality of the study.

Computation of Combined Effect Size for Studies and Related 
Statistics

When all studies that meet the criteria for inclusion in the meta-analysis have
been coded and effect size data entered, a combined effect size can be computed.
Frequently there is an effect size computed for each construct. In addition to
a mean effect size index computed for each construct, a confidence interval,
usually 95 percent, also is obtained. Also, analyses are performed to test for
statistical significance and to test for homogeneity as discussed next.

A common method of testing for statistical significance of the mean effect size
is called the Stouffer method and is based on adding z values. This procedure,
computation of a z value, is done for each effect size in the meta-analysis. An
overall z value is obtained, yielding a corresponding p value. If the p value is
less than .05, a statistically significant outcome is assumed. A significant
outcome indicates that the effect size is significantly different from zero.

The second statistical analysis common to meta-analysis is the test for
homogeneity of the effect size distribution. Is the mean effect size of a
particular construct representative of the population effect size? How much
variability should be expected around the mean effect size? The assumption
is made that if the distribution is homogeneous, then the variability around
the effect size is no greater than would be expected from sampling error (Lipsey
& Wilson, 2000). However, if the variability around the mean effect size is large
(effect size distribution is heterogeneous), then it appears that each effect size
is not estimating a common population mean. To test for a homogeneous
distribution, a common test used is the Q test. If Q is statistically significant,
the null hypothesis of homogeneity is rejected and the researcher assumes a
heterogeneous distribution.

Follow-Up Procedures

When a test for homogeneity of effect size distribution is statistically significant,
the researcher can take a number of steps to explain the heterogeneity (Lipsey
& Wilson, 2000).
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Test for
homogeneity of the
effect size 
Test to see if the
effect sizes from the
sample are the same
as from the
population.



Assume a Random Effects Model

Before undertaking the task of computing a meta-analysis, it is important to
consider what generalizations will be made from the resulting effect size
estimate. There are two models from which to choose, one with fixed effects
and one with random effects. In a fixed effects model, the researcher is
attempting to generalize only to studies that are the same as those included
in the meta-analysis. The effect size generated from each study would be an
estimate of the population effect size except for random error due to sampling
variability. In other words, if each study had an infinite sample size, all of the
studies would yield identical effect sizes. In the random effects model, there
is random error due to subject-level sampling (similar to the fixed effects
model) and also random error due to study-level sampling (problems in
sampling of studies into the meta-analysis). Study-level sampling variability
could be due to differences in how therapeutic procedures were carried out
or due to different settings of the study. The random effects model does 
not propose a single underlying effect size identical in all studies; instead, the
effect sizes are presumed to be randomly distributed with the average as repre -
sentative of these studies. When the test for homogeneity of effect size
distribution is significant, one possibility is that the data fit a random effects
model.

Identify Systematic Variability

The most common follow-up procedure when a test for homogeneity of effect
size distribution is statistically significant is to attempt to identify the variability
that is contributing to the heterogeneity. Most often, the researcher has in mind,
prior to the meta-analysis, certain hypotheses about which variables might
contribute to variability in the mean effect size. These variables (e.g., strength
of research design, sample subgroups, gender) are usually referred to as
moderator variables. In some cases, heterogeneity may be assumed, but intro -
duction of moderator variables fails to be related to the mean effect size.

Meta-analysis is a valuable tool for both the researcher and the clinician.
Summarizing the results of many studies as an effect size index provides
important strength of relationship information. Caution always should be used
concerning the types of studies that went into the meta-analysis; especially,
one should be aware of design issues.

Summary

The evidence-based approach emphasizes the accumulation of evidence
through multiple studies investigating the same or similar hypotheses.
Problems with interpretation of results based on single studies were pointed
out. Three methods used with the evidence-based approach are confidence
intervals, effect size, and meta-analysis. Confidence intervals provide a good
estimate of the amount of sampling error and are most useful in the
accumulation of evidence when similar studies use the same dependent
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variable. Effect size provides an index of the strength of the relationship
between the independent and dependent variables, and it is particularly
important for meta-analysis where the dependent variables of the studies
under consideration are usually different. Confidence intervals and effect size
should be presented in a single study even if one subscribes to the hypothesis
testing approach. Meta-analysis uses a quantitative measure, the overall effect
size, to indicate the strength of relationship between an independent variable
and dependent variable derived from a number of individual studies
investigating similar purposes.

Key Concepts

Confidence intervals
Effect size
Fixed effects models
Homogeneity
Meta-analysis
Point estimate
Research synthesis
Random effects models

Key Distinctions

Effect size measures: d versus r versus risk potency
Fixed effects models versus random effects models
Meta-analysis versus research synthesis
Point estimate versus confidence interval
Practical significance versus statistical significance
95 percent confidence interval versus .05 statistical significance

Interpretation Questions

1. What is a confidence interval?

2. Why should effect sizes be reported?

3. What are the advantages of conducting a meta-analysis?
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Application Problems

1. Compare and contrast the evidence-based approach with the null
hypothesis statistical testing discussed in Chapter 16.

2. Explain the difference between point estimates and confidence intervals, and
give an original example to illustrate this difference.

3. When would you use each of the following?

a. r effect size
b. d effect size
c. risk potency effect size

4. Discuss the advantages and disadvantages of a meta-analysis.

5. Discuss the advantages and disadvantages of research synthesis.

6. What are fixed effects? Give an original example.

7. A group of social researchers is interested in the way local newspapers
address crime and people of color, both victims and perpetrators. (For
example, do they report in articles more crimes involving people of color
as perpetrators? Do they indicate race when the perpetrator or victim is
non-White?) There are ten researchers involved in the study, each living
in a different state. Over a 3-month period (1 week each month) each
researcher will review three local newspapers in his or her state (one from
a large urban area, one from a mid-size market, and one serving
predominantly rural areas).

a. Is this a meta-analysis or a research synthesis? Explain your answer.
b. What would be the best method for measuring effect size? Support

your decision.
c. Which would be more important here: practical significance or

statistical significance? Explain your response.

8. It is often stated that research studies in the social sciences are
underpowered. How can meta-analysis improve the situation?
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18
General Design Classifications for
Selection of Difference Statistical
Methods

In Chapter 5 we discussed specific experimental research designs, such as the
posttest-only randomized experimental design and the nonequivalent
pretest–posttest control group quasi-experimental design. These specific
research designs help us visualize the operations of a study, especially with
respect to internal validity. In the present chapter, we look at general design
classifications, which are especially important for determining the proper statistical
approach to be used in data analysis. In Chapter 19, we divide the selection of
statistics used for data analysis into two general categories: answering difference
questions and answering associational questions. Knowledge of general design
classification is a prerequisite for selection of appropriate statistics to answer
difference questions. Within the randomized experimental, quasi-experi -
mental, and comparative approaches, all designs must fit into one of three
categories (between groups, within subjects, or mixed) that we call general
design classifications.

General Design Classifications

Between-Groups Designs

Between-groups designs are defined as designs where each participant in the
research is in one and only one condition or group. For example, in a study
investigating the effects of teaching style on student satisfaction, there may be
three groups (or conditions or levels) of the independent variable, teaching
style. These conditions could be traditional, inquiry based, and a combination
of the two. In a between-groups design, each participant receives only one of
the three conditions or levels. If the investigator found through a power
analysis that 20 participants were needed in each group, then 60 participants
would be needed to carry out the research. All 60 participants would be
measured only once on student satisfaction, the dependent variable.

Between groups
design  
Study design where
each participant in
the research is in one
and only one
condition or group.
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Within-Subjects or Repeated-Measures Designs

The second type of general design classification, within-subjects designs, is
conceptually the opposite of between-groups designs. In these designs, each
participant in the research receives or experiences all of the conditions or levels of
the independent variable to complete the study. Using the previous example
of the investigation of the effects of the independent variable, teaching style,
on the dependent variable, student satisfaction, there still would be three
conditions or levels to the independent variable, teaching style. These condi -
tions again are traditional teaching style, inquiry-based teaching style, and a
combination of the two. In a within-subjects design, each participant would
experience and be measured for student satisfaction on all three conditions or
levels of the independent variable. If the researcher found through a power
analysis that 20 participants were necessary for each condi tion, only 20
participants would be needed to carry out the research, because each partici-
pant undergoes all three conditions of the independent variable in the research.
Because each participant is assessed more than once (i.e., for each condition),
these designs are also referred to as repeated-measures designs.

Within-subjects designs have appeal due to the smaller number of par -
ticipants needed and to the reduction in error variance because each participant
is his or her own control. However, within-subjects designs often may be less
appropriate than between-groups designs because of the possibility of
carryover effects. If the purpose of the study is to investigate conditions that
may result in a long-term or permanent change, such as learning, it is not
possible for a participant to be in one condition and then to “unlearn” that
condition to be in the same previous state to start the next condition. Within-
subjects designs may be appropriate if the effects of order of presentation are
negligible, for example, when participants are asked to evaluate several topics.

RESEARCH IN THE REAL WORLD

Economos (2014) studied the differences in graduate student perceptions
of “professor pedagogical content knowledge, individualized consideration,
Student-Professor Engagement in Learning, professor intellectual stimulation,
and student deep learning” (p. 5). In this study, the independent variable
was type of student, with two levels (i.e., students from the business school
or students from education school). Each participant was either a student
from the business school or a student from the education school, but could
not be in both. Therefore, this variable was considered nominal (but could
also be considered dichotomous). Finally, each participant was measured
only once on their perceptions of teaching and learning on five different
continuous variables.

When there is a nominal independent variable with two levels where
each participant is in one and only one condition or group and a continuous,
approximately normally distributed dependent variable, the design is
considered to be a between-groups design.

Within subjects
experimental design  
Study design in which
each participant in
the research receives
or experiences all of
the conditions or
levels of the
independent variable
in order to complete
the study; also called
repeated measures
designs.

Carryover effect  
Effect on the
dependent variable
which comes from an
earlier intervention
phase (i.e., carry over
from one intervention
phase to another).
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Order effects can be controlled by presenting the conditions to participants in
different orders (e.g., in random orders or counterbalanced so that, for example,
half receive condition A first and half receive condition B first). Also, whenever
a study has a pretest and a posttest we have repeated measures and a within-
subject design.

Mixed Designs

The previous two classifications have only one independent variable. A mixed
design has at least one between-groups independent variable and at least one within-
subjects independent variable; thus, it has a minimum of two independent
variables.1 A between-groups independent variable is any independent vari -
able that sets up between-groups conditions. A within-subjects independent
variable is any independent variable that sets up within-subjects conditions.
Let’s return to our example of investigating the effect of the independent
variable, teaching style, on the dependent variable, student satisfaction. If
teaching style is a within-subjects independent variable, as in the second
previous example, we would additionally need a second independent variable
that is a between-groups independent variable to complete the criteria for a
mixed design. The second independent variable for this example could be the
type of student in the class. Student type would be a between-groups inde -
pendent variable, with two levels, traditional and nontraditional. There fore,
this example satisfies the criteria for a mixed design: two independent
variables, with one a within-subjects variable (teaching style) and the other
independent variable a between-groups variable (student type).

RESEARCH IN THE REAL WORLD

In the study by Carnes-Holt and Bratton (2014) the authors investigated
child–parent relationship therapy with adopted children. In this study, the
authors explored two main research questions, “Was there a mean reduction
in children’s behavior problems over time for the experimental group
compared with the wait-list control group?” (p. 330) and “Was there a mean
increase in observed parental empathy over time for the experimental group
compared with the wait-list control group?” (p. 330). The 61 participants were
randomly placed into either the experimental group, where the participants
were involved in a 10-week counseling group, or the control group.

In both of these research questions there are two important aspects to
consider. First, the term “over time” is used. This indicates a within subjects
design since it indicates scores over time. The second important aspect of
the questions is the phrase “experimental group compared with the wait-
list control group” as this indicates a comparison between two groups that
would be investigated with a between-groups design. Because there are both
within-group and between-group designs presented in the research ques -
tions, the overall design for this study is a mixed design.

Mixed design  
Study which has at
least one between
groups independent
variable and at least
one within subjects
independent variable.



More Design Considerations

Number of Independent Variables

A mixed design must have a minimum of two independent variables: a
between-groups independent variable and a within-subjects independent
variable. Both between-groups designs and within-subjects designs also may
have more than one independent variable (usually no more than three),
although the minimum requirement for each of these designs is only one
independent variable. If the researcher decides to use more than one inde -
pendent variable in either a between-groups design or a within-subjects design,
these additional independent variables also must be between-groups inde -
pendent variables (in a between-groups design) and within-subjects independ -
ent variables (in a within-subjects design). Otherwise, the design would be
called a mixed design.

Type of Independent Variable

Previously, all independent variables were described as active (i.e., the
independent variable is manipulated or given to one group but not to a second
group) or attribute (the investigator is interested in a quality that is a
characteristic of one group of people that is not characteristic of a second group
of people). In a between-groups design, the independent variable may be either
an active or an attribute variable. Thus, between-groups designs can be found
within the randomized experimental, quasi-experimental, or comparative
approach. Examples of between-groups designs where the independent
variable is active include interventions such as new teaching methods, new
types of therapy, and workshops. Gender, giftedness, and type of disability
are examples of attribute independent variables used in between-groups
designs.

On the other hand, in a within-subjects design, the independent variable 
is usually active, and the participants are given both the intervention 
and comparison treatment or condition. Thus, the approach is usually
randomized experimental (if the order of the conditions is randomized) or
quasi-experimental. The reason within-subjects designs do not usually have
an attribute independent variable is clearer if we consider an example of the
relationship between learning disability, an attribute independent variable, and
reading speed. A student cannot be both learning disabled and not learning
disabled at the same time. Likewise, a person cannot be both female and male,
so it is not possible in these comparative approach examples to use a within-
subjects design. However, in some situations, there can be a within-subjects
design using an attribute independent variable.

Three Within-Subjects Designs with an Attribute Independent 
Variable

These designs all use the comparative approach. The first situation occurs when
participants’ responses from several parts of a particular instrument, such as
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a test or questionnaire, are compared. For example, suppose an instrument
provided separate scores for motor and mental skills. If the investigator is
interested in comparing participants’ motor scores with their mental scores,
the design becomes a within-subjects design with two levels. The independent
variable is type of skill, an attribute with two levels. A similar example of a
within-subjects design with an attribute independent variable can be seen in
a questionnaire study where the participants are asked to rate several aspects
of their attitudes about something. Then these aspects are compared. For
example, workers’ perceptions on seven-point Likert scales of the importance
of a salary increase versus extra vacation days could be compared.

A second case in which the independent variable in a within-subjects
design is not active involves matching participants. Matching refers to a
situation in which participants are combined into pairs (or triads) to make each
member of the pair as much alike as possible on some measure relevant to the
dependent variable.

Although we do not usually recommend matching of participants as a common
research strategy, there are certain circumstances where the investigator may
wish to match pairs of participants. These situations usually take place when
the sample size is relatively small and heterogeneous with respect to the
dependent variable. For example, a researcher might use matching to study
quality-of-life issues for persons with developmental disabilities. Specifically,
the researcher’s interest is in determining whether people who work in
supported employment have higher quality of life than people in sheltered
work. However, previous research has indicated that there is a relationship
between intelligence and quality of life (the dependent variable for the study).
Therefore, to eliminate the confounding effect of intelligence, the researcher
uses a matching strategy. The intelligence level is determined for all of the
participants who are in supported employment and for all of the participants
in sheltered work. Matches (pairs of participants) are formed, one from sup -
ported employment and one from sheltered work, based on their intelligence
level. The participant with the highest intelligence level from supported
employment would form the first pair with the participant with the highest
intelligence level from sheltered work. The participant with the next high-
est intelligence level from supported employment would be paired with the
participant with the next highest intelligence level from sheltered work. This
matching process would continue until, for example, 20 participants have
formed ten pairs of participants. Now the researcher has two groups, one with
participants from supported employment and one with participants from
sheltered work that are matched on intelligence. All participants can be given
a quality-of-life inventory to determine whether there are differences between
those in supported employment and those in sheltered work.

The important consideration for research designs using matching is that
they change into the category of within-subjects designs.2 Although participants
are in one, and only one, group as demonstrated in the quality-of-life study
just described, the design is not a between-groups design because the groups
are not independent. The investigator matched the participants before
analyzing the data. To understand matching conceptually, remember the
definition of a within-subjects design: Each participant undergoes all conditions
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Matching  
Process used to make
groups equivalent
based on some
characteristic(s); the
characteristic(s) that
is(are) matched must
be related to the
dependent variable.



of the study. In the matching design, we are trying to make each pair of
participants as though they were the same participant by matching on a
criterion relevant to the dependent variable. For the first pair of participants,
one participant is in the supported employment condition, and the other
participant is in the sheltered work condition. However, from a statistical
standpoint, it is as though the same participant was in both supported employ -
ment and sheltered work conditions. The lack of statistical independence
would be obvious if the pairs of participants were twins or related, as discussed
in the next section.

A third within-subjects design situation in which the independent variable
is not active is when the members of the groups to be compared are related
in some important way. The design is said to be a related-samples or paired-
samples design. Obviously, identical twins should be treated statistically as 
if they were the same person, so one would use a within-subjects analysis.
Perhaps less obvious, the same would be true for couples, parent and child,
and teacher and student. These examples would be treated statistically as
within-subjects designs. The reason that this classification as a within-subjects
design is important is that different types of inferential statistics are appropriate
for between-groups and within-subjects designs, as we see in Chapter 19.

Change over Time (or Trials) as an Independent Variable

In within-subjects designs there can be a third type (neither active nor attribute)
of independent variable, change over time or trials. This third type of inde -
pendent variable is extremely important in randomized experimental and
quasi-experimental designs because pretest and posttest are two levels of this
type of independent variable. Longitudinal studies, in which the same partici -
pants are assessed at several time periods/ages, are another important case
where change over time is the independent variable.

Consider the following study using a pretest–posttest control group design
as described in Chapter 5. Participants are randomly assigned (R) to one of
two groups: an intervention group (E), which receives a new curriculum; and
a control group (C), which receives the old curriculum. Participants are
measured prior to the intervention (O1) and after the intervention (O2), perhaps
at the end of the semester. The design can be viewed as follows:

R E: O1 X O2

R C: O1 ~X O2

It is a mixed design because there are two independent variables: a
between-groups independent variable and a within-subjects independent
variable. The independent variable, type of curriculum, is a between-groups
independent variable because each participant experiences only one of the two
curriculums. The other independent variable in this study, change over time,
is a within-subjects independent variable because participants within each
group were measured more than once in the study. This independent variable
is referred to as change over time because the second measurement period
took place at a later time than the first measurement period. Change over time
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is considered a third type rather than an active independent variable because
change over time cannot be actively manipulated; the posttest always comes
after the pretest.

Diagramming Designs

Between-groups, within-subjects, and mixed designs can be diagrammed to
help visualize what is happening in the research. In addition, the method of
diagramming that we recommend (based on Winer, 1962) depicts how the data
are entered into the computer for statistical analyses.

Between-Groups Designs

These designs always have the data for a single subject or group placed
horizontally into a row on the page and in the computer spreadsheet. Suppose
that we have a between-groups design with two independent variables,
teaching style and gender. Each independent variable has two levels (teaching
style, traditional or inquiry based; and gender, male or female). Notice that
we have simplified the diagram somewhat by including the names of the levels
but not the variable name. Therefore, a diagram of the design would be as
follows, assuming 40 participants were assigned to the four groups:

The four groups are as follows: (1) Traditional Female; (2) Traditional Male;
(3) Inquiry-Based Female; and (4) Inquiry-Based Male. In this example, each
participant in each group is observed or measured (O) once on the dependent
variable, perhaps some measure of achievement. Why don’t we put the
diagram into blocks as follows?

Gender

Female Male

Traditional (n = 10) (n = 10)
Teaching Style

Inquiry based (n = 10) (n = 10)

One reason we don’t use the block diagram method illustrated here is that it
works well only as long as there are no more than two independent variables.
When there are more than two independent variables, the third independent
variable would have to be visualized on a third dimension. More importantly,
the block diagram also does not represent the way the data would be entered

Traditional

Inquiry based

Female (Group 1, n= 10)

Male  (Group 2, n= 10)

Female (Group 3, n= 10)

Male  (Group 4, n= 10)

O

O

O

O



into the computer for proper analysis. The following diagram partially
illustrates the way the previous data would be set up for entering into the
computer. (Only the first and last participants in each group of ten are shown.)
Notice the similarity to the previous recommended diagram:

Participant Teaching Gender Achievement
no. style

1 1 1 53
10 1 1 75
11 1 2 67
20 1 2 77
21 2 1 82
30 2 1 75
31 2 2 86
40 2 2 92

A third between-groups independent variable also can be diagrammed.
Using our recommended format, let’s add the independent variable age, with
two levels, young and old. Since eight groups are needed to complete the
design, we would need 80 participants to have ten in each group. The diagram
is as follows:
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Female 

Traditional

Male

Female 

Inquiry based

Male

O

O

O

O

O

O

O

O

Young (n = 10)

Old (n = 10)

Young (n = 10)

Young (n = 10)

Young (n = 10)

Old (n = 10)

Old (n = 10)

Old (n = 10)

Within-Subjects Designs

In contrast to between-groups designs, within-subjects designs always are
diagrammed using columns, and the data are entered into the computer that
way for analysis. Suppose that we have a study that uses a within-subjects
design. There are two independent variables, both within-subjects independent
variables. The first independent variable is change over time, with two levels,
pretest and posttest. The second independent variable is our teaching style
independent variable, with two levels, traditional and inquiry based. However,
because we have decided to make both independent variables be within-



subjects independent variables, each participant must undergo all conditions
of the experiment.

Note that the dependent variable (O) scores are what are entered in each
column. The design is diagrammed as follows:

Pretest Posttest Pretest Posttest
Inquiry based Inquiry based Traditional Traditional
(Condition 1) (Condition 2) (Condition 3) (Condition 4)

(n = 10) O O O O

In the design of this study, only ten participants are needed to complete the
study. However, each participant must undergo all four conditions.3 As dis -
cussed earlier, this design is susceptible to carryover effects; the second
teaching style may be affected by the first. Therefore, for half the participants,
the researcher would probably present the traditional style first and then the
inquiry style.

Mixed Designs

This type of design is diagrammed by combining both the between-groups
design and the within-subjects design. A common example of a mixed design
would be a research study to evaluate the effects of a new curriculum. The
between-groups independent variable would be the curriculum, with two
levels, new curriculum and old curriculum. The within-subjects independent
variable would be time, with two levels, before the evaluation and after the
evaluation. Because the diagram is relatively simple, we have included 
the variable name as well as the levels:

Type of Pretest Posttest
curriculum

(Group 1, n = 10) 1 O O
(Group 2, n =10) 2 O O

Notice that each participant is in only one group, but all participants in each
group are measured before the intervention and after the intervention.

Describing the Various Types of Design

Within the methods section of a research paper often there is a subsection
designated Design or Design/Analysis. The purpose of this section is to identify
the independent variables, dependent variables, and design in randomized
experimental, quasi-experimental, and comparative studies. Because most
journals will not allow for the space to diagram the design, the appropriate
procedure is to describe the design in words and numbers. Designs are usually
described in terms of (1) the general type of design (between groups, within
subjects, or mixed); (2) the number of independent variables; and (3) the
number of levels within each independent variable.
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Single-Factor Designs

In either a between-groups design or a within-subjects design, if the design
has only one independent variable it should be described as a single-factor
design. (Factor is another name for independent variable.) For example, a
between-groups design with one independent variable and four levels would
be described as a single-factor design with four levels. If the same design was
a within-subjects design with four levels, then it would be described as a single-
factor repeated-measures design with four levels. Note that “between groups”
is not stated directly in the first example, but it is implied because there is no
mention in that example of repeated measures.

Between-Groups Factorial Designs

When there is more than one independent variable, then the levels of each
independent variable become important in the description of the design. For
example, suppose a design has three between-groups independent variables,
and the first independent variable has two levels, the second independent
variable has three levels, and the third independent variable has two levels.
The design is written as a 2 × 3 × 2 factorial design. (Factorial means two or
more independent variables.) Again, between-groups is not explicitly men -
tioned but is implied because there is no mention of repeated measures, as in
a within-subjects design description. Since the design is a between-groups
design, the number of groups needed to carry out the study is 2 multiplied
by 3 multiplied by 2, or 12 groups.

Within-Subjects Factorial Designs

On the other hand, if the design is a within-subjects design with two
independent variables, each with two levels, then it is described as a 2 × 2
within-subjects design or, more commonly, a 2 × 2 factorial design with
repeated measures on both factors.

Mixed Designs

Such a design might have two between-groups independent variables with
three and four levels, respectively, and have one within-subjects independent
variable with two levels. It would be described as a 3 × 4 × 2 factorial design
with repeated measures on the third factor.

Remember, when describing a design, that each independent variable is
given one number, the number of levels for that variable. Thus, a design
description with three numbers (e.g., 2 × 4 × 3) has three independent variables
or factors, which have two, four, and three levels, respectively. A single factor
design is specifically classified or described in words, as previously, and not
with numerals and ×s. Note that the dependent variable is not part of the design
description, so it is not considered in this section. Table 18.1 provides examples
of how to describe the between, within, and mixed designs for studies with
one, two, and three independent variables.
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Design Classifications of Specific Research Designs

Specific research designs are important for assessing internal validity; however,
they do not help to determine selection of the proper statistical analysis. Any
specific research designs also can be described using the general design
classifications discussed in the previous section and Table 18.1. We provide
three examples of how specific research designs fit into general design
classifications: (1) the Solomon four-group design; (2) the pretest–posttest
nonequivalent control group design; and (3) a within-subjects randomized
experimental design.

Solomon Four-Group Design

Of particular interest is how this design, described in Chapter 5, fits into our
general design classification of between-groups, within-subjects, or mixed
designs. A first guess is that it seems to be a mixed design because at least

RESEARCH IN THE REAL WORLD

Carnes-Holt and Bratton (2014) utilized a mixed design with two
independent variables: group with two levels (either the intervention or the
control group) and time with two levels (i.e., pretest and posttest). Because
there are two independent variables, with each having two levels, this design
would be considered a 2 × 2 factorial design, with repeated measures on
the second factor.

TABLE 18.1 

Examples of General Design Classifications

Single factor One independent variable

Between single factor design with ___ levels

Within single factor repeated-measures design with ___ levels

Mixed NA

Two factor Two independent variables

Between ___ x ___ factorial design

Within ___ x ___ design with repeated measures on both factors

Mixed ___ x___ (mixed) design with repeated measures

Three factor Three independent variables

Between ___ x ___ x ___ factorial design

Within ___ x ___ x ___ design with repeated measures on all factors

Mixed ___ x ___ x ___ design with repeated measures on last (or last two)
factors

Note: The dependent variable is not part of the design classification and, thus, is not mentioned.
The number of levels for an independent variable is inserted in each blank.
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two of the groups receive a pretest and posttest. However, closer examination
of this design indicates that the investigator is really not interested in the pretest
scores, only in the effects that taking a pretest has on the posttest. Therefore, the
design is actually a between-groups design with two independent variables.
Specifically, the design is a 2 × 2 factorial design. The two independent
variables are pretest (yes or no) and intervention (yes or no), each with two
levels. The design can be seen schematically as follows:

Intervention O
Pretest

No 
intervention O

Intervention O
No pretest

No 
intervention O

Pretest—Posttest Nonequivalent Comparison Group Design

This specific research design fits the general design classification for a mixed
design. There are two independent variables. One independent variable is a
type of intervention, a between-groups independent variable with two levels,
treatment and no treatment. The second independent variable is change over
time, a within-subjects independent variable with two levels, pretest and
posttest. The design can be seen as follows:

Pretest I.V. Posttest

Treatment O X O

No treatment O ~X O

Notice that the randomized experimental pretest–posttest control group design
has the same general design classification, mixed, as the pretest–posttest
nonequivalent comparison group design, a quasi-experimental approach.

Within-Subjects Randomized Experiment

This design was also called a crossover design in Chapter 5. In the simplest case,
this design has two levels and can be shown as follows:

First Posttest 1 Second Posttest 2

R Group 1 X O ~X O

R Group 2 ~X O X O

The participants are randomly assigned either to group 1, which receives the
experimental condition first and then the control condition, or to group 2,
which receives the control condition and then the experimental. Remember
that this design can have problems if there are carryover effects from the first
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Poor Quasi-experimental Designs Assign. Grp. Pre. I.V. Post. Class.
One Group Posttest Only Design NR E: X O None

One Group Pretest-Posttest Design NR E: O X O Within

Posttest-Only Design with Nonequivalent 
Groups

NR
NR

E:
C:

X
~X

O
O

Between

Quasi-Experimental Designs
Pretest-Posttest Nonequivalent Comparison 

Group Designs
NR
NR

E:
C:

O
O

X
~X

O
O

Mixed

Single Group Time-Series Designs 
with Temporary Treatment NR E: OOO X OOO Within
with Continuous Treatment NR E: OOO XOXO XOXO Within

Multiple Group Time-Series Designs 
with Temporary Treatment

NR
NR

E:
C:

OOO
OOO

X
~X

OOO
OOO

Mixed

with Continuous Treatment NR
NR

E:
C:

OOO
OOO

XOXO
  O  O

XOXO
  O  O

Mixed

Randomized Experimental Designs
Posttest-Only Control Group Design R

R
E:
C:

X
~X

O
O

Between

Pretest-posttest Control Group Design R
R

E:
C:

O
O

X
~X

O
O

Mixed

Solomon Four-Group Design R
R
R
R

E1:
E2:
C1:
C2:

O

O

X
X

~X
~X

O
O
O
O

Between
2-factor

Randomized Experimental Design with 
Matching

M  R
M  R

E:
C:

X
~X

O
O

Within

Order Post 1 Post 2

Within-subjects or crossover design R
R

E1
E2

X
~X

O
O

~X
X

O
O

Mixed

Abbreviations are: 
Assign. = assignment of subjects to groups (NR = non random, R = random, M R = matched then randomly assigned).
Grp. = group or condition (E: = experimental, C: = control or comparison). 
Pre = pretest (O = an observation or measurement; a blank means there was no pretest for that group). 
I.V. = active independent variable (X = intervention, ~X = control or other treatment). 
Post = posttest (O = a posttest observation or measure); 
Class. = classification (between, within, or mixed).

FIGURE 18.1 
Classification of Specific Designs for Experiments and Quasi-Experiments.

condition to the second. The general design classification is considered to be
mixed with change over time as a within-subjects independent variable and
group (1 or 2) as a between-groups independent variable.

Figure 18.1, which is an expanded version of Figure 5.1, shows in the last
column how each specific research design fits the general design classification.
This classification (between groups, within subjects, or mixed) determines, in
good part, the appropriate type of difference inferential statistic to use, as
shown in the next chapter. For example, the one-group pretest–posttest within-
subjects design would be analyzed using the paired samples t test rather than
the independent samples t test, which would be used to analyze between-groups



designs such as the posttest-only designs shown in Figure 18.1. Both t tests are
discussed in Chapter 20. The two-factor Solomon four-group design and the
mixed designs shown in Figure 18.1 could be analyzed with one of several
two-way analyses of variance (ANOVAs). Chapter 19 describes which ANOVA
is appropriate to use.

Summary

This chapter described the general design classifications of between-groups,
within-subjects, and mixed designs. Remember that in between-groups designs,
each participant is in only one group or condition. In within-subjects/repeated-
measures designs, on the other hand, each participant receives all the conditions
or levels of the independent variable. In mixed designs, there is at least one
between-groups independent variable and at least one within-subjects
independent variable. In classifying the design, the dependent variables are not
considered.

The diagrams, classifications, and descriptions presented in this chapter
are for difference questions, using the randomized experimental, quasi-experi -
mental, and comparative approaches to research. Appropriate classification
and description of the design are crucial for choosing the appropriate
inferential statistic.

Key Concepts

Between-groups designs
Carryover effects
Change over time
Matching
Mixed designs
Solomon four-group design
Within-subjects designs

Key Distinctions

Active versus attribute independent variable in within-subjects designs
Between-groups designs versus within-subjects designs versus mixed

designs
General design classifications versus specific experimental and quasi-

experimental designs
Single-factor versus factorial designs
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Interpretation Questions

1. What is the difference between within-subjects designs and between-
groups designs?

2. What do the numbers in a “3 × 4 × 2 factorial design” indicate?

3. Using Figure 18.1, diagram a pretest–posttest nonequivalent comparison-
group design.

Application Problems

1. Explain why the independent variables for a within-subjects design are
not usually attribute independent variables.

2. Is change over time an active or attribute independent variable? Why?
How used?

3. Give an example of a within-subjects/repeated-measure design, and
diagram it.

For examples 4–7 answer the following:

a. Identify the independent variables. For each, state whether it is active,
attribute, or change over time.

b. Identify the dependent variables.
c. Diagram the design.
d. Identify the design classification (e.g., 4 × 4 factorial).

4. A researcher wanted to know if type of exercise and type of individual
influences a person’s willingness to stay in an exercise program. The
researcher recruited 300 participants. The study included people
considered young (20–35), middle-aged (36–50) and older (51–70); 150
were men, and 150 were women. Additionally, of the 300 participants,
100 were African American, 100 were Caucasian/Non-Hispanic, and 100
were Hispanic. The participants were randomly assigned to three different
exercise regimes: (1) running in circles around a track; (2) swimming laps
at an indoor pool; or (3) riding a bike in the Rocky Mountains. The regimes
lasted for 2 months. At the end of the 2 months, the participants all
completed the Willingness to Continue Exercising Regime Scale.

5. A humanities professor who was going to lead a year-long study abroad
program wondered if travel experience had any impact on students’
ability to understand and embrace diversity in others. At the beginning
of the school year the professor gave all the students the Multicultural
Acceptance Scale. This scale also was given at the end of the year when
the students returned from abroad and 2 years later.
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6. A dog trainer was interested in knowing whether her new aversive
approach to obedience training was effective. She divided her new clientele
into three different groups. The first group received traditional dog
training, wherein good behavior is rewarded with praise and treats. The
second group received the new aversive training, wherein nonconforming
behavior was punished with temporary removal of water and food, slaps
on the nose, and loud yelling by the trainer and the owner. Participants
in the third group were the control and did not get any training for their
dogs. Before the training and 3 months later the trainer rated the dogs
from all three groups on a dog obedience scale.

7. An investigator was interested in two different cues that might be used
in the reproduction of movement: (1) the initial position of the movement;
and (2) the speed of the movement. In addition, she was also interested
in how age affects reproduction of movement. Three groups of participants
(40 participants per group) were in the study. These three groups were 7-
year-olds, 11-year-olds, or adults. Each group was further randomly
assigned to one of four conditions: (1) a fast movement with the initial
position the same; (2) a slow movement with the initial position the same;
(3) a fast movement with the initial position different; and (4) a slow
movement with the initial condition different. The researcher measured
the distance error from the target and the angle error.

Notes

1. Some introductory research design texts describe a mixed design as a design that
has at least one active independent variable and one attribute independent variable.
The problem with this characterization of a mixed design is that it could 
be confused with the mixed design as defined in this book, and then it would be
incorrectly analyzed statistically because both independent variables are between-
groups variables, which requires a different type of analysis of variance (ANOVA)
than a mixed (between and within) design. To avoid confusion, a between-groups
design with one active independent variable and one attribute independent variable
could be referred to as a generalized randomized blocks design (Kirk, 1982). However,
the proper data analysis does not distinguish between active or attribute
independent variables, only that they are between-groups independent variables.

2. A name given to designs that involve matching subjects into pairs (or triads) and
then randomly assigning one member of each pair to a particular group is a
randomized blocks design. However, statistically these designs are analyzed similar
to within-subjects designs.

3. In some cases the posttest for the first level (inquiry based) serves as the pretest
for the second level (traditional) of one independent variable, necessitating only
three observations.
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19
Selection of Appropriate Statistical
Methods: Integration of Design and
Analysis

Choosing the proper statistical analysis may seem like a difficult task,
considering the large number of possible choices. However, this task should
be easier with knowledge of independent and dependent variables, research
approaches, design classifications, and scales or levels of measurement. This
chapter presents a series of decision steps and four tables that will help in
making an appropriate choice of an inferential statistic. However, before
presenting the decision tree and describing how to use the statistical selection
tables, we review the concepts that are necessary for selecting inferential
statistics.

Review of Concepts Necessary for Selecting Inferential 
Statistics

Research Approaches and Questions

In Chapter 4, we discussed five research approaches and three types of research
questions. Figure 19.1, which is the same as Figure 4.1, is the key figure that
presents the relationships among the five specific approaches, the three types
of research questions and three types of statistics: difference inferential,
associational inferential, and descriptive.

Difference Questions

The first three approaches (experimental, quasi-experimental, and com -
parative) all compare groups and test difference questions/hypotheses, as in
our example of depressed adolescent teenagers and exercise (Chapter 16).
These three approaches usually use the same types of statistics, which we call
difference inferential statistics. Remember that difference statistics and questions
are used to compare a few groups (e.g., males versus females, experimental
versus control, or three curriculums) in terms of each group’s average scores
on the dependent variable (e.g., an achievement measure).
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Associational Questions

Associational questions use the associational approach to research and what
we call associational inferential statistics.

The statistics in this group examine the association or correlation between
two or more variables. If there is a positive association, persons who have high
scores on one variable tend to have high scores on the second variable; those
with low scores tend to be low on both variables. That is, high scores are
associated with high, low with low, and medium with medium. On the other
hand, if there is a negative association between the two variables, those with
low scores on variable one tend to have high scores on variable two and vice
versa. That is, low scores are associated with high. If there is no association,
a prediction cannot be made of a person’s score on the second variable from
knowing the first. People who score high on the first variable might be high
or low or medium on the second variable.

Descriptive questions and statistics were discussed in Chapter 10, so they
will not be discussed in this chapter. It is worth noting that in several situations
there may be more than one appropriate statistical analysis. One might assume,
since the statistical formulas are precise mathematically, that this same
precision applies to the choice of a statistical test. As we shall see, unfortunately,
this is not always true.

General Purpose Explore Relationships Between Variables Description 
(Only)

General Approach Experimental 
(Active Independent Variable)

Non-experimental
 (Attribute Independent Variable)

Specific Approach Randomized 
Experimental

Quasi-
Experimental

Comparative Associational Descriptive

Specific Purpose Determine 
Causes

Examine 
Causality

Compare 
Groups

Find 
Associations, 

Make Predictions

Summarize 
Data

Type of 
Question/Hypothesis

Difference
(To compare groups)

Associational
(To relate 
variables)

Descriptive

General Type of 
Statistic

Difference
Inferential 
Statistics

(e.g., t test, 
ANOVA)

Associational 
Inferential 

Statistics (e.g., 
Correlation, 

Multiple 
Regression)

Descriptive 
Statistics

(e.g., 
Histograms, 

Means, 
Percentages)

FIGURE 19.1 
Schematic Diagram Showing How the General Type of Statistic and Hypothesis/
Question Used in a Study Corresponds to the Purposes and the Approach.



Independent and Dependent Variables

We discussed variables in depth in Chapter 3. The independent variable is a
presumed cause of changes in the dependent variable, although the moderate
and weak quasi-experimental, comparative, and associational approaches do
not provide good evidence about causes. We distinguished, in Chapter 3,
between active/manipulated independent variables and attribute independent
variables. Although this distinction is important for deciding whether the inde -
pendent variable is a cause, it is relevant only for certain complex associational
statistics (e.g., hierarchical multiple regression), which are, for the most part,
beyond the scope of this book. Thus, we do not mention active and attribute
independent variables again in this chapter. What is relevant for selecting
statistics is the number of independent variables, levels within these independ -
ent variables, and measurement scale of the dependent variable.

Number of Independent Variables

The first question to be asked is whether there is one or more than one
independent variable. If there is only one independent variable we call the
design basic (or single-factor design, if answering a difference question). If there
is more than one independent variable, the statistics are called complex (or
factorial in the case of difference questions).

Number of Levels of the Independent Variable

A difference question is indicated when the independent variable has a few
(i.e., two to four) levels. For example, do males and females or experimental
and control groups differ on the dependent variable? However, if the
independent variable has more than four unordered (nominal) levels one would
usually still ask a difference question and compare the groups. For example,
do six ethnic groups differ? Remember that there have to be at least two levels,
or there is not a variable but rather a constant.

When the independent variable has five or more ordered levels, an
associational question is asked, and an associational inferential statistic is used.
Thus, if the independent variable is continuous (an infinite number of ordered
levels within some range) or approximates a continuous variable (our guideline
is five or more ordered levels), associational statistics are used. However, 
one can also ask an associational question when the independent variable is
nominal. It should be noted that two variable associational inferential statistics
(e.g., Pearson correlation) are bidirectional, so statisticians would say that there
is no independent variable. However, because researchers usually have a
causal relationship in mind, we suggest identifying one of the variables as the
independent variable.

The dependent variable is also important for the appropriate choice of an
inferential statistic. The primary issue is the level of measurement of the
dependent variable, which we discuss following design classifications.
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Design Classifications

Our discussion of design classifications in Chapter 18 is important background
for selecting an appropriate statistic. The key issue for selecting an appropriate
statistic is whether the classification is between, within, or mixed. These
classifications apply only to the randomized experimental, quasi-experimental,
and comparative approaches (i.e., to difference questions).

Between-Groups Versus Within-Subjects Single-Factor Designs

With one independent variable the design must be either between groups or
within subjects because it takes at least two independent variables to have a
mixed design. To use basic difference statistics, the information needed is
whether the two or more groups or levels of the independent variable are
independent of each other (a between-groups design) or related (within-
subjects/repeated-measures designs).1 In between-groups designs, each
participant is in only one group, and participants are neither matched in pairs
or triads nor related in some way such as couples, parent and child, or teacher
and student(s). In within-subjects/repeated-measures designs, the participants
are either assessed two or more times (repeated measures) or else two (or even
three or more) of them are matched or paired up in some meaningful way.
For statistical purposes, their scores are not independent (i.e., they are said to
be related or correlated samples). These within-subjects designs use different
statistics from the between-groups designs, as we will see.

Classification in Factorial Designs

When two or more independent variables are present, there are three possible
design classifications: all between groups, all within subjects, and mixed
(between and within). It is important to understand this distinction to choose
the appropriate complex difference statistic. As stated already, in between-
groups designs, the groups are independent; each participant is assessed only
once on any given dependent variable. In within-subjects designs, each person
is assessed in every condition and so has a score in every cell in the design.
In mixed designs, such as the pretest–posttest control group design, there is
at least one between-groups variable and at least one within-subjects variable.

Levels of Measurement

For appropriate statistical selection, level of measurement is also important.
Remember that normally distributed data were the highest level discussed in
Chapter 10. Normal distributions are also an assumption of parametric stat -
istics such as the t test, analysis of variance (ANOVA), and Pearson correlation.
Ordinal data have three or more levels ordered from low to high (often ranks)
but with unequal spaces between levels, and, more importantly for statistical
selection, the data are not normally distributed. In contrast, nominal data have
three or more unordered levels or categories.

For difference statistics, the variable whose level of measurement matters
is the dependent variable. The independent variable can be nominal (e.g., ethnic
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groups) or ordered (e.g., low, medium, and high) but usually has fewer than
five ordered levels. For associational statistics, the level of measurement for
both or all variables needs to be determined.

Dichotomous variables form a special case as discussed in Chapter 10.
Although dichotomous variables are in many ways like nominal variables, they
can be used, especially as independent or predictor variables in multiple
regression, as if they were normally distributed variables.

Statistical Assumptions

Every statistical test is based on certain assumptions. There are three general
assumptions that need to be addressed for the use of parametric statistics 
(i.e., t test, ANOVA, Pearson correlation, multiple regression). There are more
assumptions for complex statistics, which are beyond the scope of this book.
One general assumption for parametric statistics assumes that the dependent
variable comes from a population that is normally distributed. This is referred
to as the assumption of normality. Often, there can be large violations of this
assumption before the results are distorted; thus, the dependent variables used
in parametric analyses only have to be approximately normally distributed.

A second assumption for parametric tests is that the variances of the
groups must be equal. This assumption is referred to as homogeneity of vari -
ance. This assumption can be violated to some degree. However, when there
are also unequal sample sizes, significantly unequal variances can lead to Type
I errors (rejecting the null hypothesis when it should not be rejected), especially
if the sample size of one group is exceptionally larger than the other groups.
Some statistical programs (e.g., SPSS) have built-in corrections for violation
of this assumption for some statistics. If one or both of these assumptions
(normality or, especially, homogeneity) are markedly violated then the equiv -
alent ordinal nonparametric test should be used.

The assumption of independence means that all of the participants within
a particular group must be independent of each other. In other words, the score
from one participant must not be influenced by or be contingent on the 
score of another individual. This assumption must not be violated when using
either parametric or nonparametric inferential statistics. Remember that in
between-groups designs, the participants in each group have to be independent
(not matched or related) to those in the other groups.

Selection of Appropriate Inferential Statistics

How to Use the Statistical Selection Tables

Figure 19.2, as well as the following text, provides one method that can be
used to help select the appropriate statistical test. The first step is to decide
whether the research question or hypothesis is a difference one (i.e., compares
groups) or an associational one (i.e., relates variables). To help decide whether
to use a difference or associational statistic, we recommend that if the
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Normality
assumption  
Assumes that the
scores of the variable
are normally
distributed in each of
the populations from
which samples are
drawn.

Homogeneity of
variance  
Assumption that the
samples in the study
have equal variation
among their
members.

Independence
assumption  
Assumption that,
within each sample,
the scores for the
variable(s) are
independent of 
each other (the
performance of one
participant does 
not affect the
performance of any
other).
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What Type of Research Question?
Are There Many (5+) Ordered Levels of the 

Independent Variable?

NO
So a Difference 

Question (Compares 
Groups)

YES
So an Associational 
Question (Relates 

Variables)

Is There More Than One 
Independent and/or 
Dependent Variable?

Is There More Than One 
Independent Variable?

NO

 Use Fig. 19.3 -
Basic Difference 

Statistics

YES

Use Fig. 19.5 -
Complex Difference 

Statistics

NO

Use Fig. 19.4 -
Basic Associational 

Statistics

YES

Use Fig. 19.6 -
Complex 

Associational 
Statistics

FIGURE 19.2 
A Decision Tree to Decide How to Select the Appropriate Statistic.

inde pendent or predictor variable has five or more ordered levels/categories,
the question should be considered an associational one.2 If the independent
variable has two to four categories it is usually better to treat the question as
a difference one. However, if the independent variable has five or more
nominal (i.e., unordered) levels, one would usually use difference inferential
statistics and Figure 19.3. Difference questions lead to Figure 19.3 or Figure
19.5, and associational questions lead to Figure 19.4 or Figure 19.6.

The second step is to decide how many variables there are in the question.
If there is only one independent variable, use Figure 19.3 or Figure 19.4,
depending on how the first question was answered. If there is more than one
independent (or dependent) variable in this analysis, use Figure 19.5 or Figure
19.6 depending on whether the research question is a difference or association
question.

Basic Difference Statistics

If the question involves a basic or single-factor difference question, use Figure
19.3. To do so determine (1) the level of measurement of the dependent variable
and whether assumptions are markedly violated; (2) how many levels/
groups/samples are in the independent variable; and (3) whether the design
is between groups or within subjects. The answers to these questions lead to
a specific box and statistic in Figure 19.3. Notice that a decision that must 
be made is whether the independent variable has two versus two or more 
levels of the independent variable. One might ask why we bother to have a
separate category for two levels when “two or more” includes two. Part of the
answer is that the popular t test can be used only when there are two levels;
the second part is that the t test can be used with a directional (one-tailed)
hypothesis, whereas the alternative statistic, one-way ANOVA is always two
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Level (scale)
of Measurement

of Both Variables
RELATE Two Variables or Scores

for the Same
or Related Subjects

Variables are both
Normal Data and Other Assumptions

Not Markedly Violated
SCORES

PEARSON r
Ch. 21

or BIVARIATE REGRESSION 
Ch. 22

Both Variables
at Least Ordinal Data RANKS

SPEARMAN (Rho)
or KENDALL’S TAU

Ch. 21

One or Both Variables
Are Nominal Data COUNTS

PHI 
Ch. 21

or
CRAMER’S V

Note. As with Fig. 19.3, it is acceptable to use a statistic in a box below the appropriate statistic, but there will be 
some loss of power to detect an association from the top row to the second and a lot of loss from the second to 
the third row. It is not acceptable  to use an ordinal or normally distributed statistic if even one variable is 
nominal. 

FIGURE 19.4 
Selection of an Appropriate Inferential Statistic for Basic, Two-Variable, Associational
Questions or Hypotheses (for the Associational Approach).
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CHI SQUARE

Ch. 21

COCHRAN
Q TEST

Notes: To select the appropriate statistic, locate a box based on a) the type of question, b) design, and c) scale of measurement. It is 
acceptable to use statistics which are in the box(es) below the appropriate statistic, but there is usually some loss of information and 
power. It is not acceptable to use statistics above the appropriate box.

Related samples designs are also called repeated measures, matched or paired groups and are within-subjects designs
Chi square tests for the independence of two variables. Frequency data or counts of the number of Ss in each cell or category are 

used rather than raw scores and means.
ANOVA is Analysis of Variance.

FIGURE 19.3 
Selection of an Appropriate Inferential Statistic for Basic, Single-Factor, Difference
Questions or Hypotheses (for Experimental, Quasi-Experimental, and Comparative
Approaches).



tailed. There is more on this topic in Chapter 20. Most of the statistics in Figure
19.3 are discussed, at least briefly, in Chapter 20. However, we have chosen
to discuss chi-square in Chapter 21, and the Cochran Q test is not discussed
because it is seldom used.

Remember that if assumptions of the parametric test (normality and
homogeneity) are markedly violated, one should use the equivalent, ordinal
nonparametric statistic (e.g., Mann-Whitney instead of the independent
samples t test) or a corrected parametric test. The ordinal, nonparametric
alternatives (used with highly skewed data) are listed right below the
parametric test in Figure 19.3. Little power is lost using these tests so it is
probably wise to use them when assumptions are markedly violated. It would
also be legitimate to use the statistics in the bottom row (e.g., chi-square) if
one had ordinal or nominal/unordered data, but there is a major loss of
power in doing that so it is not considered good practice. A principle in using
Figure 19.3 and Figure 19.4 is that it is okay to use a statistic lower down a
given column; a little power is lost going from the top to the second (ordinal)
row. A lot of power is lost going from the second to the third row in the 
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RESEARCH IN THE REAL WORLD

Economos (2014) includes a basic or single-factor difference question:
“When graduate students are separated into graduate business and education
programs, how do they differ in their perceptions of professor pedagogical
content knowledge, individualized consideration, Student–Professor Engage -
ment in Learning, professor intellectual stimulation, and student deep
learning?” (p. 10). This questions lumps together five research questions into
one, as there is one independent variable (i.e., type of student) and there
are five dependent variables that are listed (i.e., professor pedagogical
content knowledge, individualized consideration, Student–Professor Engage -
ment in Learning, professor intellectual stimulation, and student deep
learning). The three steps in identifying this as a basic or single-factor differ -
ence question are: (1) the level of measurement of the dependent variable
and whether assumptions are markedly violated; (2) how many
levels/groups/samples are in the independent variable; and (3) whether the
design is between groups or within subjects. For the five dependent variables,
the author does not include whether or not these variables are normally
distributed, so we must assume that they were normally distributed and that
assumptions were not markedly violated. The independent variable is type
of student, from either the graduate business or education program.
Therefore, the independent variable has two levels and it has a nominal
level of measurement. Finally, the design is between groups as the
independent variable is a grouping variable where participants are in only
one group. As shown in Figure 19.3, the appropriate statistic for these data,
with a nominal/dichotomous inde pendent variable and a continuous
dependent variable is a t test or one-way ANOVA. Economos (2014) chose
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column. It is a serious error to use the wrong column—that is, within instead
of between or vice versa. Another absolute violation that will produce mean-
ingless results is to use a statistic from the top two rows in Figure 19.3 and
Figure 19.4 (e.g., a t test or Mann-Whitney U) when one has a nominal
(unordered) dependent variable. That is definitely wrong!

Basic Associational Statistics

If a basic, two-variable, associational question is asked, use Figure 19.4. Which
row is used depends on both variables. If both are at least approximately
normally distributed (and other assumptions are met), the Pearson product
moment correlation would be used. If both variables are at least ordered and
parametric assumptions are markedly violated, the Spearman rank-order
correlation, Rho, would be used. If one or both of the variables are nominal,
phi (if both variables have two levels, a 2 × 2 cross-tabulation) or Cramer’s V
for a larger cross-tabulation would be used. Figure 19.4 shows only two (phi
and Cramer’s V) of many associational statistics that provide information 
about the strength of the association between two variables, when one or both
are nominal variables (e.g., ethnic group and voting preference). The use of
nominal associational statistics is relatively uncommon in the literature so we
do not discuss them in detail, but phi is discussed in Chapter 21. The Pearson,
Spearman, and Kendall’s correlations also are discussed in Chapter 21.

Complex Difference Statistics

If you ask a complex difference question (three or more variables) appropriate
statistics are identified using Figure 19.5. To select the appropriate statistic,
first decide whether the design classification is between groups, within subjects,

Two or More Independent Variables
Dependent
Variable(s)

All Between
Groups All Within Subjects

Mixed
(Between & Within)

One Normally 
Distributed

Dependent Variable

Factorial
ANOVA
Ch. 22

Factorial ANOVA
 with Repeated 
Measures on 
all Factors

Ch. 22

Factorial ANOVA
With Repeated 

Measures on Last or 
Last 2 Factors

Ch. 22
Ordinal 

Dependent Variable
None

Common
None

Common
None

Common
Nominal 

Dependent Variable
Log Linear None

Common
None

Common

Several Normally 
Distributed

Dependent Variables
MANOVA

MANOVA
with Repeated 

Measures on all 
Factors

MANOVA
With Repeated 

Measures on Last or 
Last Several Factors

FIGURE 19.5 
Selection of the Appropriate Complex (More than One Independent or Dependent
Variable) Statistic to Answer Difference Questions/Hypotheses (for the Experimental,
Quasi-Experimental, or Comparative Approaches).

Complex difference
research questions 
Research questions
that include three or
more nominal or
ordinal independent
variables.



or mixed. Then if there is one dependent variable and it is approximately
normally distributed, the choice is one of three factorial ANOVAs. These
ANOVAs are similar but have different formulas so it is important to know
which one to use. Each of these three types of factorial ANOVA and analysis
of covariance (ANCOVA) are discussed in Chapter 22.

Notice that, unfortunately, no common ordinal statistics are equivalent to
the factorial ANOVAs. Log linear analysis is sometimes seen in the literature
but is not discussed in this book. It is similar to a factorial ANOVA for
nominal/categorical data and is somewhat similar to a complex chi-square.

The bottom row of Figure 19.5 shows three multivariate analyses of
variance (MANOVAs) that parallel the three factorial ANOVAs but are used
when one wants to analyze several normally distributed dependent variables
together instead of one at a time. MANOVA also can be used instead of several
one-way ANOVAs when there is one independent variable (single-factor
design) and several dependent variables that are to be analyzed in one analysis
rather than separately. Because of its complexity we do not discuss MANOVA
further in this book.
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Carnes-Holt and Bratton (2014) ask complex difference questions in their
study investigating child–parent relationship therapy for adopted children.
The research questions include the following:

1. Was there a mean reduction in children’s behavior problems over
time for the experimental group compared with the wait-list control
group? 2. Was there a mean increase in observed parental empathy
over time for the experimental group compared with the wait-list control
group? (p. 330)

The first decision that is needed is whether the design classification is
between groups, within subjects, or mixed. For both of these questions, the
design classification is mixed due to there being a within variable (i.e.,
children’s behavior over time) and a between groups variable (i.e., experi -
mental group and wait-list control group). The next decision is whether there
is one dependent variable and whether it is approximately normally
distributed. For the first question, there is one dependent variable of Total
Problems; for the second questions there is also one dependent variable of
Total Empathy. The dependent variables were checked for normality and
both were found to be normally distributed. Therefore, looking at Figure
19.5, in the first column, the row of “One Normally Distributed Dependent
Variable” is appropriate for each of the research questions. For the columns,
under “Two or More Independent Variables” the column of “Factorial
ANOVA With Repeated Measures on Last or Last 2 Factors” is the best
choice.
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Several Independent Variables

One Dependent
Variable

All Normally 
Distributed

Some Normal
Some Dichotomous

All 
Dichotomous

Normally Distributed
(Continuous)

MULTIPLE
REGRESSION

Ch. 22

MULTIPLE
REGRESSION

Ch. 22

MULTIPLE 
REGRESSION

Ch. 22

Dichotomous DISCRIMINANT
ANALYSIS

Ch. 22

LOGISTIC 
REGRESSION

Ch. 22

LOGISTIC 
REGRESSION

Ch. 22

FIGURE 19.6 
Selection of the Appropriate Complex Associational Statistic for the Purpose of
Predicting a Single Dependent/Outcome Variable from Several Independent Variables.

Complex Associational Statistics

If a complex associational question (two or more independent variables) is
asked, appropriate statistics are identified using Figure 19.6.

These complex associational statistics are discussed in Chapter 22. Notice
that the left-hand column of Figure 19.6 is different from the other three tables
in that ordinal and nominal levels of measurement are not listed. There are
no common ordinal statistics similar to these. The top row lists multiple
regression, which is used for cases in which two or more independent variables
are used to predict a normally distributed dependent variable. Notice that
multiple regression can be used both when the independent variables are

RESEARCH IN THE REAL WORLD

Tomko and Munley (2013) utilize complex associational questions and
statistics in their study on counseling psychologists’ attitudes and clinical
judgments of older adults. They have two research questions: one question
is how well does age, gender, training and experience in aging issues, fear
of death, and multicultural competence predict attitudes of older adults and
the second question is how well does age, gender, training and experience
in aging issues, fear of death, and multicultural competence predict clinical
judgments of older adults. Therefore, these are complex associational
questions because there are two or more independent variables (i.e., age,
gender, training and experience in aging issues, fear of death, and multi -
cultural competence). The authors tested assumptions and found no
assumptions markedly violated, so one thing we can assume is that all of
these variables were normally distributed. Looking at Figure 19.6, we can
use the row of “Normally Distributed (Continuous)” for the dependent
variable. For the “Several Independent Variables” columns, we would use
the column of “All Normally Distributed” since the assumptions were met.
Thus, this leads us to the multiple regression being the appropriate statistic
to use with these variables.

Complex
associational
research questions 
Research questions
that include two or
more normally
distributed or
dichotomous
variables.



normally distributed and when they are dichotomous. The assumption of
normality for multiple regression is more complex than previously indicated;
it would be helpful to check advanced statistics textbooks for discussion of
the assumptions of multiple regression and other complex statistics. When to
use discriminant analysis and logistic regression are indicated in Figure 19.6.
Discriminant analysis is sometimes used when there are more than two levels
of the dependent variable, but this makes the analysis and interpretation
much more complex.

A Note about Best Practice

Occasionally a research article will be found in which a dichotomous dependent
variable was used in a t test, ANOVA, or Pearson correlation. Because of the
special nature of dichotomous variables, this is not wrong, as would be the use
of a nominal (three or more unordered levels) dependent variable with
parametric statistics. However, we think that it is a better practice to use the
same statistics with dichotomous variables that are used with nominal vari ables.
The exception is that it is appropriate to use dichotomous (dummy) independent
variables in multiple regression and logistic regression (Figure 19.6).

Other Complex (Multivariate) Statistics

Four other complex associational statistics are seen in the literature. The most
common is factor analysis, which is usually used to reduce a relatively large
number of variables to a smaller number of groups of variables. These new
composite variables are called factors or components. Factor analysis is
discussed in Chapters 12 and 15.

Because they are very advanced statistics, the other three are not discussed
in this book, but they are mentioned here. Canonical correlation is a correlation
of a linear combination of several independent variables with a linear
combination of several dependent variables. Path analysis is a multivariate
analysis in which “causal” relationships among several variables are repre -
sented by figures showing the “paths” among them. Structural equation models
(SEMs) are models that describe “causal” relationships among latent
(unobserved) variables. Path analysis and SEM are related; both provide tests
of the accuracy of the proposed model and both are said by proponents to
provide evidence of causal linkages from nonexperimental designs. However,
the American Psychological Association (APA) Task Force on Statistical
Inference states, “The use of complicated ‘causal modeling’ software rarely
yields results that have any interpretation as causal effects” (Wilkinson & the
Task Force on Statistical Inference, 1999, p. 600).

The General Linear Model

Something that is not obvious from Figure 19.2 is that the broad question of
whether there is a relationship between variables X and Y can be answered two ways.
If both the independent variable and dependent variable provide approx -
imately normally distributed data with five or more levels, the obvious statistic
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to use (based on Figure 19.2 and Figure 19.4) is the Pearson correlation, 
and that would be our recommendation. However, some researchers choose
to divide the independent variable into two or several categories or groups
such as low, medium, and high and then do a one-way ANOVA. Conversely,
others who start with an independent variable that has a few (e.g., two through
four ordered categories) may choose to do a correlation instead of a one-way
ANOVA. Although these choices are not wrong, we do not think they are the
best practice. We say this because, in the first example, information is lost by
dividing a continuous independent variable into a few categories. In the
second example, there would be a restricted range, which tends to decrease
the size of the correlation coefficient.

In the previous examples we recommended one of the choices, but the
fact that there are two choices raises a bigger and more complex issue that we
have hinted at in earlier chapters. Statisticians point out, and can demonstrate
mathematically, that the distinction between difference and associational
statistics is an artificial one and that one-way ANOVA and Pearson correlation
are mathematically the same, as are factorial ANOVA and multiple regression.
Thus, the full range of methods used to analyze one continuous dependent
variable and one or more independent variables, either continuous or cat -
egorical, are mathematically related (Keppel & Zedeck, 1989). The model on
which this is based is called the general linear model; it is “general” in that the
kind of independent variable is not specified. The idea is that the relation ship
between the independent and dependent variables can be expressed by an
equation with terms for the weighted values of each of the independent or
predictor variables plus an error term.

What this means is that if there is a continuous, normally distributed
dependent or outcome variable and five or so levels of a normally distrib-
uted inde pendent variable, it would be analyzed appropriately with either a
correlation or a one-way ANOVA. A similar answer would be obtained with
regard to the significance level. However, a large sample would be needed to
have enough participants in each group for the ANOVA comparisons if there
are more than four levels of the independent variable.

Although we recognize that our distinction between difference and
associational parametric statistics is a simplification, we still think it is useful
educationally. We hope that this glimpse of an advanced topic is clear and
helpful.

Summary

This chapter serves as an introduction to selection of appropriate statistical
methods. In the next three chapters we discuss conceptually, and in more
depth, many of the statistical methods shown in Figure 19.3 through Figure
19.6. We take examples from journals that publish research in applied settings
and demonstrate why the authors selected a particular statistical method. Our
approach shows that the choice of a particular statistical method is directly
related to the general design classification and the level of measurement. In
addition, we discuss how the results of the statistical method were interpreted.
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Selection of an appropriate statistic requires judgment as well as following
the decision rules. This can be difficult, but this overview should provide a
good foundation. A review of this chapter is helpful to decide on a statistic to
use. It should provide a good grasp of how the various statistics fit together
and when they should be used.

Key Concepts

Basic associational questions
Basic difference questions
Complex associational questions
Complex difference questions
Homogeneity of variance assumption
Independence assumption
Normality assumption

Key Distinctions

Basic associational questions versus basic difference questions
Complex associational questions versus complex difference questions
Homogeneity of variance assumption versus independence assumption

versus normality assumption

Different Term for Similar Concept

Nonnormal distributions ≈ skewed distribution

Interpretation Questions

1. What are the three general assumptions for the use of parametric statistics?

2. What is the highest level of measurement?

3. Using Figure 19.3, what type of independent variable is needed to conduct
a one-way ANOVA? What type of dependent variable is needed?

4. What statistics should be conducted with two variables that are nominal?
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Application Problems

1. How should you decide whether your research is a difference question
or an associational question?

2. How should you determine whether you should use basic or complex
statistical analyses?

3. In selecting a basic difference inferential statistic, when would one
compare means? Medians? Counts? Explain.

4. A teacher ranked the 25 students in her Algebra 1 class from 1 = highest
to 25 = lowest in terms of their grades on several tests. After the next
semester, she checked the school records to see what grade the students
received from their Algebra 2 teacher. The teacher asked, “Does final
ranking of the students in Algebra 1 influence their grade in Algebra 2?”
What is the appropriate statistical analysis? Explain. Why will the results,
even if there is a very large effect size, not allow the teacher to answer the
specific question that she asked? (Hint: See Chapter 4.)

For Problems 5–10, create an original example, and then use the figures in this
chapter to arrive at the proper statistical analysis.

5. One independent variable, three levels, between groups, one ordinal
nonnormally distributed dependent variable.

6. Two between-groups independent variables, each with three levels, one
normally distributed dependent variable.

7. One between-groups independent variable, one repeated-measures
independent variable, each with two levels, one normally distributed
dependent variable.

8. One independent variable, two levels, repeated measures, one nominal
dependent variable.

9. One independent variable, four levels, between groups, one nominal
dependent variable.

10. Three normally distributed variables and one dichotomous independent
variable, one normally distributed dependent variable.

11. The director of special education in a suburban school district wanted to
compare two schools in terms of how English as a Second Language (ESL)
students were performing in their respective schools. The independent
variable was school, with two levels. Dependent variables included ESL
students’ standardized national test scores in each of the four subject areas.
What type of statistic should be used in this study and why?
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Notes

1. Note that in this sentence the word independent has two different meanings. The
second usage, meaning “separate from, not related to, or not influenced by,” is a
key term in statistics and is an assumption of many statistical tests. Appendix B
contrasts the several meanings of terms such as independent, random, and validity,
whose meanings, unfortunately, depend on the context. We have tried to be clear
about the context.

2. The exception is that to assess the strength of the association between two nominal
variables (the appropriate nominal associational statistic from Figure 19.4 would
be used, that is, phi or Cramer’s V).
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20
Data Analysis and Interpretation: 
Basic Difference Questions

This chapter includes statistical tests that are used for designs that have one
independent variable (factor) and one dependent variable. These statistical tests
are used to answer basic difference questions (see Chapter 19 for decision
guidelines on selection of such tests). Although many statistical tests are
mentioned in this chapter, we pay particular attention to parametric tests that
are commonly used in the literature. These tests are the independent samples 
t test, the single-factor analysis of variance (ANOVA), the dependent or paired
samples t test, and the single-factor repeated-measures analysis of variance. All 
tests outlined in this chapter are commonly seen when a study uses the ran -
dom ized experimental approach, quasi-experimental approach, or comparative
approach.

Analyzing Single-Factor (Between-Groups) Designs with
Parametric Statistics

There are three major assumptions underlying the use of the t test or ANOVA
for independent samples that were discussed in Chapter 19: (1) normality; (2)
homogeneity of variance; and (3) independence.

The t Test for Independent Samples

We start with single-factor between-groups designs performed on dependent
variables that are normally distributed (often said to be interval or ratio scale).
First, we discuss the independent-samples t test and then the single-factor or
one-way ANOVA. For our discussion of the t test, one example we provide
is by Poirier and Feldman (2007).

Poirier and Feldman (2007) investigated the use of individual response
technology (IRT) in a large introductory psychology course. Students were
enrolled in one of two sections of an introductory psychology course. The
section that incorporated IRT into lectures had 447 students. There were 418
students in the comparison section, which was traditional and did not use IRT.
The two sections met back to back, and students had no knowledge prior to
the beginning of the course that one would use IRT. Thus, bias based on

Basic difference
question 
A research question
where there is only
one independent
variable that has two
or more groups to be
compared.

t test  
A statistical test
conducted when
there is an
independent variable
with two levels and a
scale/continuous
dependent variable.



selection of the intervention was not an issue. The design was quasi-
experimental because participants were not randomly assigned to groups. At
the end of the semester, IRT impact was assessed by comparing the students
in each of the two courses on overall grade. Table 20.1 shows the means and
standard deviations for each of the two groups.

The design for this study was a single-factor, between-groups design with
two levels. The independent variable was receiving IRT with two levels: IRT
and no IRT (traditional). The design was between groups because participants
were in one and only one group, and participants were measured only once.
The dependent variable (course performance as a percentage) was assumed
to be normally distributed with equal variances. Therefore, the statistical
choice for this study was an independent samples t test.

We express the results of the t test as follows. The differences between
group means attained statistical significance: t863 = 2.54, p = .01. What does
this mean? Conceptually, the t test and also the ANOVA (F test) are ratios 
of the variability between groups or conditions to the variability within the
groups or conditions. What do we mean by the variability between groups
and the variability within groups? In the t test, the variability between 
groups is determined from the difference between the mean of the IRT group
and the mean of the traditional group. In the present study, the mean of the
IRT group was 84.03, and the mean of the traditional group was 82.72.
Therefore, the difference between the means was 1.31 percentage points in
favor of the IRT group. The variability within groups or conditions is the
variability among the individual participants within each group. One would
expect there to be some variability among participants within groups because
they are different individuals. Other variability might be due to errors made
in measurement. The size of the variability within groups can be estimated
from the standard deviations within each group, which are shown in Table
20.1. These standard deviations are used as part of the calculation of the within-
groups variability. If there is a large amount of variability in performance
among participants within a group, then the standard deviation will be large.
On the other hand, if there is little variability, then the standard deviation will
be small. Variability within groups is often referred to as error variance.

If the ratio just described is large (i.e., the variability between groups is
several times greater than the variability within groups) and given a large
enough sample, then it is likely that the result will be statistically significant.
How does one know the result is statistically significant? To answer this
question, we need to understand what is meant by statistical significance.
When we use hypothesis testing (Chapter 16), we phrase our outcome in terms
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TABLE 20.1 

Course Performance Data from the Poirier & Feldman (2007) Study

Traditional IRT
(n =418) (n = 447)

Mean 82.72 84.03

Standard deviation 7.64 7.54

Source: Data are from Poirier, C. R., & Feldman, R. S., Teaching of Psychology, 34, 2007, 194–196.



of the null hypothesis, which, in this case, is the hypothesis that there is no
difference between the mean performance scores in the population of students
who receive the IRT course and the mean in the population of students who
receive the traditional course. Specifically, we state: If the null hypothesis were
true, what is the likelihood that the outcome from the study could happen? If
the likelihood was quite small, less than five times in 100, for example, p (the
probability value) would be <.05, so we would reject the null hypothesis and
provide support for the alternative or research hypothesis. (.05 is the most
common significance level, but some researchers use a lower, more conserva -
tive level, such as .01, in part because they are less willing to take a chance
that they will reject a null hypothesis that is true.). Using the Poirier and
Feldman (2007) data, the computed probability was .01 that the outcome could
happen if the null hypothesis was actually true. Therefore, they rejected the
null hypothesis that there was no difference in performance scores between
the population means of the two groups. It was concluded that the average
performance scores in the population of IRT students is higher than the
average performance scores of those in the traditional condition.

Poirier and Feldman (2007) stated the results of their comparison as 
t863 = 2.54, p = .01. The subscript number, 863, was the degrees of freedom,
which refers to the number of independent pieces of information from the data
collected in the study. In the independent samples t test, we find the degrees
of freedom from the total number of participants minus 2. There were 865
participants in the study (447 in the IRT group and 418 in the traditional group).
Thus, there are 863 degrees of freedom for the comparison.

As discussed in Chapter 17, it is not sufficient to state that the result was
statistically significant and that the IRT group mean was higher than that of
the traditional group. In addition, an effect size should be reported and
interpreted, and, if possible, the practical or clinical importance of the finding
should be noted. In the Poirier and Feldman (2007) study, a d family effect
size was reported to be .17, which is quite small. Note that Table 17.1 shows
that a d value of .2 is considered small or smaller than typical. Because of the
large sample size, there was a strong possibility for finding a statistically
significant difference, even though there was a small effect size.

The t Statistic, Confidence Intervals, and Effect Sizes

Now that we have discussed the t statistic, confidence intervals (CIs) (Chapter
17), and effect sizes (Chapter 17) it is instructive to demonstrate the differences
among the three using the data from the Poirier and Feldman (2007) study
(Table 20.1). First, we evaluate the t statistic. When computing the t statistic,
we are dividing the difference between sample means by a measure of
variability, the standard error of the difference between means. (A standard
error is computed by dividing the standard deviation by the square root of
the sample size.) The information needed to compute the t test is provided in
Table 20.1: the means of the two samples, the corresponding standard
deviations, and the sample size for each group. While the denominator of the
formula makes it a little difficult to compute with a hand calculator, especially
if the sample sizes of the two groups are not the same, statistical computer
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Degrees of freedom  
Refers to the number
of independent pieces
of information from
the data collected in
the study.

Standard error of
the mean  
Standard deviation of
the distribution of the
sample means.
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programs are capable of performing the t test. The outcome of the test was
statistically significant with a p value of .01.

Next, using the same data provided by Poirier and Feldman (2007), we
compute a 95 percent confidence interval. The information needed to compute
the confidence interval is the same as that used in the t test. In addition, we
need a value from a table of critical values of the t distribution, which can be
found in any statistics book. With very large samples, such as in the Poirier
and Feldman study, the critical value at .05 is 1.96.

Lower limit 95% CI = Difference between means – Estimated standard
error of difference between means × Critical value

Upper limit 95% CI = Difference between means + Estimated standard
error of difference between means × Critical value

Lower limit 95% CI = 1.31 – (.516)(1.96) = .29

Upper limit 95% CI = 1.31 + (.516)(1.96) = 2.32

Therefore, the 95 percent confidence interval for the Poirier and Feldman (2007)
study is between .29 and 2.32. One could say with 95 percent confidence that
the true population mean is within that interval. Notice that 0 is not within
the confidence interval. This also is an indicator that there was a statistically
significant difference at p < .05.

Last, we use the same data to compute effect size. In this case, since the
independent variable was dichotomous and the dependent variable was
continuous, we choose a d family effect size, as did Poirier and Feldman (2007).
Notice that the denominator of the effect size formula is based on the standard
deviation and not on standard error as in the t statistic and confidence interval.

Again, the effect size (.17), which is the strength of the relationship between
the independent and dependent variable, was considered to be small, even
though the difference between groups was statistically significant at .01. More
than likely, this outcome was due to a large sample size.
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Single-Factor ANOVA

The single-factor ANOVA (also called one-way ANOVA) is used for designs
with one independent variable, between groups, and two or more levels.
Similar to the independent samples t test, the single-factor ANOVA is
performed on dependent variables that are normally distributed (often said

RESEARCH IN THE REAL WORLD

Another example of a t test for independent samples is from the Economos
(2014) study on the perceptions of teaching and learning in graduate
education. In this study, the researcher investigated whether students from
business and education graduate programs differed on five perceptions of
teaching and learning, including: pedagogical content knowledge, individual
consideration, student–professor engagement in learning, intellectual stimu -
lation, and deep learning. The design was comparative because the 
inde pend ent variable (i.e., the type of student, either from the business 
or educ ation program) was attribute and groups were being compared to
find a difference. Similar to Poirier and Feldman (2007), the design for the
Economos (2014) study was a single-factor, between-groups design with 
two levels. The design was between groups because participants were in
one and only one group, and participants were measured only once. The
dependent variables (i.e., the five perceptions of teaching and learning) 
were assumed to be normally distributed with equal variances. Therefore,
the statistical choice for this study was an independent samples t test.

We will discuss only one of the five dependent variables, as only two
were statistically significantly different. For the dependent variable of
student–professor engagement in learning, we express the results of the t
test as follows, t130 = –1.99, p = .048. In the present study, the mean of the
students from the business program was 20.48 with a standard deviation of
3.21, and the mean of the students from the education program was 21.54
with a standard deviation of 2.87. Therefore, the difference between the
means was 1.06 percentage points in favor of the students from the education
program. Because the p value was less than .05, for this dependent variable
the researcher rejected the null hypothesis that there was no difference in
perceptions of student-professor engagement in learning scores between the
population means of the two groups. It was concluded that the average
perceptions of student–professor engagement in learning scores in the popu -
lation of students from the education program is higher than the average
perceptions of student–professor engagement in learning scores of students
from the business program. In this study, no effect sizes were reported. The
d family effect size should have been reported for all comparisons. In Chapter
17, we computed the d value and found it to be .35, which is considered
small to medium according to Cohen (1988).

Analysis of variance
(ANOVA)   
A statistical test
conducted when
there is a nominal
independent variable
with three or more
levels and a
scale/continuous
dependent variable.



to be interval or ratio scale). For our discussion of this analysis one example
we provide is by Herpertz et al. (2001).

Herpertz et al. (2001) investigated psychophysiological responses in boys
with attention deficit hyperactivity disorder (ADHD) compared with boys with
this disorder who also had conduct disorder (CD) (ADHD + CD). A third group
of boys without ADHD served as a comparison or control group. Although
the major focus of this study was psychophysiological differences among the
three groups, other dependent variables, including IQ, were also of interest.
For purposes of demonstration of the single-factor ANOVA, we use the IQ
data shown in Table 20.2. Because Herpertz et al. had three groups in their
study (ADHD, ADHD + CD, and control) and each participant in the study
was in only one of the three groups and measured only once, the design was
a single-factor between-groups design with three levels. The dependent
variable, IQ, was considered to be normally distributed. Furthermore, because
the groups differed on an attribute independent variable, the research approach
to the study is considered comparative.

Because there are three groups or levels for this study, we could perform
three independent samples t tests (comparing control with ADHD, ADHD with
ADHD + CD, and ADHD + CD with control) to consider all possible paired
comparisons. The problem is that the result of doing multiple t tests is that
the probability of a type I error is increased substantially. This error occurs
when the researcher incorrectly rejects the null hypothesis when it is true. If
three separate t tests were performed in this situation, the significance level
for each comparison should be reduced to approximately .017 (.05/3 tests) to
keep the overall significance level at .05. This correction, called Bonferroni,
divides the alpha level (usually .05) by the number of tests performed.
Unfortunately, using the Bonferroni procedure reduces statistical power by
changing the significance level (from .05 to .013 in this situation). The more
appropriate statistical selection for a single-factor design with more than two
levels is the single-factor ANOVA, which allows the researcher to test the null
hypothesis at p = .05.

All ANOVA procedures have a source table that displays the results from
the ANOVA. Although it is relatively rare for a source table from a single-
factor ANOVA to be displayed in a journal article, source tables accompanying
factorial designs are more common. Table 20.3 shows a hypothetical source table
for the single-factor ANOVA from the Herpertz et al. (2001) data.
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TABLE 20.2 

IQ Data from the Herpertz et al. (2001) Study

ADHD ADHD+CD Non-ADHD

(n = 21) (n = 26) (n = 21)

Mean 95.71 93.50 110.24

Standard deviation 11.08 7.97 11.77

Source: Data are from Herpertz, S. C., Wenning, B., Mueller, B., Qunaibi, M., Sass, H., & Herpertz-
Dahlmann, B., Journal of the American Academy of Child and Adolescent Psychiatry, 40, 2001,
1222–1230.

Source table  
The table generated
in analysis of variance
that enumerates the
sums of squared
deviations from the
mean of each group,
the degrees of
freedom for each
group, the mean
squares from each
group and the F ratio.



The single-factor ANOVA starts by dividing the sums of squares (SS) into
a between-groups component and an error component. The degrees of freedom
(df) for the independent variable, called groups, is the number of levels of 
the independent variable minus one. The df for the error term is computed 
by subtracting the df for the independent variable from the total df. The total 
df (not shown in the source table) is the number of participants minus 1. Each
of the SS is divided by its corresponding df to obtain mean squares (MS). Thus,
there will be two MS in the single-factor ANOVA. The F value, seen in the last
column in Table 20.3, is obtained by dividing the MS for groups by the MS 
for error. As Table 20.3 shows, there is one F value in the source table.

Herpertz et al. (2001) performed a single-factor ANOVA on their IQ data
and reported the results in a table. They reported an F of 17.44, which was
statistically significant at p < .0001. Had they reported this result in the text,
it would read as follows: A statistically significant difference was found among
the three groups: F(2,65) = 17.44; p < .0001. Notice that there are two different
degrees of freedom in the single-factor ANOVA. A total of 65 degrees of free -
dom are associated with the error variance, similar to the t test, and calculated
by subtracting the number of groups (3) from the total number of participants
(68). Two degrees of freedom are associated with between-groups variance,
and they are calculated as the number of groups minus 1.

What does an F value of 17.44 mean? Herpertz et al. (2001) found, from
a statistical table or their computer, that the probability (p) was less than .0001.
In other words, the probability that the three different mean values could
happen, assuming a true null hypothesis, was less than 1 in 10,000, or highly
unlikely. Therefore, they rejected the null hypothesis of no difference among
the three IQ population means. A statistically significant overall F value from
an ANOVA reveals only that the population means are not equal. To determine
which groups or conditions are significantly different from each other
following a statistically significant F, a post hoc test must be performed.

There are numerous post hoc test alternatives from which to choose. The
Tukey honestly significant difference (HSD) test is considered a middle-of-the-
road test between liberal (e.g., the Fisher least significant difference test (LSD))
and conservative (e.g., the Scheffé test for all comparisons). Most statisticians
believe that liberal tests, such as LSD or three t tests, allow too high a proba -
bility of making a type I error.

Herpertz et al. (2001) performed a post hoc test using the Tukey HSD
procedure. The results of this test revealed that the non-ADHD (comparison)
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TABLE 20.3 

Single-Factor ANOVA Source Table (Hypothetical)

Source SS df MS F

Groups 500 2 250 17.44*

Within subjects (error) 931.45 65 14.33

*p < .01.

Source: Data are from Herpertz, S. C., Wenning, B., Mueller, B., Qunaibi, M., Sass, H., & Herpertz-
Dahlmann, B., Journal of the American Academy of Child and Adolescent Psychiatry, 40, 2001,
1222–1230.

Post hoc test 
When comparing
three or more groups,
if a statistically
significant result is
found, another test
(called a post hoc
test) must be
conducted to assess
which groups were
statistically
significantly different.



group IQ was statistically significantly higher than either the ADHD or 
ADHD + CD group. The ADHD group and the ADHD + CD group did 
not differ statistically significantly from each other on the dependent variable
of IQ.

SPSS and other statistical computer packages provide an index of the effect
size, eta2, which corresponds to the overall F (Table 20.3). For our example,
eta2 is .35. Because eta2 is similar to the squared correlation coefficient, this
would imply that approximately 35 percent of the variance in the study is
accounted for by the independent variable. However, we are usually more
interested in the size of the effect for pairs of conditions or groups, so one would
report d effect sizes for the pairs of means that were found to be statistically
significant using the Tukey post hoc test. The ADHD versus non-ADHD and
the ADHD + CD versus non-ADHD comparisons would have d values greater
than 1.0 and thus would be very large, and probably clinically important,
differences. It is important to point out that there is some disagreement about
how d values should be computed in single-factor designs with more than two
groups or levels and in factorial designs (Kline, 2004). The issue concerns the
measure of variability. Should one use the pooled standard deviation from
the two groups in the comparison (Hedges’ g), or should one use the square
root of the error term, mean square within subjects (Table 20.3), which is more
conservative? We favor the former method.

Analyzing Single-Factor (Between-Groups) Designs with
Nonparametric Statistics

Nonparametric analyses often are referred to as distribution-free analyses. Non-
parametric tests are “free” of the equal variance and normal distribution
assumptions. Actually, each nonparametric analysis has its own sampling
distribution. Nonparametric tests should be used when the assumptions of the
equivalent parametric statistic are markedly violated, but typically ordinal
nonparametric tests are not quite as powerful.

There are many different nonparametric tests (see Siegel & Castellan, 1988).
Both of the nonparametric tests discussed next begin by converting the data
from all of the groups combined to ranks by ordering them from the smallest
to the largest score, regardless of the particular group or condition. Once the
data are ranked, the rankings are used in a formula. Usually this entails
summing the rankings from each group. As one might expect, if the sums of
the rankings are quite different between or among groups, then they are likely
to be statistically significantly different. A computer program will indicate the
probability, p, or the researcher can look up the result of the formula in a table
and draw a conclusion using the same logic as the t test.

Mann-Whitney U Test for Independent Samples

The Mann-Whitney U test is performed when the design is a between-groups
design with one independent variable and two levels. It is used when there
has been a violation of the assumptions underlying the t test. The analysis
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Mann-Whitney 
U test  
A statistic that is
performed when the
design is a between-
groups design with
one independent
variable with two
levels and when there
has been a violation
of the assumptions
underlying the t test.
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yields a value for the U statistic and a p value associated with it. If the p value
is less than the significance level of .05, the null hypothesis is rejected. Because
there are only two groups or levels in a comparison, there is no need for a
post hoc test following a statistically significant U value.

Kruskal-Wallis One-Way ANOVA by Ranks

This test is the nonparametric analog of the single-factor between-groups
ANOVA. It is used when there is one independent variable with more than
two levels, participants are in one and only one group, and there has been a
violation of the assumptions for parametric statistics. The preliminary steps
in the Kruskal-Wallis ANOVA are similar to those of the Mann-Whitney U
test. Data are ranked from smallest to largest without respect to group. Then
the ranks in each group are summed and applied to the Kruskal-Wallis
formula.

The logic underlying the Kruskal-Wallis ANOVA is that if you had three
identical distributions of scores and you selected three groups at random, one
from each distribution, you would expect their ranks to be distributed equally
under the null hypothesis. However, if the ranks were quite different for at
least one of the groups, then the null hypothesis would be rejected. Similar to
a single-factor ANOVA, a statistically significant Kruskal-Wallis test must be
followed by a post hoc test. A common post hoc method for the Kruskal-Wallis
ANOVA is to perform Mann-Whitney U tests for each pair of groups, but that
is a liberal post hoc comparison, similar to doing three t tests after an ANOVA,
so it would be prudent to use the Bonferroni correction.

RESEARCH IN THE REAL WORLD

Smithyman, Fireman and Asher (2014) conducted a Mann-Whitney U test
for independent samples in their investigation of long-term psychosocial
consequences of peer victimization. These authors researched 72 high
school students who had been peer nominated to assess their past experience
with peer victimization in elementary school. To assess differences between
the peer-nominated elementary school victims with students who were not
victimized on their current experience with victimization in high school, 
a Mann-Whitney U was conducted. The median for the victims was 14.0
and the median for the nonvictims was 12.6. The Mann-Whitney U found
U = 517.5, z = –.729, p = .466, r = .08. From these numbers, we know
that the p value is greater than .05, which indicates that the null hypothesis
of no difference between the two groups cannot be rejected. Therefore, 
“as predicted, victimization status in elementary school was not significantly
related to victimization later in adolescence” (Smithyman et al., 2014, 
p. 70).

Kruskal-Wallis
analysis of variance
by ranks  
This test is the
nonparametric analog
of the single-factor
between-groups
ANOVA and is used
when there is one
independent variable
with more than two
levels, participants
are in one and only
one group, and there
has been a violation
of the assumptions for
parametric statistics



Analyzing Single-Factor Repeated-Measures Designs with
Parametric Statistics

The analyses discussed in this section are used in a design with one
independent variable, with two or more levels or conditions, and participants
are measured under all conditions. These designs are referred to as within-subjects,
dependent-samples, or repeated-measures designs, and we use these terms
interchangeably here. This means that participants undergo all conditions of
the study or participants are matched on some variables assumed to be related
to the dependent variable.

The types of research approaches used with single-factor, repeated-
measures designs are often randomized experimental or quasi-experimental.
The comparative approach can be used in a within-subjects design and analysis
to compare participants who vary on an attribute independent variable if 
they are matched (e.g., pairs of students with and without ADHD matched
on IQ and gender). The comparative approach also is used when a cohort of
participants is followed longitudinally to study developmental change (i.e.,
they are assessed on the same measures two or more times without any
planned intervention between assessments).

Now we discuss the t test for dependent samples and the single-factor
repeated-measures ANOVA, which are used with single-factor within-
subjects/repeated-measures designs.

The t Test for Dependent or Paired Samples

To facilitate our discussion of within-subjects designs, one example we provide
is of a quasi-experiment by Goddard (2003). The author taught a course called
“Writing in Psychology” to improve students’ writing skills. An attitude
inventory and tests over American Psychological Association (APA) style and
grammar were used to evaluate the impact of the course. For our example
here, we focus on the results of the grammar test that was given to each student
prior to the course and at the end of the course. This is an example of a single-
factor repeated-measures (within-subjects) design with two levels. The
independent variable was the impact of the course. The two levels were the
pretest and the posttest. Since all students were examined twice, the design is
a repeated-measures or within-subjects design. The dependent variable, the
score on the grammar test, was assumed to be normally distributed. The
maximum score that a student could achieve on this test was 33.

A paired or dependent t test was used to analyze the data. The selection
of this statistical test follows from Chapter 19. The data from the grammar test
can be seen in Table 20.4.

Goddard (2003) reported the results as follows: “A two tailed paired
sample t test indicated that the difference was significant, t(26) = –4.60, 
p < .001” (p. 28). Notice that degrees of freedom (in parentheses) was only one
less than the sample size. In a dependent samples t test, only one degree of
freedom is lost from the total sample. The negative t value resulted because
the posttest was subtracted from the pretest. No effect size was computed for
this measure. Also, it should be noted that though an effect size can be
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TABLE 20.4

Course Performance Data (Grammar Test) from Goddard (2003) Study

Pre Course Post Course

(n =27) (n = 27)

Mean 22.93 26.19

Standard deviation 5.25 4.06

Source: Data are from Goddard, P., Teaching of Psychology, 30, 2003, 25–29.

TABLE 20.5

Interest in Specialty Areas of Professional Psychology (Data from Stark-Wroblewski,
Wiggins, & Ryan, 2006)

Counseling Clinical School Forensic Profiling

Mean 2.67 2.43 1.73 2.52 2.49

Standard deviation 1.14 1.04 1.08 1.14 1.27

Source: Data are from Stark-Wroblewski, K., Wiggins, T., & Ryan, J., Journal of Instructional
Psychology, 33, 2006, 273–277.

RESEARCH IN THE REAL WORLD

How to involve children in meal preparation and whether participating in
meal planning increases the amount of food eaten was investigated by van
der Horst, Ferrage, and Rytz (2014). In this study, there were two groups
with one group of parents who included their child in the meal preparation
and in the other group the parent prepared the meal alone. Multiple analyses
were conducted, with one analysis being a paired samples t test to assess 
if the children who did not cook had an increase in emotions during the
cooking time. The independent variable was cooking time. The two levels
were before cooking and after cooking. Since all children were examined
twice, the design is a repeated-measures or within-subjects design. The
dependent variable, the level of emotion, was assumed to be normally
distributed.

A paired or dependent t test was used to analyze the data. The authors
report only the effect size and significance value, “d arousal BC–AC = .73, p <
.05” (van der Horst et al., 2014, p. 22). This effect size is medium to large.
It would have been better had the authors reported the exact p value, but
from the information presented we know that the null hypothesis can be
rejected.



computed for a dependent samples t test, a correlation coefficient must be
obtained between the two measures (in this case between the pre- and
postmeasures) as part of the analysis. This is different from computing the
effect size from an independent samples t test, which could be done from the
resulting t value.

Single-Factor ANOVA With Repeated Measures

The single-factor ANOVA with repeated measures is performed in designs
with one independent variable, two or more levels, and the participants
undergo all conditions or levels of the study. The dependent variable is
distributed normally, and variances are similar for each condition. Consider
an example by Stark-Wroblewski et al. (2006) who assessed undergraduate
student interest in and familiarity with five specialty areas in professional
psychology. A total of 83 undergraduate students majoring in psychology rated
their interest in and familiarity with subfields of psychology. The independent
variable, subfields of professional psychology, had five levels: (1) counseling
psychology; (2) clinical psychology; (3) school psychology; (4) forensic
psychology; and (5) criminal profiling. To assess student interest, the depend -
ent variable was a five-point Likert-type scale, ranging from 0 to 4, as follows:
0 = no interest, 1 = little interest, 2 = moderate interest, 3 = very interested,
and 4 = interested enough to pursue a career in this specialty area. Students
rated each subfield using the Likert scale. The design for this study was a
single-factor repeated-measures design with five levels. The dependent meas -
ure was considered to be normally distributed and approximated an interval
scale.

The data for this study can be seen in Table 20.5. A single-factor repeated-
measures ANOVA was performed on the data. A statistically significant result
was obtained: F(4, 79) = 17.24, p < .001. A statistically significant F indicates
that there was at least one statistically significant difference for interest in
specialty areas. The authors used a Bonferroni technique to make all pairwise
comparisons among specialty areas. The Bonferroni technique is similar to
performing t tests between each pair of disciplines. To control for making a
Type 1 error for this many comparisons, the researcher typically divides the
alpha (or significance level) by the number of comparisons (ten in this
example). If the alpha level was established at .05 prior to the study, then each
comparison would be tested at 0.005. The results demonstrated that there was
statistically significantly greater interest in all of the disciplines compared to
school psychology but no difference in interest among these other disciplines.
Post hoc comparisons similar to those of the single factor between groups
ANOVA could be performed following a statistically significant repeated-
measures ANOVA, but the error term would be different (Keppel, 1991).

The assumptions of independence, homogeneity of variance, and normality
discussed in the previous chapter also need to be considered for the t test for
paired samples and the single-factor repeated-measures ANOVA. However,
in addition to these assumptions, an additional assumption, sphericity, also
must be considered for the single-factor repeated-measures ANOVA if it is
applied to more than two groups. Conceptually, the sphericity assumption
is satisfied when the correlations among the scores of the different levels are
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equal. In the Stark-Wroblewski et al. (2006) study, because there were five levels
in the single-factor repeated-measures design, the correlation between, for
example, counseling and clinical psychology must be similar to the correlation
between counseling and school psychology, which must be similar to the
correlation between clinical psychology and school psychology, and so on. If
the assumption is violated, the type I error is inflated. However, most computer
statistical programs have a correction for the violation of the sphericity
assumption.

An overall effect size for the repeated-measures analysis of variance in
the Stark-Wroblewski et al. (2006) study was reported: eta2 = .47. This is a 
large effect size indicating the strength of relationship between interest and
specialty.

Analyzing Single-Factor Within-Subjects Designs with
Nonparametric Statistics

Nonparametric statistics are used with within-subjects/repeated-measures
designs when one of the assumptions underlying use of parametric statistics
has been markedly violated. We discuss briefly three nonparametric statistics.

Wilcoxon Signed Ranks Matched-Pairs Test

The Wilcoxon matched-pairs test is used in a design in which there is one
independent variable, with two levels, and the participants undergo both
conditions or pairs of participants have been matched on a relevant variable.
The dependent variable data are ordinal (and not normally distributed), or
there have been violations of assumptions of the t test for paired samples. For
example, the Wilcoxon test could have been used instead of the paired-samples
t in the Goddard (2003) study to compare the pretest and posttest if assump -
tions had been violated.

Friedman Two-Way ANOVA by Ranks

The Friedman test is used in a repeated-measures design when there is one
independent variable, there are three or more levels, and the dependent
variable is ordinal (and not normally distributed) or violations of ANOVA
assumptions have occurred. Stark-Wroblewski et al. (2006), who assessed
undergraduate student interest in and familiarity with five specialty areas in
professional psychology, could have used the Friedman test. Because the
Friedman test is carried out on data with more than two levels or conditions,
a statistically significant result must be followed by some post hoc comparison
to determine specific differences. The Wilcoxon test may be used as a post hoc
test in this situation if the Friedman test is statistically significant. Note,
however, that using the Wilcoxon test after the Friedman test is analogous to
using the least significant difference test after an ANOVA; it is somewhat
“liberal.”
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The McNemar Test

The McNemar test is used in designs similar to that for the paired t or
Wilcoxon test, but the dependent variable is nominal or dichotomous. The
McNemar test is similar to the chi-square test, which we discuss in Chapter
21, in that frequencies are the unit of measurement and they can be visualized
in a cross-tabulation table. However, because each participant undergoes both
conditions of the study, there are important differences from the chi-square
test for independence. If the Goddard (2003) study had compared participants
at pretest and posttest on the dichotomous measure of whether they improved,
the McNemar test probably would have been used.

Advantages and Disadvantages of Within-Subjects Designs

Advantages of Within-Subject Designs

An obvious advantage of using a within-subjects/repeated-measures design
is that fewer participants are needed in the study. If the Goddard (2003) study
had used a between-groups design, a separate group of students would be
needed, possibly doubling the number of participants in the study. The
repeated-measures design saves time in recruitment of participants. Some -
times, if participants have characteristics that are not common, a repeated-
measures design is more efficient. A more important reason for selecting a
repeated-measures design is that variability among participants should be
reduced. The statistical analysis of single-factor repeated-measures designs is
usually a paired t test or repeated-measures ANOVA (previously discussed),
which conceptually can be thought of as a ratio of the variability between
groups to the variability within groups. When we perform a repeated-measures
design, each participant undergoes all of the conditions. Therefore, it is
expected that any changes from condition to condition are due to the nature
of a particular condition (treatment) and not to variability among participants
(error), because the same participant is experiencing each of the conditions.
This reduction in error variance would increase the size of the t or F ratio and
result in a greater probability of finding a statistically significant difference if
one is actually there.

Disadvantages of Within-Subjects Designs

Although within-subjects/repeated-measures designs are advantageous in
reducing error variance, there are two distinct disadvantages of using repeated-
measures designs. First, repeated-measures designs (with the exception of
matching) cannot be used in situations in which a lasting effect of a treatment
might take place. The problem is often referred to as carryover effects. For
example, studies of educational or psychological interventions would not use
repeated-measures designs because once participants experienced the
treatment conditions, they could not be expected to “unlearn” the treatment.
Because of carryover effects, repeated-measures designs are not seen as
frequently as between-group designs in the clinical literature.
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One method of circumventing carryover effects while still gaining the
advantage of reducing error variance is to use a matching procedure.
Participants are grouped into pairs (dyads) or triplets (triads) on the basis of
some characteristic that should be related to the dependent variable, for
example, intelligence. After participants are matched, one of each pair is
assigned (optimally randomly) to group A and the other to group B. Then the
study is carried out. Conceptually, the idea of matching is to make each
member of the pair or triad as though he or she was the same participant under -
going all conditions. Therefore, designs that use matching are considered to
be within-subjects designs and use similar statistical procedures.

A second disadvantage of repeated-measures designs is that the degrees
of freedom in the study are reduced. If one did a repeated-measures study
with two conditions, it would take half as many participants to gather the same
amount of data because each person would be measured twice. For example,
consider a between-groups study that compares an intervention condition 
with a control condition, with 20 participants in each condition. Then, there
are 40 participants, or 38 degrees of freedom (df = [n1 – 1] + [n2 – 1]) for an
independent-samples t test). On the other hand, suppose that a repeated-
measures design was used. There would be 20 participants in each condition,
but because each participant undergoes both conditions, there would be only
20 participants. The degrees of freedom would be n–1 or only 19; thus,
statistical power is reduced. The decision of which type of design to use
involves a trade-off between increased sample size (so increased df) with a
between-groups design and reduced error variance with a within-subjects
design.

Summary

In this chapter we discussed the application of appropriate statistical methods
used to answer basic difference questions. In the first part of the chapter we
addressed statistical analyses appropriate for between-groups designs. The
second part of the chapter addressed statistical analyses for within-subjects or
repeated-measures designs. Both sections are further divided into selection 
of appropriate parametric and nonparametric statistics based on the scale of
the dependent variable and if certain assumptions had been satisfied. The
emphasis of this chapter was on parametric statistics including the t test and
analysis of variance. The t test is more commonly used when there is one
independent variable with two levels because it gives the researcher the option
of testing a directional hypothesis. When the independent variable has more
than two levels, the ANOVA is the procedure of choice.

We also discussed nonparametric tests to answer basic difference
questions. For between-groups designs these tests included the Mann-Whitney
U test and the Kruskal-Wallis analysis of variance by ranks. For within-subjects
designs we included the Wilcoxon test and the Friedman test. All of these
nonparametric tests are used with ordinal data that are not normally
distributed or with interval data converted to ranks because of violation of
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assumptions underlying parametric tests. We also mentioned the McNemar
test, which is used in within-subjects designs with nominal data. Nonpara -
metric tests are used less frequently than parametric analyses and usually are
less powerful.

It should be noted that the suggestions we provided are guidelines, and,
especially with respect to nonparametric analyses, there could be other
appropriate choices. When selecting a particular statistical analysis, it is
desirable to state an appropriate rationale. As a final word of caution, a statis-
tically significant result is not necessarily a clinically significant result.
Statistical significance just tells us that it is likely that there is some difference;
it does not tell us about the size of the difference (effect) or whether it has
clinical or practical importance.

Key Concepts

Analysis of variance (ANOVA)
Degrees of freedom
Carryover effects
Friedman test
Kruskal-Wallis analysis of variance by ranks
Mann-Whitney U test
Matching
McNemar test
Post hoc tests
Source table
Sphericity assumption
t test
Wilcoxon matched-pairs test

Key Distinctions

Between-groups designs versus within-subjects designs
Matching versus within-subjects designs
Parametric versus nonparametric statistics
Single-factor ANOVA versus Kruskal-Wallis ANOVA
Single-factor repeated-measures ANOVA versus Friedman test
t test for independent samples versus Mann-Whitney U test
t test for independent samples versus t test for paired samples
t test for paired samples versus single-factor repeated-measures ANOVA
t test for paired samples versus Wilcoxon matched-pairs test versus

McNemar test
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Interpretation Questions

1. Under what conditions would you use a single-factor ANOVA?

2. How do you determine the degrees of freedom for a dependent samples
t test?

3. Explain what the numbers mean in the following: t280 = 6.21, p = .032.

Application Problems

For questions 1–3, select the proper statistical analysis based on (a) whether the
design is between groups, within subjects, or mixed; (b) number of levels of
the independent variables; (c) the scale/level of measurement of the dependent
variables; and (d) whether assumptions underlying parametric tests are
violated.

1. A professor who taught statistics was curious to know about different
methods of calculating the standard deviation. Specifically, he wondered
which way was quicker: the deviation method or the raw score method. It
just so happened that he had a class of 31 graduate students. He randomly
assigned 16 students to the deviation method and 15 students to the raw
score method and asked the students to keep track of how long it took (to
the nearest minute) to determine the standard deviation for the problem.

2. At a clinic in the Rocky Mountains, a hand therapist was interested in
determining the functional recovery of joint replacement surgery as
opposed to two other more conservative treatments, steroids and splinting,
on persons with rheumatoid arthritis. A total of 30 participants were ran -
domly selected from a population of hand therapy patients. The partici -
pants were randomly assigned to one of three groups (ten participants in
each). The groups were the surgery condition, drug condition, and the
splint condition. After six months, all three groups were measured on a
subtest of the Gliner Occupational Hand Recovery Index, an interval
scale.

3. An investigator is interested in comparing successful employment due to
different service delivery systems for persons with traumatic brain injury.
One system (n = 10) was referred to as the cognitive delivery system (C).
A second system (n = 10) was the emotional delivery system (E). A third
system (n = 10) was the case management delivery system (CM). The
investigator ranked the 30 subjects from 1 to 30 on how successful they
were on their first job after recovery.

4. A therapist wanted to know whether his special splint would increase the
range of motion (ROM) in the wrist after a traumatic injury. He had eight
patients wear the special splint and eight patients wear the standard
splint. He predicted that his special splint would increase ROM (in
degrees) at the end of the recovery period. He performed a t test for
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independent samples on the data and found a t value of 1.82. He went to
a t table and found that this value was greater than the critical value for
a t with 14 degrees of freedom (one tailed). He concluded that his special
splint was statistically significantly better than the standard splint. What
did he mean by statistical significance?

5. You have three independent groups, with ten participants in each group
(n = 30). These groups are labeled A1, A2, and A3. The means of the three
groups are 10, 14, and 20, respectively. You wonder if there is a significant
difference for any of the possible comparisons.

a. How many comparisons are there?
b. If you use a t test to test each comparison, what danger do you run

into?
c. You decide to perform an analysis of variance on the data. The results

are as follows. Fill in the rest of the table:
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Source of variation SS df MS F

Between groups 320 k–1

Within subjects 1080 n–k

d. You find that the F is statistically significant. How do you determine
which of the groups are different from each other?

6. The design is a single-factor (between-groups) design with two levels. The
data are normally distributed. There are two analyses that can be
performed.

a. What are the two different types of analyses that can be used in this
situation?

b. When should each analysis be used and why?

For the following eight passages (questions 7–14), select the proper statistical
analysis based on (a) whether the design is between groups or within subjects;
(b) number of levels of the independent variables; (c) scale of measurement
of the dependent variables; and (d) whether assumptions underlying para -
metric tests are violated.

7. A graduate seminar class has ten students. The students are exposed to
four different instructors, each instructor representing a different teaching
style. At the end of the semester, each student is asked to rank the four
instructors from 1 to 4 on class challenge. Are there significant differences
among teaching styles?

8. A researcher hypothesized that applying splints over a 3-month period
would significantly increase range of motion in patients who were
quadriplegic. A random sample of 16 patients with this disability was
selected. The patients were then matched on initial range of motion to
form eight pairs. Then one participant of each pair was randomly assigned
to the intervention group (n = 8) and the other randomly assigned to the



control group (n = 8). The intervention group was splinted for three
months, whereas the control group was not splinted. After three months,
range of motion (which was normally distributed) was measured for each
group, and they were compared.

9. An educator is interested in cooperative learning groups. She wonders if
active participation increases if groups are facilitated by someone in this
area. A study is conducted during two different class periods. In one class
period, participants engage in cooperative groups without a facilitator.
During a second class period she introduces a facilitator into the groups.
One member of each group, unknown to other members, keeps track of
active participation. After each class, participants are divided into whether
they actively participated or did not actively participate.

10. A study is carried out to determine if a hands-on entrepreneurial
curriculum for high school students will increase entrepreneurial skills.
A total of 20 students were matched into ten pairs based on gender and
previous high school grades. One member of each pair was assigned to
the intervention condition, the hands-on entrepreneurial curriculum. The
other member of the pair was assigned to the traditional business class,
where most of the activities involved students reading simulations and
class discussions. At the end of the semester, each student was given an
entrepreneurial skill score, on a 1-to-5 scale (5 = always, 4 = most of the
time, 3 = sometimes, 2 = rarely, and 1 = never).

11. A researcher was interested in determining how to get people with arthritis
to use joint protection techniques. She observed 20 people with arthritis
in their home for one morning and found that 6 of 20 used joint protection
techniques. She then gave a demonstration on joint protection to each
participant. One month later she observed each of the participants again
for one morning. She found that 16 of 20 people used joint protection
techniques.

12. A graduate seminar class has ten students. The students are exposed to
four different instructors, each instructor representing a different teaching
style. At the end of the semester, each student is asked to judge each
teaching style as challenging or not challenging. Are there significant
differences among teaching styles?

13. A study matched participants in pairs and then performed a t test for
paired samples. What are the advantages and disadvantages of matching
in this situation? (Hint: Consider degrees of freedom.)

14. Researchers performed a repeated-measures ANOVA to compare three
matched groups. They also performed a post hoc test in the study. Explain
why.
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21
Analysis and Interpretation of Basic
Associational Research Questions

In this chapter we discuss the selection and application of appropriate statistical
methods to answer basic associational research questions. When we refer to
basic research questions we are discussing analyses that have only one
independent variable and one dependent variable. We examine in detail two
very commonly used statistical tests: the Pearson product-moment correlation
coefficient, r, and the chi-square (�2) test for independence. For the most part, the
basic associational research approach examines the relation between two
continuous variables (or at least ones that have many ordered levels) leading
to a correlation coefficient. The most common correlation coefficient used to
describe the relationships between two continuous variables is the Pearson
product-moment correlation, which is represented by r. When one or both 
of the variables is not normally distributed or there are violations precluding
the use of parametric statistics, the Spearman correlation or the Kendall tau (
)
is usually used.1 However, when we examine the relationship between two
variables that are dichotomous or nominal level, with a few nonordered
categories, the Pearson chi-square (�2) test for independence is used.

In this chapter we also discuss common problems associated with the
reporting and interpretation of correlation coefficients and the need to present
effect sizes and confidence intervals. Also, we spend some time discussing 
the special case of the chi-square test with one degree of freedom because of
its prominent use in medical research. Note that in Chapter 19 we included
chi-square in Figure 19.3 as a difference inferential statistic that could be used
for comparing two or a small number of groups of participants. Both difference
and associational statistics examine the relationship between variables so 
chi-square could have been discussed in the current chapter or in Chapter 20
along with nonparametric statistics such as the Mann-Whitney test. When we
discuss the relationship between two variables in the associational research
approach, technically, neither variable is designated as independent or
dependent because a correlation is bidirectional. However, researchers usually
have some direction in mind so we continue to use the terms independent and
dependent variable here.

Pearson chi-square
test for
independence 
See Chi-square test.

Chi-square test  
A statistical test that
examines the
relationship between
two variables that are
dichotomous or
nominal level, with a
few nonordered
categories.



Analyzing Continuous Variables with Parametric Statistics

Pearson Product-Moment Correlation

The Pearson product-moment correlation provides an index of the strength
of the linear relationship between two continuous variables. The Pearson
correlation assumes that the distribution of the dependent variable is normal,
with equal variance for each value of the independent variable, and assumes
that the independent variable also is normally distributed. The Pearson
correlation is widely reported in the literature for evaluating measurement
reliability where one might test the relationship between two administrations
of the same instrument (test–retest reliability) or the relationship between two
different observers (interrater reliability) and, for measurement validity, testing
the relationship between an instrument and some external criterion (see
Chapters 11 and 12). The Pearson correlation is expressed as a coefficient, r,
which indicates the strength of the association or relationship between two
variables. This coefficient has a range of –1 to +1. A positive relationship means
that as scores on one variable increase, scores on the other variable also
increase. If r is .5 or greater, it is usually considered to be a strong positive
relationship, and r values that are below –.5 are considered to be strong
negative or inverse relationships between the two variables. An inverse
relationship means that a high score on one variable is associated with a low
score for the same person on the other variable and vice versa. When the value
of r is near zero, it indicates there is no relationship between the two variables;
in this case, high scores on the independent variable are associated with high,
medium, or low scores on the dependent variable. A zero or a low correlation
means that the dependent variable cannot be predicted by knowing the scores
on the independent variable.

A study by Zamboanga, Padilla-Walker, Hardy, Thompson, and Wang
(2007) demonstrates the use of correlation coefficients. These authors were
interested in predicting student class performance on lecture and text-based
questions from student background and course involvement. To predict these
outcomes, the authors used hierarchical linear regression analyses (Chapter
22). However, the authors provide, in a table, descriptive statistics and cor -
relations among the variables to be used in the regression analysis. Although
the authors included ten different predictors in their study, for our purposes
here, we look at four of their measures: (1) ACT scores; (2) prior grade point
average (GPA); (3) lecture attendance; and (4) exam performance based on
averaging scores on four exams.

There were 114 students in the study. Pearson correlation coefficients 
were obtained for all relationships among the four measures. Zamboanga 
et al. (2007) placed the results from their correlations in a table. However, had
they reported a single correlation result in the text, such as the correlation
between lecture attendance and exam performance, it would be written as
follows: A statistically significant relationship between lecture attendance 
and exam performance was found: r = .39, df = 112, p < .01. The degrees of
freedom for a Pearson correlation coefficient are the number of participants
in the analysis minus 2. Again, degrees of freedom refer to the number of
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independent pieces of information from the data collected in the study and
are closely associated with the number of participants with data on both
variables. There were 114 participants so the degrees of freedom for this
correlation were 112.

Statistical Significance

As with any inferential statistic, one must be cautious about the interpretation
of statistically significant correlation coefficients. There is an inverse
relationship between the number of participants in the study (degrees of
freedom) and the size of the coefficient needed to obtain statistical significance.
In other words, studies with a large number of participants might find
statistically significant correlation coefficients, but they may be trivial. If we
examine a table of critical values for the Pearson correlation, we find that with
114 participants in a study, a correlation of about .185 is all that is needed to
obtain statistical significance at p < .05, given a nondirectional hypothesis or
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RESEARCH IN THE REAL WORLD

Işik and Üzbe (2015) researched “the relationship between meaning in life,
personality traits, and positive/negative affects among adults at different
developmental stages” (p. 598) with a convenience sample of 190 females
and 145 males. These authors conducted Pearson product moment
correlations to investigate the associations between the continuous variables
of presence of meaning in life, search for meaning in life, positive effect,
negative effect, neuroticism, extraversion, openness to experiences, agree -
ableness, and conscientiousness. All of the correlations were presented in
a table and of the 36 computations, 33 were statistically significant. Thirteen
of the statistically significant results were also reported in the text,
unfortunately, without the degrees of freedom.

A significant positive correlation was found between presence of meaning
in life and positive affect (r = .29, p < .01), as well as the extraversion 
(r = .30, p < .01), openness to experiences (r = .30, p < .01), agreeableness
(r =.20, p < .01), conscientiousness (r = .24, p < .01) sub-dimensions of
personality traits. A significant negative correlation was found between
presence of meaning in life and negative affect (r = -.19, p < .01) and the
neuroticism (r = -.24, p < .01) subdimension of personality traits. Results
indicated that there was a significant positive correlation between search for
meaning in life and positive affect (r = .33, p < .01), negative affect (r = .11,
p < .05), and the extraversion (r = .37, p < .01), openness to experiences 
(r = .37, p < .01), agreeableness (r = .16, p < .01), con scientiousness (r =
.22, p < .01) subdimensions of personality traits.

The degrees of freedom for a Pearson correlation coefficient should have
been reported as 333 (assuming all participants responded to all of the
questions) since this is the number of participants in the analysis minus 2.
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TABLE 21.1

Correlations Among Variables Predicting Student Class Performance

ACT Prior GPA Lecture Exam 
attendance performance

ACT – .41* .09 .53*

Prior GPA – .29* .47*

Lecture attendance – .39*

Exam performance –

Note: * p < 0.01

Source: Data are from Zamboanga, B. L., Padilla-Walker, L. M., Hardy, S. A., Thompson, R. A., &
Wang, S. C., Teaching of Psychology, 34, 2007, 158–162.

two-tailed test. Therefore, it is useful with correlation coefficients, as well as
other inferential statistics, to obtain an index of effect size or confidence
intervals.

Correlation Matrix

It is relatively rare to see only a single correlation coefficient or even two or
three correlation coefficients in a study. When more than a few correlations
are reported, correlation matrices commonly are used. A correlation matrix is
a table of correlation coefficients that shows how all variables are related to
each other.2 Zamboanga et al. (2007) presented a correlation matrix in their
study of all 10 variables. We show a correlation matrix (Table 21.1) for four
of their variables studied.

A table displaying a correlation matrix has the variables ordered
horizontally across the top row of the table and vertically down the first column
of the table. In correlation matrices, the values usually are displayed in either

RESEARCH IN THE REAL WORLD

Tomko and Munley (2013) investigated counseling psychologists’ attitudes
and clinical judgments of older adults with an associational study. There
were 364 participants in the study. One analysis that they conducted was
a Pearson Product Moment correlation to assess whether there was a
relationship between the age of the participants and professional bias
towards older persons. A statistically significant relationship was found, as
the authors state, “r = –.18, p < 0.001” (Tomko & Munley, 2013, p. 237).
This indicates that there is a statistically significant negative relationship
between the two variables, which tells us that as the participants’ age
increases, their professional bias decreases, and vice versa. Using the r value
of –.18 as an effect size, it is evident that the relationship between these
variables is small, as Cohen (1988) stated that an r value between .10 and
.30 is considered small to medium.

Correlation matrix 
A table of correlation
coefficients that
shows how all
variables are related
to each other.



the upper right corner or in the lower left corner of the table, but not both,
which would be redundant because the same values would be present. To
interpret a correlation matrix, one reads down the first column to find the
variable of interest. Next, one proceeds across to find the other variable of
interest. Where these two variables intersect is the correlation coefficient for
the two variables. For example, the correlation for ACT and lecture attendance
is r = .09; the correlation between ACT and exam performance is r = .53.

Although correlation matrices are common in journal articles, one should
use caution in interpreting them because often statistically significant
relationships may occur that were not originally hypothesized. To interpret
these relationships outside of a theory or working hypothesis is often referred
to as “fishing” for statistical significance and is not considered best practice.

Effect Sizes

A statistically significant outcome gives an indication of the probability that a
result as extreme as this could happen, assuming the null hypothesis is true. It
does not describe the strength of the relationship between the independent 
and dependent variables, which is what an effect size does. In other words, 
how much of the outcome can be predicted from knowing the value of the
independent variable? One can calculate an effect size for every statistic. It is
especially easy to perform this operation for a Pearson correlation because one
effect size that is often used is r2. This describes the amount of shared variance
or the variance in the dependent variable that could be predicted from the
independent variable. For example, in the Zamboanga et al. (2007) study, the
r2 for the correlation (.39) between lecture attendance and exam performance is
.15. This would indicate that only 15 percent of the variance between the two
measures was common to both. A total of 85 percent of the variance is un -
explained. Note that r2 for a correlation of .185, which would be statistically
significant with n = 114, is .03; thus, only about 3 percent of the variance is shared.

There is a disagreement among researchers about whether to use r2 or r
as the measure of effect size. Cohen (1988) provided rough guidelines for
interpreting the effect size of correlation coefficients. He considered Pearson
r values around +.1 or –.1 to be weak relationships, values around +.3 or –.3
to be medium strength, and values of +.5 or –.5 or more to be strong. Even
though a correlation (r) of .50 means that only 25 percent of the variance in
the dependent variable can be predicted if the independent variable is known,
Cohen argued that we could consider this a large effect because it is about as
high as correlations between measures of different concepts get in the applied
behavioral sciences.

Vaske, Gliner, and Morgan (2002) suggested that a more descriptive
terminology would be that .1 is a minimal relationship, .3 is a typical relationship
(one that is common for the behavioral sciences but could differ across
disciplines), and .5 or more is a substantial (stronger than usual) relationship
between two different concepts. We propose that correlations of these sizes 
be labeled less than typical, typical, and greater than typical, respectively, to
emphasize that they are relative to literature in the field. When research is
conducted in other fields, it can be helpful for the researcher to examine the
literature to assess what would be considered typical in the specific field.
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Confidence Intervals

Perhaps a better alternative to dealing with statistical significance and effect
size (Chapter 17)—and one that is currently recommended by many
methodologists—is to report the results from a correlation coefficient as a
confidence interval. The reason for presenting a confidence interval is that
showing a “statistically significant” r is showing only that it is nonzero. Thus
a significant r may be completely trivial. A confidence interval delineates 
the magnitude and the error of estimation of r and is computed using the 
same information needed to determine statistical significance. Specifically, 
this information includes the value of r, the sample size used to determine r,
and a table called the Fisher z transformation table. Zamboanga et al. (2007)
might have stated the following as an example of a confidence interval: the
95 percent confidence interval for the relationship between lecture attendance
and exam performance was between .23 and .54. In other words, they could
be 95 percent confident that the actual (population) value of the relationship
between the two variables would be found within this interval. (In Chapter
20, we illustrated how to compute the confidence interval for a t test.)

Using Nonparametric Associational Statistics

Spearman Rank-Order Correlation Coefficient and Kendall Tau
Coefficient

When there are many ordered levels of both variables, one should use a
nonparametric statistic if either the independent or dependent variable is
ranked (or measured on an ordinal scale and not normally distributed) or if
other assumptions underlying parametric associational statistics (linearity 
or equal variance) are violated. Two nonparametric statistics that are used to
assess the relationship between ordered independent and dependent variables
are the Spearman rank-order correlation (rho or rs) and the Kendall tau (
).
The Spearman correlation, the more common of the two, provides an index
of the strength of a monotonic relationship (i.e., an increase in scores on 
one variable is accompanied by an increase or decrease in scores on the other
variable, but this change in scores is not necessarily linear. Both the Spearman
correlation and the Kendall tau are performed on ranked data rather than
original scores. When the sample is relatively small and many of the rankings
are the same for different participants (ties), the Kendall tau is the appropriate
nonparametric choice.

Misleading Correlation Coefficients

Earlier, we discussed problems related to interpreting statistical significance
and correlation coefficients. Other situations must be given attention that
could lead to overestimation or underestimation of the correlation coefficient.
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Confidence interval  
Range of values
within which the
population mean (or
other parameter of
interest) may fall.
95% of the
confidence intervals
generated would
contain the actual
population mean. 

Spearman rank-
order correlation 
See Spearman rho
correlation.

Kendall Tau
coefficient (
) 
A nonparametric
statistic used when
the sample is
relatively small and
many of the rankings
are the same for
different participants
(ties).
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A few common examples are as follows. (For a more in-depth explanation,
see Shavelson, 1996.) The first is referred to as restriction of the range. This
occurs when the range of one of the variables used to compute the correlation
coefficient is limited. This often happens with selected or homogeneous groups
but also could happen if the scale of one of the variables has limited range.
The result is usually a reduction in the size of the correlation coefficient. A
second common example is when outliers, or extreme scores, occur in a
relatively small sample. This can change the relationship between variables
from linear to curvilinear or vice versa.

A third example occurs when samples from two different populations are
combined. Fourth is the use of extreme groups. This happens when we perform
correlations on participants that were selected because they represent just the
high and low ends of a particular scale, and with no participants in the middle
range. The third and fourth examples tend to inflate the correlation coefficient.

RESEARCH IN THE REAL WORLD

Dahlin, Joneborg, and Runeson (2007) investigated medical students and
their levels of burnout in relation to their level of high performance-based
self-esteem. The participants included “all registered students at the
beginning of their studies (1st year, n = 137) in 2001, at the transition from
basic to clinical studies (3rd year, n = 98) and in the final year (6th year, n
= 117 in 2002 at Karolinska Institutet medical school)” in Sweden (p. 44).
After approval from the institutional review board, data were collected
through a survey on burnout, performance-based self-esteem, self-rated
health, and demographics. Multiple statistics were conducted including a
MANOVA, one-way ANOVA, independent samples t test, logistic regression,
Spearman’s rho, and Kendall’s tau (
). This entry will focus on the results
from the Spearman’s rho and Kendall’s tau (
).

Correlations “were analyzed by Spearman’s rho and, for dichotomized
variables, Kendall’s tau (
)” (p. 45). For the ordinal variables of performance
self-esteem, disengagement, self-rated health, level of exhaus tion, and paid
employment, Spearman’s rho was conducted. For the dichot omous variables
of having a parent work as a physician, previous academic studies, graduated
from previous academic studies, and history of psycho logical counseling,
Kendall’s tau (
) was conducted. Results indicated:

Students with poor health were more Exhausted (2.73/SD 0.4 vs.
2.31/SD 0.53, p=0.00001), Disengaged (2.23/SD 0.59 vs. 2.00/SD
0.51, p=0.016), and had higher Performance-based self-esteem (3.88/SD
0.75 vs. 3.32/SD 0.93, p=0.001). Spearman’s correlations between SRH-
5 and burnout as well as PBSE were significant and strongest for Exhaus -
tion. Having a physician parent, a history of psychological counselling
and paid employment during semesters had significant but weak
correlations with Self-rated health. (p. 45)

Outlier 
Scores or values for a
variable outside the
expected range
(generally extreme
scores).



It is not uncommon to make incorrect inferences from correlation
coefficients. We only can make inferences about causes if the design is a well-
constructed, randomized experiment. Correlation coefficients are most com -
mon in associational, noncausal research approaches; hence, one should not
infer causation even from a very strong correlation. Although correlations don’t
indicate causation, they can be strong, moderate, or weak.

In Chapter 22, we examine linear regression, used when the researcher
wants to predict values of the dependent or outcome variable from the
independent variable based on the strength of a correlation.

Associational Statistics for Nominal Variables

The Chi-Square Test and Accompanying Effect Size Indices

In the first part of this chapter, we described statistical methods used to test
the statistical significance of a relationship between two variables that were
either continuous or had many ordered categories or levels. Now we describe
a statistical test, the Pearson chi-square (�2) test for independence, which examines
the relationship between two variables that are dichotomous or nominal level,
with a few nonordered categories. Nominal scale data provide less information
than normally distributed or ordinal scale data. The finer the gradations on
the measurement scale, the more information is transmitted, as long as there
is evidence for reliability and validity. We recommend that ordered data not
be divided into a few categories if the data are continuous or have a number
of ordered levels, unless the measure to be divided has been validated against
an external criterion that justifies using “cut points.”

When there are more than two categories of at least one of the variables
and these categories are ordered (i.e., ordinal scale), such as education level,
which might vary from a little to a lot, power is lost if a �2 test is used to analyze
the data. We recommend that such data be analyzed by using nonparametric
statistics for ordinal data. Kendall’s tau correlation could be used if both
variables have more than two ordered levels, or a Mann-Whitney U test could
be used if one of the two variables has only two levels and the other is ordered
(see Chapter 19). Not discussed in this book is the chi-square test, for the
goodness of fit of one sample of nominal data to some theoretical distribution
or known distribution.

For the �2 test, the data to be considered are frequencies. Specifically, our
interest is in how many people (the frequency count) fall into a particular
category, relative to a different category. There are two major requirements
of the �2 test. The first is that frequencies represent counts. The second is that
each participant can be assigned to only one category or cell.

The �2 test for independence tests the association between two variables.
Under the null hypothesis, the two variables are assumed to be independent
of each other. First we discuss a �2 with only two categories of each variable,
often referred to as a two-by-two contingency table, and then expand our
discussion to �2 tests where there are more than two nonordered categories
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Two- by-two
contingency table 
A table that includes
frequencies of two
variables, which
usually includes
column and row
percentages.



for at least one of the variables. Examples are provided for both situations.
We also discuss effect size measures that describe the strength of relationship
between two nominal scale variables.

The Chi-Square (�2) Test with One Degree of Freedom

The chi-square test with two categories of each variable is commonly used to
test the impact of an intervention compared with a control group. In this
design, participants in the intervention group are dichotomized into those who
are successful and those who are not successful. The same is done for the
comparison group. Thus, there are two levels of treatment (i.e., those who are
treated and those who are not treated) and two levels of outcome (i.e., those
who are successful and those who are not successful). A study by Walters
(2005) demonstrates the use of the 2 × 2 chi-square, which is a chi-square test
with one degree of freedom. Walters was interested in preventing recidivism
in prisoners in a medium-security federal prison. The intervention in this study
was the Lifestyle Change Program (LCP). The first phase was a 10-week
psycho-educational class about lifestyle issues. The second phase consisted of
three 20-week sessions titled “Advanced Group” examining the lifestyles 
of gambling, drugs, and crime, which were considered to be most relevant to
offender populations. The third phase of the program was titled “Relapse
Prevention” and lasted 40 weeks. For our purposes, we focus on Walters’s first
chi-square analysis, which categorized the intervention into those who
completed at least the first phase of the LCP (intervention group) and those
who also volunteered for the program but either were released or were
transferred prior to undergoing any part of the program (control group). The
outcome measure was arrest following the release from prison during a
specified follow-up period (none versus one or more arrests). Table 21.2 shows
the data for the first outcome in the Walters study. Walters reported the
outcome as follows: “Data collected during the follow-up showed that 115
(39.5%) program participants and 49 (55.1%) control inmates were arrested
one or more times following their release from prison, a statistically significant
difference, �2 (1, N = 380) = 6.71, p < .01” (p. 58).

The �2 statistic for these data was reported as �2 = 6.71. The value of 6.71
is the computed �2 for this example. To arrive at this value, expected
frequencies are generated for each cell in the contingency table by multiplying
the corresponding row and column totals together and then dividing by the
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TABLE 21.2

Frequency Data and Percentages from Walters (2005)

One or more No arrests Total
arrests

Control Inmates 49 (55.1%) 40 (44.9%) 89 (100%)

Program Participants 115 (39.5%) 176 (60.5%) 291 (100%)

Total 164 216 380

Source: Data are from Walters, G. D., Criminal Justice and Behavior, 32, 2005, 50–68.
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total sample. The expected frequencies are the frequencies we would expect if
the two variables were not related. To obtain each cell value, the expected
frequency is subtracted from the observed frequency (the actual cell fre quen -
cies), squared, and divided by the expected frequency. The four cell values
are added to determine the �2 value.

There is one degree of freedom for this �2. In the previous statistical tests
that we have discussed, such as the t test, F test, and correlation coefficient,
degrees of freedom were associated with the sample size for either the whole
study or specific groups. In the �2 test, degrees of freedom are associated with
the number of categories within each variable. For any �2, the degrees of
freedom are determined by multiplying the number of rows minus 1 times
the number of columns minus 1. In the present example, the degrees of
freedom are 2 rows minus 1 times 2 columns minus 1 equals 1.

The �2 value was reported, and it was statistically significant at p < .01.
Statistical significance is determined by comparing the computed �2 value, 6.71,
to a value in the �2 table and one degree of freedom.3 This table value is referred
to as the critical value. A critical value of 6.63 in the �2 table corresponds 
to the .01 level for one degree of freedom. Any �2 value that is as large as or
larger than this critical value has a probability of occurrence of less than 1 in
100, assuming a true null hypothesis. Because the value of 6.71 exceeds 6.63,
it is considered to be statistically significant (p < .01). A statement summarizing
this result is that there was a statistically significant relationship between the
variables of Lifestyle Change Program and outcome, subsequent arrests, with
the program leading to fewer arrests.

RESEARCH IN THE REAL WORLD

Leech, Crepeau-Hobson, Haug, & Perkins (2015) investigated the
characteristics of research and evaluation methods programs in the United
States. Forty-five programs were identified from the Carnegie classification
website. The Carnegie Foundation classifies institutions into research
institutions with very high productivity (RU/VH), research institutions with
high productivity (RU/H), among others (that were not included in the current
study). The websites of each program was searched to identify similarities
and differences. To answer the research question of whether there is a
relationship between how many masters’ level research and evaluation
programs exist and RU/VH and RU/H institutions, a �2 test with one degree
of freedom was conducted. The variables were type of institution (RU/VH
or RU/H) and whether there was a research and evaluation program (yes 
or no). No statistically significant difference was found, �2 = 1.16, df = 1, 
N = 207, p = .281. This indicates that RU/VH institutions were not more
likely to have a research and evaluation program and vice versa.



Interpretation of the Chi-Square Test with One Degree of Freedom

Percentages

Perhaps the simplest method of interpreting the �2 test with one degree of
freedom is to convert each cell frequency to a percentage and to examine the
relationships among these cell percentages. For example, as mentioned earlier,
Walters (2005) stated that only 39 percent of program participants compared
with 55 percent of the control group were arrested after release. One could
calculate percentages so that either the row or column percentages add to 100
percent. A general rule is to calculate row percentages so that they add to 
100 percent if in the table, as here, the independent variable is a row variable,
or vice versa if the independent variable is the column variable. Sometimes,
as in the present study, the independent variable is obvious, such as when
there is a treatment. Other times, however, when there has been no active inde -
pendent variable, interpretation is not as obvious. When there is no active
independent variable, one should determine the likely order of occurrence of
the variables. A first variable that precedes a second variable in time is usually
considered to be the independent variable.

Phi as an Effect Size

For a �2 test with one degree of freedom, a common effect size indicator of 
the strength of the relationship between the two variables is phi (�). Phi is a
nonparametric measure of association or correlation between two variables
when both are dichotomous (i.e., have two levels). Like the Pearson product-
moment correlation, discussed in the last section, a strong association would
be indicated by a � coefficient of +.5 or –.5 or greater from zero (Cohen, 1988).
No association would be indicated by a coefficient near zero. The phi value
for the chi-square test performed in the Walters (2005) study was .13,
considered to be a small or smaller than typical effect size. One disadvantage
of � as an effect size is that the size of � is restricted by the row and column
percentages. The closer the two row percentages are to the two column
percentages, the higher is the maximum upward limit of � (Nunnally &
Bernstein, 1994). Thus phi, as in Walters, may underestimate the strength of
the relationship and be hard to interpret as an effect size.

Strength of Association Measures Involving Risk

In addition to the effect size measure, �, there are three measures of association
often used in epidemiology and medical research with a two-by-two (2 × 2)
contingency table. These fit in the risk potency effect size category discussed in
Chapter 17. They express the risk of clinical-level outcomes. These measures
are relative risk, risk difference, and odds ratio. The three measures can be
understood from the Walters’s (2005) example in Table 21.2.

The relative risk is determined by first computing a percentage by
dividing those who are in the control condition and unsuccessful (49) by the
total of the control condition (89). A second percentage is computed by dividing
those who are in the intervention condition and unsuccessful (115) by the total
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Statistical tests which
describe the
correlation between
variables.

Relative risk (RR) 
Used with categorical
variables, the ratio of
two probabilities that
presents the
unfavorable outcome.



of the intervention condition (291). In the Walters (2005) example, these two
percentages are 55.1 percent for the control group and 39.5 percent for the
intervention group. A ratio is then obtained by dividing the control percentage
(55.1 percent) by the intervention percentage (39.5 percent). In the present
example, the relative risk is 1.4. Thus, the relative risk of having an unsuccessful
outcome (recidivism) is 1.4 times higher in the control condition compared
with the intervention condition.

Risk difference is obtained with the same percentages as relative risk,
except that instead of obtaining a ratio, a percentage difference is computed
by subtracting the percent of unsuccessful cases in the intervention group from
the percent of unsuccessful cases in the control group (55.1 percent minus 
39.5 percent). Thus, there is an approximately 16 percent greater risk of having
an unsuccessful outcome in the control group compared with the treatment
group. The risk difference is very close to the phi coefficient for all 2 × 2
contingency tables. In the example, the risk difference (0.16) is close in
magnitude to �, which was 0.13.

Odds ratio, the most commonly reported of these measures, is determined
by first computing the ratio of those in the control group who are unsuccessful
to those in the control group who are successful (49/40). A second ratio is
computed from those in the intervention group who were unsuccessful to those
in the intervention group who were successful (115/176). In the Walters (2005)
study, these two ratios are 1.23 for the control group and .65 for the
intervention. The odds ratio is then obtained by dividing the control group
ratio by the intervention group ratio. In our present example, the odds ratio
is 1.9 (1.23/0.65), indicating that the odds of obtaining an unsuccessful outcome
in the control group are 1.9 times higher than in the intervention group. It
should be noted that odds ratios are often provided as a result of a logistic
regression (Chapter 22). The major limitation of the odds ratio as an effect size
index is that the upper limit may approach infinity if one of the cells is quite
small relative to the other cells. Thus, it is difficult to decide what represents
a large odds ratio compared with effect sizes that accompany parametric tests
such as r and d. Although odds ratios intuitively seem to be meaningful to
nonstatisticians, they can be quite misleading.

Which of the three measures of effect size involving risk presented here
is the most appropriate? Rosenthal (2001) examined the three effect size
measures and recommended risk difference. As stated earlier, the risk
difference is very close to the � coefficient, and partly, “For that reason, the
risk difference index may be the one least likely to be quite misleading under
special circumstances” (p. 135).

The Chi-Square Test with Greater than One Degree of Freedom

Although a 2 × 2 contingency table analyzed by a �2 is commonly observed
and relatively easy to interpret, there are many cases in which the number of
rows, columns, or both exceeds 2. For example, a study published by Zeanah
et al. (2001) compared an intervention group (IG) with a comparison group
(CG) to examine outcomes for infants and toddlers in foster care. The four
outcome categories for foster children were reunification with birth parents,
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Risk difference  
Obtained with the
same percentages as
relative risk, except
that instead of
obtaining a ratio, a
percentage difference
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unsuccessful cases in
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the control group.

Odds ratio  
A measure of
association where 1.0
indicates no
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1.0 indicates a
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and larger than 1.0
indicates a positive
relationship.



termination of parental rights, surrender of parental rights, and placement with
a relative. Table 21.3 shows the relationship between the treatment group and
outcome type.

A statistically significant �2 was reported for these data (�2 [df = 3, N =
240] = 16.13, p < .01). The value 16.13 is the �2 for this example. There are three
degrees of freedom for this �2 (4 rows minus 1 times 2 columns minus 1). Again,
the relationship was statistically significant (p < .01).
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TABLE 21.3

Frequency of Outcome Type by Group Membership

Outcome type Group membership

Intervention group Comparison group

Reunification 33 (34.7%) 71 (49.0%)

Termination 42 (44.2%) 30 (20.7%)

Surrender 8 (8.4%) 17 (11.7%)

Relative placement 12 (12.6%) 27 (18.6%)

Total 95 (100%) 145 (100%)

Source: Data are from Zeanah, C. H., Larrieu, J. A., Heller, S. S., Valliere, J., Hinshaw-Fuselier, S.,
Aoki, Y., et al., Journal of the American Academy of Child and Adolescent Psychiatry, 40, 2001,
214–221.
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FIGURE 21.1
Frequency of Outcome Type by Group Membership, Presented as a Bar Graph.

Source: Data from Zeanah, C. H., Larrieu, J. A., Heller, S. S., Valliere, J., Hinshaw-Fuselier, S.,
Aoki, Y., et al., Journal of the American Academy of Child and Adolescent Psychiatry, 40, 2001,



Interpretation of the Chi-Square Test with More than One Degree of
Freedom

Percentages

Similar to the �2 with one degree of freedom, cell frequencies should be
converted to percentages to detect patterns. The percentages following the
frequencies for each cell this time are column percentages because the
independent variable is group membership, a column variable (Table 21.3).
When performing a �2 with more than one degree of freedom, a bar graph of
the percentages is often a meaningful method to facilitate interpretation.
Figure 21.1 displays the percentage data from Table 21.3.

The largest percentage discrepancies for the two groups were for
reunification and termination; Zeanah et al. (2001) reported, “An examination
of the frequency table indicated that this difference was due to the fact that
the IG had more than twice as many terminations as the CG and the IG had
significantly fewer reunifications” (p. 217). That is, “More children were freed
for adoption . . . than before the intervention” (p. 214).

Two-by-Two Contingency Tables

A second method to facilitate interpretation of the chi-square test with more
than one degree of freedom is to examine meaningful comparisons by setting
up two-by-two contingency tables. In our present example, a two-by-two
table could be established comparing the intervention group and the com -
parison group on reunification and termination. A phi value could be
computed, or a measure of associated risk could be established. There are other
methods to construct two-by-two contingency tables from larger tables, such
as the chi-square corner test or combined category chi-square test (Rosenthal
& Rosnow, 2007). We point out that the comparisons must be meaning-
ful, usually established prior to the study, and related to the original
hypotheses.

Summary

In this chapter we discussed the selection and application of appropriate
statistical methods used to answer basic associational questions. These
statistical methods are usually used in single-factor designs with many ordered
levels of the independent variable. The most common correlation coefficient
used to describe the relationship between a continuous independent and
dependent variable is the Pearson product-moment correlation, r. The effect
size of a correlation coefficient can be either the squared value of r or just the
value or r. When the measurement of the independent variable is not at the
interval level, or there are violations precluding the use of parametric statistics,
the Spearman correlation is most often applied.
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A research question
where there are only
two variables which
are continuous or
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for each value and
the cumulative
frequencies and
cumulative
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The chi-square (�2) test for independence is the appropriate statistical test
for answering basic associational questions when both variables are nominal
scale variables. The chi-square test with one degree of freedom (2 × 2 contin -
gency table) is the most common. Interpretation of outcomes from this table
is facilitated by converting frequencies to row or column percentages and
calculating effect size measures such as the risk difference index or �. Chi-
square tests on contingency tables with more than two levels in the columns,
rows, or both are often more difficult to interpret, but bar graphs are useful
in conveying accurately and succinctly the relationship between two variables.
Also, reduction to two-by-two contingency tables is recommended.

Key Concepts

Chi-square test (�2)
Correlation matrix
Kendall’s tau (
)
Odds ratio (OR)
Pearson product-moment correlation (r)
Phi (�)
Relative risk (RR)
Risk difference (RD)
Spearman rank-order correlation (rs)
Two-by-two contingency table (2 × 2)

Key Distinctions

Pearson product-moment correlation versus Spearman rank-order
correlation

Odds ratio versus relative risk versus risk difference
Phi versus r

Interpretation Questions

1. What are the four problems related to interpreting statistical significance
and correlation coefficients?

2. For a �2 test with one degree of freedom, what is a common effect size
indicator of the strength of the relationship between the two variables?

3. Why is reporting confidence intervals (CIs) good practice?
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Application Problems

1. Using Table 21.1 and the text, write a sentence, including r, df, and p,
interpreting the correlation between ACT score and lecture attendance.
Also write such a sentence about the correlation of ACT score and exam
performance.

2. A study was performed to determine whether high school teaching
performance in the classroom was related to scores on a licensure
examination. Both measurement tools were normally distributed. What
is the appropriate inferential statistic? Why? What is an appropriate
measure of effect size?

3. There is a relationship between teaching evaluations and course grades.
This hypothesis was tested in a graduate seminar with ten students. The
students’ grades in the course ranged from C (2) to A (4). The course
evaluations ranged from neutral (3) to very good (5). What analysis should
be performed to test this relationship and why?

4. An investigator performs a study for an insurance company to determine
the relationship, if any, between hand strength after surgery and length
of time in treatment measured in hours from 1 to 15. The investigator
measures each patient after surgery to determine hand strength from 0 to
100. Then she divides the patients into low (1–5 hours), medium (6–10
hours), and high (11–15 hours) length of time each patient spent in
treatment. To determine if there are differences among the three groups,
she performs a single-factor analysis of variance (ANOVA) with hand
strength as the dependent variable. How could she use the associational
approach in this study? What would be the advantages?

5. A therapist was interested in determining the effectiveness of a new
treatment for children with cerebral palsy. The therapist had 40 such
children in her clinic. She randomly assigned participants to one of two
groups (20 in each group). The treatment group received the new treatment
therapy. The control group received a traditional therapy. After four
months, all 40 children performed a motor coordination task. If the child
completed the task, treatment was considered to be successful. If the 
child was unable to complete the task, treatment was considered to be
unsuccessful. What is the appropriate inferential statistic? Why? What
effect size measure would you use? Why?

6. Given the following 2 × 2 cross-tabulation table, interpret the results.
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Fail Pass

Intervention 10 (26%) 29 (74%) 100%

Comparison 24 (67%) 12 (33%) 100%

�2 = 12.71

� (phi) = .41



Notes

1. In Chapter 10, we introduced the topic of correlation as a descriptive statistic. Here
we expand that, in part, by discussing statistical significance and how to interpret
effect size for correlation coefficients.

2. It is common for correlations in a matrix that are statistically significant to be
identified with asterisks, as shown in Table 21.1. However, when space is available,
it is best practice to include the exact p values, not just indicate whether a value is
statistically significant.

3. When using a computer, the computer checks the table and gives the exact p value
associated with the result.
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22
Analysis and Interpretation of Complex 
Research Questions

In this chapter we discuss the selection and application of appropriate statistical
methods to answer complex research questions. When referring to complex
research questions, we are discussing analyses that have more than one inde -
pendent variable and sometimes more than one dependent variable. Although
many different statistical analyses could be included in this category, we
discuss the most common analyses in some detail, providing examples where
appropriate. We focus on three analyses in particular: (1) the two-factor between-
groups analysis of variance; (2) the mixed analysis of variance with reference to the
analysis of designs that includes a pretest and posttest; and (3) multiple
regression. We also touch on other analyses such as analysis of covariance, two-
factor within-subjects analysis of variance (ANOVA), linear or bivariate regression,
discriminant analysis, mediation, moderation, and logistic regression. All of these
complex difference and associational statistics have a dependent variable that
should be approximately normally distributed or, for discriminant analysis
and logistic regression, dichotomous. There are no common complex non-para -
metric inferential statistics for ordinal dependent variables. Data transform -
ations or other statistical adjustments are necessary when the assumptions of
these complex statistics are markedly violated.

Analysis and Interpretation of Complex Difference 
Questions

The Two-Factor Between-Groups Analysis of Variance

In Chapter 20 we discussed the single-factor between-groups ANOVA.
Remember, in the single-factor ANOVA, there is one independent variable, a
between-groups independent variable, with two or more levels. The dependent
variable is assumed to be normally distributed without severe violations of
homogeneity of variance. Now, we introduce an example of a study with a
second between-groups independent variable and demonstrate how between-
groups factorial designs are analyzed and interpreted.

There are two major reasons for adding a second independent variable in
a study. The first reason is that it provides the researcher more information.

Data
transformations 
Changing the values
of a variable.



When we have two independent variables in a single study, we can determine
how each independent variable works by itself and determine how the two
independent variables work together or interact. How an independent variable,
by itself, affects the dependent variable is referred to as a main effect. How
two independent variables interact on the dependent variable is referred to as
an interaction effect. In a study with two independent variables, there will
be two main effects (one for each independent variable) and an interaction
effect. We would like to emphasize that the term effect can be misleading
because it seems to imply a causal relationship. As noted in earlier chapters,
this inference is not justified if the independent variable is an attribute (e.g.,
age or gender) and may not be justified with an active independent variable
unless the study is a well-designed randomized experiment. Thus, one should
be cautious about interpreting a significant main effect as meaning that the
independent variable caused the difference in the dependent variable.

Consider a study by Conners et al. (2001), who were interested in the
effects of two independent variables on an attention deficit hyperactivity
disorder (ADHD) outcome assessment measured by a composite score. In one
of their analyses, the two independent variables were treatment type and
treatment site. In the analysis, there was one main effect for treatment and a
second main effect for site. There also was an interaction effect between treat -
ment and site.

The second reason for using a two-factor design instead of two single-
factor designs is that error variance is more precisely estimated. Error variance
is variability attributed to individual differences among participants. Often
these differences are due to assessments not measuring a construct reliably.
At other times these differences are due to age, gender, or site differences
among participants. It is the latter type of error we are trying to reduce. If we
introduce a second independent variable, such as site, then part of the error
variance due to this variable could be removed and distributed as a second
independent variable. Conners et al. (2001) were primarily interested in the
active independent variable, type of treatment. The other independent variable,
site, was not important by itself, but if it was statistically significant, it would
reduce error variability in the study.

The study by Conners et al. (2001) had a 4 × 6 factorial design. Children
aged 7 to 9 who met Diagnostic and Statistical Manual of Mental Disorders,
4th edition, text revision (DSMIV-TR; American Psychiatric Association, 2000)
criteria for ADHD combined type were randomly assigned to one of four
treatments at each screening site. The four levels of the first independent
variable were four types of treatment: (1) medication management; (2) behavior
therapy; (3) a combination of these treatments; and (4) community comparison,
which was composed of children who were assessed and then referred to local
community care resources. The six levels of the second independent variable
were six participating university sites.1 The key dependent variable, the
composite score, was converted to a standard score for each participant. This
standard score was then compared with baseline scores, yielding a change
score for each time period. Negative scores indicated a reduction in symptoms.
The average change score for each treatment condition after 14 months can be
seen in Table 22.1.
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Main effect  
How an independent
variable, by itself,
affects the dependent
variable.

Interaction effects  
The differential effect
that one independent
variable has on a
specific level of a
second independent
variable. 



Analysis of Two-Factor Designs

Two-factor designs are analyzed with a two-factor ANOVA if both inde -
pendent variables are between-groups independent variables and the ANOVA
assumptions of independence, homogeneity of variance, and normality are not
markedly violated (see Chapter 19 for more discussion of these assumptions).
For those studies with two independent variables and a dependent variable
that is measured on an ordinal scale, there are no common statistics. These
studies are sometimes analyzed with nonparametric techniques applied to one
independent variable at a time, but the interaction effect is lost. There are
sophisticated techniques such as log-linear analysis for categorical data that
are beyond the scope of this book.

Source Table for a Two-Factor ANOVA

ANOVA procedures have an accompanying source table, which for the
Conners et al. (2001) study is Table 22.2.

The two-factor ANOVA starts by dividing the sums of squares (SS) into
a between-groups component and an error component. Next, as shown in Table
22.2, the between-groups component is divided into a SS for independent
variable A (treatment), a SS for independent variable B (site), and the remainder
is the interaction SS, A × B. The degrees of freedom (df) for independent vari -
able A are the number of levels or types of treatment (four) minus 1. The df
for independent variable B are the number of sites (six) minus 1. The interaction
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TABLE 22.1 

Composite Outcome by Treatment 14 Months Post Baseline

Treatment n M SD

Combined 145 –2.23 1.35

Medication management 144 –1.82 1.61

Behavior therapy 144 –1.42 1.47

Community comparison 146 –1.29 1.36

Source: Data are from Conners, C. K., Epstein, J. N., March, J. S., Angold, A., Wells, K. C., Klaric,
J., et al., Journal of the American Academy of Child and Adolescent Psychiatry, 40, 2001, 159–167.

TABLE 22.2 

Two-Factor ANOVA Source Table from Conners et al. (2001)

Source SS df MS F

Treatment (A) 77.88 3 25.96 13.49*

Site (B) 83.02 5 16.60 8.63*

Treatment x site (A x B) 52.56 15 3.50 1.82

Within-subjects (error) 1,067.76 555 1.92

Note: * p < .01.

Source: Data are from Conners, C. K., Epstein, J. N., March, J. S. Angold, A., Wells, K. C., Klaric,
J., et al., Journal of the American Academy of Child and Adolescent Psychiatry, 40, 2001, 159–167.

Analysis of variance
(ANOVA)  
A statistical test
conducted when
there is a nominal
independent variable
with three or more
levels and a
scale/continuous
dependent variable. 



df are computed by multiplying the df for independent variable A (three) times
the df of independent variable B (five). The df for the error term are computed
by subtracting the sum of the df for independent variable A, independent
variable B, and the interaction from the total df. The total df (not shown) is the
number of participants minus 1. Each of the four SS is divided by its corres -
ponding df to obtain mean squares (MS). Thus, there will be four MS.

Each of the three F values, seen in the last column in Table 22.2, is obtained
by dividing the MS for that source of variation by the MS for error. As Table
22.2 shows, there are four MS and three F values in the source table. Thus, in
a two-factor ANOVA, there are three F values and three questions that can be
answered: one about each main effect and the interaction. To get a clearer
picture of the role of the source table in a two-factor ANOVA, let’s examine
the data from the study by Conners et al. (2001).

Questions Answered in the Two-Factor ANOVA

In the single-factor design, one hypothesis is tested: the effect of that
independent variable on the dependent variable. In the two-factor design, three
null hypotheses are tested: (1) the means of the four conditions of independent
variable A (treatment type) are equal; (2) the means of the six sites of inde -
pendent variable B are equal; and (3) the interaction of independent variables
A and B is zero.

Describing the Results in the Text

Although we have presented the data from the Conners et al. (2001) two-factor
ANOVA in a source table, it is not uncommon to have authors report their
results in the text to save space. The data from Table 22.2 might be reported
as follows: there were statistically significant differences among four treat-
ment conditions (F3,555 = 13.49, p < .001). There was also a statistically significant
effect of site (F5,555 = 8.63, p < .001). The interaction was statistically signifi-
cant at the .05 probability level but not the .01 probability level (F15,555 = 1.82,
p = .029). When presenting the results in text form, the degrees of freedom for
that effect and the error term are given as subscript numbers.

Interpretation of the Results from a Two-Factor ANOVA

A first step toward interpretation of the two-factor ANOVA could be to
compute an overall eta2 (�2), which would determine how much of the variance
in the dependent variable, composite score, was estimated by the treatment,
the site, and the interaction between the two independent variables. However,
in the Conners et al. (2001) publication, there was no discussion of the site
differences or the interaction, probably because they were not the focus of their
article, which was one of many from this large, multisite project. Like Conners
et al., we start our interpretation of the results by focusing on the main effect
of treatment type. Then we present simplified, hypothetical results to illustrate
how to interpret a significant interaction.
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Interpretation of Significant Main Effects

As noted there was a statistically significant main effect for treatment, which
indicates that all of the means were not equal. Table 22.3 shows which pairs
of means were statistically significantly different based on a post hoc test
comparing each pair of treatments. Notice that the combined (medication man -
agement and behavior therapy) treatment was statistically significantly better
than each of the other three at p < .05. Likewise, medication management was
better than behavior therapy (p = .015) and community comparison (p = .001).
However, behavior therapy was not significantly better than the community
comparison (p = .451).

Statistical significance does not tell us about the size or strength of the
relationship (i.e., the effect size; ES) between the treatment group variable 
and the composite score. Conners et al. (2001) could have computed �2 for 
the overall main effect of treatment. This would provide an estimate of the
relationship of all of the treatments to the dependent variable, the composite
score. This eta2 value (computed from the data presented in Table 22.2) was
.06, indicating that the treatment accounted for 6 percent of the variance 
of the dependent measure in the study, a medium effect size according to
Cohen’s (1988) guidelines. We think that best practice in this situation would
be to compute effect sizes comparing individual treatments, as Conners et al.
did. They computed the Cohen delta (or d), which is presented in Table 22.3
in the ES column. Note that the ES for the statistically significant contrasts
between the combined treatment and the other three vary from roughly 
small (0.28) to medium (0.58) to large (0.70) according to Cohen’s general guide-
lines (see Table 17.1 for effect size interpretations). Conners et al. also discussed
several ways, suggested by Kraemer (1992), of assessing the clinical importance
of the findings. One index used to indicate a clinically meaningful effect, 
when comparing two types of psychotherapeutic treatments, is d ES of 0.2 or
more. All of the statistically significant contrasts in this study are greater than
0.2 so appear to be clinically important.
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TABLE 22.3 

Effect Sizes and Significance for Post Hoc Contrasts between Treatments, from
Conners et al. (2001)

Contrast P ES

Combined > Med management .012 0.28

Combined > Behavioral .000 0.58

Combined > Community .000 0.70

Med management > Behavioral .015 0.26

Med management > Community .001 0.35

Behavioral ≈ Community .451 0.09

Note: One-tailed hypothesis ES = Cohen delta; Med management = medication management;
Behavioral = behavior therapy; Community = community comparison.

Source: Data are from Conners, C. K., Epstein, J. N., March, J. S. Angold, A., Wells, K. C., Klaric,
J., et al., Journal of the American Academy of Child and Adolescent Psychiatry, 40, 2001, 159–167.



Interpretation of an Interaction Effect

Table 22.2 showed that there were statistically significant main effects for
treatment, site, and a statistically significant (at p < .05) interaction between
treatment and site. Best practice is to interpret the interaction effect first because
it provides a more accurate understanding of the results since the main effect
may be misleading when there is a statistically significant interaction. To
simplify the discussion of interaction effects, let us assume that the design had
only two treatments (behavior therapy and community comparison) and three
sites. The hypothetical findings for this 2 × 3 design are shown in Figure 22.1.

A first step in the examination of a statistically significant interaction is
to plot the cell means. When setting up an interaction plot, the dependent vari-
able is placed on the y (vertical) axis. When there are two independent
variables, a guideline is to place the attribute independent variable (site) on
the x axis and graph the active independent variable (type of treatment) with
separate lines, as we have in Figure 22.1. In a disordinal interaction, the lines
on the graph cross. An interaction is said to be ordinal if the lines are clearly
not parallel but do not cross within the graph. When there is no interaction,
the lines are approximately parallel to each other. Although a plot of the data
is informative to guide interpretation, statistical significance can be determined
only by follow-up statistical procedures.

One way to do these statistical procedures is referred to as simple main
effects analyses with post hoc comparisons. Simple main effects analysis is a
statistical procedure that takes advantage of the information already compiled
from computing the two-factor ANOVA.

Performing simple main effects is similar to performing single-factor
ANOVAs on each of the two independent variables in Figure 22.1, one level
at a time. If simple main effects were performed for the independent variable
of site, there would be three simple main effects, one for each site. Each simple
main effect would be tested to determine whether there was a significant
difference between behavior therapy and community comparison. In our
hypothetical example, there was no significant simple main effect for site 1 or
site 2, but there was a significant simple main effect for site 3. We might
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conclude that the statistically significant interaction resulted from site 3
children doing better (more reduction in symptoms) from behavior therapy
than from community resources, whereas site 1 and site 2 students did not
differ on the two treatments.

Simple main effects analysis could have been performed for the two
treatment conditions instead of the three site conditions. However, if there were
statistically significant differences for either of the treatment conditions, follow-
up post hoc analyses would have to be performed, because there are three
levels in each of the treatment conditions. These post hoc analyses would be
similar to those discussed in Chapter 20 in the section about single-factor
ANOVA.

Analysis of 2 × 2 Designs When Both Independent Variables Are
Attributes

Caution should be exercised when there are two independent variables and
both are attribute independent variables. The issue is one of interpretation 
of results if the choice of analysis is a two-way ANOVA. The underlying
problem is that when both independent variables are attributes, there may 
be a correlation between the two variables, confounding the results. Since no
manipulation of either independent variable is involved, this correlation 
could lead to a misinterpretation of the results (see Pedhazur & Schmelkin,
1991, pp. 537–538).

Studies examining two attribute independent variables with two-way
ANOVAs are not uncommon. For example, Poole, Chiappisi, Cordova, and
Sibbitt (2007) were interested in quality of life in American Indian women and
White women with and without rheumatoid arthritis. The two independent
variables, ethnicity and rheumatoid arthritis, are attribute independent vari -
ables. Two issues should be considered. First, is there a relationship between
ethnicity and rheumatoid arthritis? Second, are there other underlying
variables that could be accounting for the results of the study? Often, as in the
present case, one is not sure of these possible relationships. Best practice is
that one should be cautious about interpreting the results of the analysis, and
avoid inferences about cause and effect.

The Two-Factor Within-Subjects (Repeated-Measures) Analysis 
of Variance

A design with two independent variables, where both variables are within-
subjects (or repeated-measures) independent variables is much less common
than the two-factor between-groups design. Since it is relatively rare we 
just touch on the design and analysis briefly. An example by Fuller, Thomas, 
and Rice (2006) demonstrates the use of the two-factor within-subjects 
design. These researchers were interested in return of movement of the affected
arm in persons who had experienced a cerebral vascular accident (stroke).
Specifically, the researchers wanted to observe arm movement under con -
ditions of high and low perceived risk, with the affected and unaffected arm.
There was just one group of participants who had experienced a cerebral
vascular accident (CVA). There were two independent variables for this study.

Two-factor within-
subjects analysis of
variance  
A design with two
independent
variables, where both
variables are within-
subjects (or repeated-
measures)
independent variables
is much less common
than the two-factor
between-groups
design.



The first independent variable was perceived level of risk with two levels. The
levels were high-risk (transporting a raw egg from an egg carton to a bowl
with other eggs) and low-risk condition (transporting plastic eggs from the
carton to the bowl). The second independent variable was extremity, affected
and unaffected. One of the dependent variables was movement time (MT).

The analysis for this design is a two-factor analysis of variance with
repeated measures on both factors. While the calculations and associated
degrees of freedom are different from the two-factor between-groups ANOVA,
the outcomes are the same; that is, there are two main effects and an interac-
tion effect. Similar to interpreting the two-factor between-groups ANOVA, if
there is a significant interaction effect, then that should be the focus. Fuller 
et al. (2006) found a statistically significant main effect for risk, with the high-
risk condition yielding significantly slower movement time than the low-risk
condition. They also found a statistically significant main effect for arm, with
the affected arm yielding slower movement times than the unaffected arm.
However, there was no statistically significant risk by arm interaction effect.
The authors reported results as follows: “The change in the mean MT from
the higher risk condition to the lower risk condition for the affected limb was
not significantly different for the same comparison with the unaffected limb.”

The Mixed Factorial (Split-Plot) Design

In this section and the next section, we discuss the analysis of designs that
have at least one independent variable that is a between-groups independent
variable and one independent variable that is a repeated-measures indepen-
dent variable. The first design, the mixed factorial design, although relatively
rare is often used in a crossover design situation (see Chapter 18). We provide
an example of that situation. The second design, the pretest–posttest control
group design, or its quasi-experimental counterpart, the pretest–posttest
nonequivalent comparison groups design, are much more common, and we
devote considerable detail in the next section to the analysis of these designs.

The mixed factorial design has one between-groups independent variable
and one within-subjects or repeated-measures independent variable that is not
time. Similar to the two-factor between-groups ANOVA and the two-factor
within-subjects ANOVA, the mixed ANOVA provides an output that has two
main effects and an interaction effect. While the calculations are different (the
mixed ANOVA has two error terms), the method of interpreting the analysis
focuses on the interaction effect first similar to the previously discussed two-
way ANOVAs. Tebben and Jepsen (2004) used a crossover approach to
examine wrist positioning with two different gardening tools (trowels): an
ergonomically designed trowel and a standard designed trowel. In their study,
participants were randomly assigned to one of two different groups. One group
performed the task of filling flowerpots with soil using the ergonomically
designed trowel first and then the standard design trowel second, whereas
the other group did the task in the reverse order, using the standard design
trowel first. Their dependent variables included measures of wrist movement
and preference. The obvious focus of this design is the comparison of the two
trowels, a within-subjects variable since all participants underwent both
conditions. However, one cannot discount the order effect. In other words, is
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it possible that using one type of trowel first impacted the use of the other
trowel? These types of results are referred to as asymmetrical transfer effects
and need to be tested. Thus, a two-factor mixed ANOVA would provide that
information in addition to the treatment effect. It should be noted that a Latin
Square analysis also could be used to test the order effects with the two
variables being sequence by order (see Rosenthal & Rosnow, 2007).

Pretest–Posttest Comparison Group Designs: Analysis and 
Interpretation

The Pretest–Posttest Comparison Group Design

This design is a randomized experimental design and one of the most extensively
used methods to evaluate clinical research, but it is often overanalyzed with
more than one analysis performed when one is sufficient. We discuss para -
metric approaches that are often used to analyze this design and the strengths
and limitations of each approach. We then comment on common non -
parametric approaches.

The simplest case of the pretest–posttest comparison group design has
one treatment group and one comparison group. Prior to the pretest, partici -
pants are randomly assigned to groups or conditions. Random assignment is
an important feature of the pretest–posttest comparison group design and
separates it from nonequivalent (nonrandomized) group designs that are
quasi-experiments. Each group is measured prior to the intervention and after
the intervention. Typically, one group receives a new treatment, and the other
group receives the usual treatment or a placebo. The purpose of this design
is to allow the investigator to evaluate a new treatment relative to the
previously used treatment or no treatment at all.

The design is classified as a mixed design because there are two
independent variables, a between-groups independent variable, the treat-
ment, and a within-subjects or repeated-measures independent variable,
change over time from pretest to posttest. Time is a within-subjects independ -
ent variable because two or more measures are recorded for each person.
Although the simplest description of the design has two levels of treatment
and two levels of time, it is not uncommon to have three levels of treat-
ment, such as two treatments and a control group, or more than two repeated-
measures. The number of levels of an independent variable makes a difference
in the type of analysis selected, as does the scale of measurement of the
dependent variable.

We start with the example of the study by Miller, Coll, and Schoen (2007).
The objective of this study was to evaluate an occupational therapy treatment,
sensory integration for children with sensory modulation disorder. To deter -
mine the effectiveness of the sensory integration approach, a pretest–posttest
comparison group design was established. There were three levels of the
between-groups independent variable: sensory integration therapy, activity
therapy, and no treatment. Time, the repeated-measures independent variable,
was 10 weeks from pretest to posttest. While there were many dependent
variables in this study, for our purposes, attention as measured by the Leiter
International Performance Scale-Revised (Leiter-R) is examined. Participants
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were randomly assigned to one of the three groups, making this a pretest–
posttest comparison group design. Best practice suggests three different
approaches to the analysis of the pretest–posttest comparison group design:
(1) the gain score approach; (2) the mixed ANOVA approach; and (3) the
analysis of covariance (ANCOVA) approach.

Gain or Change Score Approach

This is the most straightforward approach for the analysis of this design. The
gain score approach involves subtracting the pretest scores from the posttest
scores within each group. Miller et al. (2007) used this approach, which changes
the design from a mixed design to a single-factor design. Subtracting scores
created just one independent variable with three groups or levels: the sensory
integration (SI) group, the activity group, and the nontreatment group. The
gain scores become the dependent variable. Table 22.4 shows the gain scores
for the three groups. As reported in Figure 19.3 (Chapter 19), the proper
analysis for this design is a single-factor analysis of variance, which tests
whether the means of the gain scores for the three groups are equal. However,
one should be cautious when using the gain score approach because the
reliability of gain scores is often suspect, especially if there is not evidence for
strong reliability of the measurement instrument. They found a significant
difference among groups, with the SI group performing significantly better
than the no treatment control group (p < .03) and the activity group (p < .07).
It is presumed that these differences were evaluated with some form of post
hoc test following a significant ANOVA.

Mixed Analysis of Variance Approach

The mixed ANOVA approach is a less common approach to the analysis of
the pretest–posttest comparison group design. This analysis appears to be the
proper analysis in this situation, because the design is a mixed design, but this
is misleading. Since there are two independent variables in this design, the
analysis yields three different F ratios: (1) between groups; (2) change over
time; and (3) interaction between treatment and time. The only F of interest
for this design is the treatment by time interaction. It has been demonstrated
that the interaction F provides identical information to the gain score t (or F
if there are more than two groups), which, as demonstrated in the previous
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TABLE 22.4

Change Scores from Pretest to Posttest (10 weeks) on the Leiter-R Attention
Measure

N Mean SD

Sensory Integration 7 1.57 2.37

Activity 10 .10 1.10

No treatment difference 7 –.43 1.27

Source: Data are from Miller, L. J., Coll, J. R., & Schoen, S. A., American Journal of Occupational
Therapy, 61, 2007, 228–238.

Gain score 
When conducting a
pretest posttest
design, a new
variable computed by
subtracting the pretest
scores from the
posttest scores within
each group.

Mixed analysis of
variance  
When there is at least
one independent
variable that is a
between-groups
independent variable
and one independent
variable that is a
repeated-measures
independent variable.



paragraph, is a simpler approach. Therefore, we do not recommend the mixed
ANOVA analysis of the pretest–posttest comparison design.

Analysis of Covariance

This approach, favored by many researchers, is a statistical method used to
reduce error variance. When used in the analysis of the pretest–posttest
comparison group design, the ANCOVA, like the gain score analysis, changes
the design from a mixed design to a single-factor design. The ANCOVA
makes use of differences in the pretest scores among conditions to reduce error
variance by adjusting posttest scores. Once these adjustments have been made
to the posttest scores, the analysis is applied only to the posttest scores. Use of
ANCOVA in the pretest–posttest comparison group design allows the
researcher to use the pretest as the covariate and to adjust posttest scores based
on a significant linear relationship between the pretest scores (covariate) and
posttest scores (variate). The rationale behind this approach is that there are
usually pretest differences between the treatment and control groups prior to
the intervention, even though participants were randomly assigned to groups.

Although the ANCOVA approach is common with the pretest–posttest
comparison group design, two assumptions must be satisfied. The first is that
the relationship between the pretest scores and the posttest scores must be
linear. The second assumption is that the regression slopes for each pretest–
posttest relationship must be homogeneous (regression lines must be 
parallel). This latter assumption is often not satisfied in the analysis of the
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RESEARCH IN THE REAL WORLD

In study 1, Carnes-Holt and Bratton (2014), the efficacy of child–parent
relationship therapy for adopted children was investigated. One of the
research questions, “Was there a mean increase in observed parental
empathy over time for the experimental group compared with the wait-list
control group?” (p. 330) was assessed with a mixed ANOVA. The two
independent variables included a between groups variable (experimental
and wait-list control group) and a change over time variable (pretest and
posttest). The dependent variable for this research question was parental
empathy measured with a published survey where lower scores indicated
higher empathy. The mixed ANOVA results, which include the F of interest
for this design (the treatment by time interaction), were presented as “Results
of analysis of the dependent variable, Total Empathy, revealed a statistically
significant interaction effect of Time (pretest vs. posttest) × Group (experi -
mental vs. control), Wilks’s � = .54, F(1, 56) = 47.35, p < .000, �p

2 = .46”
(Carnes-Holt & Bratton, 2014, p. 333). The p value was incorrectly presented
as “.000”; statistical significance values cannot be zero, so this should be
presented as the exact value or .001. The �2 is a measure of the effect size
and according to Cohen (1988) this is a large effect size.
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pretest–posttest comparison group design, leading to two problems. First,
research is often reported using ANCOVA without satisfying this assumption,
making the conclusions invalid. Second, the researcher, after discovering the
violation, must reanalyze the data using one of the other approaches previously
mentioned. Note that a different solution using ANCOVA through multiple
regression has been advocated (see Morgan, Gliner, & Harmon, 2006, p. 220).

All three approaches are acceptable (gain score, mixed ANOVA, and
ANCOVA). However, the gain score approach used by Miller et al. (2007)
seems the most appropriate for this example, especially considering the small
sample size.

When the data to be analyzed in the pretest–posttest comparison group
design are ordinal (and not normally distributed) or nominal/dichotomous,
nonparametric analyses should be undertaken. With ordinal data, a gain score
approach could be used. Then a Mann-Whitney U would be applied if there
are just two conditions, or a Kruskal-Wallis test would be used for more than
two conditions. ANCOVA cannot be used in this situation.

Often when clinical importance is being considered, posttest data are
dichotomized based on a clinically relevant cut point, and then a statistical
analysis is performed. It is recommended that if continuous data are to 
be dichotomized for clinical relevance, then risk potency effect size indices
such as number needed to treat or absolute risk ratio be reported without
significance testing.

Nonequivalent (Intact) Group Designs with a Pretest and Posttest

An essential feature of the pretest–posttest comparison group design just
discussed is random assignment of participants to groups. When this feature
cannot be accomplished (e.g., using different hospitals or classrooms as intact
groups), the design is quasi-experimental and referred to as a nonequiv-
alent groups design with a pretest and posttest. Penningroth, Despain, and 
Gray (2007) provide an example of this type of design. They were interested
in the impact of a course designed to improve psychological critical thinking.
The students in the new course called psychological science (PS) were those
who had already taken a general psychology course or were currently enrolled
in a general psychology course. The control group consisted of students who
were currently enrolled in a general psychology course. Type of course with
two levels was the between-groups independent variable. All students were
measured at the beginning and end of the semester. Therefore, the second
independent variable, a repeated-measures independent variable, was time.
The dependent variable was a measure of critical thinking called the
Psychological Critical Thinking Exam (PCTE), which was administered at the
beginning and end of the semester to all students. Since participants were in
intact groups, the design was a nonequivalent group design with a pretest
and posttest.

Similar to analysis of the pretest–posttest control group design already
described, there are three methods that sometimes are used to analyze this
design. However, the ANCOVA should not be applied in this case because
the population means on the covariate cannot be assumed to be equal since
participants were not randomly assigned to groups (Huck, 2008). Thus the



posttest-adjusted means could be biased. The gain score method also presents
problems because it does not provide enough information about pretest scores.
Again, since participants were not randomly assigned to groups, one cannot
assume that differences in the pretest scores are unbiased. Therefore, the
mixed ANOVA appears to yield the most information for analysis of this
design. Penningroth et al. (2007) analyzed their design using a two-factor mixed
ANOVA. There were two levels of groups and two levels of time. There was
one between-groups independent variable and one dependent variable. While
they found significant main effects for both group and time, the most important
finding was the statistically significant group by time interaction. Planned
comparisons revealed that there was no statistically significant difference
between the two groups at the pretest but that there was a statistically
significant difference at the posttest, with the PS group having higher scores.

One must be cautious when interpreting data from the nonequivalent
group design with a pretest and posttest because of the possible confounds
from intact groups. Stevens (2007) pointed out, “The fact is that inferring cause-
effect from intact groups is treacherous, regardless of the type of statistical
analysis. Therefore, the task is to do the best we can and exercise considerable
caution” (p. 304).

Analysis and Interpretation of Complex Associational 
Questions

Use and Interpretation of Multiple Regression

There are many types of regression available for researchers. The different
types of regressions vary depending on the number of independent and
dependent variables and the level of measurement for each (i.e., dichotomous
or continuous). Table 22.5 presents the regressions we discuss in this chapter.

Multiple regression is a frequently used statistical method for analyzing
data when there are several independent variables and one dependent variable.
Although it can be used in place of analysis of variance, it is most commonly
used in the associational approach. For example, Zamboanga, Padilla-Walker,
Hardy, Thompson, and Wang (2007) were interested in prediction of
examination performance based on students’ academic background and course
involvement. They hypothesized that course involvement based on class
attendance would predict exam performance on lecture-based questions and
that academic background would predict exam performance on text-based
questions. In this example, the independent variables, which are referred to
in multiple regression as predictor variables, are self-reported ACT score, grade
point average (GPA), number of prior psychological courses taken, gender,
school year, and lecture attendance. The dependent variable in multiple
regression is called the criterion or outcome variable. In this study there were
actually three dependent variables, performance on lecture-based questions,
performance on text-based questions, and total exam performance. A separate
multiple regression analysis was performed to predict each of these dependent
variables. However, for our purposes, we focus on total exam performance as
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when there are
several continuous
and/or dichotomous
independent variables
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dependent variable.



the dependent variable. Multiple regression was appropriate for this analysis
because the variables are approximately normally distributed (some predictor
variables could be dichotomous), and the research question asked how the
many independent variables combined to predict the dependent variable.

Correlation and Bivariate Regression

In Chapter 20, we discussed how the strength of the relation between two
continuous variables could be indicated with a Pearson product-moment
correlation coefficient. For example, in the Zamboanga et al. (2007) study, the
Pearson product–moment correlation between ACT score and exam perform -
ance was r = .53, p < .01. According to Cohen (1988), this indicates a large
effect, somewhat larger than typical in the behavioral sciences. An additional
step would be to form a bivariate (two variables) regression equation so that one
could predict a student’s examination performance from prior ACT scores.
This is referred to as simple linear or bivariate regression. Therefore, if you
knew students’ ACT scores, you could predict their future examination
performance. How well? The r2 gives one indication, which in this example
would be .28. How do we interpret r2 in this situation?
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TABLE 22.5 

Types of Regressions and Their Description

Type of regression Description

Bivariate regression Regression analysis where one continuous variable predicts
another continuous variable.

Multiple regression A statistical method for analyzing data when there are several
continuous and/or dichotomous independent variables and one
continuous dependent variable.

Hierarchical A type of multiple regression that shows how variable(s)/
regression predictor(s) entered in a specific order improves the prediction.

Stepwise regression A procedure that is similar to hierarchical multiple regression,
but the computer instead of the researcher decides the order and
how many of the potential predictors are used. The stepwise
regression procedure describes how much more each
independent or predictor variable has contributed to the
prediction from the predictor variables already used.

Mediation A type of regression analysis where a variable (i.e., the mediating
variable) reduces the magnitude of the relationship between two
other variables.

Moderation A type of regression analysis when the relationship between two
variables is different depending on the level of a third variable.

Logistic regression A type of regression analysis where a categorical outcome
variable is something that is predicted to happen or not.

Discriminant When there are several continuous predictor variables and a 
analysis categorical outcome variable and when the goal is to categorize

individuals or cases into categories.

Bivariate regression 
Regression analysis
where one
continuous variable
predicts another
continuous variable.



The r2 is the amount of shared variance between the two variables. We
could say that there is some underlying relationship, which is common to both
the ACT score and examination performance that explains about 28 percent
of the variance. Another way of looking at the problem is to focus on the
examination score, which in this case is the Y variable. We call the dependent
variable Y or, in regression, the criterion variable. ACT score is referred to as
the independent variable or predictor variable. From these data, we can
conclude that the ACT score accounts for only 28 percent of the variance of
the examination score. Looking at it from another direction, we could say that
72 percent of the variance in predicting a student’s examination score is
unexplained or could be explained by other variables. This leads to multiple
regression, which includes adding independent variables to improve the
prediction of the dependent or criterion variable.

Similar to the Pearson product-moment correlation, in multiple regression
a multiple R is computed; it is a correlation of the combination of the inde -
pendent variables with the dependent variable. The multiple R tells how
strong a relationship exists between the predictor variables and the criterion
variable. The goal is to find a linear combination of independent variables that
explains the most variance in the dependent variable. Multiple regression is
used to predict or explain the relationship between the linear combination of
the independent variables and the dependent variable. As with correlation,
even a high multiple regression coefficient does not mean that the independent
variables caused the change in the dependent variable.

Conditions and Assumptions of Multiple Regression

There are a few important conditions for multiple regression. For multiple
regression, the dependent or outcome variable should be an interval or scale
level variable, which is normally distributed in the population from which it
is drawn. The independent variables should be mostly interval- or scale-level
variables, but multiple regression can also have dichotomous indepen-
dent variables, which are called dummy variables. Dummy variables are often
nominal categories that have been given numerical codes, usually 1 and 0. The
0 stands for whatever the 1 is not and is thus said to be “dumb” or silent. Thus,
when we use gender, for instance, as a dummy variable in multiple regression,
we’re really coding it as 1 = female and 0 = not female (i.e., male). This gets
complex when there are more than two nominal categories. In that case, we
need to convert the multiple category variable to a set of dichotomous variables
indicating presence versus absence of the categories. For example, if we were
to use the ethnic group variable, we would have to code it into several
dichotomous dummy variables such as Euro-American and not Euro-Amer -
ican, African American and not African American, and Latino-American and
not Latino-American.

A condition that can be extremely problematic as well is multicollinearity,
which can lead to misleading and/or inaccurate results. Multicollinearity (or
collinearity) occurs when there are high intercorrelations among some set of
the predictor variables. In other words, multicollinearity happens when two
or more predictors contain much of the same information. Although a cor -
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relation matrix indicating the intercorrelations among all pairs of predictors
is helpful in determining whether multicollinearity is likely to be a problem,
it will not always indicate that the condition exists. Multicollinearity may occur
because several predictors, taken together, are related to some other predictors
or set of predictors. For this reason, it is important to test for multicollinearity
when doing multiple regression.

The assumptions for multiple regression include the following: that the
relationship between each of the predictor variables and the dependent
variable is linear and that the error, or residual, is normally distributed and
uncorrelated with the predictors.

Computing Multiple Regression

The computation of multiple regression starts from a correlation matrix among
all of the variables of interest, including the dependent variable. Then a linear
combination of the variables is created so that the overall correlation, R, of the
independent variables and the criterion variable is maximized, and the error
in the prediction is minimized. For each of the independent variables a partial
correlation is computed. This is a measure of the relationship between the
independent variable and the criterion variable, keeping the other independent
variables constant. From the partial correlations, unstandardized coefficients are
calculated. These coefficients can then be used to create a formula that is a
linear combination of independent variables to predict the criterion variable.
Note that there are many possible linear combinations based on different sets
of independent variables. Multiple linear regression finds the best linear
combination of variables to predict the criterion variable using only those
independent variables actually entered into the equation.

If the regression coefficients are converted to standardized or z scores, then
comparisons can be made among the coefficients to determine the relative
strength among each of the variables used in a particular analysis. A t test
value is computed to examine the statistical significance of the relationship of
each of the independent variables with the criterion variable. The t value tells
whether the independent variable significantly contributes to the regression,
assuming all the other independent variables are in the equation. Note that
just because a predictor variable is not statistically significant in an analysis
does not necessarily mean that variable should be dropped from the equation.
The variable could still be making a contribution to the overall R2. Furthermore,
it is possible, but not common, to have a significant R2, even if none of the
individual predictor variables alone are statistically significant.

There are several assumptions related to multiple regression. As with other
inferential statistics, if the assumptions are not met, there can be problems
interpreting the results. One important assumption of multiple linear
regression is that the independent variables are related to the dependent
variable in a linear (straight-line) fashion. If the data do not meet this assump -
tion (e.g., the independent variables are related in a curvilinear fashion to the
dependent variable), then multiple regression is not appropriate. Another
important condition is that the independent variables should be correlated 
with the dependent variable, but not highly correlated with each other. If the
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independent variables are highly correlated with each other, there will be 
the problem of multicollinearity. When there is multicollinearity in the data,
methods such as transforming or combining variables might change the data
to meet this assumption. Most of the other assumptions related to multiple
regression concern error; errors should be independent, constant, and normally
distributed. Residual plots can help in identifying problems with error not
meeting the assumptions.

In multiple regression analysis, the criterion variable should be approx -
imately normally distributed, having many ordered values. Two other statistical
methods used to predict a criterion variable from several predictor variables,
discriminant analysis and logistic regression, are discussed later in this chapter.
In these latter two methods, the criterion variable has nominal categories; it
is usually dichotomous.

There are several different forms or methods of analysis with multiple
linear regression. Those discussed here are hierarchical multiple regression,
simultaneous multiple regression, stepwise multiple regression, and all
possible models.

Hierarchical Multiple Regression

Zamboanga et al. (2007) were interested in predicting overall examination
performance from the predictor variables of gender, year, ACT, prior GPA,
prior psychology courses, discussion section, and lecture attendance. Two of
the variables, gender and year, were demographic variables and would be
entered into the multiple regression as controls. The other variables were
considered to be predictor variables. Thus, they used hierarchical multiple
regression.

When using hierarchical multiple regression, variables are entered in
steps, and the change in R2 is examined at each step. The decision of the order
to enter each variable into the equation is decided ahead of time by the
investigator. Usually these decisions are based on a careful conceptualization
of the problem and result in the testing of particular hypotheses. In their 2007
study, Zamboanga et al. determined that the demographic variables, gender
and class year, needed to be controlled, so they entered them first. This is
considered the first step. In the second step, the independent/predictor
variables of ACT, prior GPA, prior psychology courses, discussion section, and
lecture attendance were added.

Table 22.6 shows the unstandardized (B) and standardized (� or beta)
coefficients for each of the predictor variables. The level of significance for each
of the predictors (indicated with asterisks) is also shown. To understand 
how much each predictor is contributing to the R2, standardized coefficients 
(� weights) are computed for each predictor. The overall R2 was .45. Three of
the five predictor variables were considered to be statistically significant: prior
GPA (p < .05), ACT (p < .01), and lecture attendance (p < .01).

Usually with multiple regression it is helpful to form a regression equation.
This is done with the unstandardized coefficients. The equation then could be
used in the future to predict student examination performance from these
independent variables, assuming a similar sample of participants.
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Simultaneous Multiple Regression

In this method, all of the predictor variables are entered simultaneously instead
of in steps. As with the other methods, the best linear combination of variables
is determined using a least squares fit, which is a method for maximizing the
prediction accuracy. In least squares fit, the computer tries to fit the regression
line so that the squared deviations (the distance between the scores and the
prediction line) are minimized. Thus, the prediction line is as close as possible
to all of the scores.

Stepwise Multiple Regression

The stepwise multiple regression approach is similar to hierarchical multiple
regression, but the computer instead of the researcher decides the order and
how many of the potential predictors are used. The stepwise regression
procedure describes how much more each independent or predictor variable
has contributed to the prediction from the predictor variables already used.

Although stepwise linear regression makes a lot of sense conceptually,
several problems have been associated with this approach (see Thompson,
2004, for a critical review of this procedure). Researchers should probably use
this approach only as an exploratory procedure. One of the basic problems
with this approach is that because of the potentially large number of predictor
variables that could be entered into the equation, the probability of a type I
error is considerably larger than the usual alpha of .05. A second, and perhaps
more important, objection with the stepwise approach is that the computer
rather than the researcher is making the decision on which variables should
be included in the equation. This is especially the case when one enters a large
number of predictor variables into the stepwise analysis with little thought
given to particular hypotheses or theories. Many statisticians associate this
approach with the term data mining or snooping. Third, the approach takes
advantage of possible small differences in correlations when entering variables
and thus is not likely to be replicated in another sample.
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TABLE 22.6 

Hierarchical Multiple Regression Model Predicting Total Exam Performance

Predictors B SE Beta

Gender –.35 .86 –.03

Year .68 .50 .10

ACT .57 .11 .40**

Prior GPA 1.76 .74 .21*

Prior Psychology Courses .20 .58 .03

Discussion Section –.02 .50 –.01

Lecture Attendance .73 .20 .31**

Notes: * p < .05. ** p < .01.

Source: Data are from Zamboanga, B. L., Padilla-Walker, L. M., Hardy, S. A., Thompson, R. A., &
Wang, S. C., Teaching of Psychology, 34, 2007, 158–162.

Stepwise multiple
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A procedure that is
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prediction from the
predictor variables
already used.
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In study 4, Tomko and Munley (2013) investigated counseling psychologists
and their attitudes and clinical judgments of older adults. Assumptions for
multiple regression, including that the independent variables should be
related to the dependent variable in a linear fashion, that the independent
variables should be correlated with the dependent variable, that the depend -
ent variable should be approximately normally distributed, and that errors
should be independent, constant, and normally distributed were checked
and met. Using the outcome (dependent) variable of attitude toward older
adults, a hierarchical multiple regression was conducted.

The predictor variables of age and gender were entered together as the
first block and “accounted for 1.9 percent of the variance in attitudes
toward older adults (multiple R = 0.138; R2 = 0.019; adjusted R2 = 0.013;
R2 change = 0.019; Fchange (2, 347) = 3.36; and p = 0.04). Gender was
identified as a significant predictor in this model (t = –2.38, p = 0.018)”
(Tomko & Munley, 2013, p. 237). These two variables were entered first so
that they could be controlled for.

In the second block, the variables of training in aging, clinical experience
with older adults, fear of death, and multicultural competence were entered
together and “did not account for significant additional variance in attitudes
towards older adults (multiple R = 0.176; R2 = 0.031; adjusted R2 = 0.014;
R2 change = 0.012; Fchange (4, 343) = 1.06; and p = 0.38)” (Tomko & Munley,
2013, p. 237). Because the second block did not have a large change in
the R2, the second block of variables does not increase the model’s ability
to predict attitudes toward older adults.

Table 22.7 shows the unstandardized (B), standard error, standardized
(� or beta) coefficients, and t value for each of the predictor variables for
the statistically significant first model. The level of significance for each of
the predictors (indicated with asterisks) is also shown. To understand how
much each predictor is contributing to the R2, standardized coefficients (�

TABLE 22.7 

Hierarchical Multiple Regression Model Predicting Attitude Toward Older
Adults

Predictors B SE Beta t

Age –.08 .02 –.18 –3.38*

Gender .51 .39 .07 1.31

Constant 15.40 1.33

Note: * p < .05.

Source: Data are from Tomko, J. K., & Munley, P. H. (2013). Predicting counseling
psychologists attitudes and clinical judgments with respect to older adults. Aging & Mental
Health, 17, 233–241.



Logistic Regression and Discriminant Analysis

Predicting the probability that an event will or will not occur, as well as
identifying the variables useful in making the prediction, is important in the
health sciences; it is central to risk research. Two statistical techniques can 
be used appropriately to predict a dichotomous dependent variable:
discriminant analysis and logistic regression. These two statistical methods
also can be used when the dependent variable has more than two categories,
but the more common usage is with a dichotomous dependent variable. We

weights) are computed for each predictor. The overall R2 was .019. Only
age was considered to be statistically significant. The regression equation
for this model is

Attitude toward older adults = 15.40 – .08Age + .51Gender + error
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Leech and Haug (in press) investigated the relationship between teacher
preparation programs and effective teachers. Utilizing three simultaneous
multiple regressions, they researched the relationships among teacher
preparation program structures, teachers’ persistence, teacher background
characteristics, and reading and mathematics test scores. The predictor
variables for the simultaneous multiple regressions were technology use,
differentiation, program relevance and coherence, persistence rates,
percentage of courses taken online, percentage of courses taken as hybrid,
whether the program was cohort oriented, how methods were taught, how
many hours of clinical experience, gender, and age. The outcome variables
were teachers’ persistence, reading test scores, and mathematics test scores.
The authors stated for each of the analyses the assumptions of multiple
regression were checked and met.

The first simultaneous multiple regression to investigate how well the
independent variables predicted mathematics scores was not found to be
statistically significant. The second simultaneous multiple regression to
investigate how well the independent variables predicted reading scores was
found to be statistically significant, F(11, 128) = 1.93, p < .041, adjusted 
R squared = .07. Therefore, only 14 percent of the variability in reading scores
could be explained by the model. Finally, the third simultaneous multiple
regression to investigate how well the independent variables predicted
teachers’ persistence was found to be statistically significant, F(10, 141) =
11.77, p < .001, adjusted R squared = .42. Thus, the R2 value indicated that
46 percent of the variance explained in teachers’ persistence could be
explained by the model.

Simultaneous
multiple regression  
A regression
procedure where all
of the predictor
variables are entered
simultaneously.



406 Data Analysis and Interpretation

previously discussed linear regression, used when the dependent variable is
continuous. Discriminant analysis can be used with a dichotomous dependent
variable, but the method requires several assumptions for the predictions to
be optimal. Grimm and Yarnold (1995) provide more extensive, but still
nontechnical, chapters on discriminant analysis and on logistic regression than
we present here.

Discriminant Analysis

Discriminant analysis can be used to predict a dichotomous outcome variable
from a combination of several independent variables (such as those listed in
Table 22.5). A discriminant function prediction equation is a linear combination
of the independent variables meant to discriminate between the two outcome
groups. In discriminant analysis, the weights for each independent variable
are selected based on how well they classify participants into the two groups.

Mediation and Moderation

Mediation and moderation are complex associational methods that use 
cor relation and regression to assess specific types of relationships. You can
combine mediation and moderation and have moderated mediation or
mediated moderation, but these analyses are beyond the scope of this chapter.

“Mediation” occurs when the observed relationship between two variables
is due, at least in part, to a third variable. Statistically, mediation occurs when
a variable (i.e., the mediating variable) reduces the magnitude of the relation -
ship between two other variables. Figure 22.2 shows the relationship between
the independent, dependent, and mediator variables.

Independent 
variable

Mediator

Dependent 
variable

FIGURE 22.2 
The Relationship between the Independent, Dependent, and Mediator Variables.

There are a few important conditions for statistical mediation. The
mediating variable and the outcome variable should be continuous, a scale
level variable (at least interval-level and normally distributed). The predictor
variable in mediation in most studies is also a scale level variable, but it can
also be dichotomous. If a dichotomous predictor variable is included, it is best
to code it with “0” and “1” so that the regression equations are more easily
interpreted. Multicollinearity can also be a problem.

In the past, some (e.g., Baron & Kenny, 1986) have stated that mediation
can only occur if three conditions exist: (1) the predictor variable has a
statistically significant correlation with the outcome variable, (2) the predictor
variable has a statistically significant correlation with the mediating variable,

Mediation  
A type of regression
analysis where a
variable (i.e., the
mediating variable)
reduces the
magnitude of the
relationship between
two other variables.

Discriminant
analysis 
When there are
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predictor variables
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when the goal is to
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or cases into
categories.
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and (3) the mediator variable has statistically significant correlations with both
the predictor variable and the outcome variable. However, although this
approach seems logical, mediation may exist even when the statistical associ -
ation between some of these variables is not significant (Hayes, 2009), so
requiring statistical significance may be unduly restrictive.

The assumptions for mediation include the same assumptions as multiple
regression including: that the relationship between each of the predictor
variables and the dependent variable is linear and that the error, or residual,
is normally distributed and uncorrelated with the predictors. Additionally,
there are the assumptions that the variables have correct causal ordering and
there is no reverse causality.

Moderation occurs when the relationship between two variables is
different depending on the level of a third variable. For example, the relation -
ship between motivation and math achievement may be greater for students
who have high competence than for students who have low competence.
Figure 22.3 shows the relationship between the independent, dependent, and
moderator variables.

There are a few conditions to consider when conducting moderation. The
independent and outcome variable should be continuous; the moderating
variable can be dichotomous or continuous. Dichotomous predictor variables
need to have large samples within each group so that the sample means have
narrow confidence intervals. Like mediation, moderation can be a problem
that needs to be addressed. The assumptions for moderation are the same as
the assumption listed above for mediation.

Logistic Regression

Logistic regression requires fewer assumptions than discriminant analysis.
Even when the assumptions required for discriminant analysis are satisfied,
logistic regression still performs well so it is the more commonly used statistical
test in clinical research. In logistic regression, the probability of an event
occurring is estimated. Logistic regression models can include one or more
independent (predictor) variables that may be either dichotomous or con -
tinuous. Logistic regression with one independent variable is called bivariate
logistic regression; with two or more independent variables, logistic regression
is called multiple logistic regression. These should not be confused with multi -
nomial logistic regression, where the dependent variable has more than two
categories. In this chapter, the focus is on dichotomous outcomes of the
dependent variable with several independent variables. Thus, we focus on
multiple logistic regression, often just called logistic regression.

Independent variable

Moderator variable

Dependent variable

FIGURE 22.3 
The Relationship between the Independent, Dependent, and Moderator Variables.
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Conditions for binary logistic regression include that the dependent or
outcome variable needs to be dichotomous and, like most other statistics, that
the outcomes are mutually exclusive; that is, a single case can be represented
only once and must be in one group or the other. Finally, logistic regression
requires large samples to be accurate. Some say there should be a minimum
of 20 cases per predictor, with a minimum of 60 total cases. As with multiple
regression, multicollinearity is a potential source of confusing or misleading
results and needs to be assessed.

As stated earlier, logistic regression, unlike multiple regression and
discriminant analysis, has very few assumptions, which is one reason this
technique has become popular, especially in health-related fields. There are
no distributional assumptions; however, observations must be independent
and independent variables must be linearly related to the logit (natural log of
the odds ratio) of the dependent variable.

In linear regression, the regression coefficient represents the amount of
change in the dependent variable for one-unit change in the independent
variable. Logistic regression coefficients are typically expressed as the odds of
an event (outcome) occurring. The odds of an outcome is the ratio of the
probability that the outcome occurs to the probability that it does not. Thus,

RESEARCH IN THE REAL WORLD

Leech (2016) investigated the association between different types of
adolescent peer-directed violence and suicidal thoughts and behaviors
using a database of 15,425 high school students. After splitting the file by
gender, eight logistic regressions were conducted. Logistic regression was
the best choice for the analyses due to the dependent variables being
dichotomous. The dichotomous dependent variables included whether or
not the person had considered suicide (i.e., being either “yes, he/she
considered suicide in the past” or “no, he/she has not considered suicide
in the past”), whether the person had made a suicide plan, and whether 
the person had made a suicide attempt. The independent, or predictor
variables, were also all dichotomous, including grade, race, experience
being bullied, experience with sexual violence, and experience with physical
violence. Since the research questions asked about the probability of an
event occurring, logistic regression was an appropriate statistic to choose.
Assumptions of logistic regression for each analysis were checked and 
met.

Results indicated that the predictor variables statistically significantly
predicted all four outcome variables for both males and females. For
example, whether a female student would consider suicide was statistically
significant, �2 = 5565.47, df = 145, n = 7486, p < .001, with the model
predicting 84 percent of the variance in the outcome variable. Odds ratios
were reported for all statistically significant results.
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if the probability of an event occurring is .8, the odds of the event is .8 divided
by the probability of it not occurring (.2) or .8/.2 = 4.0. In everyday language,
this means that the odds are 4 to 1. An odds ratio (OR) is simply the ratio 
of two odds. For example, if the odds of an event is 4 for boys (i.e., the risk is
4 of 5 = .80) and the odds of the same event is 3 for girls (i.e., the risk is 3 
of 4 = .75), the OR relating gender to the event is 4/3 = 1.33.

Odds ratios are central to logistic regression, just as the correlation
coefficient is central to linear regression. The null value of an OR is 1.0 (similar
to a correlation coefficient of 0) and indicates random association. When a
positive association increases, the correlation coefficient increases from 0 to 1
and the OR increases from 1 to infinity. As a negative association increases,
the correlation coefficient decreases from 0 to –1 and the OR decreases from
1 to 0.

In logistic regression, significance tests are provided for each independent
variable. As is the case with multiple regression, the contribution of individual
variables in logistic regression is difficult to determine. The contribution of
each variable depends on the other variables in the model. This is a problem
particularly when independent variables are highly correlated.

A test for whether the combination of independent variables has a greater-
than-chance ability to predict the status of people on the dependent variable
in logistic regression is called a goodness-of-fit test. The goal is to identify a
“good” set of independent variables (a model) that helps predict or explain
group membership on the dependent variable.

Summary

In this chapter we discussed numerous analyses that are appropriate for
complex designs. These are designs with more than one independent variable.
The chapter was divided into two major sections: analyses applied to complex
difference questions and analyses applied to complex associational questions.
For the most part, the analyses that were covered were considered parametric
statistics. The section on complex difference questions included two-factor
between-groups ANOVA, two-factor within-subjects ANOVA, and mixed
(between and within) ANOVA. We further divided the mixed ANOVA into
the split-plot design and designs with a pretest and posttest. We focused
attention on the latter design and described different methods of analysis
depending on whether the design was randomized experimental or quasi-
experimental.

In the second major section of this chapter we discussed analyses appro -
priate for answering complex associational questions. The primary analysis
for this section was multiple regression. We discussed three common methods
of multiple regression: hierarchical, simultaneous, and stepwise. We also
mentioned two other methods for analyzing complex associational designs
when the dependent variable is dichotomous: discriminant analysis and
logistic regression. Examples from recent literature were provided throughout
the chapter.



Key Concepts

Analysis of covariance (ANCOVA)
Discriminant analysis
Gain scores
Hierarchical multiple regression
Interaction effects
Logistic regression
Main effects
Mediation
Mixed analysis of variance (ANOVA)
Moderation
Simultaneous multiple regression
Stepwise multiple regression
Two-factor ANOVA
Two-factor within-subjects ANOVA

Key Distinctions

Discriminant analysis versus logistic regression versus multiple regression
Hierarchical regression versus stepwise regression
Gain scores versus mixed ANOVA versus ANCOVA
Main effects versus interaction effects
Two-factor ANOVA versus mixed ANOVA

Interpretation Questions

1. Why is it best practice to interpret the interaction effect first?

2. Why should one be cautious when using gain-scores?

3. What does a multiple R tell you?

4. What are the problems with using a stepwise linear regression?

Application Problems

1. A therapist was interested in predicting success on the job following
therapy. The therapist felt that a good measure of therapy was the number
of hours a person could spend in a simulated work task at discharge. The
best measure of success on the actual job was number of months in current
employment. The therapist gathered data from files of previous patients.
What statistic is appropriate? Why? What type of evidence for measure -
ment validity of the simulated work task could be obtained?
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2. What is a factorial design? Why would you use a factorial design?

3. What is the difference between a main effect and an interaction effect?

4. Why would you do one analysis (factorial ANOVA) instead of two
separate analyses (e.g., t tests) when you have two independent variables
each with a few levels?

5. Why is it important to look first at interaction “effects”?

6. A faculty member conducted a study to determine who performed better
in his research class: students in education or students in occupational
therapy. In addition, he felt that gender could also make a contribution.
Therefore, he conducted a retrospective study (i.e., went back into previous
records) and formed the following four groups of ten students in each
group: male education (ME); female education (FE); male OT (MOT); and
female OT (FOT). He then calculated the mean test scores for each group;
the means were as follows:

ME = 81
FE = 93
MOT = 89
FOT = 84

a. Plot the data to illustrate the interaction.
b. The sums of squares for the results are in the following source table.

Complete it.
c. If an F of 4.11 is required for statistical significance, interpret the

results.
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7. An investigator was interested in the effect of teaching style on students’
perception of credibility of their instructor. One style of interest was the
participatory action style in which the students took responsibility for
much of the class material. The other style of interest was labeled the
traditional style, in which delivery of material was by lecture. Two
instructors from the same department taught the same class; one instructor
was skilled in the participatory learning style, whereas the other was
skilled in the traditional style. The investigator also thought that the age
of students might affect this research project due to different expectations
among students. The investigator decided to select three different age
groups for the project: young, middle, and older. The investigator performs

Source table

Source SS df MS F

Major 420

Gender 250

Major by gender 600

Within-subjects (error) 5200



a. Describe the design (e.g., 2 × 2 factorial).
b. What type of statistical analysis would be performed?
c. Plot the data.

10. A physics professor was interested in demonstrating that his new method
of teaching was superior to the traditional teaching method in changing
the attitude of students toward physics. Prior to the start of the semester,
students were randomly assigned to one of two beginning physics sections:
the new method and the old method. During the first day of class, all
students took the “Attitude Toward Physics” test. At the end of the
semester the students took this test again. For each of the following
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a two-factor ANOVA. What additional analyses should the investigator
do to interpret the results under each of the following situations?

a. The investigator finds a significant main effect for teaching style but
no significant main effect for age or for the teaching style by age
interaction.

b. The investigator finds a significant main effect for age but no
significant main effect for teaching style and no teaching style by age
interaction.

c. The investigator finds no significant main effects for teaching style or
age but a significant teaching style by age interaction.

d. The investigator finds significant main effects for teaching style and
age and a teaching style by age interaction.

8. Some researchers argue that ANCOVA is the most appropriate statistic
to use with pretest–posttest data. Explain.

9. A researcher was interested in the effects of different treatments for back
injury on return to work. Specifically, she was interested in whether those
people who were treated for back injury noninvasively (e.g., rest and
exercise) would perform differently from those who were treated through
surgery. To model the back to work experience, a vibration machine was
used to simulate driving of large machinery. A person who suffered a back
injury might be able to sit for long periods of time if there was no vibration,
but not under conditions of vibration. Therefore, each participant in the
study underwent three conditions, driving with vibration, driving without
vibration, and just sitting. There were eight patients in the exercise group
and eight patients in the surgery group. The dependent variable was pain
perception: a 10-point scale where 1 was no pain and 10 was intolerable
pain. The means were as follows:

Condition

Treatment Sitting
Driving without

vibration
Driving with

vibration

Exercise .33 1.33 3.00

Surgery .33 3.67 6.00
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analyses, explain what outcome/result would be used to support the
professor’s argument.

a. mixed ANOVA
b. gain score t test
c. analysis of covariance

11. A consortium of researchers wants to look at some of the impacts of
welfare reform on individuals/families who have not received public
assistance for 2 years. They have a large multistate sample. For each
participant, an “economic well-being” score from 1 to 10 was computed
as the outcome variable. The researchers were interested in their ability to
predict economic well-being from prior level of education, years of work
experience, transportation availability, training received while on welfare,
and the relative health of the local economy (all dichotomous or normally
distributed measures).

a. What type of analysis would be appropriate? Explain.
b. If the researchers wanted to know what combination of the

aforementioned factors predicted whether a former welfare recipient
will have been employed or not since leaving welfare, what analytical
approach should they use?

For questions 12–15, match the analysis with the particular question, and
explain why.

a. factorial ANOVA
b. multiple regression
c. factor analysis (refer back to Chapter 15)
d. logistic regression

12. You have a pretest–posttest control group design. Your dependent variable
is a 50-item questionnaire, which was given to 250 participants in the
intervention group and 250 participants in the nonintervention group.
Your next step is to reduce the number of questions to a smaller number
of composite/summated variables.

13. You are interested in predicting whether people are successful or
unsuccessful when they return to work. Your predictor variables are
strength, range of motion, IQ, and gender.

14. You have two independent variables each with three levels, and you have
one normally distributed dependent variable.

15. You are trying to predict GPA in graduate school in an English
department. Your predictor variables are undergraduate GPA, Graduate
Record Examination (GRE) verbal scores, score on an interest inventory,
and age.



Note

1. Note that there are six nominal levels of the site independent variable rather than
the usual two to four levels for a difference statistic such as analysis of variance
(ANOVA). Remember from Chapter 18 that a nominal independent variable with
more than four levels would usually be analyzed with a difference inferential
statistic.
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Evaluating Research Validity: Part I

A Framework for Evaluating Research Validity

This chapter summarizes and integrates many of the concepts from the
preceding chapters (especially Chapters 8 and 9), leading to the evaluation of
the quality of the design and analysis of a quantitative study (i.e., the research
validity of a whole study). Our evaluation framework uses several research
validity rating scales adapted from those developed by Gliner and Morgan
(2000) and Morgan, Gliner, and Harmon (1999, 2006). Here we discuss key
concepts and present several figures and tables that provide the information
needed to make a comprehensive evaluation of the research validity of an
empirical quantitative study.

The Cook and Campbell Framework

Our framework is based on four research validity constructs originally
proposed by Campbell and Stanley (1963/1966) and updated by Cook and
Campbell (1979) and by Shadish et al. (2002). Our evaluation plan also was
influenced by the What Works Clearinghouse (2006) framework called the
Design and Implementation Device (DIAD) (http://ies.ed.gov/ncee/wwc/
pdf/studydesignclass.pdf) endorsed by the Campbell Collaboration (n.d.;
www.campbellcollaboration.org). The What Works system was designed
specifically to evaluate intervention research. A major difference between our
framework and the What Works framework (and most discussions of Cook
and Campbell) is that our framework is designed to be used with both
experimental (i.e., intervention) and nonexperimental research approaches.

Several issues came up using Cook and Campbell’s (1979) criteria for
validity. Specifically their terminology and their many “threats” to validity
posed four types of problems. First, there was confusion about the uses of
certain common research terms. For example, the term validity for Cook and
Campbell refers to the design of the whole study, but a more common use in
the research literature refers to the validity of a specific measurement or test.
To make matters more confusing, they divided the validity of a study into
four aspects now labeled statistical validity, internal validity, construct validity,
and external validity (Shadish et al., 2002).

http://ies.ed.gov/ncee/wwc/pdf/studydesignclass.pdf
http://ies.ed.gov/ncee/wwc/pdf/studydesignclass.pdf
http://www.campbellcollaboration.org


Second, validity has sometimes been assumed to be all or nothing, a study
or data from a test was or was not valid. We think research validity should
be assessed on a series of continua, from high to low, as discussed in this
chapter and the next. Third, Cook and Campbell’s specific threats to validity
were hard to remember because many have peculiar names (e.g., history,
interactions with selection, and mortality). Fourth, it was easy to lose track of
the main issues because there were so many different threats to validity that
deal with very specific, sometimes uncommon, situations. It was easy not to
see the forest, only the trees.

Other Evaluation Frameworks

Many of the text books that discuss the evaluation of research studies have a
broader or less focused framework than ours, emphasizing how completely,
appropriately, and/or clearly the various parts (title, abstract, introduction,
results, and discussion) of the article were written. Although we pose a few
evaluation questions about how the study was written, the emphasis here is
for the most part on the method section of an article, although the results section
also comes into play. A study that is poorly written or inadequately justified
may have less impact than if it was well written, but good writing should not
substitute for a poor design. Thus, we emphasize the design, control of extran -
eous variables, quality of measurement, and the appropriateness of the data
analysis and interpretation.

Of course, the importance or significance of the research problem is a key
issue, but its evaluation is beyond the scope of this book and is best done by
content experts in the area of study. (Indirect evaluation of the importance of
the content is provided if the article is published in a peer-reviewed journal;
see the evaluation of question 17, in the next chapter.) A well-designed study
on a trivial topic will not add much to the knowledge in a field. On the other
hand, a poorly designed study, especially if convincingly written, may be
accepted uncritically and even set the field back because the results are
misleading.

Our Evaluation Framework

Our evaluation framework is based on 19 questions and eight rating scales.
Some of the 19 questions request descriptive information about the design and
some ask for an evaluative rating. These questions are numbered and presented
in bold throughout this chapter and Chapter 24.

The 19 questions are divided into three main groups. Questions 1–8 are
about describing or naming key aspects of the design and methods, including
the variables, research questions/hypotheses, approach, design, and support
for the reliability and validity of each key measure.

The heart of the evaluation is questions 9–16, which utilize, in part, the
answers to questions 1–8 to make eight evaluative ratings. These ratings fall
under four main headings or aspects of research validity. We label these four
key dimensions or aspects of research validity: (a) measurement reliability and
statistics (question 9), (b) internal validity (questions 10 and 11), (c) measurement
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validity of the constructs (questions 12 and 13), and (d) external validity (questions
14–16).

Questions 17–19 are general evaluation questions about peer review 
(17), the link between literature and/or theory and the research questions (18),
and the clarity and accuracy of the authors’ title, abstract, and discussion, 
given the evaluation of the aspects of research validity (19). These last three
questions are intended to provide a general estimate of three aspects of the
article that are not well covered by our evaluation of the design.

As mentioned earlier; our research evaluation framework maintains the
four dimensions of research validity identified by Cook and Campbell, but
somewhat modifies the labels to help prevent the confusions mentioned above
and to focus on the main issues. Before discussing these dimensions, we want
to review reliability and validity in a broader context. Doing this also should
help avoid some of the potential semantic confusion.

It is important to distinguish between the merit or worth of the study as
a whole (research validity) as opposed to the quality of the measurement 
of each separate variable or test used in the study (measurement validity). As
shown in Figure 23.1, measurement reliability and validity (top two boxes)
are different from, but related to, aspects of research validity (middle boxes),
all four of which determine the overall research validity of a study (bottom
box). Within each box, we list the number of the question we use to evaluate
that aspect of validity. The horizontal arrow (1) from measurement reliability
(Q7) to measurement validity (Q8) indicates that reliability or consistency is
a necessary (but not sufficient) precursor for the validity of a measure. The
vertical arrow (2) from measurement reliability (Q7) to overall measurement
reliability and statistics (Q9) indicates that an important determinant of the
quality of the statistical analysis is the amount of evidence for the reliability
of the specific instruments used. Likewise the vertical arrow (3) from
measurement validity (Q8) to overall measurement validity of the constructs
(Q12, Q13) indicates that this dimension is dependent on the evidence for the
measurement validity of all of the variables.

Ideally a study should be rated high on each of the four main evaluation
criteria or dimensions of research validity (shown in the middle row of boxes

Measurement 
Reliability of 

Each Variable (Q7)
(1)

Measurement 
Validity of 

Each Variable (Q8)

Internal
Validity of the 

Study (Q10, 11)

Overall Measurement 
Reliability and 

Statistics for the 
Whole Study (Q9)

Overall Measurement 
Validity of the Constructs 

for the Whole Study 
(Q12, 13)

External 
Validity of the 
Study (Q14-16)

Overall Research Validity of the Study

(2) (3)

FIGURE 23.1
Schematic Diagram Showing How the Overall Research Validity of a Study Depends on
the Four Major Aspects or Dimensions of Research Validity and, in Turn, on the
Measurement Reliability and Validity of the Several Variables.

Research validity  
The merit of the
whole study (as
distinguished from
validity of the
measurement of a
variable); includes
measurement
reliability and
statistics, internal
validity, overall
measurement validity
of the constructs, and
external validity.

Measurement
validity  
Degree to which a
measure or test
measures that which
it was intended to
measure.



of Figure 23.1). However, there are always trade-offs and few, if any, studies
are high on all criteria. Furthermore, the weight that researchers give to each
of the criteria varies. For example, experimental researchers, especially medical
researchers who perform randomized clinical trials and meta-analyses for
evidence-based practice, give more weight to internal validity. Survey re -
searchers tend to value population external validity, and qualitative researchers
value ecological external validity. Our experience indicates that studies usually
compromise one or more aspects of external validity to achieve high internal
validity or vice versa.

Analysis of the Design and Methods

Variables and Their Measurement Levels

Q1. What are the key independent/antecedent/predictor variables? 
For each:

(a) Is it an active, attribute, or change over time independent variable?
(b) What is the number of levels/categories of the independent variable?
(c) What is the level of measurement (nominal, dichotomous, ordinal, or

approximately normal), of the independent variable?

In Chapter 3, we make an important distinction between active (sometimes
called manipulated) independent variables and attribute independent or predictor
variables that are characteristics of the participants. This distinction is important
because it divides quantitative research studies into two main types: experi -
mental (with one or more active independent variable) and nonexperi mental
(with only attribute variables). See Figure 4.1 and Figure 4.2 for more detail
about this distinction and its implications.

Table 23.1 (which is the same as Table 10.1) provides definitions for the
traditional measurement terms and how they differ from ours, which is based
on Kraemer (personal communication, 1999). Chapter 10 provides more details
about why we use these somewhat nontraditional measurement terms and
also more information about variables and their measurement. In experiments,
the level of measurement for the active independent variable is usually not
stated but is often dichotomous or nominal, producing two or more groups
to compare.

Q2. What are the key dependent or outcome variables? For each, what
is the level of measurement?

Table 23.1 can be used to identify the level or scale of measurement. The level
of measurement helps determine the appropriateness of the statistics used in
the study. Again, refer to Chapter 10 for more details.
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Research Hypotheses/Questions, Approaches, and Design

Q3. What are the main research questions or hypotheses?

Most studies have several questions or hypotheses, often spelled out in the
introduction and/or method section of the article. Chapter 3 provides examples
of descriptive, difference, and associational research questions and the types
of statistics that are commonly used with each of them. Chapters 16–22 provide
concrete examples of the research questions posed by a number of studies and
discussions of how those questions were answered with the help of statistical
tests.

Q4. What is the research approach (i.e., descriptive, associational,
comparative, quasi-experimental, and/or randomized
experimental) for each question?

Remember that studies with a number of research questions may have more
than one approach. Figure 23.2 and the answers to question 1 above help one
decide which approach was used for each research question. Some studies have
one or several descriptive research questions, especially about the dependent
variables. However, almost all quantitative studies published in peer-reviewed
journals go beyond the purely descriptive approach to compare groups and/
or associate/relate variables. Thus, most studies also will use one (or more)
of the other four approaches. If a study has an active independent variable we
would call it an experimental study even if the researcher also asks questions
using attribute independent variables such as gender. Studies with no active
independent variables are called nonexperimental or observational; they often
have comparative, associational, and descriptive research questions.
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TABLE 23.1 

Traditional Measurement Terms and Our Recommended Terms

Our term Our definition Traditional term Traditional definition

Nominal Three or more unordered Nominal Two or more unordered
categories. categories

Dichotomous Two categories, either ordered 
or unordered. — —

Ordinal Three or more ordered levels, Ordinal Ordered levels, in which the 
but the frequency distribution difference in magnitude 
of the scores is not normally between levels is not equal
distributed, probably markedly 
skewed.

Approximately Many (at least five) ordered Interval and ratio Interval: ordered levels, in 
normal levels or scores, with the which the difference between 

frequency distribution of the levels is equal, but there is no 
scores being approximately true zero.
normally distributed. Ratio: ordered levels; the

difference between levels is
equal, and there is a true zero.
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Identifying the research approach is important because of its influence on
the internal validity of a study and inferences about whether the independent
variable caused any change in the dependent variable. In general, the
randomized experimental approach produces the best evidence for causation.
Neither the comparative nor the associational approaches are well suited to
providing evidence about causes. Quasi-experimentation is usually in between
the randomized experimental approach and the comparative or associational
approaches.

Q5. What is the general design classification if the approach is
randomized experimental, quasi-experimental, or comparative?

If the study has randomized experimental, quasi-experimental, or compara-
tive research question(s), the design classification can be identified using
Chapter 18 and Table 18.1. This requires knowing (a) the number of factors
(i.e., independent variables), (b) the number of levels/values of each factor, and
(c) whether the design is between groups, within subjects (repeated measures) or
mixed. For example, a design might be described as a 3 × 2 (mixed) factorial
design with repeated measures on the second factor. This means that there
are two independent variables, the first with three levels/groups and the
second with two levels or, in this case, measured at two times because there
are repeated measures. This classification of designs not only applies to the
randomized experimental and quasi-experimental approaches (which is
typical) but also to comparative approach questions, where there is no
active/manipulated independent variable. Note that the mentioned 3 × 2
mixed design could be the typical experimental or quasi-experimental pretest–
posttest design with three groups (e.g., two treatments and a control) or it could

Criteria Randomized 
Experimental

Quasi-
Experimental

Comparative Associational Descriptive

Random assignment of 
participants to groups by 
Investigator

Yes No No No (only one 
group)

No groups

Independent variable is active Yes Yes No
(attribute)

No
(attribute)

No 
Independent 

variable

Independent variable is 
controlled by the Investigator a

Usually Sometimes No No No

Number of levels of the 
Independent variableb

Usually
2-4

Usually
2-4

Usually
2-4

Usually 5 or 
more ordered 

levels

No 
Independent 

variable

Relationships between variables 
or comparison of groups

Yes 
(comparison)

Yes 
(comparison)

Yes 
(comparison)

Yes 
(relationship)

No

a Although the control of the delivery of the independent variable by the experimenter is a desired quality of 
randomized experimental and quasi-experimental designs, it is not sufficient for distinguishing between them.
b This distinction is made for educational purposes and is only “usually” true.

FIGURE 23.2 
A Comparison of the Five Basic Quantitative Research Approaches.



be a longitudinal (two ages) design comparing three types of participants (e.g.,
securely attached vs. avoidant vs. disorganized) over time.

Q6. What is the specific experimental design name if the approach is
randomized experimental or quasi-experimental?

The names of specific randomized experimental or quasi-experimental designs
are provided in Figure 5.1, an overview schematic diagram of most of the
common designs and their names (see also Chapter 5). For example,
randomized clinical trials (RCT) usually use pretest–posttest control group designs.

Note that if the specific research question/hypothesis and approach are
associational, questions 5 and 6 are not applicable. In the associational approach,
the analysis will usually be done with some type of correlation or multiple
regression.

Measurement Reliability and Validity for Each Key Variable 

Questions 7 and 8 require an evaluation based on the principle that in a good
study each key variable should be measured reliably and validly. Therefore,
these aspects of each measured variable should be evaluated. Chapters 11 and
12 discuss measurement reliability and validity and point out that instruments
are not valid or invalid per se. The data that an instrument produces are reliable
and valid to some extent, for some purpose, and with some populations, based
on the evidence available.

Q7. Is the measurement reliability for each key variable acceptable?

(a) What type(s) of evidence for reliability are presented?
(b) Is the evidence or support for each key variable acceptable?

Q7a. Were test–retest, parallel forms, internal consistency, and/or interrater
reliability evidence cited or obtained? Table 23.2 and Chapter 11 help identify
what type(s) of reliability evidence were provided. Note that active
independent variables (i.e., interventions) and demographic variables seldom
have information about measurement reliability or validity, but it would be
desirable to know whether the treatment was delivered consistently (reliably)
and validly. However, for most attribute independent variables and for
dependent variables, the method section should report some evidence to
support measurement reliability. This evidence could be based on literature
using the instrument and/or based on evidence gathered in this study. It is
desirable to have at least some of the evidence come from the current
population.

Q7b. How strong is the evidence for the reliability of the measurement for each
key variable? A reliability coefficient of .70 or higher is usually considered
necessary for a variable to be measured with acceptable reliability, but in a
complex study a few reliability coefficients between .60 and .69 are common
and marginally acceptable. Table 23.3 provides a method to evaluate evidence
for the measurement reliability of each measure.
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Were reliability coefficients reported? It is desirable, but relatively
uncommon, for researchers to report more than one type of reliability evidence
(e.g., test–retest and internal consistency) for each measure. If the instruments
had been used before, the author may only refer to another study and not
provide actual coefficients; in this case, it is probably reasonable to assume
that the reliability was adequate. However, researchers who plan to use an
instrument in their research should obtain the cited document(s) and
personally check the evidence.

Q8. Is the evidence for measurement validity for each key variable
acceptable?

(a) What type(s) of evidence to support measurement validity are
reported?

(b) Is the evidence or support for each key variable acceptable?

Q8a. Table 23.2 provides a summary of the types of evidence for measurement
validity that were discussed in Chapter 12. In terms of the validity of each
measure, authors often only cite previous studies that used the instrument
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TABLE 23.2 

Measurement Reliability and Validity (for Q7a and Q8a)

Measurement reliability: Measurement validity:

Stability or consistency Accuracy or correctness

The score accurately reflects/measures what it was designed
or intended to. Several sources of evidence can be used to
support the validity of a measure:

a. Content evidence—all aspects of the construct are
represented in appropriate proportions

b. Evidence based on response processes

c. Evidence based on internal structure

1. Factorial—factor analysis yields a theoretically
meaningful solution

d. Evidence based on relations to other variables

1. Convergent—based on theory, variables predicted to
be related are related

2. Discriminant—variables predicted not to be related are
not

3. Criterion-related evidence

a. Predictive—the test predicts some criterion in the
future

b. Concurrent—test and criterion are measured at the
same time

4. Validity generalization

e. Evidence based on consequences of testing

The participants’ scores are the same or very
similar from one testing time to another.
There is evidence for reliability of:

a. Participants’ responses

1. Test–retest reliability—stability over
time

2. Parallel forms reliability—consistency
across presumably equivalent versions
of the instrument

3. Internal consistency—items that are
to be combined are related to each
other

b. Observers’ responses

4. Interrater reliability—different
observers or raters give similar scores



without providing details about the numerical evidence for validity; it seems
reasonable to assume that such published studies provided acceptable
evidence, but it is prudent to be cautious when evaluating validity, especially
of self-report measures.

Q8b. Table 23.4 provides a method to evaluate measurement validity when
the evidence provided is a correlation coefficient (see also Chapter 12). Note
that the coefficients for the validity of a measure do not need to be as high to
be considered good as those supporting reliability.

In summary, for each key measure or variable, one should evaluate the evidence
for measurement reliability and validity. Note that, as shown in Figure 23.1,
measurement reliability is a necessary precursor of measurement validity, and
both reliability and validity (top boxes of Figure 23.1) influence aspects of
research validity.

Evaluation of the Four Key Dimensions of Research Validity

Now, we begin our discussion of the four key criteria and eight evaluative
dimensions for the research validity of a study. A high-quality study should
have moderate to high ratings on each of the four dimensions of research
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TABLE 23.3

Evaluating Measurement Reliability Coefficients
(for Q7b)

Correlation Support for reliability
coefficient

+.90 Acceptablea

+.80 Acceptableb

+.70 Acceptableb

+.60 Marginally acceptableb

+.50 Not acceptable

+.30 Not acceptable

+.10 Not acceptable

–.10 Not acceptablec

–.30 Not acceptablec

–.50 Not acceptablec

>–.50 Not acceptablec

Notes: Statistical significance is not enough for
measurement reliability. Examine the size and direction of
the correlation. a Useful for decisions about individual
selection, placement, etc. b Useful for research, but
probably not for decisions about individuals. c Check data
for probable errors in coding or conceptualization.

TABLE 23.4

Evaluating Measurement Validity Coefficients 
(for Q8b)

Correlation coefficient Support for validity

+/–.60 or higher Acceptable, but a

+/–.50 Acceptableb, c

+/–.30 Acceptableb, c

+/–.10 Maybeb, c

Notes: a If a validity coefficient is quite high (e.g., > .60),
the same or very similar concepts probably are being
measured, rather than two separate ones, so such high
correlations may be more like measurement reliability than
measurement validity. b We base the strength or level of
support for measurement validity on Cohen’s (1988) effect
size guidelines. For correlations: r = .1 is a small effect size
so weak support for validity, r = .3 is a medium or typical
effect size, and r = .5 is a large effect size and strong
support. However, the correlation must be statistically
significant. Thus, a correlation of +/–.20 would provide
some support for validity only if r was significant but no
support if r was not significant. c Criterion and convergent
evidence for validity would be expected to produce
positive (+) correlations, unless the concepts are hypoth -
esized to be negatively related (e.g., anxiety and GPA)
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validity, as indicated by ratings on each of the eight scales shown in the figures
in this chapter and the next, using the criteria listed in these figures. An
evaluation can be made for each rating scale using the several issues listed on
the scale and in the text to guide the evaluation rating for each of the eight
research validity dimensions.

Overall Measurement Reliability and Statistics 

Q9. What is the overall rating of measurement reliability and
statistics? Base the rating and comments on the following:

(a) Is the overall measurement reliability of the variables acceptable?
(b) Is the power appropriate?
(c) Is the choice/use of statistics appropriate?
(d) Is there adequate presentation of the statistical results, including

effect size?
(e) Is the interpretation of statistical results appropriate?

This first dimension of research validity emphasizes the importance of the
overall measurement reliability as well as the use and interpretation of
inferential statistics. Question 9 requests an overall rating of the study from
low through medium to high based on five issues (see Figure 23.3).

OVERALL MEASUREMENT RELIABILITY AND STATISTICS (for Q9)

Base rating on:
a)     Overall reliability of instruments/ measures
b)     Appropriateness of power
c)     Appropriateness of statistical techniques 
d)     Adequate presentation of the statistical results including effect size
e)     Appropriateness of interpretation of the analysis

LOW MEDIUM HIGH

No on all Yes on all

FIGURE 23.3
Evaluating the Statistics and Measurement Reliability of the Findings of a Study.

Q9a. First, there is the issue of whether the variables as a group are measured
reliably. Question 9 considers an overall rating of the measurement reliability
of all the instruments. A principle often emphasized in measurement classes
is that if a test does not consistently measure the construct, it can not be
accurately measuring it. Likewise, a study’s validity is reduced if one or more
of the key variables are unreliably measured (see also Chapter 11).

Q9b. Second, can a statistically significant relationship be detected, assuming
that such a relationship exists? The ability to detect a statistically significant
difference is most commonly referred to as statistical power, or the ability to
reject a false null hypothesis. Although adequate power is based, in part, on

Statistical power  
The probability of
rejecting the null
hypothesis when it is
false.



having enough participants in the study, there are other methods of increasing
power (Lipsey, 1990). Some of these methods include decreasing variability
and increasing reliability of the dependent variable, or increasing the strength
and consistency of administering the independent variable.

Cook and Campbell (1979) brought up a second side to the issue of power,
which involves having too much power, especially with respect to the number
of participants in a study. For the most part, this problem arises when a very
large sample size (e.g., several hundred participants) yields a statistically
significant, but perhaps trivial, relationship. Thus, it is important to provide
an estimate of the effect size (ES). See especially Chapters 16 and 17 for more
about power and ES.

Q9c. A third issue to consider involves the selection of the proper statistical method
to assess whether a relationship between the independent and dependent
variable actually exists. Selection of appropriate statistics is discussed in more
detail in Chapter 19. Sometimes researchers select the wrong statistic, such as
a t test or correlation with a nominal dependent variable. However, more often
problems involve violation of assumptions underlying statistical tests or
problems in making several or many comparisons without adjusting the alpha
level. Such problems often result in a Type I error. Our experience suggests
that not adjusting the alpha level when multiple tests have been conducted is
more common than selection of an inappropriate statistic.

Q9d. Fourth, were the statistical results presented adequately? Confidence
intervals (Chapter 17) and effect sizes should be provided. If effect sizes are
not provided, the necessary information (e.g., M, SD, N) should be presented
so they can be computed. Discussion of several effect size measures is pre -
sented in Chapter 17 and in each of the chapters (20–22) on the interpretation
statistics.

Q9e. The fifth issue to consider involves making the proper interpretation of
the statistical analysis. Sometimes the correct statistic is selected, but the
investigator misinterprets the findings, concluding more from the data than
is actually provided. For example, if there is a significant interaction from the
analysis of a factorial ANOVA, one should examine the interaction and the
simple effects rather than the main effects, which may be misleading. Issues
about interpretation of statistical results are discussed in more detail in
Chapters 20–22.

Internal Validity

Internal validity is based on the strength or soundness of the design. This
definition of internal validity allows us to evaluate nonexperimental as well
as experimental research. Randomized experimental designs are usually high
on internal validity. We believe that one can and should judge the internal
validity of any study on a continuum from low to high.

Internal validity is important especially in studies with randomized
experimental approaches because it indicates how confident we can be that
the relationship between an independent and dependent variable is a cause
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and effect relationship. Although it is important to use the appropriate
statistical analysis, the statistical method does not determine causation.
Causation is inferred primarily from the research approach. Thus, although
“correlation does not indicate causation,” the same is true for t tests and
analysis of variance (ANOVA), if the approach was comparative. In general,
randomized experimental designs provide the best evidence for causation
(high internal validity). The comparative and associational approaches, at
best, provide suggestions about possible causes. The strength of a quasi-
experiment affects how much confidence we can place in whether the
independent variable is a cause of the dependent variable (see Chapters 4 and
5). Our evaluation framework divides internal validity into two dimensions:
equivalence of the groups on participant characteristics (question 10) and control of
extraneous experience and environment variables (question 11).

Q10. What is the evaluation of the equivalence of the groups on
participant characteristics? Base the rating and comments on:

(a) Was there random assignment of participants to the groups?
(b) If no random assignment, were the participants in each group

matched, made similar statistically, or found to be similar on a
pretest? If random assignment was done, (b) and (c) should be
scored as yes.

(c) If no random assignment, were the participants in each group
matched, made similar statistically, or found to be similar on other
key participant characteristics (e.g., age, gender, IQ, etc.)?

(d) Was the retention (low attrition) of subjects during the study high
and similar across groups?

Equivalence of the groups on participant characteristics. In the randomized
experimental, quasi-experimental, and comparative approaches, a key question
is whether the groups that are compared were equivalent in all respects except
the independent variable or variables, before the procedures of the study took
place. There are a number of specific “threats” to internal validity, several of
which are “participant” factors, that could lead to a lack of equivalence of the
participants in the two (or more) groups and thus influence the relationship
with the dependent variable (see Chapter 8). This dimension is often called
selection bias, because it should be rated low if the participants choose which
group they will be in (i.e., if there is self-selection into groups). However, we
think that the phrase assignment bias is less likely to be confusing because the
key issue for internal validity is whether the participants were randomly
assigned to the groups or not. Random sampling or selection of subjects is
more relevant to population external validity, which is question 14. The top
section of Figure 23.4 should be used to evaluate this aspect of internal validity.

Q10a. The best way to assure that the groups are unbiased and close to
equivalent is by randomly assigning the participants to adequately sized groups.

Q10b and Q10c. However, if random assignment to groups is not possible,
for example if you are comparing males and females, randomly assigning
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treatments to intact groups (strong quasi-experiments), matching, conducting
an analysis of covariance (ANCOVA), or checking for demographic similarity
of groups are methods of achieving a medium level of this aspect of internal
validity. If the groups were known to be dissimilar and no attempts were made
to confirm the similarity of the groups or make the groups similar with
matching, ANCOVA, and or other methods, the rating would be low.

If the approach is associational, there is only one group. In that case, this
aspect of internal validity comes down to the question of whether participants
who score high on the independent or predictor variable(s) of interest are
equivalent to those who score low, in terms of other attributes that may be
correlated with the dependent or outcome variable. For example, it is likely
that the persons who score high on an attribute independent variable such as
anxiety are not equivalent to those who score low in terms of other variables
such as age, social status, education, and especially other psychological
characteristics. Thus, studies using an associational approach usually should
be rated low on this dimension. Statistical controls may increase this aspect
of internal validity to medium for the associational approach, as well as the
quasi-experimental and comparative approaches, by making the groups more
similar, but such techniques cannot produce high internal validity.

INTERNAL VALIDITY

Equivalence of Groups on Participant Characteristics (for Q10)

Base rating on:
a)     Were the participants randomly assigned to the groups?  
b)     If not, were attempts to make groups similar or check group similarity on a pretest 

adequate?
c)     If no randomization, were attempts to make groups or check similarity on other key 

variables adequate?
d)     Was retention during the study high and similar across groups?

LOW MEDIUM HIGH

Groups very different,
marked differential attrition

Some attempts 
to equate groups or 

groups found to be similar

Random assignment 
to groups and low attrition

Control of Extraneous Experiences and Environment Variables (For Q11)

Base rating on:
a)     Was the study conducted in a controlled environment?
b)     Did the groups have equivalent environments, except for the independent 

variable?
c)     Was there a no or usual treatment control group?
d)     Were attempts to reduce other extraneous influences adequate?

LOW MEDIUM HIGH

Extraneous variables
not controlled, no comparison 

group (Field setting)

Attempts to control
experiences and environment

All extraneous variables 
controlled, eliminated 

or balanced
(controlled lab)

FIGURE 23.4 
Rating Scales to Evaluate the Internal Validity of the Findings of a Study.



Q10d. Thus, randomized experiments are rated high on this aspect of internal
validity, unless there is markedly different attrition (dropouts) between groups
or high overall attrition during the study. It is not good if too many people drop
out during the study, especially if they are mostly in one group or the other.
Attrition is also a potential problem for quasi-experiments and for comparative
and associational studies that are longitudinal, i.e., last more than one time
period.

Q11. What is the evaluation of the control of extraneous experience and
environment variables?

(a) Was the study conducted in a controlled environment?
(b) Did the groups have equivalent environments?
(c) Was there a no treatment (placebo) or usual treatment comparison

group?
(d) Were there adequate attempts to reduce other extraneous influences?

Control of extraneous experience and environmental variables. We use the
issues listed in the lower half of Figure 23.4 to make the evaluation of this
dimension of research validity. Several “threats” to internal validity have been
grouped under a category that deals with the effects of extraneous (those
variables not of interest in this study) experiences or environmental conditions
during the study. This is also called contamination.

In general, well-controlled laboratory-type settings offer less contam -
ination, and field or natural settings offer less control (more contamination)
of extraneous variables. This dimension of validity is rated lower if extraneous
variables or events, such as different environments or teachers, affect one group
more than the other(s). In the associational approach, the issue is whether the
experiences of the participants who score high on the independent or predictor
variable are different from those who score low on the independent variable.
In experimental studies, if participants know what group they are in, that may
affect their motivation and contaminate the results. In experiments without a
no treatment (placebo) control group, any changes could be due to maturation
or some other variable that the groups had in common.

Briefly, in laboratory experimental designs, these experiential and environ -
mental variables are usually quite well controlled, but in field experimental
designs, and especially in the comparative and associational approaches, such
extraneous experiences may be inadequately controlled. In general, there is a
trade-off between high control of extraneous variables and high ecological
validity. It is difficult to have both.

If a study is rated low or medium on either or both of the two main
dimensions of internal validity, the authors should not use terms such as effect,
impact, and determine that imply cause and effect. Phrases such as may affect,
presumed cause, or possible determinant are more cautious, but it is probably best
to avoid causal terms and to just describe the results as indicating that there
is a relationship or difference.
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Summary

This chapter provides an integrated review of most of the important concepts
related to the evaluation of measurement reliability and statistics and internal
validity that were introduced in earlier chapters. Answers to the 11 questions
discussed here and the eight discussed in the next chapter provide a
comprehensive evaluation of a research study, especially its methods. To
perform this evaluation, one must identify the key variables and their
characteristics (type and level of measurement). One must also identify the
research questions, approaches, and design. Finally, we discussed the first two
aspects of research validity, providing three rating scales and rubrics for using
them to evaluate these dimensions of research validity. These first three key
dimensions of research validity are:

1. Measurement reliability and statistics.
2. Internal validity: equivalence of the groups on participant characteristics.
3. Internal validity: control of extraneous experience and environmental

variables.

In the next chapter, we discuss five more dimensions, as follows:

1. Construct validity of the intervention or treatment.
2. Measurement or construct validity of the measured variables.
3. Population external validity.
4. Ecological external validity.
5. External validity: testing of subgroups.

The rating scales for these eight dimensions provide a comprehensive
evaluation of the methods of a research study.

Key Concepts

Contamination
Control of extraneous experience and environment variables
Dependent or outcome variable
Effect size
General design classification
Independent or predictor variable
Internal validity
Level or scale of measurement
Levels or categories of a variable
Measurement reliability and statistics
Random assignment of participants to groups
Research approach
Research questions
Research validity
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Retention of subjects (low attrition or drop out)
Specific experimental design name
Statistical power

Key Distinctions

Measurement reliability versus measurement validity
Measurement validity versus research validity

Interpretation Questions

1. Do coefficients for reliability need to be equal, lower, or higher than the
coefficients for validity?

2. What does internal validity tell us?

3. Compare and contrast the following terms: nominal, dichotomous, ordinal,
and scale.

Application Problems

The application problems for Chapter 23 are presented at the end of 
Chapter 24.
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24
Evaluating Research Validity: Part II

This chapter continues our discussion of how to evaluate the design and
analysis of an empirical research study. The focus of our evaluation framework
is quantitative research, but we think that most parts would apply to the
evaluation of qualitative research studies as well; Q13 through Q19 discussed
in this chapter would be especially applicable to the evaluation of qualitative
and mixed methods research. Now, we continue our evaluation of the research
validity of a study. First, we discuss the evaluation of overall measure-
ment validity of the constructs, and then we evaluate three aspects of external
validity.

Overall Measurement Validity of the Constructs

This dimension is sometimes labeled construct validity, but that may be
confusing because the same phrase also has been used for one specific type of
evidence for measurement validity (see Chapter 12). We began discussion of
the issue of measurement validity with Q8 in the last chapter. Now, we make
an overall judgment of the validity of the operational definitions of the several
key variables in the study using Figure 24.1. This judgment has two main
aspects: (1) the construct validity of the intervention or active independent
variable (Q12); and (2) measurement or construct validity of the outcomes (or
dependent variables) and any attribute independent variables (Q13).

Q12. What is the evaluation of the construct validity of the
intervention? (If there is no active independent variable, this
question is skipped as not applicable.)

(a) Is the intervention (active independent variable) operationally
defined and implemented appropriately based on an existing body
of empirical or theoretical research?

(b) Is the intervention described in enough detail for it to be replicated?
(c) Is there a manipulation check or verification to be sure that the inter -

vention was presented as planned?
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This question is about the active independent variable (treatment or inter -
vention) and its appropriate implementation—that is, whether it was based
on commonly shared empirical or theoretical concepts and whether it was
described in enough detail so that it could be replicated. The question also
asks whether there was a manipulation check to see whether the interven-
tion was actually presented as planned and described in the study protocol.
Such a check is important, especially with new curricula or programs, because
it is common for instructors to slip back into old ways of doing things. Thus,
the new techniques may not actually have been done consistently.

Furthermore, an intervention could be described in enough detail and have
had a manipulation check so that it was implemented as planned, but the
intervention might not be identified and labeled appropriately, given current
theory and literature. For example, a curriculum could be said to use “con -
structivist” learning techniques, but a close examination of the program might
indicate that the intervention as planned and implemented was not really
constructivist. If there is no active independent variable (intervention), this rating
is not applicable.

OVERALL MEASUREMENT VALIDITY
OF THE CONSTRUCTS

Construct Validity of the Intervention or Treatment(for Q12)

Base rating on:
a)     Appropriateness (validity) of the operational definition of the active independent 

variable (treatment/intervention), if any, to the construct of interest
b)     Is there enough detail presented to replicate the intervention?
c)     Was there a manipulation check?

LOW MEDIUM HIGH

Treatments 
not validly 

defined/measured

Some problems 
with validity of 
the construct

Treatment is valid 
in regard to the intended 

construct

Measurement or Construct Validity of the Measured Variables (for Q13)

Base rating on:
a)   Have the measures been used with similar participants?
b)  Is adequate evidence for the validity of outcomes presented?
c)  Is adequate evidence for the validity or attribute independent variables 

presented?

LOW MEDIUM HIGH

Measures not
validly defined/measured

Some problems 
with validity of 
the constructs

Solid evidence for the 
Validity of measures

FIGURE 24.1
Evaluating the Measurement Validity of a Study.

Manipulation check 
A check to see if the
intervention was
actually presented as
planned and
described in the study
protocol.



Q13. What is the overall evaluation of the construct validity of the
outcome measures (dependent variables) and any attribute
independent variables?

(a) Have the measures been used with similar participants?
(b) Is adequate evidence for the validity of the outcomes based on

existing empirical or theoretical research presented?
(c) Is adequate evidence for the validity of the attribute independent

variables presented?

This question is about the attribute independent variables and dependent
variables as a whole. Are they measured validly and appropriately defined so
that they represent the concepts under investigation? The validity of the
outcomes and measured (attribute) independent or predictor variables
depends, in part, on whether the measures are appropriate for the types of
participants in the study.

The issue for Q12 and Q13 is whether these operational definitions are
representative of the intended concepts and constructs. Sometimes the
intervention and outcomes are not based on commonly shared or theoretically
derived ideas. If so, the overall ratings (Q12 and Q13) should be low.

External Validity

“External validity asks the question of generalizability: to what populations,
settings, treatment variables, and measurement variables can this effect be
generalized?” (Campbell & Stanley, 1963/1966, p. 5). In our evaluation
framework, external validity has three aspects: (1) population external validity
(Q14); (2) ecological external validity (Q15); and (3) testing of subgroups (Q16).
The first two dimensions examine how representative the population and
setting are of the target or theoretical population and of the procedures 
and setting. The third rating (Q16) evaluates whether the results are likely to
generalize to diverse subgroups such as both genders.

Q14. What is the evaluation of the overall population external
validity? Base the rating on answers to the following:

(a) Was the accessible population representative of the theoretical
population?

(b) Was the selected sample representative of the accessible population?
(c) Was the actual sample representative vis-à-vis the selected sample?

That is, was the response rate acceptable?

Population External Validity

This aspect of external validity is a participant selection or sampling issue that
involves how participants were selected to be in the study. Were they randomly
selected from a particular population, or were volunteers used? Most quan -
titative studies in the social sciences have not used random selection of
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participants, but the issue of population external validity is more complex than
whether there was a random sample; as discussed in Chapter 9 (see Figure
24.2), external population validity depends on three steps in the sampling
process.

To evaluate these three steps, we first identify the four components of the
sampling process: (1) the theoretical population; (2) the accessible population; (3)
the sampling design and selected sample; and (4) the actual sample of participants
involved in the study. The three steps connect the four components of the
process. It is possible that the researcher could use a random or other
probability sampling technique (step 2) but have an actual sample that is not
representative of the theoretical population, due either to a low response rate
(step 3) or to the accessible population not being representative of the
theoretical population (step 1). The latter problem seems almost universal, in
part due to funding and travel limitations. Except in national survey research,
researchers almost always start with an accessible population from the local
school district, community, or clinic that is probably not fully representative
of the target population of interest.

Ratings now can be made for each subquestion (Q14a, Q14b, and Q14c)
using the top section of Figure 24.3. Finally, an overall rating for Q14 can be
made of whether the actual sample of participants is representative of the theoretical
or target population. Examples of where and how the overall population external
validity rating can be affected by problems at any of the three steps were
discussed in Chapter 9.

There is an important distinction between random sampling (i.e., selection
of subjects from the population), which influences population external validity,
and random assignment (of participants to groups), which influences the
participant equivalence aspect of internal validity. For Q14 we are considering
random sampling, not random assignment to groups, which was evaluated in
Q11 in Chapter 23.

Selected Sample

Target or Theoretical Population

1st Step

2nd Step
3rd Step

Actual Sample

Accessible Population or 
Sampling Frame

Sampling
Design

or
Selection

FIGURE 24.2 
Schematic Diagram of the Sampling Process.



Q15. What is the evaluation of the overall ecological external validity?
The rating is based on the following:

(a) Is the setting (or conditions) natural and representative of the target
setting?

(b) Is the rapport with testers or observers good?
(c) Are the procedures or tasks natural and representative of the

behavioral concepts of interest?
(d) Is the timing and length of the treatment or intervention appropriate

(not applicable (NA) if not an experiment because no intervention
is done)?

(e) Will the results apply to more than the specific time in history that
the study was done?

Ecological External Validity

This is an aspect of external validity that is about the conditions/settings,
testers, procedures or tasks, and time in history. We evaluate each of these
five aspects of ecological validity in terms of how representative they are of
the target or intended settings and so on and, thus, whether the results can be
generalized. Because the ecologically valid target settings, testers, procedures,
and tasks are usually “natural,” we use that term here. We rate each of the
five aspects of ecological validity and then provide an overall judgment using
the middle scale in Figure 24.3.

Q15a. Naturalness of the setting. A study in a field setting (e.g., home or
school) is higher on this aspect of ecological external validity than one in a
laboratory setting, especially if the lab conditions are highly artificial.

Q15b. Rapport with tester. The rapport or quality of the relationship between
tester or observer and the participants is important. Differences between the
participants and researcher or tester in personal style, ethnicity, gender, or age
may reduce rapport. Skilled interviewers may be able to increase rapport by
“getting to know” the interviewee, so that may help ecological validity.

Q15c. Naturalness of the procedures. Most of the procedures that use self-
report measures, especially questionnaires, are at least somewhat artificial
because they are not direct measures of the participant’s actual behavior.
Experimental tasks or tests are also typically at least somewhat unnatural.

Q15d. Length of intervention. In experiments, sometimes the intervention or
treatment is too short to be representative of how the intervention would
actually take place if widely implemented. (This rating is not applicable if the
study is not an experiment.)

Q15e. When did the study take place? The topic of the study or phrasing of
the questions may restrict its usefulness to approximately the time in history
that it was conducted. Results related to topics about current events or trendy
issues may soon become outdated. For example, attitudes about topics such as
school vouchers, low-carbohydrate diets, or gay marriage may change over time.
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Thus, it is desirable that questions about such topics be repeated or replicated
periodically. Remember that most surveys measure a specific “slice in time.”
Other topics are more timeless, and their results may stay relevant for decades.

Consider an example of a problem in ecological validity. If an educator
is interested in the effect of a particular teaching style on student participation,
the classroom should be similar to that of a normal classroom. Similarly, if the
investigator asked students to come at night for the study but these students
normally attended class during the day, then there is a problem with the setting
aspect of ecological external validity. The question should be asked whether
some representative method was used for selection of the setting and time or
a convenience method was used. For high ecological validity, an intervention
should be conducted by a culturally appropriate intervener (teacher, therapist,
or tester) for an appropriate length of time. Finally, was this topic one that
was trendy so that the results might be different depending on when the study
was done?
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EXTERNAL VALIDITY

Population (for Q14)

Base the overall rating on:
a)     Representativeness of accessible population vis-à-vis theoretical population-
b)     Adequacy of sampling method from accessible population
c)     Adequacy response/return rate

LOW MEDIUM HIGH

Actual sample 
unrepresentative of 

the theoretical population

Some attempt to obtain 
good sample

Actual sample 
representative of

 theoretical population

Ecological (For Q15)

Base the overall rating on: 
a)     Naturalness/ representativeness of setting/conditions
b)     Adequacy of rapport with testers/observers
c)     Naturalness of procedures/tasks
d)     Appropriateness of timing and length of intervention treatment (rate only if active IV)
e)     Extent to which results are not restricted to a specific time in history

LOW MEDIUM HIGH

Unnatural setting, tester,
procedures and time

Somewhat artificial 
(e.g., questionnaire)

Natural setting, tester,
procedures and time

Testing of Participant Subgroups (for Q16)

Base the overall rating on:
(a)    Were genders compared?
(b)     Were ethnic/racial groups compared?
(c)     Were age groups comapred?

LOW MEDIUM HIGH

No participant subgroups 
were analyzed

Some subgroups tested Key participant subgroups 
were analyzed

FIGURE 24.3 
Rating Scales to Evaluate the External Validity of the Findings of a Study.



Q16. What is the evaluation of the extent to which important
participant subgroups were tested or compared?

(a) Are gender differences analyzed or compared?
(b) Are two or more ethnic or racial groups analyzed or compared?
(c) Are two or more age groups analyzed or compared?
(d) Are other important subgroups (e.g., cultures, geographic regions)

compared?

If the study is experimental, how broadly was the intervention tested statistically
across important subgroups of participants? Do the results of the intervention
for one gender, ethnicity, or age group hold for the other gender, ethnicities,
or ages?

If the focus of the study is on an attribute independent variable such as
type of disability, the question becomes: Are differences on the dependent
variable specific to a certain gender, age, or ethnicity (i.e., is there an interaction
with gender, age, or ethnicity)? Or do the noted disability differences apply
to both genders, all ages, and all ethnicities? Similar logic would apply to test -
ing of these important subgroups for ordered or continuous attribute inde -
pend ent variables that were the focus of a nonexperimental study. However,
if the focus of the study is on gender, age, or ethnicity as the main independent
variable, that subquestion (Q16a, Q16b, or Q16c) would be considered not
applicable for this rating.

Due to financial and time constraints, many research projects limit the
participants to a few of the demographic groups, in part to have enough power
to detect differences. Gender comparisons are quite common, but often a
single age or ethnicity is used. Or there is a range of ages or ethnicities, but
there are not enough participants in the smaller groups to analyze age or ethnic
differences.

Other Issues

Q17. Was there adequate peer review?

Q17 is about the extent of peer review of the article or document. Peer review
means that the article was evaluated by other experts (peers) in the field,
usually without knowing who the author of the article was (i.e., masked or
“blind” review). Although consumers of research often read newspaper or
newsletter articles summarizing research studies, these sources are not peer-
reviewed articles. Also, they may not give much detail about the methods used,
but they usually provide some information about the source from which the
article was written. Newspaper articles often are based on published peer-
reviewed articles or presentations at professional meetings, which had some
sort of peer review. However, the journalist may have left out important details.

If the source is a scholarly journal, the chances are that the peer review
was at least moderately extensive and strict. One way to indirectly evaluate
the quality of the peer review is to compare citation rankings of the journal
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that published the article to other journals in the same general discipline. For
example, if many authors refer to articles in a specific journal, it would be
considered to have high status; see ranks in Journal Citation Reports. Social
Sciences Ed. (1994–present). Another common method of evaluating the quality
of the journal is to obtain the percentage of articles that are accepted by the
journal. The lower the percentage accepted, generally the higher the status of
the journal.

If the association that publishes the journal is made up primarily of
practitioners who are only secondarily interested in research, the peer review
of the design and analysis is likely to be less strict because practitioner reviews
focus more on the importance of the problem, application, and implications.
Presentations at professional meetings, even research-oriented meetings, are
usually less strictly reviewed, especially if the judgment to accept was based
on a summary or abstract of the paper.

Furthermore, presentations to nonscholarly audiences or at events such
as press conferences are even less likely to be reviewed by independent
scholars or researchers and thus do not have peer review. Finally, studies
whose main or sole source is dissemination in a popular article or an article
in a popular magazine or newspaper would not have had peer review.

If a study provides clinically significant results on an important topic, one
would assume that it would be published in a peer-reviewed journal, at least
within a few years of completion. It is not a good sign if a somewhat older
study has only been presented at a conference, published in a book chapter,
published in the trade or popular press, or posted on an Internet website. There
are open access journals that are available on the Internet and some of these
are peer-reviewed. If the study was not published in a peer-reviewed journal,
it may well indicate that there are serious flaws in the study or that the study
lacked sufficient new, important findings to be published in a peer-reviewed
source.

Q18. Do the authors adequately present the case for the theoretical
importance or practical relevance of their research questions and
design?

This question asks how well the research questions follow from the literature
or theory used to support their importance. The theoretical background and
rationale for the study are usually provided in the introduction of the study.
Thus, does the introduction make a good case for the theoretical importance
of the study and the practical relevance of the research questions to the
problem of interest? This is obviously a very important criterion, but it is hard
to evaluate if the reviewer is not thoroughly knowledgeable about the literature
and theory on the topic.

Q19. Do the authors interpret their findings adequately? That is, were
the title, abstract, and discussion clear and accurate (or overstated
and misleading) given the evaluation of the several aspects of
research validity?

Finally, Q19 is a summary question that evaluates the title abstract and
especially the discussion and conclusions for indications of inaccuracy or
misleading statements, given the previous analysis of the study. Often in
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popular articles the editor or writer will overstate the findings to make them
seem more impressive or be more easily understood by the public. The author
of a popular magazine or newspaper discussion of a study with relatively low
internal validity (because of lack of proper control groups or lack of equivalence
of groups) may report or imply that the independent variable caused the
dependent variable, had an impact on, or determined the outcome. These over -
statements may not have been made in the original article by the researcher,
who may have presented the conclusions more cautiously and appropriately,
given the relatively low internal validity of the study. Likewise, a study 
based on an unrepresentative sample of people or on one gender may be
overgeneralized, perhaps without any mention of the types of participants used
or without at least implying that there is no problem in making more general
statements. The astute consumer should become aware of these possible
overinterpretations and should evaluate the article appropriately.

Other questions could be asked about a research article, such as about its
readability and clarity. However, we believe that we have discussed the major
dimensions, and thus we have not tried to be overly exhaustive in our coverage.

In Chapter 25, we use this framework and the 19 questions from this
chapter and Chapter 23 to provide narrative evaluations of the five sample
research studies introduced in Chapter 1. Each of these studies is rated from
low to high on the eight research validity dimensions (Q9–Q16).

The Relative Importance of Different Validity Dimensions

Another important consideration is how the eight research validity ratings
should be weighted if one were required to provide an overall or composite
score. We suggest that there could be equal weights for the eight dimensions
to develop an average percentage score for Q9–Q16. Of course many re -
searchers, especially those inclined to use experiments, would place more
weight on internal validity, but other researchers emphasize external validity.
Thus, it would be difficult to obtain agreement on differential weights for the
eight research validity dimensions.

Furthermore, these eight research validity dimensions focus on the design
and analysis of studies and deemphasize the importance and originality of
the topic or research problem. These latter points obviously are key aspects
of an overall rating of whether a research grant should be awarded or an article
published. In a broader rating of the quality of an article, Q17–Q19 would have
to be given substantial weight.

It is difficult for a single study to achieve high ratings for each of the
dimensions of research validity. Typically, researchers sacrifice strength in one
dimension to enhance another. Campbell and Stanley (1963/1966) discussed
whether a study should be judged more harshly if it is weaker on certain
validity dimensions than on others:

Both types of criteria (internal and external validity) are obviously
important, even though they are frequently at odds in that features
increasing one may jeopardize the other . . . the selection of designs strong
in both types of validity is obviously our ideal. (p. 5)
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Cook and Campbell (1979) also addressed the issue in some depth. They
suggested that if one is interested in testing a theory, then internal validity
and measurement validity of the key constructs have the highest priority.
Obviously, the constructs used in the study must represent those in the theory.
Also, one would need to show a causal relationship (high internal validity)
between or among variables when testing a theory.

Campbell and Stanley (1963/1966) made an oft quoted statement that
“internal validity is the basic minimum without which any experiment is
uninterpretable: Did in fact the experimental treatments make a difference 
in this specific experimental instance?” (p. 5). However, they followed that 
quote with the one we already examined about both internal validity and
external validity being important and part of their ideal. And, they added a
final sentence about external validity that has often been overlooked: “This 
is particularly the case for research on teaching, in which generalization 
to applied settings of known character is the desideratum” (p. 5). If one
performs applied research, then emphasis should be placed on external validity,
especially if the research involves comparing specific diagnostic groups.

We think that all of these dimensions are important for evaluating the
quality of all types of research: experimental or nonexperimental, theory driven
or applied. Furthermore, we believe that these dimensions can be evaluated
separately even though there may well be some conceptual interdependence.
Whether to weight internal or external validity higher probably depends on
the purpose of the study. If one is interested in evidence-based practice (Chapter
26) (i.e., whether an intervention works), internal validity should probably be
weighted more. However, as Cook and Campbell (1979) pointed out:

There is also a circular justification for the primacy of internal validity. 
. . . The unique purpose of experiments is to provide stronger tests of causal
hypotheses than is permitted by other forms of research, most of which
were developed for other purposes . . . Given that the unique original
purpose of experiments is cause-related, internal validity has to assume
a special importance in experimentation since it is concerned with how
confident one can be that an observed relationship between variables is
causal or that the absence of a relationship implies no cause. (p. 84)

Summary

This chapter completed our discussion, begun in Chapter 23, of the eight key
dimensions that we use to evaluate the overall research validity of a study. In
Chapter 23 we provided rating scales to evaluate three dimensions:

1. Measurement reliability and statistics.
2. Equivalence of the groups on participant characteristic.
3. Control of extraneous experience and environment variables.

In this chapter we provided rating scales to evaluate the following five
dimensions:
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4. Construct validity of the intervention.
5. Construct validity of the outcome measures and attribute independent

variables.
6. Population external validity.
7. Ecological external validity.
8. External validity: extent to which important participant subgroups were

tested or compared.

In this chapter, we also discussed briefly three additional issues that are
related to the quality of the written presentation of the research: (1) whether
there was adequate peer review; (2) how well the research questions are
justified and linked to the literature; and (3) how clearly and accurately the
authors discuss the results. All 19 questions that we use to provide a
comprehensive evaluation of a research study are presented in one place in
Appendix E.

Key Concepts

Construct validity of the intervention (active independent variable)
External validity
Manipulation check
Overall measurement validity (of the outcome measures and attribute

independent variables)
Peer review
Theoretical importance and practical relevance

Key Distinctions

External validity: population versus ecological versus comparison of
subgroups

Overall construct validity of the variables (Q13) versus construct validity
of a specific instrument (Chapter 12)

Interpretation Questions

1. What is the difference between a population, selected sample, and actual
sample?

2. What type of study should include the evaluation of the construct validity
of the intervention?

3. Why is peer review important?
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Application Problems

For each of the following problems, evaluate each of the eight key dimensions
(Q9–Q16) of research validity. If not enough information is provided, state
what you would need to know to make an evaluation.

1. Researchers in a large metropolitan school district with a diverse
multiethnic student population have implemented a study regarding the
possible effects of type of curriculum and type of counselor on student
leadership levels measured with an instrument using a summated Likert
scale. The researchers were able to choose a random sample from the entire
senior class. These students were then randomly assigned to two groups,
either the experimental multiethnic or traditional leadership curriculum,
taught by a counselor with extensive training in multicultural issues and
a traditionally trained counselor, respectively. In other regards, these
individuals were very similar in education and experience.

2. A researcher is interested in studying the effect of sleep deprivation on
teenagers’ math performance. He has a limited research budget, so he
decides to study students at the local college. He obtained a list of all 
the students for each level (freshman to senior). He randomly samples ten
students from each of the levels. All 40 agree to be in the study. They
answer a questionnaire about the amount of sleep they had during finals
week last semester and their SAT math scores.

3. A researcher plans to do a laboratory experimental study of sleep
deprivation on math performance. He randomly assigns students from
his sample to two groups of 20 each. Participants in one group are kept
awake all night studying and given a math test in the morning. The
participants in the other group are encouraged to sleep as long as they
want before they take the math test in the morning.

4. A Ph.D. student asked a random sample of faculty at a college to answer
a questionnaire; 50 percent responded. The faculty members classified their
department heads as one of four types of leader (A, B, C, or D) based on
answers to a brief leadership inventory. Faculty members were asked their
own age, classified as younger (<35), middle (35–49), or older (50+). The
researcher wanted to know whether these characteristics seem to influence
their job satisfaction, rated on a nine-point Likert scale.

5. A study was undertaken to determine the back-to-work effects of two
types of treatment on postsurgical carpal tunnel syndrome patients.
Treatment Full used splints on a full-time basis, whereas Treatment Part
used splints on a part-time basis. In addition, the investigator also was
interested in whether patients who scored high on the personality variable
of codependency would do worse than patients who scored low on the
variable of codependency. A total of 500 postsurgical patients from a large
metropolitan area volunteered for this study. All 500 patients were given
the Gliner Co-dependency Personality Inventory (test–retest reliability 
r = .88; predictive validity r = 66). From this sample of 500 carpal tunnel

444 Evaluating and Writing Research Reports



syndrome patients, the 20 patients with the highest codependency scores
(H) and the 20 patients with the lowest codependency scores (L) were
selected to continue in the study. From these two groups, H and L, half
of the patients were randomly assigned to the full-time splint group F,
and half of the patients were randomly assigned to the part-time splint
group P. Prior to the interventions, all 40 participants were given the Gliner
Carpal Tunnel Syndrome Pain Inventory (not currently found in the Buros
Mental Measurements Yearbooks). A high score on this inventory meant
much pain and little success. After three months of intervention, all 40
participants were tested again on the Gliner Carpal Tunnel Syndrome Pain
Inventory.
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25
Evaluating Research for Evidence-
Based Practice

In previous chapters we discussed evaluation of the research process includ-
ing statement of hypotheses, selection of an appropriate sample, formulation
of an appropriate design, selection of measures with evidence of reliability
and validity, choice of the appropriate data analysis, and interpretation of this
analysis. Evaluation of research also complements the process of using research
as evidence to support a new treatment method, a new community program, a new
teaching approach, or other applications of new interventions. Regardless of
whether studies were carried out in clinical or applied settings, or whether
they included an intervention, they provide evidence that may serve as a guide
to practitioners, program directors or teachers. For the most part, using
research as evidence has been a large part of the concept known as evidence-
based practice (EBP). While evidence-based practice has been directed
primarily toward those in clinical disciplines, it can and should be included
everywhere that new programs are being offered.

Evidence-based practice, according to Law and McDermid (2002), “is
appearing more and more frequently in the literature, educational programs,
client groups, and job descriptions in health care” (p. 2–3). What is evidence-
based practice? According to Sackett, Rosenberg, Gray, Haynes, and
Richardson (1996), it is “explicit and judicious use of current best evidence in
making decisions about the care of individual patients” (p. 71). The underlying
idea behind EBP is that decisions about interventions in clinical areas should
be based on the strength of the evidence. We feel that EBP needs to apply not
only to clinical practice but also to other situations such as teaching methods
and community programs where new interventions are being considered.

Current best evidence is, however, not necessarily only research evidence:

This focus on research evidence can lead practitioners to misinterpret
evidence-based practice to be a form of practice that is based solely on
research study evidence and that is devoid of evidence based on clinical
experience and the client’s own needs and desires. (Tickle-Degnen, 1999,
p. 538)

On the other hand, information collected from clinical experience, expert
testimony, and discussions with other professionals is subject to bias.
Therefore, an important aspect of evidence-based practice is that it should be
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Use of evidence-
based research to
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used to integrate research findings with these other, more subjective, pieces
of evidence, rather than as the sole source of evidence.

Levels of Evidence

Evidence-based practice makes the assumption that not all evidence should
be treated as having equal value or weight. There are several hierarchies or
classifications provided to evaluate the levels of evidence from strong to weak
(e.g., Holm, 2000; Sackett, 1989). Law and McDermid (2002), in her book titled
Evidence-Based Rehabilitation, described three different hierarchies or levels of
classification. Table 25.1 provides a summary of these levels of evidence for
evidence-based practice.

TABLE 25.1 

Hierarchy of Levels of Evidence for Evidence-Based Practice

Level Description

I Evidence from at least one meta-analysis composed of studies using
randomized controlled trials

II Evidence from at least one randomized controlled trial with a large sample
size

III Evidence from quasi-experiments using designs such as cluster random
assignment design, pretest–posttest nonequivalent group design, or
interrupted time-series design

IV Evidence from nonexperimental studies using either comparative or
associational designs

V Evidence from qualitative studies, case reports, and descriptive studies

VI Evidence from expert opinion

What do the various ways of rating levels of evidence have in common?
First, quantitative research is viewed more positively than qualitative research.
Second, internal validity is given more weight than external validity. Third,
multiple studies on a topic are viewed more favorably than a single study.
Last, studies with large sample sizes are rated higher than studies with small
sample sizes. Each of these statements is viewed in more detail in the following
sections.

Quantitative Versus Qualitative Evidence

Quantitative and qualitative research approaches represent two different
paradigms or philosophies of how research should be conducted and inter -
preted. Although there are wide differences within each of these paradigms,
there are also considerable consistencies among qualitative and quantitative
researchers. However, the types of data, data collection methods, and data
analyses are substantially different for the two paradigms.

Levels of evidence  
Not all evidence
should be treated as
having equal value or
weight: quantitative
research is viewed
more positively than
qualitative research,
internal validity is
given more weight
than external validity,
multiple studies on a
topic are viewed
more favorably than a
single study, and
studies with large
sample sizes are rated
higher than studies
with small sample
sizes.



Typically in these classifications of evidence schemes, qualitative research
is seen near the bottom. One reason for this view is that most of these classifi -
cation schemes come from the field of medicine, where objective data and
randomized control trials are viewed as the gold standard. When participants
are randomly assigned to groups, criticisms of bias in the study, although not
totally removed, usually are reduced considerably. In qualitative research,
random assignment into groups is rarely done. Data collection bias also is
considered a problem because the researcher as observer is often the only
instrument in the study. Not only does the researcher collect the data and code
it into different categories, but the researcher also interprets the data. Because
these are necessary parts of good qualitative research, they cannot help but
give the appearance of strong subjective influence. Last, qualitative studies,
due to their sampling methods, are low in external validity, not allowing for
generalization to other situations.

Internal Validity Versus External Validity

Studies with strong internal validity usually are considered to provide more
valuable evidence than studies with strong external validity in these
classification schemes. What do we mean by strong internal validity? As
discussed in Chapters 8 and 23, a requirement for strong internal validity is
that participants have been randomly assigned to groups. This does not mean
that the randomization process makes the groups exactly equal or equivalent,
although the larger the number of participants, the greater is the possibility
of equivalence. Random assignment of participants to groups means that
there is no bias between the groups in the participant characteristics prior to
introduction of the independent variable. Therefore, studies viewed as ran -
domized experimental are given more weight than those that are quasi-
experimental, where participants could not be randomly assigned to groups.
Studies where the independent variable is an attribute, such as ones using the
comparative or associational approaches, are viewed as having less internal
validity and are given significantly less weight in the evidence-based practice
evaluation schemes.

Strong population external validity means that the method of selection of
participants should allow the researchers to generalize the results of the study
to the population of interest. However, if one study is low in internal validity
and a second is high in internal validity, the latter is viewed more favorably
even if the low internal validity study has strong external validity (where
participants were randomly selected to be in the study from the population
of interest). Studies that are tightly controlled are viewed as higher, even
though they may have less generalizability to the population. Qualitative
studies are usually viewed as low in both internal validity and external valid -
ity, which is another reason that evidence from them is given lower weight.

A major reason that internal validity has been given more weight in these
classification schemes than external validity is meta-analysis. Previously,
studies with strong internal validity but relatively low external validity, due
to convenience sampling, have been criticized. However, when large num-
bers of studies have been included in a meta-analysis, even though the majority
of these studies might have used convenience sampling, the large number of
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RESEARCH IN THE REAL WORLD

Carnes-Holt and Bratton (2014) present a study that has high internal
validity. These researchers investigated the efficacy of child–parent
relationship therapy for adopted children. This study utilized a randomized
control group design where the participants were randomly assigned to
groups, either the experimental group, where the participants received
therapy, or the control group, where they did not receive therapy. The
independent variable was active, since the researchers were the ones to
decide who received the treatment. This random assignment means that
there is no bias between the groups in the participant characteristics prior
to introduction of the independent variable.

participants with different demographic characteristics increases external
validity substantially.

Multiple Studies Versus a Single Study

Evidence from a single, rigorously designed study, although persuasive, is still
not nearly as convincing as a synthesis of multiple, well-designed studies on
the same topic. Often, the problem with single studies is that they have not
been replicated, or when replication is attempted the results do not hold up.
Worse, many of the replication attempts that fail are not published in journals.
To solve the problem of emphasis on single studies, a whole new methodology,
meta-analysis, was developed. Meta-analysis (Chapter 17) is a method to
synthesize research on a particular topic by combining the results of many
studies dealing with the topic. These studies are combined by averaging 
an effect size index from each study. Recall from Chapter 17 that the effect
size is an index of the strength of the relationship between the independent
variable and dependent variable. Prior to the introduction of meta-analysis,
one might read a review on a particular topic and see that some studies favor
the treatment, whereas other studies suggest that the treatment was not
effective. It was difficult to obtain an overall judgment about the effectiveness
of the treatment. Meta-analysis solves this problem by obtaining an overall
effect size average indicating the degree of success or lack thereof of the
intervention. Meta-analyses have become more common in all fields, and
collaborations have been formed such as the Cochrane Collaboration (for
medical research) or the Campbell Collaboration (for social science research)
that provide research syntheses on a wide range of topics.

Large Sample Size Versus Small Sample Size

Single studies that have a large sample size have been given more weight in
the evidence-based practice evaluation schemes than studies with a small
sample size. The reason for this is that, given appropriate sampling, there is
less chance for error as we add more participants to a study. Not only is there

Meta-analysis  
A research synthesis
of a set of studies that
uses a quantitative
measure, effect size,
to indicate the
strength of
relationship between
the treatment or other
independent variable
and the dependent
variable(s).
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The strength of the
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and/or the magnitude
of the difference
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independent variable
with respect to the
dependent variable.
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medical research.



less variability with larger numbers, but more importantly, there is more
statistical power, the power to reject a false null hypothesis. Researchers hope
to reject a hypothesis of no difference (the null hypothesis) and conclude 
that the intervention was successful. When the study has a small sample size,
there could be greater variability. This means that the intervention could have
worked, but because the sample size was relatively small, one might not 
have the statistical power to reject a false null hypothesis. Therefore, one might
give up on the intervention, when it was actually not given a fair test. What
constitutes a large compared with a small sample size is somewhat arbitrary,
but statistical power can be determined for various sample sizes providing an
estimate of the effect size (see Chapter 16).

In these evidence-based practice classification systems, studies that
combine a large sample size with strong internal validity are most highly
valued. It should be noted that, other things being equal, a large sample size
is preferred to a small sample size. However, many studies with small sample
sizes are preferred to one study with a large sample size. Better yet are many
studies with large sample sizes.

Problems with the Use of Levels of Evidence Hierarchies

Failure to Focus on the Results of a Study

Levels of evidence hierarchies evaluate the rigor and design of a study but
describe little about the specific results of the study. What exactly did the
authors find about the intervention condition compared with the previously
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Jeynes (2015) presents an example of a meta-analysis. This author found 66
published or unpublished studies that provided evidence regarding “the
relationship between father involvement and the educational outcomes of
urban school children” (Jeynes, 2015, p. 38). Unpublished studies were
included in order to reduce publication bias: publication bias is when
manuscripts are not published due to issues, most likely the results not being
statistically significant. By combining the results from the 66 studies the
author found “there is a relationship between father involvement for pre-
kindergarten through 20-year-old youth as expressed in academic,
psychological, and other outcomes” (p. 395). A table is presented that
includes the study and year, the type of document (e.g., journal article,
dissertation, etc.), sample size, sample characteristics, grade or age of
students, outcome variable, and effect sizes. The effect sizes were combined
to produce an overall effect size from all of the studies. This analysis
provides stronger evidence than from one single study.



used intervention? This is usually what a clinician or program director would
like to know from a single or multiple studies. What were the findings? When
the investigator compared the two groups (or more than two in some
situations), were there differences? Were these differences judged to be
statistically significant? Even if the differences were statistically significant,
what was the effect size, and were the results of practical importance?
(Remember that in studies with large sample sizes, performing tests of statis-
tical significance on the data is usually a trivial exercise because the statistical
power is so great that any difference between the two groups will result in a
statistically significant difference.) Without knowledge of how to evaluate
research, it is difficult to make a judgment about these issues.

Special Populations

There is concern, especially among those in disciplines such as special
education and occupational therapy, that too much weight is given to the use
of randomized control trials as the gold standard for accumulating evidence.
In an area where sample sizes typically are small and participants are not
homogenous, not only is conducting randomized experiments difficult, but
the results are also likely to be suspect. Often statistical power is low, resulting
in type II errors. An alternative to randomized experiments with special
populations is to use single-subject designs (Chapter 6). Although meta-
analysis with these designs is somewhat problematic due to failure to agree
on a representative effect size, still there have been a large number of published
studies in reputable journals to allow for research syntheses that could be used
as evidence for evidence-based practice.
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As discussed in Chapter 6, a single-subjects design was utilized by Reichow,
Barton, Sewell, Good, and Wolery (2010) to investigate the use of weighted
vests with three children with autism spectrum disorders (ASD). To be
included in the study, the participant needed:

(a) educational or medical diagnosis of autism or developmental delay;
(b) current use of a weighted vest during part of the school day; (c) 2
to 6 years old; (d) enrollment in a university-affiliated, inclusive early
childhood center; and (e) teacher’s judgment of benefit from the
perceived advantages of a weighted vest (e.g., increased attention span
or decreased challenging behaviors). Three participants were selected
for this study. (p. 4)

This is a special population as the participants were diagnosed with autism
or a developmental delay. It would have been very difficult, if not impossible,
to find enough participants that matched the researchers’ criteria to conduct
a randomized control trial.



Teaching Programs

New teaching methods provide excellent examples of situations that are in
need of EBP. However, similar to research with special populations,
randomized experiments often have not been carried out due, for the most
part, to the problem of randomly assigning participants to groups prior to the
intervention. When random experiments have been carried out in school
situations, questions arise concerning the external validity of the studies. How
realistic are these findings? Again, this does not mean that strong evidence
has not been collected in the area of teaching methods. Best evidence here often
has been gathered through the use of quasi-experimental designs (Chapter 5).
Under the best situations, evidence of a new teaching method has been
collected on multiple schools that can be compared to traditional teaching
methods also carried out on multiple schools. In this approach, referred to as
cluster random designs, the schools, instead of the students, are randomly
assigned to the different teaching methods. Less optimal situations, but still
considered good for EBP, are well-designed quasi-experimental designs where
two different teaching methods are tried comparing differences between two
schools or even between two classrooms within a school. As long as the
assignment to groups (e.g., schools or classrooms) was not biased, good
information can be obtained. This is especially true when multiple studies have
been performed.

Community-Based Programs

Evidence-based practice also can be applied to the selection of a new inter -
vention for community programs. For example, consider a program to get
children to wear bicycle helmets. What might be the best method of
intervention in this case? It is doubtful that one will find many randomized
experiments that have been performed previously. A good place to start is the
area of single-group time-series designs. It is possible that much of the evidence
may be found in studies using a single-group pretest–posttest design. While this
design is typically inadequate for making major decisions, there also might
be studies investigating the same topic that have used a quasi-experimental
single-group time-series design (Chapter 5). We feel that this type of design
is much better than the single-group pretest–posttest design and is practical
for evaluating these types of programs. Often, when a systematic review has
been published on the topic, one might find, in addition to the two types of
designs already mentioned, one or two studies using quasi-experimental two-
group time-series designs. These designs, by offering both a comparison group
and time, are even better for EBP.

Unfortunately, when practicing EBP, there is a tendency to reject all
studies that do not provide evidence in the form of a randomized experimental
design. We feel that this is being overly cautious and impractical. It is important
to remember that not only is the quality of the design important, but when
evidence has been provided from different designs, some better than others,
one also must follow the trend or direction of the evidence to determine
whether it supports the intervention. Sometimes there are conflicts among
evidence. Here, the higher-quality designs should be paid special attention.
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Overall, one must use the best evidence that has been provided, knowing that
there may be flaws in those studies.

The Process of Evidence-Based Practice

Often when we think of evidence-based practice, we think of the clinician or
program director becoming a researcher, using the current situation to collect
evidence. Of particular interest is the view that good, systematic research
practice makes one a better practitioner. Although training the practitioner/
researcher might be the goal of every academic program, this expectation may
not be realistic. What might be expected of the current practicing clinician or
program director toward the use of evidence-based practice? The view taken
here is that those persons seeking research evidence must be good consumers
of research. That is, they must be able to understand the current research in
the field to be able to evaluate interventions. It also means that there is a process
to evidence-based practice. One purpose of this text is to help practitioners
evaluate the research process through examples from articles selected from
representative disciplines.

Sackett, Richardson, Rosenberg, and Haynes (2000) suggested five steps
in the practice of evidence-based medicine:

Step 1. Converting the need for information into an answerable question.
Step 2. Tracking down the best evidence with which to answer the question.
Step 3. Critically appraising that evidence for its validity, impact, and

applicability.
Step 4. Integrating the critical appraisal with clinical expertise and with the

patient’s unique biology, values, and circumstances.
Step 5. Evaluating our effectiveness and efficiency in executing steps 1–4 and

seeking ways to improve them both for next time. (p. 4)

This process usually begins with asking a meaningful and answerable question,
a question that is directly related to an issue of concern about practice. If the
question is not one of concern, there will be little interest in pursuing evidence
of support. This is not uncommon in research, for example, when students are
attempting to select a thesis topic. Once this question has been defined, a search
of the literature begins. This could include review of relevant journals, recent
texts, and electronic databases. Once the literature is searched and relevant
articles are retrieved, the next step is to systematically evaluate these articles.
(It should be noted that although this seems like a horrendous task for the
practicing clinician, there are certain shortcuts. For example, the Cochrane
collaborative publishes meta-analyses on a wide range of topics. In addition,
meta-analyses are published in most professional journals.) Not all published
studies are of equal value; some are better designed than others, some have
used improper statistical techniques, some have limited statistical power, 
and some have poor external validity that makes application to a specific 
popu lation untenable. The task of the therapist or program director, as
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evidence-based practitioner, is to ask a question, collect the literature, and 
be able to evaluate both individual articles and systematic reviews toward
answering the specific question. Even after all of these have been accomplished,
the practitioner still must make a decision as to the usability of the information
within the specific context of practice.

Summary

Because the “practice” in evidence-based practice is usually an intervention
or treatment, the most relevant research to evaluate the effectiveness of that
intervention is experimental research using the same or a very similar inter-
vention. As discussed in Chapters 4 and 5, randomized experimental designs
provide the best evidence for a causal relationship between the intervention
and the outcome. However, randomized experiments are not always available
and sometimes, when available, are low in external validity. In these situations
quasi-experimental designs, especially those that use time-series designs, may
be very effective in providing evidence. Qualitative and nonexperimental
research also can provide some useful evidence, especially when experimental
studies are not available or practical. For example, studies of the effectiveness
of a treatment or practice that took place in the past, extended over a long
period of time, or where an intervention would be un ethical have to be
nonexperimental. In these situations, the comparative (ex post facto) or
associational approaches may provide the only relevant evidence. Clinical
judgments and qualitative evidence also may supplement or enrich the 
data from quantitative studies, even data from randomized experiments.

In Chapters 23 and 24, we provided a framework for a comprehensive
evaluation of research articles, including both experimental and nonexperi -
mental studies. There we take a more balanced approach to the relative 
merits of internal and external validity because we recognize that there are
several purposes or goals that a research study might have in addition to or
instead of the “what works” goal of evidence-based practice. For some studies,
the goal is description of a phenomenon or participants’ views. In others the
goal is prediction or the identification of relationships among variables. 
For those purposes internal validity is still important, but we don’t think it 
is dominant.

Key Concepts

Cochrane Collaborative
Effect size
Evidence-based practice
Levels of evidence
Meta-analysis
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Key Distinctions

Internal versus external validity
Large sample size versus small sample size
Quantitative research versus qualitative research

Interpretation Questions

1. What is evidence-based practice?

2. What are the five steps in the practice of evidence-based medicine?

3. Are multiple studies or single, rigorously designed studies more
convincing?

Application Problems

1. Why is the ability to evaluate research key to evidence-based practice?

2. What is the purpose of a hierarchy of levels of evidence?

3. What are the limitations of using a hierarchy of levels of evidence?

4. Select a quantitative article of interest to you and

a. evaluate it using the hierarchy of levels of evidence;
b. assess the value of using this hierarchy with your article.

5. List the steps in the practice of evidence-based medicine given in the
chapter, and for each step explain how it might be applied to your field
of practice.

6. Are all published studies valuable? Explain your answer.
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26
Writing the Research Report

This chapter has three main sections that describe (1) typical contents of an
empirical research article; (2) how to write about your results; and (3) ethical
issues related to publishing and reviewing. In the first section, we describe
the several parts of a typical journal article.

The Anatomy of a Research Article

There is no unique format that is used by all journals in disseminating research
information. Each discipline has some peculiarity that is common to that
discipline. This section provides an overview of what is usually found in each
part of an empirical (i.e., data-based) quantitative journal article.1 The format may
differ when other types of research are reported. For example, the format for
qualitative research studies such as ethnographies or case studies is often quite
different from that described here for experimental, quasi-experimental, and
nonexperimental (i.e., comparative, associational, or descriptive) quantitative
research. The American Educational Research Association (AERA) (2006)
article “Standards for Reporting on Empirical Social Science Research in AERA
Publications” describes two overarching principles that they call “warranted”
and “transparency”; the former means that “adequate evidence should be
provided to justify the results and conclusions” (p. 33). Transparency means
that the report should make explicit and clear the logic of the inquiry and also
all the key decisions and actions from the problem development through data
analysis and interpretation.

In this section we focus on the format for empirical, quantitative studies
intended to be submitted in American Psychological Association (APA) format
to a peer-reviewed journal. For the most part, APA format will be acceptable
for research journals and is required for many journals in the behavioral sciences
and education. The research format presented here has seven parts: (1) title;
(2) abstract; (3) introduction; (4) method; (5) results; (6) discussion; and (7)
references.



Title

The title should be brief (American Psychological Association, 2001, recom -
mends a title length between 10 and 12 words) yet should describe what has
been studied. The title is also a selling point for the article. Few researchers
have the time or energy to read every article in journals to which they subscribe.
Therefore, if they are like us, upon receiving the journal they turn to the table
of contents and skim down to see whether there are any articles they wish to
pursue. Up to this point, the title is the only selling point for your article. There
have been some memorable titles; for example, Cohen’s (1994) “The Earth Is
Round (p < .05),” was influential in motivating the APA Task Force (Wilkinson
& the Task Force on Statistical Inference, 1999) whose report guided parts 
of this chapter. Our favorite is, “The Unicorn, the Normal Curve, and Other
Improbable Creatures” (Micceri, 1989). For the most part, however, we suggest
being brief and to the point, avoiding phrases and words such as a study of,
method, and results that serve no useful purpose. It is important to point out
that the words in the title are used in indexes and for computerized information
services.

Abstract

Once the title catches the consumer’s interest, the abstract is the next part, and
often the only part, of the article that gets read. The abstract is especially
important because, again, it is usually used by indexes for information services
databases. The abstract follows the title and provides a summary of the article.
Abstracts, like titles, are limited in length. American Psychological Association
(2010) suggests an abstract of no more than 120 words in part because some
abstracting services may truncate longer abstracts, possibly distorting the
meaning. Usually an abstract describes briefly the purpose of the study, the
methods, and a sentence or two about the results. Like the title, the abstract
is also a selling point for the article. We have reviewed research studies that
resulted in comments to the authors such as, “No one will read the paper
because the abstract is not representative of what the study found,” or “The
wrong content has been highlighted.” It is critical to correctly represent the
article in the abstract; it is the most important paragraph in the article.

Introduction/Literature Review

In this section we describe what should be in the introductory section of a
research article. Notice that we have put a slash between Introduction and
Literature Review. In most journal articles, the introduction and literature
review are in one section, which, in APA format, is untitled. However, some
of the journals you peruse have articles with separate sections for the
introduction and the literature review. Most masters’ theses and doctoral
dissertations have separate chapters titled “Introduction” and “Literature
Review.” How one gets that information (e.g., from a library search) was
discussed in Chapter 2 of this book. There are a number of good books on
how to do a literature search, including Hart’s (2001) Doing a Literature Review:
A Comprehensive Guide for the Social Sciences.
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Abstracts come in many forms. One type of abstract is a short paragraph.
For example, Carnes-Holt and Bratton (2014) stated in their abstract:

This pilot study examined the effectiveness of child parent relationship
therapy (CPRT; Landreth & Bratton, 2006) with 61 adoptive families.
Statistically significant findings and large treatment effects on all
measures indicated the effectiveness of CPRT over the wait-list control
condition on reducing child behavior problems and increasing parental
empathy. The results provide preliminary support for CPRT as a respon -
sive intervention for adoptive families with children presenting with
attachment difficulties. (p. 328)

Another type of abstract is when the sections of the paper are briefly
described as in the article by Arthur and Hardy (2014):

Purpose—The purpose of this paper is to report a field-based quasi-
experimental study designed to examine the effectiveness of a trans -
formational leadership intervention in remediating poor performance.
The intervention was conducted on elements of the organization that
senior management perceived as being low performing.

Design/methodology/approach—A quasi-experimental pre-test post-
design was employed to evaluate the effectiveness of the trans form -
ational leadership intervention. Pre-test data were collected four months
prior to the intervention starting and the post-test data were collected
eight months after the intervention had started. Follower perceptions 
of their leader’s behavior and group cohesion, together with training
outcome data were used to evaluate the effectiveness of the intervention.

Findings—Results revealed that from pretest to posttest changes in
perceptions of leadership, group cohesion, and training outcome
indicated that the intervention had beneficial effects. These beneficial
effects were evidenced in one of two ways: desirable behaviors
increased in the experimental group from pretest to posttest while they
remained the same or were decreased in the control group; or desirable
behaviors remained the same in the experimental group while they
decreased in the control group.

Originality/value—The current study is the first to utilize a quasi-
experimental organization wide design to examine the efficacy of a
transformational leadership intervention. Furthermore, the current study
provides evidence that transformational leadership can buffer negative
environmental effects. (p. 38)



What material should go into the introduction section of a journal article?
The first paragraph of the introduction section should be a general purpose statement
of what is to be accomplished. The American Psychological Association (2010)
publication manual suggests that the first paragraph should introduce the
problem. The problem statement should spell out the purpose and scope of
the problem, making clear how the study contributed to knowledge. The AERA
(2006) Standards for Reporting say that there should be a statement describing
whether and how the study contributes to (1) enriching an established line of
theory and research; (2) a new theory; (3) practical concerns; or (4) remedying
lack of information about a problem.

After the introductory paragraph, the literature review begins. Although
some degree of chronological order should be used, it should happen only
after the literature is organized, for example, into studies that support your
hypothesis and studies that contradict these findings. Suppose that we propose
a general hypothesis that students who take a course in research design prior
to a course in statistics will become better researchers than those students who
take the courses in the reverse order. We would try to form two or three groups
of articles. Articles that support our hypothesis would form one group; articles
that oppose our hypothesis would form a second group. A third group might
be articles that found no difference in their results. Within each group of
studies, some articles might be quite relevant to the topic, and others may be
only somewhat related to the topic. Articles that merely touch on the topic
should be listed only as supporting or not supporting your hypothesis. Articles
that are relevant to the topic should be explored in some depth, especially as
to why they did or did not support your hypothesis. The purpose of the
literature review is to lead up to a statement about why your study will make
a difference with respect to the past literature. What is it about your study
that is different from previous research? In summary, one good approach to
a literature review in the introduction section of a journal article starts by
categorizing studies (citing them) that do or do not support the research
hypothesis and then describes in depth a few select studies that are relevant
to the present study.

For studies on topics that are not well researched, some other organization
would be used (e.g., chronological, by key variables, or by research question).
In any case, what is to be avoided is a series of paragraphs each summarizing
a single study without any clear transitions or organization. What is essentially
an annotated bibliography is not desirable. There must be integration and
synthesis. For example, there is nothing worse than reading that “Smith and
Jones (2005) found one thing, then Up and Down (2007) found something else,
and then Hill and Dale (2008) found something else.” After several pages you
wonder what the authors are up to, if you are still awake.

The last part of the Introduction section in many research journal articles
is a formal statement of the hypotheses or research questions. These statements
should be in operational terms so that the reader knows exactly what the
researcher is attempting to study.
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Method

The Method section for research articles usually is divided into several
subsections. The ultimate purpose of the Method section is to instruct the
reader exactly what was done in the study and to allow the reader to replicate
the study under identical conditions. According to the American Psychological
Association (2010) manual, these subsections are Participants, Apparatus (or
Instruments/Materials), and Procedure. We like to add Design/Analyses. The APA
Task Force (Wilkinson & the Task Force on Statistical Inference, 1999)
recommends a more complete description of the method than has commonly
been the case in published articles. Although it is doubtful that journals will
allot sufficient space for authors to describe their methods in the detail
recommended by the 1999 Task Force, dissertations should fully describe their
methods as discussed in the following subsections.

Participants

This subsection should be composed of a thorough description of the
participants. Where did the participants come from? How did you contact 
the sample? Did the participants volunteer for the project? A sentence or two
referring to how informed consent was obtained should be included.

How were the participants selected? Were they a convenience sample, or
was some recognized probability mode of selection (e.g., random, cluster, 
or stratified) used? Because the interpretation of the results depends on the
characteristics of the population, it is important to define the population
clearly. Unfortunately, this is not always done. The description of the sampling
procedures should have inclusion or exclusion criteria, full information about
how the sample was stratified (if it was), and the sample size for each subgroup.
A convenience sample should be clearly identified as such. Sometimes the case
for its representativeness can be strengthened by showing how your sample
compares with the population on key variables.

Information should be provided about the process that led to your sample
size decision. A power analysis (see Chapter 16) should be done before the data
are collected.

After a description of how the sample was obtained, the Methods section
deals with characteristics of the sample. These characteristics should include
at least age (average and range/standard deviation) and gender. Ethnic
grouping, type of disability, social/economic status, or level of education also
should be included where appropriate. The AERA (2006) Standards for
Reporting suggest that such relevant descriptive statistics, including those
performed on each of the key variables as well as the sample, should be
reported or available from the author on request.

Apparatus or Instrumentation or Materials

This section describes in detail all of the instruments or tests that will be used
in the research. If an apparatus was involved, then the researcher must describe
the type of equipment (including brand name), accuracy, specifications relative
to the subject, and possible calibration information. If tests, questionnaires, or
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Tomko and Munley (2013) provide an excellent description of their
participants’ population:

Counseling psychologists, who traditionally focus on developmental,
strengths-based approaches, are one group of mental health service
providers that are poised to address the needs of the aging population.
In addition, counseling psychology as a field has a strong commitment
to multicultural training. Hence, counseling psychologists were identi -
fied as the target population for this study given that (1) they are
equipped to treat older adults and (2) most counseling psychology
training programs in recent years share the common goal of training
multiculturally competent professionals. Potential participants were
identified through the APA Research Office. Criteria were: (a) member
of APA; (b) major field: counseling psychology; (c) doctoral-level degree;
(d) identified as practitioners/special assessment payers (i.e., licensed,
practicing psychologists; a special assessment fee is required by APA
if a member is practicing); and (e) graduated from their doctoral program
between 1 and 24 years ago. This range was chosen in order to identify
counseling psychologists who have some experience since graduation
(i.e., minimum 1 year) and who may have had the opportunity for some
formal multicultural training within their doctoral program. (p. 235)

Next, these authors describe their sampling procedure:

The population included 1935 counseling psychologists. The APA list
of potential participants was divided by race/ethnicity so that all
potential participants who identified as American Indian/Alaskan Native,
Asian/Pacific Islander, Black/African American, Hispanic/Latino(a) or
Biracial/Multiracial (i.e., racial/ethnic minority groups in the United
States) were in the first group (n=132), all potential participants who
identified as Caucasian/White in the second group (n=1590), and all
potential participants who did not specify race/ethnicity were in the
third group (n = 213). Surveys were sent to all members of the first and 
third groups and a random sample of the second group. The purpose
of the sampling procedure was to obtain a large sample of counseling 
psy chologists with adequate representation of racial/ethnic minority
counseling psychologists. Survey packets were mailed to 1368 potential
participants, 382 were returned for a response rate of 27.9%. (p. 235).

surveys were used in the study, information on measurement reliability and
validity must be included. Was the instrument standardized, or was it
developed for this study? If the instrument was standardized, was it used for
purposes similar to those in this study and were the standardization samples
similar to those in this study? If the instrument was developed for the present



study, was a pilot study performed? If the instrument has many items, has it
been factor analyzed? Have any sets or groups of items, which were summated
or combined, been tested for internal consistency reliability as discussed in
Chapters 11 and 15? Sample questions to demonstrate the content of the
instrument should be included. Also, the level of measurement of the data
should be given.

Each key variable should be carefully and explicitly defined. How such
variables are related to the goals of the study and how they are measured
should be demonstrated. The measurements should fit the language used in
the Introduction and Discussion sections. Naming a conceptually abstract
variable is almost as important as how it is measured, and these should be
consistent. We discussed this topic in Chapters 12 and 24 as measurement
validity.

Procedure

This section is a “blow-by-blow” description of how the study was carried out
and is especially important for any replication to take place. Also included in
this section is how participants were assigned to the different groups under
study; that is, were they randomly assigned, or were they already in an intact
group? It is especially important in this section to report any instructions that
were given by the researcher to the participants.

The APA Task Force (Wilkinson & the Task Force on Statistical Inference,
1999) and this book emphasize the distinction between random assignment of
participants to intervention and control (or comparison) groups and, on the
other hand, the random selection or sampling of participants from the
population. For research intended to make causal inferences, random
assignment is critical because “it allows the strongest possible causal inferences
. . . If random assignment is planned, provide enough information to show
that the process” for making the assignment is actually random, not haphazard
(p. 595). The APA Task Force recommends describing how randomization was
performed, preferably using published tables of random numbers rather than
trusting coin tosses, slips of paper in a hat, or physical devices.

If the participants cannot be randomly assigned to groups, a description
should be provided of how initial group differences were controlled. Attempts
should be made to determine the relevant covariates or confounds, and any
methods used to adjust for them should be described. Also, methods used to
attenuate sources of bias, including minimizing dropouts, noncompliance,
missing data, and experimenter bias, need to be included.

Design and Analysis

We recommend that this section be the last subsection of the Method section;
however, some texts place this section earlier in the Method section of the
article, and sometimes the design is described in the Introduction. In the
Design paragraph the researcher first spells out the independent variable 
or variables and the number of levels within each variable. The next piece of
information, if the approach is experimental or comparative, is the type 
of design (between groups, within subjects, mixed, or associational). The third
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piece of information in the design section is whether the independent variables
are active (manipulated) or attribute variables. The last part of the Design
paragraph is the specification of the dependent variables and the level (scale) of
measurement.

The Analysis paragraphs of this subsection specify the types of analyses
that were carried out in the research. These analyses are determined by all of
the information provided in the Design paragraph. The computer program
(system) that was used to carry out the analyses may be specified (e.g., SPSS).

The APA Task Force report (Wilkinson & the Task Force on Statistical
Inference, 1999) recommends using relatively simple statistical analyses, such
as those described in Chapters 19–22 of this book, if they are reasonable for
your research problem. The Task Force report goes on to state:

The enormous variety of modern quantitative methods leaves researchers
with a nontrivial task of matching analysis and design to the research
question. Although complex designs and state-of-the-art methods are
sometimes necessary to address research questions effectively, simpler
classical approaches often can provide elegant and sufficient answers to
important questions. Do not choose an analytic method to impress your
readers or to deflect criticism. (p. 598)

A concluding comment in regard to the whole Methods section is that
after data collection is completed, an update of the section or chapter should
be provided. It needs to reflect accurately what was actually done. Any issues
possibly compromising validity that arose during data collection or analysis
such as attrition, missing data, or deviations from the planned procedures
should be reported. Evidence from your data about the reliability and validity
of your measures or instruments need to be added. Last, if any assumptions
of the inferential statistics were markedly violated, how were adjustments
made?

RESEARCH IN THE REAL WORLD

Carnes-Holt and Bratton (2014) include a thorough explanation of their
analysis. A section of their description includes the following:

For each dependent variable, a 2 (group) × 2 (repeated measures) split-
plot analysis of variance (ANOVA) was conducted to examine group
differences, changes across time, and the possible interaction of change
with group membership, which was of particular interest in this study.
All assumptions for running split-plot ANOVA were met. Dependent
measures included CBCL Total Problems (Achenbach & Rescorla, 2000)
and MEACI Total Empathy (Stover et al., 1971). Because parents
reported concerns about their children’s acting-out behaviors
throughout the study, we conducted additional analysis of the CBCL
Externalizing Problems scale to examine the specific impact of CPRT
on children’s disruptive behaviors. (p. 332)



Results

The Results section is a summary of the analyses that were performed on the
data collected in the study. A problem for most students in describing results
is the level of description. An editor once suggested, “Use the traumatic ocular
test. If it hits you between the eyes, use it. Otherwise get rid of it.” It is common
for journal editors to require authors to condense their manuscripts, but key
aspects of the Methods and Results, as described in this chapter, should be
the last things to be deleted.

A problem in writing the Results section is whether to include material
that might be more appropriate for the Discussion section. If the outcome
pertains strictly to the analysis, then it belongs in the Results section. However,
if you are explicitly relating your outcome to other studies previously discussed
in the Introduction section, then this material belongs in the Discussion section.

Discussion

We suggest starting the Discussion section with a brief review (no more than
one paragraph in an article, probably a few pages in a thesis) of the hypotheses
and whether they were confirmed. The major purpose of the Discussion
section is to relate the results to the research hypotheses/questions within the
context of the literature previously cited. Sometimes an outcome from the study
is totally unexpected, and the Discussion section entails a whole new literature
and hypothesis, indicating that the author forgot about the original intent of
the study and the original hypotheses. Don’t let this happen to you. Each
hypothesis should be discussed with continued reference to previous findings
from the literature review.

Researchers sometimes either overgeneralize their results or over -
particularize them. A good approach to try is to explicitly compare the results
of your study with the effect sizes reported in relevant previous studies.

As we have stressed throughout the book, caution should be instilled when
inferring causation from approaches that are not randomized experimental.
Even with randomized designs, one needs to make careful inferences. The APA
Task Force (Wilkinson & the Task Force on Statistical Inference, 1999) sup-
ports our conclusion with a strong recommendation that “inferring causality
from nonrandomized designs is a risky enterprise. Researchers using non -
randomized designs have an extra obligation . . . to alert the reader to plausible
rival hypotheses” (p. 600). We think it is better to not make causal statements
unless one has a randomized experimental design and, even then, be cautious.

Some Discussion sections have a separate heading called “Limitations.”
Our bias is that it is not the role of the researcher to attempt to review his or
her own article (except in a thesis or dissertation). See also the section at the
end of this chapter, “Misconduct and the Structure of Science.” Reviewers may
require some mention or discussion of limitations. Usually some of the
limitations come out when discussing why hypotheses were confirmed or not
confirmed. However, it may be useful to acknowledge limitations for the
purpose of qualifying results and avoiding pitfalls in future research.

Although a Conclusion subsection is not usually required in a journal
article, often the researcher attempts to describe, in the last paragraph or so
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of the Discussion section, what the next step in this line of research should be.
Obviously, this next step will be contingent on what was found in the present
study. However, a paragraph of this nature leaves the reader with a feeling
about where the researcher thinks future research is headed and also may give
the reader some research ideas.

References

The references should uniformly and precisely follow the specified format,
which in psychology, education, and many, but not all, behavioral science
journals is APA format. The APA publication manual provides examples of
many kinds of publications and documents (see American Psychological
Association, 2010). Every reference actually cited in the text—but only those
cited—must be included in the reference list. This means that if material was
read but not included in the text, it should not be cited. (However, it is a good
idea to maintain such a complete bibliography separate from the manuscript.)

APA makes a distinction between a “copy” manuscript, which is one
submitted to a journal for review and editing, and a “final” document or manu -
script, such as a thesis, dissertation, or research project report for distribution
to a library or consumers of the research. When submitting “copy” manuscripts
to an APA journal editor, everything needs to be double-spaced, including
references and tables, which might be partially single-spaced in a “final”
manuscript to enhance readability. Note that references are listed in alpha -
betical order and use “hanging indents,” as shown in the following examples.
In the reference list, italics are used for the titles of books and journals and for
volume numbers (but not titles of articles or chapters). Examples of APA format
for two journal articles and two books are as follows:

American Educational Research Association (2006, June). Standards
for reporting on empirical social science research in AERA
publications. Educational Researcher, 35(6), 33–40.

American Psychological Association (2010). Publication manual of the
American Psychological Association (6th ed.). Washington, DC: Author.

Brothen, T., & Wambach, C. (2004). The value of time limits on internet
quizzes. Teaching of Psychology, 31, 62–64.

Rudestam, K. E., & Newton, R. R. (2007). Surviving your dissertation:
A comprehensive guide to content and process (3rd ed.). Newbury Park,
CA: Sage.

The general format and punctuation for a reference starts with the author(s)
surname, then initials followed by the publication year in parentheses. Note
that there is a comma after each author’s final initial, even before the
ampersand. In some cases, as in examples 1 and 2, the author is a group such
as a professional organization or task force.

The first and third examples are periodical or journal articles. The title of
the article follows the author and date. If there is a colon in the article title,
the subtitle begins with a capital letter; other words (except proper nouns) are
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not capitalized (i.e., use sentence case). Next is the journal title, which is
italicized and each key word begins with a capital as shown in examples 1 and
3. Commas separate the journal title, volume number (both italicized), and
pages (not italicized). The issue number is given in parentheses after the
volume only if each issue starts on page 1, as in example 1. The pages are
given last without pp. See the APA manual for more examples and exceptions.
The first article is unusual because it is authored by a task force rather than
one or several named authors.

The second and fourth references are books. The American Psychological
Association is a group author, and is both author and publisher. In this case,
the word “Author” is listed as the name of the publisher. After the author(s)
and year of publication, comes the title, in italics, of a non-periodical (e.g., book,
presentation, thesis, or document), but only the first word of the title is
capitalized. Then the publication city, two letter postal code, a colon, and the
publisher are listed. If the publisher’s city is well known (e.g., New York or
Boston), and not easily confused with another city with the same name, no
two letter postal abbreviation is necessary.

The APA publication manual provides extensive annotated examples not
only for references but also of the content and organization of a manuscript;
writing style, grammar, and reducing bias in language; APA editorial style,
including punctuation, spelling, capitalization, abbreviations, quotations,
tables, and figures; reference lists; and manuscript preparation, including two
complete and annotated sample articles. The APA publication manual also
includes several additional technical chapters and appendixes.

References Cited in the Text

APA style (American Psychological Association, 2010) also specifies how
references are cited in the text, using the author–date method of citation. In
general, the surname (only) of the authors and the year (only) of publication
are inserted at an appropriate place in the text. If the name of the authors is
part of the narrative, only the date should be cited, in parentheses, for example,
“Smith and Jones (2009) wrote . . .” However, if the names of the authors are
not part of the narrative, they should be included in the parentheses, for
example, “Several studies (Smith & Jones, 2009; Wallace, May, & Fink, 2015)
discuss . . .” If there are three to five authors, all need to be listed in the text
only the first time they are cited. After that, “et al.” is used, for example,
“Wallace et al., (2015) discuss . . .” More complex examples are discussed in
the APA manual.

Theses and Dissertations

Theses and dissertations in education and the behavioral sciences are
considered “final” documents, so they often use a somewhat modified version
of APA format. The APA publications manual (2010) provides guidelines for
“material other than journal articles” including theses, dissertations, student
articles, and research reports. Basically, these guidelines say that you should
do what your department (or the funding agency for grant reports) requires.
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Dissertations and theses are almost always much longer than articles
submitted to journals, in part because they usually have an extensive separate
literature review chapter. Dissertations also usually do not limit the number
of tables and figures. Most journals have limited space, which necessarily limits
the number of tables and figures. Dissertations also usually have a longer
abstract (up to 350 words), which is published in Dissertation Abstract
International.

Ethical Issues Related to Publishing and Reviewing

Researchers should adhere to certain ethical principles when writing articles
and reviewing the work of others. These ethical principles are no less real than
those involving the protection of human subjects. The requirements for
manuscripts submitted to biomedical journals (International Committee of
Medical Journal Editors, 1997) and the American Psychological Association
(2010) publication manual provide advice and discussion to supplement the
issues raised in this chapter.

Integrity of Data Analysis

A portion of this book has been about appropriate use and interpretation of
statistics. It is important to point out that there are many legitimate
disagreements among statisticians and researchers. We have pointed out some
of these differences in earlier chapters. Clearly, altering the data or deliberately
reporting an incorrect p value is unethical. We also have pointed out a number
of things a researcher might do in analysis or interpretation that are wrong
but not unethical, unless done deliberately to deceive. For example, using an
inappropriate statistic, such as a t test, with a three-or-more category nominal
dependent variable is wrong but not unethical. Many other choices with
regard to statistics are not the best practice, often because the researcher is
relatively inexperienced or unknowledgeable about statistics. For example, not
testing for assumptions could lead to the wrong conclusions if the assumptions
were markedly violated.

In other cases, reports of data analysis may at least raise suspicions of
unethical behavior. Meltzoff (1997) provided several examples. One is the case
in which participants seem to be divided arbitrarily after the fact into groups
(e.g., high and low) when there was a continuous independent variable. Did
the researcher try many cutoff points until finally finding one that was
statistically significant? This concern is one reason we recommend using a
correlation when the independent variable is continuous or has many ordered
categories.

Many statisticians think that null hypothesis significance testing (NHST)
is appropriate only when the researcher has one or a few well thought out
hypotheses to test. They are skeptical of a study with many significance tests.
However, most would support exploratory data analysis, without NHST.
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Dissemination of Results

The research process is not complete until the results are disseminated to the
public and to interested researchers. Although oral presentations and
publications in semipopular magazines have their place, publishing in refereed
journals is key to the progress of science. As discussed earlier in this chapter,
considerable detail should be provided about the procedures and data analyses
so that the researcher’s work is available for scrutiny by the scholarly com -
munity. Refereed publications also are used to evaluate performance of the
researcher, and they are an important aspect of tenure and promotion at a
university. Because there is considerable pressure, especially for young faculty,
to produce refereed publications, a number of potential ethical problems arise.
Similarly, graduate students are under considerable time pressures to complete
articles and theses or dissertations.

Plagiarism

Plagiarism is presenting a portion of the work of another person without
quotation or proper citation. Paraphrasing, which involves summarizing and
rearranging sentences, is acceptable if credit is given in the text. Plagiarism
refers not just to words but also to the data and ideas of another person. Because
literature reviews and textbooks are based heavily on the work of others, there
is conflict between providing appropriate credit to others and overusing
quotations or impeding the flow of the text with citations.

Multiple Publications

Duplicate publication distorts the knowledge base and wastes scarce journal
resources. However, pressures on authors to have a large number of pub -
lications and limitations by editors on space often lead to multiple publications
from one study. Authors should not submit to a journal a manuscript that has
already been published in substantially the same form. However, manuscripts
previously published as an abstract or summary or in a limited-circulation
document can be published in full later. There is always an issue about 
how similar the current manuscript is to the original and the similarity of 
the audience. It is not uncommon, but perhaps ethically questionable, for
researchers to rewrite a research article for another journal with a different
audience. Journal articles are sometimes revised for publication as a chapter
in a book. This is acceptable as long as the original source is cited and
permission to adapt or reprint is obtained from the copyright holder. Problems
of duplicate publication also may arise if the material is first published on the
Internet or through the mass media.

Articles must not be submitted to more than one journal at a time. Only
after rejection or withdrawal of the manuscript is it appropriate to submit the
same article to another journal.

It is common, but in some ways undesirable, for several substantively
different articles to be published from the same study. However, for very large
studies, multiple publications are unavoidable and may be necessary. The
ethical issue is appropriate division into important pieces versus slicing into
“just publishable units.”
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Authorship

There has been considerable discussion about who should be listed as an author
and even whether the whole concept of authorship should be scrapped in favor
of some other system. For example, Rennie, Yank, and Emanuel (1997) pro -
posed that instead of authors, each article should provide a list of contributors,
indicating their specific contributions (e.g., designed the statistical analyses,
conceptualized the design, wrote the results and discussion). Part of the reason
for this proposal was to identify responsibility or accountability for parts of
the article.

A general, but not universally agreed on, policy is that authorship is
reserved for those who make a substantial professional contribution to the study
and that order of authorship be determined by the importance of such
contribution. Substantial professional contributions may include formulating
the problem or hypothesis, structuring the experimental design, planning and
organizing the statistical analysis, interpreting the results, or writing a major
portion of the article. Lesser contributions, which should be acknowledged
but do not usually produce authorship, include supporting functions such as
designing the apparatus, conducting the statistical analysis, collecting or
entering data, and recruiting participants. Note that these latter contributions
are often those of student volunteers or paid assistants, who may think that
they deserve authorship.

Two types of problems result when determining authorship. On the one
hand, there are “guest” authors, who have not made a significant professional
contribution to the project but are given authorship as a favor or as a “right”
due to their status in a department or laboratory or because their names on
an article increase the probability of acceptance. On the other hand, there are
“ghost” authors, who did make a significant professional contribution but are
not included as authors.

Sometimes persons in power simply take advantage of less powerful or
departed colleagues or students, who become “ghost” authors. However, the
issues are not always clear. Often difficulties arise when a person loses interest
or leaves the area after playing an important part in the initial aspects of the
study. Perhaps the person even wrote a thesis or an early draft of the final
article. The issue is what kind of credit should be given to such a person when
an article is rejected, reanalyzed, and then fully rewritten without the assistance
of the initial contributor.

A number of issues can arise when faculty and students collaborate on
research. The situation is frequently similar to the example in the previous
paragraph; that is, the student’s thesis or draft article is not adequate for
publication, so the faculty member must revise it extensively. In general, we
think that if an article is based on a graduate student’s thesis or dissertation,
the student should definitely be an author, even if he or she does not participate
in the revisions.2 In most cases, we think the student should be the first author.
However, another issue is whether the faculty advisor should be coauthor on
a publication from a student’s dissertation or thesis. The answer, it seems to
us, is not unless the advisor funded the project or made a significant
contribution to the design of the study or to the writing of the final article.
Reading and providing extensive feedback during the thesis or dissertation
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process is what is expected of a faculty member and is not sufficient for
authorship.

A good practice is for the collaborators to meet at the beginning of the
project and agree on who should be authors and the order of authorship. It is
also necessary for these authors to keep in contact and to renegotiate authorship
if circumstances change. Each person’s contribution should be documented
and updated as necessary.

Finally, there are two other issues related to authorship. First, consent
should always be obtained before someone is included as an author. Some
editors even say one should obtain permission before including persons in an
acknowledgment, especially if it is implied that the acknowledged person
agrees with the conclusions. Second, all authors should review the manuscript
before it is submitted because their names as authors imply that they take
responsibility for the article. However, with multiple-authored articles it is
probably unrealistic to assume that all authors are knowledgeable and should
be responsible for all aspects of the article.

Citing Publications in Your Vita

Students sometimes ask when and how to cite research articles in their
curriculum vitae (CV) or résumé. This is an important issue because incomplete
citations can lead to concerns about sophistication, and inaccurate citations
can lead to accusations of misconduct. For the exact format of citations, the
publication manual used in your discipline (e.g., American Psychological
Association, 2010) should be consulted. If there isn’t such a manual, the format
used by journals in your field is a good model to emulate. In all fields it is
important to list all of the authors in the order that they appear in the publication,
the date of publication, the exact title of the article, the publication’s title (if
the article appeared in a book or journal), the volume, if any, and the page
numbers.

Reviews and Reviewers

Most grant proposals and manuscripts submitted to journals are reviewed by
knowledgeable persons in the field; this is called peer review and was
discussed in Chapter 24 as an important aspect of the evaluation of a study.
Reviewers must be careful not to use the ideas of the authors until they are
published and then give credit. Editors and reviewers must not quote from
proposals they have reviewed unless given explicit permission by the author.

The process of reviewing requires a good deal of trust and integrity by
the reviewers for the process to work fairly and not be exploitative. Problems
related to fairness of reviews are relatively common, and most funding
agencies and journals have specific policies to deal with them. Usually
reviewers’ identities are not revealed to the authors, on the assumption that
this will make reviews more candid and negative reviews less open to reprisal.
On the other hand, others have argued that reviews might be more responsible
and balanced if the identity of the reviewer was known. In fact, in small fields,
applicants can often guess the identity of the reviewer.
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Masked review, formerly called blind review, occurs when the author’s
identity is not given to the reviewer. This type of review is common for manu -
scripts, but it is unusual for grant proposals. The argument for anonymous or
masked review is that it gives a better chance to a new scholar because the
work is judged solely on its merits rather than on the status of the authors.
Again, in small fields, it may not be possible to disguise the manuscripts of
well-known researchers.

Once an article or book is published, a different kind of review takes place,
not just in published book reviews but also in literature reviews and meta-
analyses, in which the reviewers exclude studies judged not to be of high
quality. Or the reviewer may decide to weight studies in terms of their merit,
so some count more than others. Although these practices are a necessary part
of the scientific process, they provide the opportunity for potential abuse and,
at the least, hurt feelings.

Conflicts of Interest

Although scholars do their research for a variety of reasons (e.g., curiosity,
altruism), fame, tenure, and monetary gain are also motivators for doing
research. A problem occurs when there is a real or apparent conflict between
personal gain and obligations to the scientific community. One type of conflict
is related to competition among scholars. This could lead to reviewers treating
their competitors unfairly or withholding information from their colleagues.
Because originality and priority are so important, there is often an inherent
conflict of interest that may restrict collaboration and cooperation.

On the other hand, it is usually considered a conflict of interest to review
grants or articles from close colleagues or persons from the same institution
because of potential loyalty. In addition, if research on the value of a product
is funded by the producer of that product, the funding should be acknow -
ledged in the notes of the article.

Conflicts of interest are not the same as scientific misconduct, but the latter
can result from unacknowledged conflicts, which need to be recognized and
disclosed. Conflicts of interest are inevitable and not inherently bad, but not
disclosing them and not managing actual conflicts are problems. Even the
appearance of conflicts should be disclosed.

Misconduct and the Structure of Science

In a controversial article, Woodward and Goodstein (1996), professors of
philosophy and physics, made the argument that “many plausible-sounding
rules for defining ethical conduct might be destructive to the aims of scientific
inquiry” (p. 479). They asked how fraud could be reduced without losing the
positive effects of competition and reward. Woodward and Goodstein said
that “an implicit code of conduct that encourages scientists to be a bit dogmatic
and permits a certain measure of exaggeration” and limits discussion of its
deficiencies may be perfectly sensible (p. 485). They argue that part of the
responsibility of scientists is to provide the best possible case for their ideas.
It is up to others to point out defects and limitations. They state that this is,
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in fact, what most scientists do. There are, of course, real limits here, and
exaggeration is probably not the best word. Advocacy is appropriate, but any
factual misstatement is unethical. The point is that what may seem like simple,
obvious rules about misconduct are often less clear in the specific case.

How is the researcher to know what is acceptable advocacy and what
crosses the line? Peer judgment is required to decide whether a researcher’s
procedures for selecting particular participants or selectively discarding data
are appropriate or involve scientific misconduct. Junior researchers can learn
about the complexities of appropriate behavior in their field best by observing
and discussing issues with senior scholars/mentors in their field. However,
care should be taken when emulating senior researchers because not all are
good role models. We hope that this section of the chapter has conveyed not
only the complexity of the issues presented but also some suggestions for
action.

Summary

This chapter describes each of seven parts of an empirical (data-based)
quantitative article: title, abstract, introduction/literature review, method,
results, discussion, and references. Some differences between “copy” manu -
scripts to be submitted to journals and “final” documents (theses or disserta -
tions) also were discussed. The middle section of this chapter presented a brief
example of how to write about results and an extended discussion of what
should be included. This chapter also extended the discussion in Chapter 14
of ethical problems and principles. We discussed ethical issues dealing with
analyzing the data, writing the report, and issues about résumé citations,
reviewers, conflicts of interest, and advocacy as contrasted with misconduct.

Key Concepts

Abstract
Authorship
Discussion section
Masked review
Method section
Multiple publications (the same study)
Peer review
Professional contribution (to a research project)
Results section
Scientific misconduct
Title (of an article)
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Key Distinctions

“Copy” manuscript versus “final” document
Introduction (of an article) versus literature review (of a thesis)
Plagiarism versus paraphrasing
References versus bibliography
Results section versus Discussion section

Interpretation Questions

1. In regard to misconduct, how is the researcher to know what is acceptable
advocacy and what crosses the line?

2. In your own words, define plagiarism.

3. What should be included in the procedure section?

Application Problems

1. If you were writing an article on data collection techniques and wanted
to include the main idea from the following sentence from this text, what
are two ways that you might do so appropriately?

The concern about the filtering of participants’ answers through perhaps
faulty memories or in terms of socially desirable responses has led
quantitative researchers, especially those who tend to use the randomized
experimental and quasi-experimental approaches, to be suspicious about
the validity of self-report instruments.

2. Bob has just completed a manuscript for publication. Although he had
developed the rough outlines of the project on his own, he owes much to
other individuals. The assistance he received includes the following:

• a friend of his provided Bob with advice on how to obtain his
sample;

• the director of the stat lab gave Bob advice and also assisted in
writing the Results section;

• a graduate student collected most of the structured interview data
and did the computer data entry.

a. What kind of attribution should be given to each of these individuals?
For example, who should be recognized as an author and who should
receive an acknowledgment in the article? Who does not merit formal
recognition? Explain.

b. At what point in the process of one’s research should decisions
concerning authorship and acknowledgments be made?
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3. List the different major sections of a journal article/research report, and
briefly describe what goes into each.

4. The methods section of a journal article/research report often consists of
four main subsections.

a. Name each.
b. Describe what goes into each.

5. Differentiate between the results section and the discussion section in a
journal article/research report.

6. What is the purpose of data screening? Differentiate between data
screening and data snooping.

7. What is the purpose of figures (i.e., graphs or charts) and tables in the
results section?

8. What information in the results section is best included in figures or
tables and what information is best included in the text of the
article/research report?

9. You have conducted a study looking at the effectiveness of two types of
therapeutic approaches with older teenage probationers. Your sample
consists of 20 probationers, ten in each group. Your t test yields a score
of 1.648, which is not statistically significant at the .05 level. How would
you report that in your results section?

Notes

1. The organization of this section is based on the Publication Manual of the American
Psychological Association (American Psychological Association, 2001). We also drew
heavily from an article by Wilkinson and the Task Force on Statistical Inference
(1999) and the American Educational Research Association (2006) Standards for
Reporting on Empirical Social Science Research in AERA Publications. The latter article
(American Educational Research Association, 2006) covers, but is not limited to
both qualitative and quantitative methods for doing empirical data-based research.
Not covered well in any of these three sources (or in the present chapter) is the
reporting of other forms of scholarship such as reviews of research, theoretical or
methodological essays, or scholarship grounded in the humanities such as literary
analysis. The 6th edition of the American Psychological Association (2010)
publications manual is now available. It has been updated to acknowledge and
incorporate advances in computer technology, including new guidelines for
referencing electronic sources and expanded examples of online sources. The book
also has been reorganized and streamlined for ease of use, and the focus has been
broadened to include readers from other behavioral and social sciences and
education.

2. Note that the APA publication manual (American Psychological Association, 2001)
states that all authors should read and approve the final manuscript and accept
responsibility for it. This could be difficult if the professor has lost contact with
the student.
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Appendix B: Confusing Terms

Partially Similar Terms for Different Concepts1

• Cronbach’s alpha � ≠ alpha (significance) level
• Chi-square for independence (two samples) ≠ chi-square for goodness of fit

(one sample)
• Dependent variable ≠ dependent samples design or statistic
• Discriminant analysis ≠ discriminant evidence for measurement validity
• Factor (i.e., independent variable) ≠ factor analysis
• Factorial design ≠ factorial evidence for measurement validity
• Independent variable ≠ independent samples
• Levels (of a variable) ≠ level of measurement
• Ordinal scale of measurement ≠ ordinal interaction
• Outcome (dependent) variable ≠ outcome (results) of the study
• Research question ≠ questionnaire question or item
• Random assignment of participants to groups ≠ random assignment of

treatments to groups
• Random assignment (of participants to groups) ≠ random selection (or

sampling of participants to be included in the study) ≠ random order ≠
random selection of times to intervene

• Related samples design ≠ variables that are related
• Random samples ≠ paired/related samples ≠ independent samples
• Measurement scale ≠ a rating scale ≠ summated/composite scale
• Single subjects design ≠ single factor design
• Theoretical research ≠ theoretical population
• Measurement validity ≠ research validity

Different Terms for Similar Concepts2

Variables (see Chapter 3)

• Active independent variable ≈ manipulated ≈ intervention ≈ treatment
• Attribute independent variable ≈ measured variable ≈ individual

difference variable
• Change over time ≈ change between trials ≈ change between measures
• Dependent variable ≈ DV ≈ outcome ≈ criterion
• Independent variable ≈ IV ≈ antecedent ≈ predictor ≈ presumed cause ≈

factor ≈ N-way (e.g., 2-way)
• Levels (of a variable) ≈ categories ≈ values ≈ groups



Research Approaches and Questions (Chapter 4)

• Associational approach ≈ correlational ≈ survey ≈ descriptive
• Associational questions ≈ correlational questions
• Comparative approach ≈ causal comparative ≈ ex post facto
• Descriptive approach ≈ exploratory research
• Difference questions ≈ group comparisons

Designs (Chapters 5 and 18)

• Between groups ≈ independent samples ≈ uncorrelated samples
• Comparison group ≈ control group
• Factorial design ≈ two or more independent variables ≈ complex design
• Nonexperimental research (comparative, associational, and descriptive

approaches) ≈ some writers call all three descriptive
• Observational ≈ Nonexperimental research
• Quasi-experimental designs with major limitations ≈ preexperiments
• Random assignment to groups ≈ how subjects get into groups ≈

randomized design → high internal validity
• Randomized experiment ≈ true experiment ≈ randomized clinical trial ≈

randomized control trials ≈ RCT
• Single factor design ≈ one independent variable ≈ basic design
• Within subjects ≈ repeated measures ≈ related samples ≈ paired samples

≈ matched groups ≈ correlated samples ≈ within groups ≈ dependent
samples

Validity (Chapters 8, 9, and 12)

• Measurement reliability and statistics ≈ statistical (conclusion) validity
• Measurement validity ≈ test, instrument, or score validity ≈ validity
• Measurement validity of the constructs ≈ construct validity
• Random assignment → internal validity
• Random sampling → external validity
• Research validity ≈ validity of the study

Threats to Internal Validity (Chapter 8)

• Additive and interactive threats ≈ combinations of two or more threats
• Attrition/mortality threat ≈ high dropout rate (from the study)
• Contamination ≈ low control of extraneous variables
• History threat ≈ extraneous environmental events
• Instrumentation threat ≈ observer or instrument inconsistency
• Maturation threat ≈ growth/developmental changes
• Nonequivalent groups ≈ biased groups ≈ intact groups ≈ nonrandomized

assignment
• Placebo effect ≈ Hawthorne effect ≈ expectancy effect
• Regression (to the mean) threat ≈ use of extreme groups
• Selection threat ≈ self-assignment to groups ≈ biased groups ≈

nonrandomized assignment
• Testing threat ≈ carryover effects
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Sampling (Chapter 9)

• Accessible population ≈ sampling frame
• Actual sample ≈ sample ≈ final sample
• Convenience sampling ≈ nonprobability sampling ≈ biased sampling
• Random selection ≈ random sampling ≈ probability sampling → high

external population validity
• Response rate ≈ return rate ≈ percent of selected sample consenting/

participating
• Selected sample ≈ participants sampled
• Theoretical population ≈ target population ≈ population of interest

Measurement (Chapter 10)

• Categorical variable ≈ usually nominal, but many ordered variables that
have discrete categories

• Continuous variable ≈ normally distributed ≈ interval scale
• Dichotomous ≈ binary ≈ dummy variable ≈ nominal with two categories
• Interval scale ≈ numeric ≈ continuous variable ≈ quantitative ≈ scale data
• Normal ≈ (approximately) normally distributed variable ≈ interval and

ratio data
• Nominal scale ≈ unordered categorical variable ≈ qualitative ≈ discrete
• Ordered variable ≈ ordinal or interval scale
• Ordinal scale ≈ unequal-interval scale ≈ discrete ordered categorical

variable
• Psychometric properties ≈ evidence for measurement reliability and

validity

Measurement Reliability (Chapter 11)

• Alternate forms reliability ≈ equivalent forms ≈ parallel forms ≈ coefficient
of equivalence

• Internal consistency reliability ≈ interitem reliability ≈ Cronbach’s alpha
• Interrater reliability ≈ interobserver reliability
• Measurement reliability ≈ reliability ≈ test, instrument, or score reliability
• Test–retest reliability ≈ coefficient of stability

Data Collection Techniques (Chapter 13)

• Observer report ≈ researcher observation
• Participants ≈ subjects
• Questionnaire ≈ survey
• Self-report ≈ participant report or rating ≠ participant observation
• Summated scale ≈ aggregrated scale ≈ composite

Statistics (Chapters 16–21)

• Alternative hypothesis ≈ research hypothesis ≈ H1

• ANOVA ≈ F ≈ analysis of variance ≈ overall or omnubus F
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• Associate variables ≈ relate ≈ predict ≈ correlation or regression
• Basic inferential statistics ≈ univariate statistic (one IV and one DV) ≈ also

called bivariate statistics
• Chi-square for independence ≈ two-sample chi-square
• Chi-square for goodness of fit ≈ one-sample chi-square
• Compare groups ≈ test differences → t or ANOVA
• Complex inferential statistics ≈ multifactor statistics (more than one IV)

≈ multivariate statistics (usually more than one DV)
• Data mining ≈ fishing ≈ snooping ≈ multiple significance tests (without

clear hypotheses or theory)
• Mann-Whitney U test ≈ Wilcoxon Mann-Whitney test (Wilcoxon matched

pairs test)
• Mixed ANOVA ≈ split-plot ANOVA ≈ (sometimes called repeated

measures ANOVA)
• Multiple regression ≈ multiple linear regression
• Null hypothesis ≈ H0

• Odds ratio ≈ OR
• Orthogonal ≈ independent ≈ perpendicular to
• Post hoc test ≈ follow-up ≈ multiple comparisons
• Relationship between variables ≈ relation between variables
• Repeated-measures ANOVA ≈ within-subjects ANOVA
• Significance level ≈ alpha level ≈ _
• Significance test ≈ null hypothesis significance test ≈ NHST
• Single-factor ANOVA ≈ one-way ANOVA

Notes

1 Italicized terms are listed alphabetically; ≠ means “not equal to.”
2 Terms are listed alphabetically within the categories (e.g., Variables). The term we

use most often is listed on the left. Similar terms (indicated by ≈) used by other
researchers and/or us are listed to the right. In a few cases an → is shown to
indicate “leads to.”
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A priori planning A plan for the research process made prior to the study.

Abstract In a journal article, this follows the title and provides a brief summary
of the paper.

Accessible population The group of participants to which the researcher has
access; might also be an organization or group to which the researcher
has entry; also called the survey population or sampling frame.

Accidental sampling See Convenience sampling.

Active independent variable A variable (such as a workshop, new curriculum,
or other intervention) at least one level of which is given to a group of
participants within a specified period of time during the study;
experimental studies must have at least one active independent variable;
also called manipulated independent variable.

Actual sample The participants that complete the study and whose data are
actually used in the data analysis and report of the study’s results.

Additive and interactive threats The impact of any one of threats to validity
can be added to one or more of the other threats.

Alternating treatment design Design that compares the impact of two different
treatments within the single subject design framework; also called multi -
element design.

Alternative hypothesis Alternative to the null hypothesis; see also Research
hypothesis.

Ambiguous temporal precedence One of the threats to internal validity,
ambiguous temporal precedence is when it is unclear whether the
independent variable precedes the dependent variable.

Analysis of covariance (ANCOVA) An extension of analysis of variance that
typically provides a way of statistically controlling for the effects of
continuous or scale variables that you are concerned about but that are
not the focal point or independent variable(s) of the study.

Analysis of variance (ANOVA) A statistical test conducted when there is a
nominal independent variable with three or more levels and a scale/
continuous dependent variable.

Annotated bibliography List of sources reviewed with accompanying sum -
mary of each source; not to be confused with a Literature review or
Reference list.

Anonymity The participant’s name and other identifiers, such as Social
Security or school ID number, are not known and cannot be deduced by
the researcher or others.



Applied research Research undertaken with the intent to apply the results to
some particular practical problem.

Aptitude tests A test that attempts to measure the participant’s ability to solve
problems and to apply knowledge in a variety of situations.

Assent Children agreeing to participate in a research study.

Associational approach to research Approach in which two or more usually
continuous variables, for the same group of participants, are related or
associated; is also sometimes called correlational approach.

Associational inferential statistics Statistics that test for associations or
relationships between variables (i.e., correlation or multiple regression).

Associational research question A research question where there are two or
more variables that are continuous or dichotomous and the focus is on
how they covary or whether one variable predicts another variable.

Attribute independent variable An independent variable that cannot be
manipulated but that is a major focus of the study; studies with only
attribute independent variables are called nonexperimental studies; also
called a characteristic or measured independent variable.

Attrition See Experimental mortality.

Authentic assessments A performance assessment that includes real life
performances, such as a job interview.

Authorship Those who make a substantial professional contribution to the
study; order of authorship is determined by the importance of such
contribution.

Bar graph Chart of the frequency distribution.

Basic associational question A research question where there are only two
variables that are continuous or dichotomous and the focus is on how they
covary or whether one variable predicts another variable.

Basic descriptive questions Research questions with only one variable that
ask about the central tendency, frequency distribution, percentage in each
category, variability, and/or shape of the distribution.

Basic difference question A research question where there is only one
independent variable that has two or more groups to be compared.

Behavioral observation Observation of the participant’s behavior; most
common form of measurement in single subject designs.

Bell curve See Normal distribution.

Beneficence From the Belmont Report, the principal that good outcomes
should be maximized for the participants as well as for science and
humanity in research studies involving human subjects.

Beta Also known as Type II error or the probability of making the error of not
rejecting the null hypothesis when it is false or should be rejected.

Between groups design Study design where each participant in the research
is in one and only one condition or group.

Bibliography List of references and resources, includes additional references
not cited in the text of the literature review.
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Bivariate regression Regression analysis where one continuous variable
predicts another continuous variable.

Carryover effect Effect on the dependent variable that comes from an earlier
intervention phase (i.e., carry over from one intervention phase to another).

Cases See Participants.

Case study qualitative approach Qualitative research approach in which the
goal is to develop a deep understanding of a case or cases; case(s) must
be bounded by time, place, or context.

Categorical variable A variable whose scores or values are measured by
grouping into a limited number of levels or categories.

Causation Evidence that the independent variable caused any observed change
or difference in the dependent variable; the goal of random experimental
and quasi experimental studies.

Change over time A within-subjects independent variable where participants
within each group are measured more than once in the study.

Characteristic or characteristic variable See Attribute independent variable.

Chi-square test A statistical test that examines the relationship between two
variables that are dichotomous or nominal level, with a few nonordered
categories.

Clinical observation In research, practice observation(s) that leads to a research
problem or question.

Closed-ended question Question in a survey or other research which provides
all allowable responses to the question (participant must select from the
provided list).

Clusters Collections or groups of potential participants for a study that do not
overlap.

Cluster sampling A two-stage probability sampling procedure that is
especially useful when the population is spread out geographically and/or
when there is no single overall list of individuals in the accessible
population; individual participants within a given cluster are usually
geographically grouped together; basic strategy is to first select specific
clusters from the list of all clusters using a probability sampling method,
then select all or randomly select a specific proportion of participants from
the selected clusters.

Cochrane Collaboration An international organization that develops meta-
analyses from medical research.

Codebook A record of how the coding has been done.

Coding Process of assigning numbers to the levels or values of each variable.

Comparative approach to research Approach in which a comparison is made
between/among a few groups based on an attribute independent variable.

Comparison group Group in an experimental study that receives the usual
treatment or a different treatment from the intervention group and whose
results will be compared to those of the intervention group to determine
the effect of the intervention on the dependent variable(s).
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Complex associational research questions Research questions that include two
or more normally distributed or dichotomous variables.

Complex descriptive questions Research questions with two or more variables
at a time, but do not involve inferential statistics.

Complex difference research questions Research questions that include three
or more nominal or ordinal independent variables.

Complex research questions Research questions that include more than one
independent variable.

Concurrent evidence for criterion validity Also called concurrent validity.
Examines the relationship between a measurement and an outside
criterion, as does predictive validity, but assesses the scores from the test
to be validated and the criterion at roughly the same time.

Conditional probability The likelihood (chance) that an event will occur, given
that another event has already occurred.

Confidence interval Range of values within which the population mean (or
other parameter of interest) may fall. 95 percent of the confidence intervals
generated would contain the actual population mean.

Confidentiality Private information about participants will remain private to
the researcher, and the participant will not be identifiable in the reports
or in conversations with persons outside of the research team.

Conflict of commitment Occurs when a researcher has a relationship that
requires the researcher to commit time and/or effort with an outside
entity, institution, or agency.

Conflict of interest Interests of the participants or the researcher are in conflict
(or potentially in conflict) with interests of the study.

Consent Agreement of the participant to join the study; fully informed
voluntary consent must be obtained prior to beginning the study; see also
IRB.

Constant Measured characteristic that has only one value in the study.

Construct Hypothetical concept that cannot be directly observed.

Construct validity One aspect of measurement validity where the researcher
demonstrates that the instrument (outcome measurement) is measuring
a construct.

Constructivist paradigm/theoretical framework Related ways of thinking
about research where knowledge is constructed based upon experiences;
also called the naturalist or qualitative paradigm; see also Paradigm.

Contamination See Control of extraneous experience/environment variables.

Content validity An aspect of measurement validity. The content of the
instrument is representative of the concept that is being measured.

Continuous variable A variable that has an infinite (or very large) number of
scores or values within a range.

Control group Group in an experimental study that receives no treatment and
whose results will be compared to those of the intervention group to
determine the effect of the intervention on the dependent variable(s); also
called placebo group.

Appendix C: Glossary 485



Control variable See Extraneous variable.

Control of extraneous experience/environment variables Dimension of
internal validity that deals with the effects of extraneous (variables other
than the independent or dependent variables) experiences or environ -
mental conditions in the study; also called contamination.

Convenience sampling Nonprobability sampling technique in which
participants are selected on the basis of convenience or availability rather
than attempting beforehand to select participants that are representative
of the theoretical population; also called accidental sampling.

Convergent evidence for construct validity Other measures that are predicted
theoretically to be related to the construct being validated are, in fact,
related. One type of evidence to support construct validity.

Correlation A statistic that indicates the association or relationship between
scores on two variables; may be positive (direct relationship: as one
variable increases, so does the other), negative (inverse relationship: as
one variable increases, the other decreases), or zero (no relationship).

Correlation coefficient A correlation coefficient is usually expressed as the
letter r and indicates the strength of a relationship between two variables.

Correlation matrix A table of correlation coefficients that shows how all
variables are related to each other.

Correlational approach See Associational approach to research.

Covariates See Extraneous variable.

Criterion referenced tests Tests that have scores compared to a fixed score.
For example, 90% or higher is an A, 80%–89% is a B, etc.

Criterion-related variability One aspect of measurement validity. Validating
the instrument against a form of external criterion, usually involving
computing a correlation coefficient between the instrument and the
external or outside criterion, either concurrently or predictively. See also
concurrent and predictive evidence for validity.

Cronbach’s alpha A method to determine interitem reliability whether each
item on the test has multiple choices or has dichotomous choices.

Cross-tabulation Table that gives frequencies (and often percentages) for
values of two categorical variables; way of presenting data about two
variables so their relationship is more evident.

Data fabrication Unethical research activity in which data are not collected
but fabricated (made up) by the researcher.

Data falsification Unethical research activity in which the data are falsely
manipulated and/or presented to show optimal results rather than those
actually observed.

Data transformations Changing the values of a variable.

Debriefing Process after the data collection where the researcher provides
participants with the opportunity to share concerns or interests with the
researcher and where the researcher provides the participants with addi -
tional information about the procedure and resources and/or referrals.
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Deception Involves a misrepresentation of facts, by commission, that occurs
when the researcher gives false information about the study; if the
investigator does not fully inform the subjects about the important aspects
of the study or its goals, omission or concealment has occurred.

Degrees of freedom Refers to the number of independent pieces of information
from the data collected in the study.

Dependent variable A variable assumed to measure or assess the effect of the
independent variable; thought of as the presumed outcome or criterion
of the independent variable; also called outcome variable.

Descriptive approach to research Approach that answers descriptive questions
using only descriptive, not inferential, statistics; summarizes data from
the current sample of participants without making inferences about the
larger population of interest; no comparisons or associations are made;
does not have an independent variable.

Descriptive research question A research question where descriptive statistics
are conducted and generalization to the larger population is not of interest.

Dichotomous level of measurement Values of a variable include two
categories, either ordered or unordered.

Difference inferential statistics Statistics that are used for approaches that
test for differences between groups (e.g., t test or analysis of variance).

Difference research questions A research question where the independent
variable has two or more groups to be compared.

Direct observation The investigator trains observers to observe and record
the behaviors of the participants in the study.

Directional hypothesis Alternative research hypothesis that specifies the
direction of the effect; see also Non-directional hypothesis.

Disciplined inquiry See Research.

Discriminant analysis When there are several continuous predictor variables
and a categorical outcome variable and when the goal is to categorize
individuals or cases into categories.

Discriminant evidence for construct validity Evidence to support construct
validity is provided with groups that are predicted from theory or
literature to differ on the measurement being validated.

Discussion section In an article or research study, the section in which the
major purpose is to discuss the results to the research hypothesis/question
within the context of the literature previously cited.

Documents Any information that is collected regarding a participant through
records or documents can be considered document data.

Double-blind coding Occurs when the researcher and the participants do not
know who is in the experimental group.

Dummy coding Dichotomous coding of data where “1” indicates the
respondent had the trait and “0” means not having the trait.

Ecological external validity Extent to which the research may be generalized
based upon the degree to which the research environment is similar to
the natural environment.
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Effect size The strength of the relationship between the independent variable
and the dependent variable, and/or the magnitude of the difference
between levels of the independent variable with respect to the dependent
variable.

Elements See Participants.

Equivalence of groups on participant characteristics The degree to which the
groups that are compared in a study are equivalent in all respects prior
to the introduction of the independent variable(s); equivalence is assumed
to be the case in experiments with random assignment to groups and
where each group size is 30 or more.

Error According to classical test theory, error is the difference between the
observed score and the true score.

Ethnographic qualitative approach Qualitative research approach that
describes a group of individuals who share the same culture.

Evidence based on consequences of testing One aspect of measurement
validity. The degree to which testing, either negatively or positively,
impacts the respondent.

Evidence based on internal structure Analyzing the internal structure of a
test to assess whether the items represent the construct to be measured.

Evidence based on relations to other variables This category of evidence is
the most extensive, including the categories of criterion-related validity
and much of what was included under construct validity.

Evidence based on response processes Evidence based on response processes
is defined as the extent to which the types of participant responses match
the intended construct.

Evidence based on the content of the measure Content evidence refers to
whether the content that makes up the instrument is representative of the
concept that one is attempting to measure.

Evidence-based practice Use of evidence-based research to inform and
enhance practice; decisions about interventions in clinical areas should be
based on the strength of the evidence.

Existing literature That which has already been written about the topic or
question to be studied; provides the basis for the literature review section.

Experimental mortality Refers to the phenomenon, generally with studies
conducted over time, where participants leave the study; also called
attrition or dropout.

Experimental research approach Research approach that has at least one
active independent variable; may be randomized experimental or quasi-
experimental.

Exploratory factor analysis When there is a smaller set of unobserved (latent)
variables or constructs thought to underlie the variables that actually were
observed or measured.

External validity Addresses the question of generalizability, to what popula -
tions, settings, treatment variables, and measurement variables can the
observed effect be generalized; has three aspects: population external
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validity, ecological external validity, and testing of subgroups. The first
two dimensions examine how representative the population and setting
are of the target or theoretical population and of the procedures and set -
ting. The third rating evaluates whether the results are likely to gen eralize
to diverse subgroups such as both genders.

Extraneous environmental events Also referred to as history, occurs when
something other than the independent variable happens between the
pretest and the posttest, especially if it happens to only one group.

Extraneous variable Variable that is not of interest in a particular study but
that could influence the dependent variable; also called nuisance variables,
control variables, or (in some designs) covariates.

Face validity An instrument is said to have face validity if the content appears
to be appropriate for the purpose of the instrument.

Factor analysis An analysis that reduces a large number of variables to a
smaller number of variables or factors. A factor is a set of variables that
are measuring the same construct.

Factorial evidence for construct validity One type of evidence to support the
measurement validity of a construct. Factor analysis supports the proposed
theoretical organization of the aspects of a construct.

Factor weight or loading The amount of relationship between observed
variables.

Field research Research conducted in settings where the participants live,
work, or receive treatment.

Fixed effects model In meta-analysis, when generalizations are only made to
studies that are the same as those in the meta-analysis.

Focus group Relatively small groups of people interviewed together.

Frequency distribution A graph that indicates how many participants are in
each category.

Frequency table Table that gives the number observed in the sample (fre -
quency) for each value of the variable; often also includes the percentages
for each value and the cumulative frequencies and cumulative percentages.

Friedman test A nonparametric statistic that is used in a repeated-measures
design when there is one independent variable, there are three or more
levels, and the dependent variable is ordinal (and not normally dis -
tributed) or violations of ANOVA assumptions have occurred.

Gain score When conducting a pretest–posttest design, a new variable is
computed by subtracting the pretest scores from the posttest scores within
each group.

Grounded theory qualitative approach Qualitative research approach in
which the goal is to generate theory from data.

Hierarchical multiple regression A type of multiple regression that shows
how variable(s)/predictor(s) entered in a specific order improves the
prediction.

Histogram A graph of a frequency distribution that connects the points
between the categories; also called frequency polygon.
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History See Extraneous environmental events.

Homogeneity Being similar; having identical distributions.

Homogeneity of variance Assumption that the samples in the study have equal
variation among their members.

Human subjects committee See IRB (Institutional Review Board).

Hypothesis See Research hypothesis.

Independence assumption Assumption that, within each sample, the scores
for the variable(s) are independent of each other (the performance of one
participant does not affect the performance of any other).

Independent variable A variable that is presumed to affect or predict the
value(s) of another variable; may be active or attribute; also called predictor
variable.

Inferential process Process of making an inference about the difference
between two groups or the relationship between the two variables.

Inferential statistics Set of statistics that allow the researcher to make
generalizations about the population from the sample studied.

Informed consent See Consent.

Inquiry A systematic investigation by seeking information and/or knowledge.

Institutional Review Board (IRB) A group that reviews proposals for studies
with human participants before the research can begin; the committee is
mandated by federal regulations to protect human subjects and to decide
whether the research plan has adequately dealt with ethical issues related
to the project; also called human subjects committee.

Instrumentation A threat to validity, when using the same pretest and posttest
in a research design, it is possible that there could be inconsistency and
the scoring of the test may change, especially if the interval between the
pretest and the posttest is relatively long.

Interaction effects The differential effect that one independent variable has
on a specific level of a second independent variable.

Internal consistency reliability The extent to which items on a survey give
similar results.

Internal validity The degree to which the researcher can infer that a
relationship between independent and dependent variables is causal.

Interquartile range The distance between the 25th and 75th percentiles.

Interrater reliability Agreement or consistency among raters.

Interval level of measurement In traditional measurement approaches, values
of a variable that are ordered levels in which the difference between levels
is equal but there is no absolute zero.

Interview Survey technique/instrument in which the researcher (or designee)
verbally asks the questions of the participant; may be in-person or via
telephone.

Intraclass correlation coefficients (ICCs) A reliability analysis for two or
more raters or judges who have rated the same somewhat subjective
behavior.
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Introduction (of an article) In an article or research study, provides a
background and general purpose statement of what is to be accomplished
by the study.

Inverse probability fallacy What we would like the p value to tell us is the
conditional probability p (H/D). In other words, what is the probability
that the null hypothesis (H) is true, given our data (D)? The data from our
example would be the difference between the means of the exercise and
nonexercise groups. However, what p actually tells us is the conditional
probability p (D/H). In other words, what is the probability of the 
data (the difference between means of the two groups), given the null
hypothesis is true? Therefore, when a p value is provided after a statistical
test, it tells us only the probability of the data (the present difference
between means or a larger difference) assuming a true null hypothesis and
nothing more.

Justice From the Belmont Report, the principal that in research involving
human subjects there should be a fair distribution of risks and benefits.

Kappa A measure of interrater reliability for nominal data that corrects for
random agreement.

Kendall Tau coefficient (
) A nonparametric statistic used when the sample
is relatively small and many of the rankings are the same for different
participants (ties).

Knowledge (producing) Research that builds on or adds to the knowledge
base of the profession.

Kruskal-Wallis analysis of variance by ranks This test is the nonparametric
analog of the single-factor between-groups ANOVA and is used when
there is one independent variable with more than two levels, participants
are in one and only one group, and there has been a violation of the
assump tions for parametric statistics.

Kuder-Richardson 20 (K-R 20) A way to estimate reliability that approximates
the average of all possible split-half coefficients.

Laboratory research Research conducted in a controlled, structured setting
that is not where the subjects or participants usually live, work, or receive
therapy.

Level Gain or loss from phase to phase in time series designs, including
single-subject designs; also referred to as change in level.

Levels of evidence Not all evidence should be treated as having equal value
or weight: quantitative research is viewed more positively than qualitative
research, internal validity is given more weight than external validity,
multiple studies on a topic are viewed more favorably than a single study,
and studies with large sample sizes are rated higher than studies with
small sample sizes.

Levels of measurement Type of measurement of the values of variables
important to the computation of certain statistics; traditional levels include
nominal, ordinal, interval, and ratio; here called nominal, dichotomous,
ordinal, and approximately normal (or normally distributed); see each
term.
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Levels of the variable See Values of the variable.

Limited interest Refers to the likely esoteric nature of the topic for a study,
one which is of interest to a small and/or limited audience.

Literature review An interpretation of a selection of documents (published or
unpublished) on a specific topic that involves summarization, analysis,
evaluation, and synthesis of the documents.

Logistic regression A type of regression analysis where a categorical outcome
variable is something that is predicted to happen or not.

Main effect How an independent variable, by itself, affects the dependent
variable.

Manipulated independent variable See Active independent variable.

Manipulation check A check to see whether the intervention was actually
presented as planned and described in the study protocol.

Mann-Whitney U test A statistic that is performed when the design is a
between-groups design with one independent variable with two levels
and when there has been a violation of the assumptions underlying the t
test.

Masked (blind) review Review of a manuscript or proposal where the
author(s) are unknown to the reviewers.

Matching Process used to make groups equivalent based on some charac -
teristic(s); the characteristic(s) that is(are) matched must be related to the
dependent variable.

Maturation When participants in the study change as a function of time, such
as from the pretest to the posttest in the case of randomized experimental
and quasi-experimental research.

McNemar test A nonparametric statistics that is used in designs similar to
that for the paired t or Wilcoxon test, but when the dependent variable is
nominal or dichotomous.

Mean Measure of central tendency calculated by dividing the sum of the
individual or raw scores in the sample by the number of observations in
the sample; also referred to as the arithmetic average.

Measured independent variable See Attribute independent variable.

Measurement The assignment of numbers or symbols to the different levels
or values of variables according to rules.

Measurement error See Error.

Measurement reliability The consistency of data collected from a measure.

Measurement validity Degree to which a measure or test measures that which
it was intended to measure.

Median Measure of central tendency that is the mid-point of the individual
or raw scores in the sample.

Measures of central tendency Statistics that measure the center of distribution
of the observed data; includes mean, median, and mode.

Measures of association Statistical tests that describe the correlation between
variables.
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Measures of variability Statistics that measure the dispersion (or spread) of
the observed data; most common measure is the standard deviation.

Mediation A type of regression analysis where a variable (i.e., the mediating
variable) reduces the magnitude of the relationship between two other
variables.

Meta-analysis A research synthesis of a set of studies that uses a quantitative
measure, effect size, to indicate the strength of relationship between the
treatment or other independent variable and the dependent variable(s).

Method section In an article or research study, instructs the reader as to exactly
what was done in the study and so allows the reader to replicate the study
under identical conditions; generally divided into subsections of
participants, instruments/materials, procedure, and design/analysis.

Mixed analysis of variance When there is at least one independent variable
that is a between-groups independent variable and one independent
variable that is a repeated-measures independent variable.

Mixed design Study that has at least one between groups independent variable
and at least one within subjects independent variable.

Mixed methods study Research study that uses both qualitative and quanti -
tative methodologies. Common in program evaluation research.

Mode Measure of central tendency that is equal to the individual or raw
score(s) that is (are) most frequent in the data.

Moderation A type of regression analysis when the relationship between two
variables is different depending on the level of a third variable.

Mortality See Experimental mortality.

Multielement design See Alternating treatment design.

Multiple-baseline design Single subject design where typically three baselines
are recorded simultaneously (may be three different participants, three
different behaviors of the same participant, or the same participant in three
different settings).

Multiple group time-series design Quasi-experimental design in which a
baseline is determined to be stable prior to an intervention (via multiple
pretests) so that the researcher can conclude that the change in the
dependent variable is due to the intervention and not other environmental
factors and there is a comparison group that receives the same number of
measurements but does not receive the intervention.

Multiple-group time-series design with continuous treatment A time-series
design that is similar to the single-group time-series designs but are
stronger by adding a comparison group that receives the same number

of measurements made but does not receive the intervention.

Multiple publications Authors should not submit to a journal a manuscript
that has already been published in substantially the same form.

Multiple regression A statistical method for analyzing data when there are
several continuous and/or dichotomous independent variables and one
continuous dependent variable.
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Multivariate research question See Complex research question.

Narrative qualitative approach Qualitative research approach that explores
the life of an individual; the goal is to identify and report stories from the
participant(s).

Naturalness of the setting A setting that is not controlled or manipulated by
the researcher.

Nominal level of measurement Values of a variable include three or more
unordered categories (traditional definitions require two or more
categories; we use dichotomous for two).

Non-nil null hypothesis A null hypothesis stated as some non-zero difference.
In practical applications, where the null hypothesis could be stated as some
amount of difference between the means of the two populations, to reject
the null hypothesis, the treatment group would have to exceed the control
group by an amount necessary to make a functional difference.

Nondirectional hypothesis Alternative research hypothesis that states simply
that there is a relationship between the active independent and dependent
variables and does not specify the nature (direction) of that relationship;
see also Directional hypothesis.

Nonexperimental research approaches Research approaches with at least one
attribute independent variable and no active independent variable.

Nonparametric statistical tests Inferential statistics that is used when the data
do not meet the assumption normality.

Nonprobability sampling Selection of participants in which there is no way
to estimate the probability that each participant has of being included in
the sample; used when probability samples are not feasible.

Nonrandom assignment to groups Assignment of participants to groups (i.e.,
experimental vs. usual or no-treatment groups) by some process other than
random assignment

Normal curve See Normal distribution.

Normal distribution Probability distribution of the population; the normal
distribution is unimodal; the mean, median, and mode are equal; the curve
is symmetric; the range is infinite; the curve has no kurtosis; also called
normal curve or bell curve.

Normality assumption Assumes that the scores of the variable are normally
distributed in each of the populations from which samples are drawn.

Normally distributed level of measurement Values of a variable where there
are many (at least five) ordered levels or scores, with the frequency
distribution of the scores being approximately normally distributed.

Norm referenced tests Tests that have scores compared to a norm group, or
typical group that is similar to the test taker, so that the performance on
the test can be compared to other test takers’ scores.

Null hypothesis Hypothesis that states that the population means of the two
or more samples are equal (e.g., the active independent variable has no
impact on the dependent variable).

494 Appendices



Null hypothesis significance testing Utilization of inferential statistics to test
whether to reject or not reject the null hypothesis.

Nuisance variable See Extraneous variable.

Observations See Participants.

Observed score Any score that is obtained from any participant on a particular
instrument.

Odds ratio A measure of association where 1.0 indicates no relationship, less
than 1.0 indicates a negative relationship, and larger than 1.0 indicates a
positive relationship.

One-Group Posttest-Only Design A weak experimental design where the
participants are in one group, they are given a treatment, and then a
posttest.

One-Group Pretest–Posttest Design A weak experimental design where all
of the participants are in the same group. A pretest is conducted, then the
treatment is given to all of the participants, and then the posttest is
conducted.

One-tailed test When the critical region for a statistical test is in one tail of
the probability distribution.

Open-ended question Survey question that allows the participant to construct
their own answer.

Ordered variable A variable having a set of values that vary from low to high
within a certain range, such that a larger value of the variable indicates
more of it than a smaller value of the variable, and there is an assumption
that there are or could be an infinite set of values within the range.

Ordinal level of measurement Values of a variable include three or more
ordered levels, but the frequency distribution of the scores is not normally
distributed.

Orthogonal rotation In factor analysis, the factors are rotated to simplify the
factor structure so that the factors are not correlated.

Outcome variable See Dependent variable.

Outlier Scores or values for a variable outside the expected range (generally
extreme scores).

Paper–pencil test A test given to participants where they are asked to use paper
and pencil to answer the questions.

Paradigm A way of thinking about and conducting research; it is a philosophy
that guides how the research might be conducted.

Parallel forms reliability The reliability estimate between two similar forms
of a measure.

Parametric statistical tests Inferential statistics that assume the data are
normally distributed and meet other assumptions.

Paraphrasing Using another’s ideas but rephrasing them in the writer’s own
words; the researcher must cite the source for paraphrased work.

Partially open-ended questions Questions that provide several possible
answers and then have a space for other responses or comments.
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Participant assignment bias Also referred to as selection bias, participant
assignment bias are problems that may arise from how participants were
assigned to a particular group (comparison or intervention).

Participant observation The investigator observes those under study as a
participant in the group.

Participant report Information provided directly by the participants in the
study.

Participants Those who are the object of study in the research; generally
individuals, but may be small groups, organizations, communities, etc.;
also called cases, observations, elements, or subjects.

Pearson chi-square (�2) test for independence See Chi-square test.

Pearson product moment correlation See Correlation.

Peer review The article was evaluated by other experts (peers) in the field,
usually without knowing who the author of the article was (i.e., masked
or “blind” review).

Percentage agreement methods When two or more raters observe and rate
behaviors and then a percentage is then computed by dividing the smaller
number of observations by the larger number of observations of the
specific behavior.

Performance assessment When the investigator observes an individual’s
performance on a certain task and then judges the product based on some
criteria.

Phenomenological qualitative approach Qualitative research approach that
helps researchers understand the meaning participants place onto events,
phenomenon, activities, etc.

Phi (�) A nonparametric measure of association or correlation between two
variables when both are dichotomous (i.e., have two levels).

Pie chart Circular graphic representation of the groups (values) for a variable;
especially effective with categorical data with a few categories.

Pilot study Formal process of collecting data with a sample similar to the
planned research study prior to actual data collection for the study;
especially important to provide evidence about the reliability and validity
of the outcome measures.

Pilot testing See Pilot study.

Placebo group See Control group.

Plagiarism Using the words or ideas of another without citing the source.

Point estimate The value that is found by computing a statistic for a sample
that is then used as the value for the population.

Polygon A line graph commonly showing the frequencies that connects the
midpoints of the bars of a histogram.

Population The larger group of interest for the study and from which the
sample is drawn.

Population external validity Examines how representative the population is
of the target or theoretical population; answers the questions: Was the
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accessible population representative of the theoretical population? Was
the selected sample representative of the accessible population? And was
the actual sample representative vis-à-vis the selected sample?

Post hoc test When comparing three or more groups, if a statistically significant
result is found, another test (called a post hoc test) must be conducted to
assess which groups were statistically significantly different.

Postpositivist paradigm/theoretical framework A way of thinking about and
conducting quantitative research where a specific plan is developed prior
to the study; see also Paradigm.

Posttest Measurement of the dependent variable taken subsequent to the
intervention; used to determine change in the dependent variable due to
the intervention (independent variable).

Posttest-Only Control-Group Design An experimental design with partici -
pants randomly assigned to groups (interventions or control group), then
the intervention group receives the intended intervention and the control
group receives a different intervention, or no intervention, or the usual
treatment/curriculum, and afterwards both groups are given a posttest.

Posttest-Only Nonequivalent Groups Design A weak quasi-experimental
design where there are two groups with no random assignment, where
one group receives the treatment, then both groups complete a posttest.

Practical relevance The extent to which the study/research question has
importance and practical applications for practitioners in the field.

Practical significance See Practical relevance.

Pragmatic approach Utilizing the best technique to answer a research
problem/question.

Predictive evidence of criterion validity The extent that one can predict how
a subject will do on the criterion measure in the future based on a score
on the instrument to be validated.

Predictor variable See Independent variable.

Pretest Measurement of the dependent variable taken prior to the intervention;
used to establish a baseline.

Pretest–Posttest Control Group Design Two or more randomly assigned
groups of participants are administered a pretest, then the intervention
groups receive the treatment, then all participants are administered a
posttest.

Pretest–Posttest Nonequivalent Comparison Group Designs A quasi-
experimental design where two groups with no random assignment are
given a pretest, then one group receives a treatment, and then both groups
are given a posttest.

Primary source An original source of data, study results; preferred source for
the literature review.

Privacy Refers to participants’ concern about controlling access to information
about themselves; see also Anonymity, Confidentiality, and Consent.

Probability sampling Involves selection of participants in a way that is
nonbiased; in a probability sample every participant or element of the
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population has a known, non-zero probability of being chosen to be a
member of the sample; relies on random or systematic selection of
participants.

Professional contribution Substantial professional contributions may include
formulating the problem or hypothesis, structuring the experimental
design, planning and organizing the statistical analysis, interpreting the
results, or writing a major portion of the article.

Purposeful sampling A type of sampling strategy where the researcher defines
how the cases are selected and includes a rationale for it; applies to both
the selection of the case(s) to study and to the sampling of information
used within the case(s).

Purposive sampling Nonprobability sampling technique in which participants
are hand picked from the accessible population so that they presumably
will be representative or typical of the population.

Qualitative data analysis Involves various methods for coding, categorizing,
and assigning meaning to the data, which are usually words or images.

Qualitative data and data collection Data and data collection procedures that
are more “subjective,” in that they could be interpreted differently by
different people; usually gathered from interviews, observations, or
narrative documents.

Qualitative research One of five main nonexperimental research approaches:
phenomenological, grounded theory, ethnographic, case study, and
narrative.

Quantitative data analysis Involves various methods for coding, categorizing,
and assigning meaning to the data, which are usually numeric and which
usually involve the calculation of statistical measures.

Quantitative data and data collection Data and data collection procedures
are usually gathered with some sort of instrument that can be scored
numerically, reliably and with relatively little training.

Quantitative research Group of research approaches that can be analyzed
numerically.

Quasi-experimental approach to research Approach in which there is an
active independent variable but without random assignment of partici -
pants to groups.

Questionnaire Survey instrument that the participant completes by him/
herself; may be paper and pencil or online.

Quota sampling Nonprobability sampling technique in which the researcher
sets certain parameters for the selection of participants from which certain
proportions must be obtained.

Random assignment A random table of numbers (or other similarly random
process) is used to assign each participant to a group.

Random assignment of participants to groups See Random assignment.

Random assignment of treatments Used in quasi-experimental studies where
random assignment of participants to groups is not possible; instead, the
treatment (experimental, usual, or none) is randomly assigned to groups.
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Random effects model In meta-analysis, the random effects model does not
propose a single underlying effect size identical in all studies; instead, the
effect sizes are presumed to be randomly distributed with the average as
representative of these studies.

Randomized Experimental Design With Matching Participants are matched
on some characteristic prior to the introduction of any of the conditions
of the study, then if the independent variable has two levels, the investi -
gator divides all of the participants into pairs of participants based on the
characteristic. Next the investigator randomly assigns one member of each
pair to the intervention group and the other member of the pair to the
control group. Finally, all participants are administered a posttest.

Random sampling Selection from the population of interest of study partici -
pants using a random selection technique so that the sample is repre -
sentative of all the possible participants who fit the selection criteria.

Random selection of participants to be included in a study See Random
sampling.

Randomized experimental approach to research Approach in which there is
random assignment of participants to the intervention and comparison
groups, and an active or manipulated independent variable.

Range Distance between the lowest and highest observed values of a variable.

Ratio level of measurement In traditional approaches, values of a variable
that are ordered levels and that have an absolute zero.

Reference list List, at the end of the article, that provides full citation
information for each publication cited in the text of the article.

Relative risk (RR) Used with categorical variables, the ratio of two probabilities
that presents the unfavorable outcome.

Reliability The consistency of a series of measurements.

Repeated measures design See Within subjects design.

Representative sample A sample that is a small replica of the population; has,
on all of the key variables, the same proportions as in the whole popu -
lation; is most likely obtained using techniques described as probability
sampling.

Research Disciplined method of gaining new information, building know -
ledge, or answering questions; also called disciplined inquiry; implies a
systematic investigation with underlying guidelines regardless of the
particular research paradigm.

Research hypothesis Predictive statement(s) about the relationship between
variables.

Research problem The research problem will set forth the phenomena to be
studied, the curiosity as to “why something is as it is.”

Research protocol The research protocol is a short version of your research
proposal focusing on the research problem or objectives, the participants,
procedures to be followed, risks, benefits, consent procedures, and
confidentiality.
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Research question Similar to the research hypothesis, but does not entail specific
predictions about the relationship and is phrased in question format.

Research synthesis Combining research to present a description of the subject
area.

Research validity The merit of the whole study (as distinguished from validity
of the measurement of a variable); includes measurement reliability and
statistics, internal validity, overall measurement validity of the constructs,
and external validity.

Researcher observation When the researcher directly observes and records
the behavior of the participants.

Respect for persons Ethical principle incorporating two ethical convictions:
that participants should be treated as autonomous agents, which means
that the individual is capable of deliberating and making individual
decisions and choices, and that persons with diminished autonomy, such
as children, the developmentally disabled, and persons with emotional
disorders, are entitled to special protection.

Response rate Proportion of selected potential participants who actually
participate in the study; most frequently used with survey studies.

Results section Section of an article or research study that provides a summary
of the analyses that were performed on the data collected.

Reversal designs The original and most common type of single subject design;
often referred to as ABAB designs, where A refers to baseline periods and
B refers to intervention periods.

Risk The probability of harm and the magnitude and type of harm.

Risk difference Obtained with the same percentages as relative risk, except
that instead of obtaining a ratio, a percentage difference is computed by
subtracting the percent of unsuccessful cases in the intervention group
from the percent of unsuccessful cases in the control group.

Sample General term for the selected part of a larger group of potential
participants taken with the intent of generalizing from the smaller group
or sample to the theoretical population.

Sampling The process of selecting part of a larger group of subjects with the
intent of generalizing from the sample to the population.

Sampling design The procedure or process used to select the sample; there
are two general types of sampling design, probability and nonprobability.

Sampling frame See Accessible population.

Scatterplots Is a plot or graph of two variables that shows how the score for
an individual on one variable associates with his or her score on the other
variable.

Scientific misconduct Unethical behavior on the part of the researcher(s).

Secondary source A source that provides non-original (i.e., secondhand) data
and/or information.

Selected sample The smaller group of participants who are selected from the
larger accessible population by the researcher and asked to participate in
the study.
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Semantic differential scales Questions on a survey or in an interview where
respondents are asked to rate their opinion or attitude between opposite
positions of a concept.

Simple random sampling Most basic of the probability sampling techniques;
a sample in which all participants have an equal and independent chance
of being included in the sample.

Simultaneous multiple regression A regression procedure where all of the
predictor variables are entered simultaneously.

Single-factor designs A design with only one independent variable that has
two or more levels.

Single group time-series designs Quasi-experimental designs involving only
one group in which a baseline is determined to be stable (via multiple
pretests) prior to an intervention so that the researcher can conclude that
the change in the dependent variable is due to the intervention and not
other environmental factors.

Single-group time-series design with continuous treatment Similar to the
single-group time-series design with temporary treatment. A uasi-
experimental design involving only one group in which a baseline is
determined to be stable (via multiple pretests) prior to an intervention so
that the researcher can conclude that the change in the dependent variable
is due to the intervention that is given multiple times and not other
environmental factors.

Single-subject designs A subcategory of quasi-experimental time series
designs that can be used with one or a few participants.

Skewness When the data bunch up on one side of a central tendency and trail
out on the other.

Slope The angle of the data points within a particular phase of a single-subject
design; also referred to as change in slope.

Snowball sampling A modification of convenience sampling that is used when
the participants of interest are from a population that is rare or at least
whose members are unknown to the researcher; a few participants are
identified and then asked to refer additional potential participants who
also fit into the same category.

Solomon four-group design Experimental 2 × 2 factorial design where one
intervention group receives the pre-test while the other intervention group
does not and one no intervention group receives the pretest while the other
does not; interest is in the effects of taking a pretest on the posttest rather
than the pretest scores themselves.

Source table The table generated in analysis of variance that enumerates the
sums of squared deviations from the mean of each group, the degrees of
freedom for each group, the mean squares from each group and the F ratio.

Spearman rank-order correlation See Spearman rho correlation.

Spearman rho correlation A nonparametric equivalent of the Pearson cor rela -
tion coefficient used when the data are ordinal or when other assumptions
are markedly violated.
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Specific research designs Designs that describe specific types of randomized
experimental and quasi-experimental research approaches that help to
visualize the independent variables of the study, the levels within these
independent variables, and when measurement of the dependent variable
will take place.

Sphericity assumption A statistical assumption that tests whether the cor -
relations among the scores of the different levels of a variable are equal.

Split-half methods When a test or measure is split into two halves, and then
the data from these halves is correlated.

Standard deviation Measure of variability for normally distributed data.

Standard error of the mean Standard deviation of the distribution of the
sample means.

Standard error of measurement A range of scores (i.e., confidence interval)
within which should lie a performer’s true score.

Standardized effect sizes Effect sizes that can be computed regardless of the
specific measurement scale used in the study.

Standardized personality inventories Standardized tests that measure some
trait(s) or characteristic(s) of personality.

Standardized tests Tests that follow specific guidelines. All participants take
the test under the same circumstances. Most standardized tests have a
manual.

Statistical power The probability of rejecting the null hypothesis when it is
false.

Statistical regression The tendency for respondents who score low on a
measure to get somewhat higher scores on the measure with subsequent
testing, and the tendency for respondents who score high on a measure
to get somewhat lower with subsequent testing.

Statistically significant difference When a score or value is smaller or larger
than would be expected by chance.

Steps in the research process Research process, includes steps: (a) identifying
the research problem, (b) developing hypotheses or research ques-
tions, (c) developing a research design, (d) data collection and analysis,
(e) making inferences or interpretations, and (f) deciding whether the
hypotheses should be rejected or not rejected.

Stepwise multiple regression A procedure that is similar to hierarchical
multiple regression, but the computer instead of the researcher decides
the order and how many of the potential predictors are used. The stepwise
regression procedure describes how much more each independent or
predictor variable has contributed to the prediction from the predictor
variables already used.

Strata Variables that could be used to divide the population into segments
(i.e., race, geographical region, age, gender).

Stratified random sampling Probability sampling technique in which the
population is divided into segments based on key variables, sampling from
each value of the key variable.

Subjects See Participants.
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Summated (Likert) attitude scales Method developed by Likert as a way of
measuring attitudes about particular groups, institutions, or concepts; the
term Likert scale is used in two ways, for the summated scale and for 
the individual items or rating scales from which the summated scale is
computed.

Survey Research methodology in which generally large numbers of
participants are asked to respond to a series of questions; may be interview
or questionnaire, open-ended or closed-ended, or some combination.

Survey population See Accessible population.

Systematic random sampling Probability sampling technique in which a
random number table is used to select the first participant in the study, then
each subsequent participant is systematically selected at regular intervals;
must consider whether the list of potential participants is ordered in some
way (i.e., has some recurring pattern) that will have a differential effect on
the resulting sample depending upon where the researcher started.

t test A statistical test conducted when there is an independent variable with
two levels and a scale/continuous dependent variable.

Target population Includes all of the participants of theoretical interest to the
researcher and to which s/he would like to generalize.

Test for homogeneity of the effect size Test to see whether the effect sizes
from the sample are the same as from the population.

Test–retest reliability If a test produces reliable scores, then if it is given more
than once to the same person, that person’s scores should be very close,
if not equal.

Testing A threat to internal validity, when the investigator uses repeated test -
ing or a pretest and a posttest in the study and the two are identical or
similar, resulting in a possible carryover from the pretest that might alert
the participants about the study and how they should behave.

Theoretical importance The extent to which the research questions follow from
the literature and/or theory used to support their importance.

Theoretical population See Target population.

Theoretical research Research that is performed in which there may or may
not ever be an application of the knowledge gained.

Theory A statement or group of statements that explains and predicts relation -
ships among phenomena; a set of interrelated concepts, definitions, and
postulations that present a systematic view of phenomena by specifying
relations among variables.

Theory development One purpose of research, to support the theoretical
basis of the discipline.

Title (of an article) Titles of articles should be brief but should be a selling
point for the article should give an idea of the topic and catch the reader’s
interest.

True score The average score that would result if a person were tested an
infinite number of times.

Two-by-two contingency table A table that includes frequencies of two
variables, which usually includes column and row percentages.
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Two-factor ANOVA An analysis with two between-groups independent
variables with a dependent variable is assumed to be normally distributed
without severe violations of homogeneity of variance.

Two-factor within-subjects analysis of variance A design with two inde -
pendent variables, where both variables are within-subjects (or repeated-
measures) independent variables is much less common than the two-factor
between-groups design.

Two-tailed test When the critical region for a statistical test is divided into
two sections or “tails.”

Type I error Reject the null hypothesis when, in fact, it is true.

Type II error Do not reject the null hypothesis when it is false.

Unordered categories or levels of a variable Values of the variable are not
ordered, that is, no value is more or less than another.

Validity General term for the degree to which the measurement or study
measures what it purports to measure.

Validity generalization One aspect of measurement validity. The degree to
which criterion-related evidence of validity can be generalized to a new
situation.

Validity of the measure See Measurement validity.

Value label Titles or names given to the different values of a variable.

Values of the variable Different possible characteristics, responses, measure -
ments for a given variable.

Variability The spread of the data points within any particular phase of the
study (i.e., baseline or intervention).

Variable A characteristic of the participants or situation for a given study that
has different values; a variable must have different values in the study or
it is a constant.

Variable label or name Title or name given to a variable.

Wait-list comparison-group design All participants are administered a pretest,
then half of the participants receive the treatment and the other half are
assigned to the wait-list. After the treatment, all participants are
administered another test, then the wait-list group receives the treatment
and are administered a final posttest.

Widespread interest A research question or hypothesis that is of interest to
much of the profession/field of practice.

Wilcoxon matched-pairs test A nonparametric statistics that is used in a
design in which there is one independent variable, with two levels, and
the participants undergo both conditions or pairs of participants have been
matched on a relevant variable.

Within subjects experimental design Study design in which each participant
in the research receives or experiences all of the conditions or levels of the
independent variable in order to complete the study; also called repeated
measures designs.

z scores A standard score that indicates the number of standard deviation units
that a person’s score deviates from the group mean.
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Appendix D: Answers to Even Numbered
Interpretation Questions and Odd
Numbered Application Problems

Chapter 1: Answers to Even Numbered Interpretation Questions

2. In your own words, define “research”.

Answer: Answers will vary. Answers may include that research is defined as
a systematic method of gaining new information or disciplined inquiry that
is conducted and reported so it can be carefully examined. Research also must
stand on its own merit.

Chapter 1: Answers to Odd Numbered Application Problems

1. The chapter introduced several research dichotomies: e.g., theoretical vs.
applied, laboratory vs. field, participant-report vs. researcher observation,
and quantitative vs. qualitative paradigms. Identify the appropriate end
of each of the six dichotomies for each of the following examples.
(Remember that some research projects might use both ends. For instance,
many projects incorporate both quantitative and qualitative data collection
methods; others may use both participant-report and observational
measures.)

a. To improve therapy, a researcher was interested to know if there were
differences in the physiological arousal of men and women during
arguments. She recruited 30 couples, and asked them to come to the
Happy Family Counseling Center. Couples were comfortably seated
in an attractively decorated room. The researcher placed heart rate
and blood pressure monitors on each person in the couple. They were
then instructed to identify and discuss a problem area in their
relationship for 20 minutes. The researcher recorded the heart rate
and blood pressure for each individual to determine if there were
differences between men and women in her sample.

Answer: Applied, laboratory, researcher observation, quantitative

b. A researcher was interested in learning which characteristics of
marriages were based on equality to help couple adjust. She also
wanted to learn what the benefits and costs of equality were for
women and men. She interviewed couples in their home for 3 hours,
asking them open-ended questions about previous relationships, their
marriage, the evolution of their attitudes, feelings, and behaviors, and



descriptions of how they handled conflict, intimacy, children, jobs,
and life-style issues. To analyze the data, she coded the conversation
according to common themes that emerged from the interviews.

Answer: Applied or theoretical, field, self-report, qualitative

c. A model was developed to explain a family’s response to a stressful
event. More specifically, the model was developed to explain a
family’s adaptation over time given several variables such as the
nature and degree of a stressor and the family’s resources. A
researcher is interested in determining whether this model applies to
a particular catastrophic event—the loss of one’s home to an environ -
mental catastrophe. The researcher recruits families from a town that
recently experienced an earthquake. Members of these families are
asked to complete questionnaire measures of particular variables
(e.g., family resources, perceptions of the stressor event); these
measures have been used in prior research about the model.

Answer: Theoretical, field, self-report, quantitative

3. A researcher is interested to learn the qualities of and strategies used by
dual-earner couples who are successful in balancing work and family
responsibilities. He asks each member of the couple to complete several
measures of variables that they believe will be particularly relevant, 
such as creativity, optimism, and self-esteem. He also plans to interview
each couple to learn about their strategies for balancing work and family.
These interviews will begin with the question: “What is it about you or
your life that you believe most leads to your success in balancing work
and family?”

a. Which of the above methods for collecting data is quantitative? Which
is qualitative?

Answer: Using structured questionnaires = quantitative. Interviewing with
open-ended questions = qualitative

b. If the researcher uses qualitative methods of data analysis for the
interview, how might they conduct this analysis?

Answer: Coding the words and looking for common themes among people’s
answers to the question.

Chapter 2: Answers to Even Numbered Interpretation Questions

2. What are the characteristics of a good research problem?

Answer: A good research problem should be grounded in the empirical (data-
based) and theoretical literature, examine relationships between two or more
variables, fill a gap in the literature or provide a test of a theory; be stated
clearly and unambiguously; be testable; be ethical, be feasible, and be of vital
interest to you.
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4. Why should the researcher be cautious about utilizing web sources in the
literature review?

Answer: The most trustworthy information usually can be found in refereed
journal articles. Internet sources may not be peer reviewed and may be
incorrect.

Chapter 2: Answers to Odd Numbered Application Problems

1. What is the purpose of the literature review in a research study?

Answer: The purpose of the literature review is to identify gaps in the literature,
assist in selecting appropriate methods for the present study, and to describe
inferences from past research.

3. List three sources for the literature review—what are the advantages and
disadvantages of each?

Answer: Refereed journal articles—Advantages include that this is probably
the most trustworthy information available because it has been reviewed by
peers in the field. A disadvantage to refereed journal articles is that commonly
there can be many articles available, so deciding how to narrow down your
search can be difficult. Internet websites—Advantages include easily accessible
information. A disadvantage is that some websites can include suspect infor-
mation. Dissertations and conference presentations—Advantages include that
helping to identify topics that are currently being studied and methods 
that are being utilized. Disadvantages include that dissertations and conference
presentations have not always undergone the extensive review as that of
published material.

5. Why is it important to link theory to the research problem?

Answer: Theory explains natural phenomena, which is the goal of science.
Thus, the value of the results of a study is based on the theory that was utilized
in designing and conducting the study.

7. For one of the five sample studies described in Chapter 1, answer each of
the following:

Answer: Study 1: Carnes-Holt & Bratton (2014)

a. Is this a broad or narrow research problem? Explain.

The research problem in Carnes-Holt and Bratton (2014) is to investigate
the use of Child Parent Relationship Therapy with adoptive families. This
research problem appears to be narrow, as it addresses the use of a specific
intervention with adoptive children. However, the children present with
a large range of issues and the age of the children is not specified, which
broaden the problem slightly.

b. Is this research problem of widespread or limited interest? Explain.

The research problem is of limited interest as the primary group interested
would be child psychologist; however the information gained may be
transferable to other populations.
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c. What topics in the literature might the researcher want to explore?
Explain.

Literature that the researcher many want to explore include prior uses of
the measurement tools (CBCL and MEACI), counseling methods common
in child psychology, counseling methods used with adoptive children,
counseling needs of adoptive children, and other factors that may influence
the impact of the intervention.

d. Rate the stated research problem on the different characteristics of a
good research problem—support your answer.

It appears that this research problem fills a gap in the literature. The
research problem was clearly stated. The research problem is testable by
empirical methods, and it is an ethical problem to study. The research
problem most likely will not present problems for the research. It appears
that the research problem was of interest to the researchers. Overall, the
research problem presented appears to be good.

Answer: Study 2: Arthur & Hardy (2014)

a. Is this a broad or narrow research problem? Explain.

In the study by Arthur and Hardy (2014) the research problem evalu-
ated the effectiveness of a transformational leadership intervention. 
This research problem appears to be somewhat narrow as it evaluates 
the effectiveness of one specific intervention. The lacking specificity of the
target population and the intervention content make the problem a bit
less narrow.

b. Is this research problem of widespread or limited interest? Explain.

The research problem seems to be of widespread interest because many
would be interested in the effectiveness of different leadership inter -
ventions.

c. What topics in the literature might the researcher want to explore?
Explain.

The researcher would want to investigate literature regarding different
leadership styles, and the four components of the intervention (trans -
formational leadership; vision, support, and challenge; motivation; and
coaching skills) and why they are to be included in the intervention.

d. Rate the stated research problem on the different characteristics of a
good research problem—support your answer.

It is unclear if the research problem fills a gap in the literature as the
information provided does not detail any related literature. The research
problem was clearly stated. The research problem is testable by empirical
methods, and it is an ethical problem to study. The independent variable
is clearly defined; however, there is some ambiguity of the dependent
variables (Ex: How are leadership behaviors identified, defined, and
recorded?). The research problem most likely will not present problems
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for the research. It seems this research topic could be of great interest for
those interested in effective leadership styles. Overall, the research
problem presented is good.

Answer: Study 3: (Economics, 2014)

a. Is this a broad or narrow research problem? Explain.

The research problem, compared graduate business students with
education students in regard to their perceptions of professor pedagogical
content knowledge, individualized consideration, student–professor
engagement in learning, professor intellectual stimulation, and student
deep learning (Economics, 2014) is a narrow research problem. This
assessment specifically compares two groups of graduate students
regarding five specific outcomes.

b. Is this research problem of widespread or limited interest? Explain.

This research problem is of limited interest as the research seems only to
be applicable to educators in the business and education fields.

c. What topics in the literature might the researcher want to explore?
Explain.

The researcher would want to explore the topics of professor pedagogical
content knowledge, individualized consideration, student–professor
engagement in learning, professor intellectual stimulation, and student
deep learning.

d. Rate the stated research problem on the different characteristics of a
good research problem—support your answer.

There is no information provided regarding prior research. The research
problem was clearly stated. The research problem is testable by empirical
methods, and it is an ethical problem to study. The research problem will
not present problems for the research. It is unclear whether the research
problem was of interest to the researchers. Overall, the research problem
presented appears to be good.

Answer: Study 4: (Tomko & Munley, 2013)

a. Is this a broad or narrow research problem? Explain.

This research problem examines “psychologists’ attitudes and judgments
towards older adults” and is very narrow. This is because it examines one
specific topic in one specific discipline.

b. Is this research problem of widespread or limited interest? Explain.

The interest in this topic is likely to be limited to psychologists. However,
other areas of mental health and education might find this of use.

c. What topics in the literature might the researcher want to explore?
Explain.

The researchers may want to explore the topics of “attitudes” and
“judgments” specifically to define those terms. They then may want to
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narrow the focus to examine studies that looked at attitudes and judgments
of mental health professions towards their adult clients. Of course, they
may want to explore the literature on all the attribute variables and their
combinations as they relate to the outcome variables.

d. Rate the stated research problem on the different characteristics of a
good research problem—support your answer.

The information does not indicate whether this study fills a gap in the
research. The research problem is easy to identify; however, the variables
of “attitudes” and “judgments” are not well defined. This problem is tested
using empirical methods. This topic is not only ethical, but may help
improve ethics in the profession. However, it is not clear how participants
were treated, so the ethics of the research process are not clear. One may
assume that the researchers found the study interesting, since they
conducted it. Overall, a clearer definition of the terms and more
articulation about the background literature and ethics would make this
better.

Answer: Study 5: (Oliveira et al., 2013)

a. Is this a broad or narrow research problem? Explain.

This study examines student engagement with research in one specific
institution. This is a very narrow research problem since it is concerned
with a specific place and topic.

b. Is this research problem of widespread or limited interest? Explain.

The research question may be of widespread interest by other institutions
that are interested in research engagement. However, since it used
descriptive statistics, the usefulness of this study’s results is moot; it
makes no statistical inferences.

c. What topics in the literature might the researcher want to explore?
Explain.

The researchers would want to explore topics such as perceptions of
research, obstacles that deflect research interest, and best times to teach a
research class. This could include multiple disciplines, but should narrow
to medical students.

d. Rate the stated research problem on the different characteristics of a
good research problem—support your answer.

Very little information was given regarding previous research; therefore,
the extent to which this study fills a gap is unknown. However, this study
may fill a gap for the institution at which it was conducted, and it may
help other institutions conduct similar surveys. The research problem was
not explicitly stated and was generated by drawing an inference from the
information. This study seems ethical, though more background inform -
ation is needed to make a definite conclusion. It seems that the research
problem was of interest to the authors, but this comes from the assumption
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that they are involved in medical research education at the institution
where it was conducted. Depending on the goals of the study, the research
problem seems okay, though more direct clarification of that problem
would improve the reader’s ability to identify it, and more background
literature would support the existence of any gaps the authors are trying
to fill (or not to fill).

Chapter 3: Answers to Even Numbered Interpretation Questions

2. What is the difference between attribute and active independent variables?

Answer: An attribute independent variable has preexisting attributes of the
persons or their ongoing environment that do not change during the study.
An active independent variable has at least one level of which is given to a
group of participants, within a specified period of time during the study.

4. How can you tell the difference between a variable and a level?

Answer: A variable has to have at least two levels, but a level is a single value.
In some cases a level may be a range of values (e.g., ages 21–30), but in these
cases the values in a given range are treated as if they were all the same (e.g.,
young adult or given a single group code such as 3).

Chapter 3: Answers to Odd Numbered Application Problems

For each research hypothesis (1–9), provide the information requested in a–g:

a. Name the independent/antecedent/predictor variable.
b. Name the dependent/outcome variable.
c. Give an operational definition of each variable. If active, how might

the independent variable be manipulated? If an attribute, how will
the attribute be measured? How will the dependent variable be
measured?

d. Is the independent variable active or an attribute?
e. How many levels of the independent variable are there?
f. Are the levels ordered or nominal?
g. Is the population of interest named? What is it?

1. Family conflict is associated with absenteeism rate in clerical workers.

Answer:

a) Family conflict
b) Absenteeism rate
c) IV = Family conflict score obtained with a standardized instrument; DV

= Number of hours missed from work per month of employment
d) Attribute
e) Many
f) Ordered
g) Clerical workers
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3. The number of faculty members at a committee meeting is related to the
length of the meeting.

Answer:

a) Length of meeting (could be DV)
b) Faculty members present at meeting (could be IV)
c) IV = At the end of a university’s faculty meetings record the length of

time of the meetings, and record the length of time of the meetings. DV
= Record the number of faculty members present at end of each meeting.

d) Attribute
e) Many
f) Ordered
g) Faculty members

5. Voters’ political party is related to their attitude toward gun control.

Answer:

a) Political party (could be DV)
b) Attitudes toward gun control (could be IV)
c) IV = questionnaire survey with specific political party choices. DV = Gun

Attitude Questionnaire
d) Attribute
e) Several levels (Republican, Democrat, Reform, other)
f) Nominal
g) Voters

7. Students given an exercise program have reduced levels of stress.

Answer:

a) Exercise program
b) Stress levels
c) IV = Specially designed exercise program—2 hours each day in university

gym for 1 month’s duration. Could randomly assign students to either
exercise program or control group (no exercise). DV = Stress Level
Questionnaire

d) Active
e) 2 levels (exercise program and comparison group)
f) Nominal
g) Students

9. Participation in an anxiety reduction workshop is related to test
performance.

Answer:

a) Anxiety reduction workshop
b) Test performance
c) IV = Assignment of participants to a treatment (anxiety reduction

workshop) or no treatment group. Operational definition would entail a
detailed description of the nature of the treatment and the control group
conditions. DV = Graded word comprehension test appropriate to the level
of the participants.
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d) Active
e) 2 levels (participation in workshop or no participation) f)

Nominal
g) No population is specified

11. What kind of independent variable (active or attribute) is necessary to infer
cause?

Answer: Active

13. Compare and contrast associational, difference, and descriptive types of
research questions.

Answer:
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Associational Difference Descriptive

Similarity Has two or more
variables

Has two or more
variables

Has one variable

Contrast Indicates the
relationship between
the two variables.
Each variable usually
has 5 or more levels

Compares groups of
participants

Describes
characteristics of
group/subjects on
one variable at a
time. There is no
attempt to show
relationships

15. Using one or more of the following variables, religion, achievement test, and
anxiety:

a. Write an associational question.

Answer: Is the level of anxiety experienced by students associated/correlated
to their achievement on standardized tests?

b. Write a difference question.

Answer: Do students who are affiliated with the Catholic Church report higher
levels of stress than students who are affiliated with the LDS Church?

c. Write a descriptive question.

Answer: What was the mean anxiety score for all students in the study?

Chapter 4: Answers to Even Numbered Interpretation Questions

2. What is the main difference between experimental and nonexperimental
approaches?

Answer: The experimental approach has an active independent variable 
such as an intervention, new curriculum, or treatment. The nonexperimental
approach has an attribute independent variable and includes survey and
observational research.



Chapter 4: Answers to Odd Numbered Application Problems

1. Listed below are some differences among the five approaches to research.
Match the description (A–E) that best fits the type of approach (a–e).
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a. Experimental __ c __ A. Compares groups

b. Quasi-experimental __ e __ B. Asks questions that describe the data

c. Comparative __ b __ C. Examines causality

d. Associational __ d __ D. Associates the many levels of one
variable with the many levels of another

e. Descriptive __ a __ E. Randomized assignment, tries to
determine causality

Which research approach best describes the following five scenarios (2–6)?
Why?

3. A study is done to investigate type of classroom seats and test perform -
ance. The participants are from two English classes at a local high school.
One class is assigned to meet in a room with pillows on the floor for seats.
The other class is to meet in a traditional classroom.

Answer: Quasi-experimental. The classes are intact groups; there is no random
assignment of students to groups or conditions. A condition, types of seats
(the IV), is being actively given differentially to the two English classes.

5. A study is done to analyze whether a high level of stress (measured on a
0–100 scale) is related to a high level of loneliness (measured on a 0–100
scale).

Answer: Associational. This study is examining the relationships between two
ordered variables with many levels.

7. You have two different rehabilitation settings at your disposal. Describe
how a randomized experimental design would differ from a quasi-
experimental design.

Answer: For an experimental study, the researcher randomly assigns patients
to each treatment facility. For quasi-experimental, the researcher may assign
a treatment for one group and have the other be a control group or the
researcher could look for outcomes from clients who have chosen the center
on their own or were assigned to the center for another reason (e.g. close to
doctor’s office).

Chapter 5: Answers to Even Numbered Interpretation Questions

2. How does random assignment affect bias?

Answer: Random assignment should eliminate bias on all characteristics before
the independent variable is introduced.



4. What differentiates randomized experiments from quasi-experiments?

Answer: The difference between randomized experiments from quasi-
experiments is that randomized experiments have random assignment to
groups.

Chapter 5: Answers to Odd Numbered Application Problems

For each of the three scenarios (1–3), identify:

a. The independent variables. For each, state whether it is active or
attribute

b. The dependent variables
c. The specific design name (e.g., posttest-only control group design).

If the approach is quasi-experimental, evaluate its strength.

1. You are a researcher in science education who is interested in the role of
diagrams in instruction. You wish to investigate whether using diagrams
in place of text will facilitate comprehension of the principles and concepts
taught. To do so, you have developed a 12th-grade physics unit that
incorporates the liberal use of diagrams. You plan to compare students’
knowledge of physics before and after the instructional unit. You will teach
one of your classes using the diagram unit and the other using the text-
only unit.

Answer:

a) Instructional unit. Active, manipulated by the researcher
b) Physics knowledge
c) Pretest–posttest nonequivalent comparison group design
d) Moderate strength quasi-experimental: assigning treatments non-

randomly to groups that are probably similar

3. A researcher wants to study the effects of social worker support on
homeless peoples’ job attainment. There are two similar mission sites. A
social worker spends a month at one of the sites, but not the other. The
people at the sites did not differ in average age, gender, and education.
At the end of a year, she collects the following data on the two groups
from labor department records for the previous 2 years: monthly totals of
the number of days of employment.

Answer:

a) Presence of social worker: yes or no. Active, but not manipulated by the
researcher

b) Number of days of employment each month for 2 years (24 data points)
c) Multiple group time series design with temporary treatment
d) Pretty strong quasi-experimental: two groups probably similar and 12

pretest measures

5. Health educators administering a large wellness program are interested
in whether structured classes or support groups seem to have the greater
influence on “healthy” attitudes toward food. Individuals voluntarily
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sign up for either the classes or the support groups. Their plan is to
randomly select 30 participants from the classes and 30 from support
groups and (with their permission) to administer an eating attitudes
instrument as a pretest and as a posttest to assess change in attitudes over
time. One of the health educators expressed the concern that taking the
eating attitudes test prior to the course would have an effect on posttest
scores because participants will already be familiar with items on the
instrument and may attempt to provide the “socially desirable” response.
Practice effects would be an issue. What could they do to address this?

Answer: Use the Solomon four-group design to see if the pretest makes a
difference.

7. Subjects are matched in pairs on key attribute variables of test scores and
age, and then the children in each matched pair are randomly assigned
to one of the two groups, one receiving the intervention and one receiving
no intervention.

a) What specific type of design is this? Explain.

Answer: Randomized experimental design with matching. See answer to
application problem number 4. The design is diagrammed as follows:

M  R  E:  X  0

M  R  C:  ~X  0

Chapter 6: Answers to Even Numbered Interpretation Questions

2. What is the purpose of a multielement design?

Answer: The purpose of a multielement design is to compare the impact of
two different treatments within the single-subject design framework.

Chapter 6: Answers to Odd Numbered Application Problems

1. A clinician has been reading about behavioral techniques useful with
young children. She has been referred several children (ages 4–5) with
biting behaviors and wishes to conduct a single-subject design to test 
the effectiveness of this new behavioral treatment. How might she do 
this as a:

a. Reversal design (ABAB)?

Answer: For one or more children, make observation and establish a baseline,
conduct the treatment and observe, remove the treatment and observe, repeat
the treatment and observe.

b. Multiple baseline across subjects design?

Answer: Observe a baseline for all children, then, at varying times, begin
treatment for each child and observe behavior again.

c. Alternating-treatment design?
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Answer: Observe baseline in all children. Start treatment A on some children
and treatment B on other children. Observe results. At same time, change
treatments from group A to group B. Observe results.

3. Compare and contrast the multiple-baseline designs (across subjects,
across behaviors, and across settings). How are extraneous variables ruled
out in each of the three designs?

Answer: Subjects: the same intervention is implemented at various times.

Behaviors: an intervention is used at various times for each behavior
Settings: a treatment is used at various times in each setting
Subjects: by taking observations when each subject is exposed to treatment
Behaviors: observations when each behavior is addressed
Setting: observations when treatment is introduced at each setting

5. An ABAB reversal design is considered to be more flexible than multiple-
baseline designs. Why?

Answer: With the ABAB design, if one treatment is not working, another one
can be substituted (ABACAC). Stable baselines are most important with the
reversal design, and the researcher has the flexibility to wait within a particular
phase of the design until the responding is stable. With multiple baseline
designs, the credibility of the design is enhanced with random assignment of
treatment to a particular participant, behavior, or setting, but flexibility is
reduced. The intervention must go ahead, even if the baseline is not stable,
while baselines of the other two participants, behaviors, or settings may be
stable. Random assignment can also create artificiality with the order of
interventions with behaviors or settings.

7. An investigator performs a multiple baseline across subjects design. He
has three participants in the study, labeled A, B, and C. All three partici-
pants will receive the same treatment. After observing the participants for
5 days, the researcher decides to start the treatment with participant B
since her baseline was the most stable. After 3 more days, treatment is
instigated with participant C since his baseline is more stable than
participant A. After 6 more days, treatment is started with participant A.
What are the advantages and disadvantages of this method of deciding
the order of treatment?

Answer: The advantage to this approach is that the investigator is trying to
ensure that each participant has a stable baseline before instigating treatment.
This helps ensure that there are no external influences affecting the
performance of the participants. Internal validity is enhanced by decreasing
the effects of extraneous variables prior to initiating the treatment. The
disadvantage is that there is no random assignment of treatment to the different
participants. Random assignment is one of the criteria that lends credibility
to the multiple baseline design, and lack of random assignment of participants
to treatment order makes this a weaker quasi-experimental design (affects
internal validity).
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9. The following single subject study is an ABA design. Cathy was having
a difficult time succeeding at her mail sorting job. Her job coach decided
to try a new cueing system with Cathy, which involved verbal redirects
when Cathy’s attention would get off of her work. For the baseline period,
the job coach counted how many letters Cathy could sort in 15 minutes.
After eight measurement periods, Cathy had a stable baseline. Her job
coach then instituted the verbal redirects, and measured Cathy for eight
more measurement periods. After this, the job coach stopped the redirects
and measured Cathy for the last eight measurement periods. The measures
for each section are listed below:

A B A

50 65 60

60 70 65

35 70 65

45 75 70

50 80 65

50 85 60

50 90 65

a) Graph the measurements.

Answer:

b) Describe how variability, level, and slope relates to the graph.

Answer: The mean level of B is higher than that for the initial base line (A),
and B is also higher than the second A. The slope of the B line on the graph
goes up, and the slope of the A lines are flatter or less inclined. There is quite
a bit of variability in the initial trials of the first baseline (A), and also in B but
not in the second A.

c) Form a conclusion about the study.

Answer: The verbal redirects had a positive effect on Cathy’s behavior.

Chapter 7: Answers to Even Numbered Interpretation Questions

2. How does the comparative research approach differ from the randomized
experimental and quasi-experimental approaches?



Answer: The comparative approach differs from the randomized experimental
and quasi-experimental approaches because the investigator cannot randomly
assign participants to groups and because there is not an active independent
variable.

4. Can a single study have more than one approach?

Answer: Yes. It is common to find a study with one active independent variable
(e.g., treatment) and one or more attribute independent variables (e.g., gender).
This type of study combines the comparative approach with the randomized
experimental approach.

Chapter 7: Answers to Odd Numbered Application Problems

1. Describe each of the following and provide an original example of each:

a. Descriptive research approach.

Answer: The descriptive research approach does not utilize random assign -
ment of participants to groups by the investigator. There is only one variable
when using the descriptive research approach, so there is no independent or
dependent labels for the variable. The variable is not controlled by the
researcher. Finally, since there is only variable, no relationships between
variables can be included.

An example of a study conducted with the descriptive research approach
is: A researcher is interested in the amount of pain reliever taken after patients
fall and fracture a bone.

b. Comparative research approach.

Answer: The comparative research approach does not utilize random assign -
ment of participants to groups by the investigator. There are multiple (two or
more) variables, usually with 2–4 levels, and there must be an attribute
independent variable. The independent variable is not controlled by the
researcher. Finally, comparisons are made between variables.

An example of a study conducted with the comparative research approach
is: A researcher is interested in the difference between men and women in the
amount of pain reliever taken after they fall and fracture a bone.

c. Associational research approach.

Answer: The associational research approach does not utilize random
assignment of participants to groups by the investigator. There are multiple
(two or more) variables, usually with five or more ordered levels, and there
must be an attribute independent variable. The independent variable is not
controlled by the researcher. Finally, relationships between variables are
investigated.

An example of a study conducted with the associational research approach
is: A researcher is interested in the relationship between the amount of pain
reliever taken and level of pain experienced after patients fall and fracture a
bone.
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3. What do we mean by qualitative nonexperimental research approaches?

Answer: The qualitative nonexperimental research approach is most similar
to the descriptive research approach, but with verbal rather than numerical
data, collected through interviews and observations. The verbal data would
be presumed to provide richer and more nuanced descriptions. Inferential
statistics would most likely not be conducted with the qualitative nonexperi -
mental research approach.

Choose which quantitative research approach best describes the following
three scenarios. Describe why. Also identify the independent and dependent
variable.

5. A grade school teacher is interested in whether more males or females
use their left hand as their dominant hand. She asks her class of 28
students to write down whether they are right- or left-handed.

Answer: The quantitative research approach that best describes this scenario
is a descriptive research approach. There is only one variable, so there is not
an independent and/or dependent variable. Since there is not an independent
variable it is not controlled by the researcher and is not an active variable. No
relationships between variables can be investigated because there is only one
variable.

7. You are interested in the relationship between regions of the United States
(Northeast, Southeast, Midwest, Rocky Mountain West, and the West
Coast) and body mass index.

Answer: The quantitative research approach that best describes this scenario
is a comparative research approach. There is no random assignment of
participants to groups by the investigator, the independent variable (regions
of the United States) is an attribute variable and is not controlled by the
investigator. There are two to four levels of the independent variable. And the
researcher is interested in comparing the regions on the dependent variable,
which is body mass index.

Chapter 8: Answers to Even Numbered Interpretation Questions

2. In your own words, define internal validity.

Answer: Answers will vary. The extent to which the results of a study can be
attributed to the treatments or independent variables and not flaws in the
study.

Chapter 8: Answers to Odd Numbered Application Problems

1. Match each research example with the traditional threat to internal validity
that it contains. How could the design be modified to reduce the threat
in each example?

a. Maturation
b. History or environmental events
c. Repeated testing

520 Appendices



d. Instrumentation
e. Selection (assignment)
f. Mortality or attrition
g. Statistical regression

___ A control group takes a pretest about social studies knowledge. Some
of them are intrigued and decide to read up on the topic before the
posttest. b

___ The research assistants become bored and don’t do their observations
as carefully near the end of the study. d

___ An experiment is conducted to assess a new history teaching method.
School districts that volunteer serve as the experimental group and
those that don’t volunteer serve as the control group. e

___ A researcher is interested in the long-term effects of an election on
the political attitudes of voters. Prior to the election, the views of 100
voters are assessed. Afterward the researcher is able to reassess the
attitudes of 74 voters. f

___ An event other than the manipulation of the independent variable
occurs between the pretest and the posttest. b

____ At the start of the school year, the math achievement of a group of
children is assessed. They have improved scores at the end of the year
after being exposed to a new math program. a

___ A psychiatrist selects a group of patients with very serious symptoms.
After 1 month of therapy, the patients have markedly improved. g

Using this chapter and Chapter 4, answer the following for studies 2–5:

a. What research approach was used?
b. Evaluate internal validity by (a) rating the equivalence of the groups

on participant characteristics; and (b) evaluating the control of
extraneous experience and environmental variables.

3. In this study, the researchers were interested in comparing the way three
types of reinforcement affected the conditioning of children to use the
word they when making up sentences. Subjects were brought to the lab
and then randomly assigned to three groups: (1) children in the “material”
reinforcement condition received an M&M candy immediately after using
the word they at the beginning of a sentence; (2) children assigned to the
praise condition were reinforced by the experimenter’s saying good; and
(3) children in the symbolic reinforcement condition were simply given a
plus mark.

Answer:

a. Randomized experimental research approach
b. Children were randomly assigned to groups. If the groups are adequate

size (N > 30), equivalence of the groups should be: HIGH. The partici-
pants were tested in a laboratory setting so there was some attempt to
control for experiences/environment. Control for extraneous experiences:
MEDIUM TO HIGH.
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5. The organizers of a required week-long graduate course were interested
in which one of two teaching/training approaches was most effective. Two
sections of the course (on trauma assessment and intervention) were
taught. One teacher used a traditional structured didactic approach. The
other teacher used a new approach/ curriculum, incorporating a high
proportion of experiential components. One section met in the afternoon
and the other section in the morning. Students could sign up for either
session. However, the instructors were unknown to the students, and the
students had no prior awareness of the differing approaches/curriculums.
The sections were of equal size and the students were demographically
similar. Students were pretested to assess their prior knowledge, and at
the end of the course students were tested on the content of the course.

Answer:

a. Quasi-experimental approach.
b. The students were self-assigned to the two sections, but they did not know

the teacher or type of intervention, and they were pretested to check for
differences prior to the intervention. The students were demographically
similar. Equivalence of Groups: MEDIUM (if pretests similar). No attempt
was made to control the environment or student experiences. One section
met in the afternoon, and one section met in the morning. Pretest–posttests
(repeated testing) might also affect internal validity. Control of extraneous
experiences: LOW.

Chapter 9: Answers to Even Numbered Interpretation Questions

2. When would you use nonprobability sampling?

Answer: Nonprobability samples are used when probability samples, which
rely on random or systematic selection of participants, are not feasible.

4. In your own words define external validity.

Answer: Answers will vary. External validity is the extent to which the samples,
settings, treatment variables, and measurement variables can be generalized
beyond the study.

Chapter 9: Answers to Odd Numbered Application Problems

1. A researcher distributed questionnaires (surveys) to all employees of a
municipal agency to obtain feedback regarding their jobs at this particular
agency. Of 720 questionnaires distributed, 605 completed, usable surveys
were returned. In this project what was (a) the target population?; (b) the
accessible population?; (c) the selected sample?; and (d) the response rate?
Was any sampling done? Evaluate the external population validity overall.

Answer: a, b, and c) the target population, the accessible population, and the
selected sample are the same as they are all the employees at this municipal
agency d) the response rate is 84 percent. Since the target population is
relatively small and narrowly defined, no sampling was done. The assumption
here is that the researcher is in fact only interested in this agency and not in
broader generalization.
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External population validity: The theoretical population = the accessible
population = the selected sample. The return rate of 84 percent is excellent.
There is HIGH population validity.

3. The county office on aging is interested in the perceived needs of older
adults in their service area. A telephone survey is planned. A systematic
random sample of 25 percent older adults with birth dates prior to 1938
is generated from voter registration lists. Describe how this would be done
and then discuss the strengths and weaknesses of the external validity of
this approach.

Answer: To begin with, all the possible participants for the survey would be
listed and assigned a number. Because we want 25 percent of this population,
we would use the random number table to select a number between 1 and 4.
If we randomly selected the second person on the list as the first participant,
then we would systematically select every fourth participant, starting with the
second person in the list. We would continue selecting every fourth person
until we had 25 percent of the total population and the end of the list. This
sampling technique requires that the population is finite and that there is a
list or directory of the persons in the population (we have these conditions
with this example). This type of sampling technique will work when the
population is fairly large (we don’t know the size of this population). This
approach can be a problem if the list is ordered in some way with a recurring
pattern (there is no reason to assume that this would be a problem with this
population).

5. A researcher has a limited research budget, so he decides to look only at
the high schools within a Midwestern community of 50,000 people. There
are three high schools. He makes a list of all the students for each grade
level (8th–12th). He randomly samples ten students from each of the
grade levels at each school (150 students total). Name and critique the
sampling used in this study.

Answer: The accessible population = students of the three high schools. The
researcher stratifies them by grade and school, and since ten students are
chosen from each grade level, there is no assurance that the numbers per grade
level reflect the actual proportions of students per grade in the accessible
population. This is stratified random sampling with at least somewhat
differential proportions. To describe the high schools, the researcher will need
to weight responses from each grade in proportion to the total number in each
grade, rather than averaging the responses from the samples of ten.

7. Dr. G. is evaluating a large government grant. The purpose of the grant
is to revise how mathematics and science education courses are taught at
the community college and university level. There are 20 community
colleges and ten universities involved with the grant, each with one
science education course. Describe how you would carry out the procedure
for a 50 percent sample:

a. simple random sample
b. stratified random sample
c. cluster sample
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Answer: a) Simple random sampling: all the students in science courses from
all the community colleges and universities would be listed and randomly
sampled using a random number table. b) Stratified random sample: the
researcher would randomly sample science courses from the colleges and
universities to represent the actual proportions of colleges and universities in
the accessible population (67 percent college: 33 percent university). c) Cluster
sampling is a two-stage sampling technique. The universities would comprise
one cluster, and the colleges would comprise a second cluster. The second stage
would consist of randomly selecting some of the cases (universities or colleges)
from each of the clusters. In addition, a third step would include a random
sampling approach to select some or all of the science courses from those cases
randomly selected from the two clusters.

Chapter 10: Answers to Even Numbered Interpretation Questions

2. What are the three measures of central tendency?

Answer: The three measures of central tendency include the mean, median,
and mode.

Chapter 10: Answers to Odd Numbered Application Problems

1. Describe our four levels of measurement (nominal, dichotomous, ordinal,
normal); provide an original example for each.

Answer: Nominal variables are names or categories. Examples of nominal
variables include race, religion, and political affiliation. Dichotomous variables
have only two levels or categories. Examples of dichotomous variables include
gender and sides of a coin. Ordinal variables have three or more ordered
categories or levels, and the responses are not normally distributed. Examples
of ordinal variables include military rank, professorial rank, and answers 
to the question “rank the following . . .” Normal variables include ordered
categories from low to high and are approximately normally distributed.
Examples of normal variables include test scores and GRE scores.

3. Why is it important to know/determine the level of measurement for your
data?

Answer: The level of measurement influences what types of statistics can be
used. With experimental, quasi-experimental, and comparative research
approaches, the level of measurement of the dependent variable influences
the statistics that can be used. With the associational research approach, the
level of measurement for the independent and dependent variables influence
the types of statistics that can be applied.

5. For the examples that follow, state the level of measurement and your
reasoning or justification:

a. Urban, suburban, rural
b. Young, middle aged, old
c. 15, 16, 17, 18, 19, 20, 21 . . . years
d. Strongly agree, agree, neutral, disagree, strongly disagree
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Answer:

a. This example is nominal because they are not ordered, names, with three
or more levels. If the variable was population density, then these would
be considered to be ordinal based on there being ordered levels with
unequal intervals, and no normal distribution.

b. This example would be considered to be ordinal because there are three
levels that are ordered, with unequal intervals between levels.

c. This example is normal because there are more than five ordered levels
with equal intervals between the levels. Also, it is probably normally
distributed.

d. This example is normal because there are more than five ordered levels
with equal intervals between the levels. Also, it is probably normally
distributed.

7. How does the normal curve differ from the standard normal curve?

Answer: All normal curves can be divided into units or areas in terms of the
standard deviation. All normal curves can be converted to standard normal
curves by setting the mean equal to zero and the standard deviation equal to
one. This allows comparisons among normal curves with different means and
standard deviations. The standard normal distribution units are called z scores.

9. A student in a large undergraduate class (approximately 500 students)
scores one standard deviation above the mean on her first midterm. Her
score is higher than what percentage of the class?

Answer: 84 percent

Chapter 11: Answers to Even Numbered Interpretation Questions

2. In studies, what two reliability coefficients need to be reported?

Answer: The two reliability coefficients that need to be reported are the
reliability coefficients cited in the literature prior to data collection for the study
and the reliability coefficients estimated with the data from the study.

Chapter 11: Answers to Odd Numbered Application Problems

1. A researcher is interested in determining whether therapists interrupt
female clients more than male clients. He has obtained videotapes of 30
therapy sessions and plans to count the number of times the therapist
interrupts female and male clients. The researcher hires a graduate student
to count the occurrence of interruptions on all the tapes. The researcher
then hires another graduate student to count the occurrence of inter -
ruptions on 12 of the tapes. Why did the researcher hire the second
graduate student?

Answer: Reliability between observers must be established when conducting
observational studies, to make sure that the same behaviors can be observed
(detected) consistently when they occur.
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What type of evidence for reliability is the researcher concerned with?

Answer: interobserver reliability

What statistical procedure might the researcher best use to determine this
type of reliability?

Answer: The intraclass correlation coefficient (or Kappa) should be used be -
cause it corrects for chance agreements. Percent agreement between observers
could be used but it is flawed in two ways: two observers might have a high
percentage of agreement on the number of times a given behavior occurred
but they may not have detected the same instances, and this approach ignores
chance agreements.

3. What is the appropriate method (if any) for determining internal
consistency reliability for the following measures?

a. A 10-item measure of locus of control scored with true or false.

Answer: Kuder-Richardson 20 because the items use a dichotomous response
format, but Cronbach’s alpha is also appropriate.

b. An 80-item measure of intimacy scored with a five-point Likert scale.

Answer: Cronbach’s alpha

c. A one-item measure (“Whose career is given more priority between
you and your spouse?”) of relative career priority between spouses.

Answer: One cannot determine the internal consistency of a single item.
Internal consistency requires several items to make a composite score.

5. An instrument of support was used to measure perceived support from
coworkers in a mental health institution. Participants responded to four
items on a seven point Likert-like scale. Cronbach’s alpha for the (support)
scale was .79. What does this mean?

Answer: There is a moderately high internal consistency (interitem reliability)
for this measure, especially with only four items. The reliability coefficient pro -
vides evidence that the four items are measuring the same construct, although
the researcher should also conduct a factor analysis to actually determine
whether there is only one underlying dimension for the four items.

Chapter 12: Answers to Even Numbered Interpretation Questions

2. Why is it inappropriate to say a test is valid or invalid?

Answer: Validity is a property of the scores, not the test.

Chapter 12: Answers to Odd Numbered Application Problems

1. A researcher is interested in the influence of marital equality on marital
satisfaction. In reading the literature, she learns that many variables (or
factors) have been used to operationally define equality, such as shared
decision-making power between spouses, fair division of labor, and equal
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access to finances. She decides to include several of these factors in her
measure of equality. Is the researcher concerned with reliability or validity
as she makes decisions about the best way to measure equality?

Answer: When a researcher includes different measures of the (purported)
same underlying construct, she is concerned with convergent validity.

What kind of reliability or validity is she principally concerned with?

Answer: Construct validity (either convergent or factorial).

In analyzing her data, how might she determine if the variables she
measured were related to her independent variable?

Answer: She should first factor analyze her items to determine if the clustering
of the items supports the theory-based grouping of the items by factor. If 
each component of marital equality were assessed with a different scale, then
high correlations among scores on these scales would be evidence for
convergent validity. Having done this preliminary work on the structure 
of marital equality, she could test her hypothesis in two ways. She could 
collect data on concurrent validity by administering the measures of marital
equality and marital satisfaction at the same time, to see how highly correlated
the two are. Alternatively, she could administer the measure(s) of marital
equality first and then give the measure of marital satisfaction at a later time,
which would provide evidence for predictive validity. The more rigorous
approach would be to conduct an intervention to change marital equality.
Evidence for construct validity would be found if (a) changes on the marital
equality measure were observed in the intervention but not control group, and
(b) greater changes in marital equality were related to greater changes in marital
satisfaction.

Chapter 13: Answers to Even Numbered Interpretation Questions

2. Why is it best to select instruments that have been used in other studies?

Answer: It is best to select instruments that have been used in other studies
because many of them have been shown to produce reliable and valid data
with the same types of participants and for the same research purpose.

4. What are the four types of questionnaire items?

Answer: The four types of questionnaire items are open-ended questions,
partially open-ended questions, closed-ended unordered items, and closed-
ended questions with ordered choices.

Chapter 13: Answers to Odd Numbered Application Problems

1. A researcher designed a measure of work satisfaction. Part of this measure
is included in the table. Shown are pairs of words that indicate how people
feel about their work. Consider each of the word pairs and circle the
number that best indicates how YOU feel about your job/work in general.
What kind of attitude scale is this? How would you score it if a person
circled 5, 2, and 6?
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Boring 1 2 3 4 5 6 7 Interesting

Enjoyable 1 2 3 4 5 6 7 Miserable

Useless 1 2 3 4 5 6 7 Worthwhile

Answer: This is a semantic differential scale that uses sets of bipolar adjective
pairs. This scale has an item that is negative and requires reversed weighting,
so the scores to tally would be 5, 6, and 6 for a total score of 17.

3. Indicate whether the following questions are open-ended or partially
open-ended, or closed-ended ordered, or closed-ended unordered items.
Discuss the pros and cons of formatting question as shown or in another
way.

a. What is your date of birth? ___________________

Answer: This is an open-ended question. Participants can fill in the answer in
their own words. The advantage of this type of question is that there are so
many possible options, that a list of possible responses would waste space 
on a questionnaire. The disadvantages are that people may not take the time
to fill in the response or may not be truthful in providing the exact answer to
this question.

b. Do you provide special care to anyone who is ill, handicapped, or
elderly?
No _____
Yes _____
Please explain: _______________________________________________

Answer: This is a partially open-ended question that provides choices and a
space for other possible comments. The advantage is that individuals may have
other responses not captured by the closed-ended choices, and the additional
space may capture valuable information. The disadvantages are that people
often do not use this space, and open-ended comments can be difficult to code.

c. For which of the following areas of expenditure do you have the
highest priority?

Defense _____
Education _____
Health and welfare _____
Other. Please specify: _________________________________________

Answer: This is another example of a partially open-ended question where
additional space may capture more information from the participant, but
coding can be complicated by innumerable possible responses.

d. What type of work schedule best describes your work situation?

_____ standard full time (8 a.m. to 5 p.m.)
_____ flexible work hours
_____ compressed week



Answer: This is an example of a closed-ended unordered item questionnaire
item. The advantage is that answers are obtained quickly and can be quickly
scored/coded. The disadvantage is that the choices are set and the researcher-
generated list of responses may not be a complete list of possible answers.

e. Which best describes the kind of building in which you live?

_____ a mobile home
_____ a one-family house detached from any other
_____ a one-family house attached to at least one other house
_____ an apartment building

Answer: Same as d.

f. Please describe the qualities of your favorite teacher.

Answer: This is an open-ended question. The advantage is obtaining the
response of the individual in his/her own words. The disadvantages are that
it takes time for an individual to think through his/her response and to write
it out so some people may leave it blank. Many different responses are possible,
which complicates the coding/analysis procedures.

5. A researcher is interested in the degree to which therapeutic alliance (or,
the strength of the relationship between client and therapist) affects the
therapeutic outcome (or, the success of therapy).

a. If the researcher observes the sessions from behind a one-way mirror
and rates therapeutic alliance on a Likert scale, what kind of measure
is this?

Answer: This is a direct observation technique where the researcher is an
outside observer (on the observer participation continuum). On the dimension
of observer report to self-report, this is high on the observer report dimension.

b. If the researcher asks the client to report his or her perception of
alliance using a Likert scale, what kind of measure is this?

Answer: This is a self-report measure where there may be respondent bias
introduced, or the answers may be influenced by the desire to respond in a
socially desirable fashion.

c. What are the benefits and drawbacks of each?

Answer: With properly trained observers, the first approach provides more
objectivity. It is more costly, however, to have trained observers sitting behind
one-way mirrors coding data. With the self-report approach, the data are more
inexpensive (quickly obtained) but participants’ conscious or unconscious
need to say the right thing might skew the accuracy/validity of the data.
However, therapeutic alliance is not easily observed so the client’s self-report
may add useful information.
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Chapter 14: Answers to Even Numbered Interpretation Questions

2. What is the difference between confidentiality and anonymity?

Answer: Confidentiality is ensuring that private information about participants
will remain private to the researcher, and the participant will not be identifiable
in the reports or in conversations with persons outside of the research team.
Anonymity is when the participant’s name and other identifiers, such as Social
Security or school ID number, are not known and cannot be deduced by the
researcher or others.

Chapter 14: Answers to Odd Numbered Application Problems

1. What is the purpose of the IRB? When is a researcher required to obtain
IRB approval?

Answer: IRB stands for Institutional Review Board. A researcher is required
to obtain IRB approval whenever human subjects are used in research. The
IRB process is a federal one that financially penalizes institutions who 
violate IRB procedures. Many other countries have similar procedures to
protect human subjects.

3. What are the three aspects of informed consent? Give an original example
for each.

Answer: First is Information. Participants have a right to know every aspect
of the research, including what is to be learned and what the risks are. For
example, in the movie Ghost Busters, a character is trying to determine the
relationship between negative reinforcement and psychic ability. To do so, he
has attached electrodes to participant and when the participant incorrectly
“guesses” what is on a cue card, an electric shock is administered. Most of us
would not sign up for this experiment knowing what it was really doing.

Second is Comprehension. Participants must have the ability to fully
understand the research and determine the appropriateness of their own
participation. If the subjects for example, are minors or persons with a disability
that impairs their judgment, then a parent or guardian would need to give
their consent before the experiment was performed and the minor would need
to give their assent.

Third is Voluntariness. This means that the researcher cannot offer undue
reward or punishment for participation or non-participation. Again in our
Ghost Buster example, the participants were paid $5 for participation. Most
of us would not volunteer to be shocked repeatedly for so little money.

5. Explain the issue of assessing risk versus benefit in research.

Answer: The risk versus benefit issue maintains that the benefits of research
must outweigh the risks, both to individuals and to society or groups.

7. What is deception in research? Is deception ever acceptable? Explain.

Answer: Deception in research is the deliberate omission of information about
the research design, purpose, or methods. It can be acceptable to use deception
(after obtaining permission from the IRB to deceive the participants) if letting
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the participants know certain information regarding the research design,
purpose, or methods would skew the results of the study. Additionally, use
of deception may be approved by the IRB if participants are informed at the
beginning of the study that some deception will take place during their
participation. In these cases debriefing of the study with the participants is
necessary.

9. A researcher interested in juvenile probation services has developed a tool
to measure the degree to which a juvenile is at risk for repeated offenses
(scale indicates low risk, medium risk, or high risk). The researcher
reviewed initial case records of all new probationers for a 6-month period
and applied the scale to each case. He then followed the probationers for
an additional six months to determine whether the probationers were
arrested for additional offenses.

a. What ethical issues does this researcher face?

Answer: a. Did the offenders and their guardians agree to participation? Were
they fully informed? Were there undue punishments or inducements offered
for participation?

b. How would the researcher address each ethical issue from (a)?

For question 11, read the following scenario, and then answer the questions
that follow:

11. Dr. Jones, of the College of Education at Major University, is interested
in the emotional health of children. She wants to study the emotional well-
being of children raised in a traditional “religious school” setting. She
hypothesizes that these children will be emotionally “stronger” than the
general national norms. Because Dr. Jones serves on the Board of Directors
for the school, the principal, Sister Mary, readily agrees. Dr. Jones may
meet with the 5th graders and can interview all 20 students about their
family attitudes toward alcohol, tobacco, drug use, and their resistance to
violence. She also knows of a standardized instrument of emotional health.
Sister Mary determines that the assessment of the children’s emotional
health will be useful information for the school to have in the students’
records, so students will be told the interviews are part of the class.
Because it is part of the class assignment, there is no need to especially
inform the parents. Besides, notices sent to parents never come back when
they are sent out in lunch boxes anyway! The 20 students are about evenly
split between boys and girls, three Cuban students attend, and the rest
are Caucasian. Along with the standardized psychological instrument, she
should be able to “snapshot” the children reasonably well and differentiate
well-being by gender, ethnicity, and family attitudes.

a. Who are “the players” (both apparent and not apparent), and what
might be their issues?

Answer:

Dr. Jones, the researcher, is interested in recruiting as many students as
possible and obtaining as much information as possible from the children. 
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In addition, Dr. Jones has a directional hypothesis that she wants to confirm
with the data she collects.

Sister Mary, the school principal, is interested in promoting the image of her
school and having information about the children that may be helpful in
understanding them. She should also be interested in the welfare and privacy
of the children. The children (and their families) deserve protection related
to human research participation. Because the children are not capable of
understanding all of the issues involved with informed consent, their legal
guardians should be informed of the research and act responsibly on the
children’s behalf. The parents may well be concerned about privacy and not
want to be included because the interviews are planned to ask about sensitive
family attitudes.

Other players include the school’s Board of Directors. The Board would have
an interest in participating and demonstrating that the school’s children are
more emotionally healthy than the norm. Major University’s Institutional
Review Board would want to ensure that Dr. Jones is adhering to the principles
and policies related to Human Research participation.

b. Which Belmont Report principles (respect for person, beneficence, or
justice) pertain, and how?

Answer: They all pertain. Respect for persons: Because the children are incapable
of acting as autonomous agents and understanding the risks and benefits of
the research, their legal guardians should be informed so that they can give
voluntary informed consent for their children’s participation in the research.
A researcher is also obligated to consider any potential conflict of interest
between the children and their legal guardians. The children should also
assent to the procedures. Beneficence: No harm should be done to the children,
and the benefits to them should be maximized. Justice: Research should not
be exploitative, and those who give the most should benefit the most. In the
case of this research, Dr. Jones needs to clearly specify the risks and benefits
of the study, stressing the benefits to the children from their participation in
the study.

c. What questions might an institutional review board have about this
project?

Answer:

• What information about the research will be conveyed to the children and
their caregivers?

• How will voluntary informed consent be obtained from the children and
their caregivers?

• How will voluntary participation be assured?
• How will confidentiality of the information gained be handled?
• What are the risks and benefits to the children (and their caregivers) from

participating in the study?
• Are there any conflicts of interest that might jeopardize the ethics of the

proposed research? If so, how will these potential conflicts of interest be
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addressed by the researcher to ensure that the rights of the children (and
caregivers) are fully acknowledged and maintained?

d. Should the project be approved as currently proposed?

Answer: No. Information about the study is not being shared with the children
or their caregivers. Voluntary informed consent is not being obtained. Family
privacy is being breached because data from each child will be placed in 
their records. Also, with the small number of Cuban children in the class, their
results are likely to be identified individually if the results are reported by
ethnicity. There is no evidence that participation in the study will benefit 
the children or their families. There are considerable conflicts of interest: the
researcher, the principal, and the Board of Directors may be more concerned
about demonstrating that the school’s children are more emotionally healthy
than the norm than about risks and benefits to the children.

e. How could the project be redesigned to address some of the IRB’s
concerns?

Answer: A cover letter describing the purpose of the study, the procedure, the
risks and benefits to the children, and issues of privacy should be sent home
to the parents. Parents should be allowed to talk with the researcher about
any concerns or issues related to the research. Participants should include only
those children who assent and whose parents voluntarily sign an informed
consent form. Children and parents should know that they can withdraw at
any time from the study. Every effort should be made to ensure the privacy
and confidentiality of the children, and these efforts should be detailed in the
research proposal. For instance, the school should not have access to individual
students’ reports about family attitudes about drug use. Probably a more
neutral researcher should conduct the actual interviews (due to Dr. Jones’
biases).

13. At a large university a researcher wants to find out if graduate students
have better decision-making skills than undergraduates. The researcher
tells 30 graduates and 30 undergraduates that he will give them $50 each
if they complete a difficult decision task. After the results were tabulated,
the researcher posts the students’ social security numbers and decision-
making score on her door so the students can know how they did on the
task.

Answer: Respect for persons: Although the researcher provided some inform -
ation about the study to the students, it is not clear that the students were
given all the information necessary to make an informed decision about
participating in the research. Were they informed that they could withdraw
from the study and whether that would affect their payment? Beneficence:
Assuming that the students were appropriately informed about the risks and
benefits of the study, students apparently were not harmed or deceived, and
they were compensated for their participation in the study. Justice: The research
does not seem to be exploitative, assuming that students were informed that
they could withdraw at any time. Risks and benefits to the students were
apparently fairly distributed. In addition, privacy was partially addressed by
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using a code, but social security numbers are not appropriate. Also, students
were somewhat debriefed by being allowed to see how they did on the task. In
addition, researchers should make themselves available after the study to
answer students’ questions or concerns about their scores.

Chapter 15: Answers to Even Numbered Interpretation Questions

2. What is the most important reason for reducing the number of measures
in a survey?

Answer: The most important reason for reducing the number of measures in
a survey or questionnaire is data analysis. If the measure, such as a
questionnaire, has 15 items, comparisons between the treatment and control
group would require 15 statistical tests. Although the computer could easily
perform 15 comparisons, a problem results because the 15 items are most likely
not independent from each other; that is, many of the items are measuring similar
concepts. Performing this many statistical tests inflates the significance level
such that comparisons between groups on many items might yield statistically
significant results when, in fact, they are not statistically significant. Therefore,
when the researcher has a dependent variable such as a test, survey, or
questionnaire, with numerous items, it is important to reduce the number of
items so that they can be analyzed statistically.

Chapter 15: Answers to Odd Numbered Application Problems

1. What steps or actions should be taken after you collect data and before
you run the analyses aimed at answering your research questions or
testing your research hypotheses?

Answer:

• Check the completed questionnaires for problems such as missing data,
misleading data, obvious errors, and nonsense data. Check for problem
data in the participants’ responses as an example, someone with a 5.6 GPA.

• Code the data. Assign numbers to each mutually exclusive level and add
values (numbers) to any value labels. In general it is better to use higher
numbers for more positive responses so that you don’t trick yourself when
you analyze the data. Thus a more positive number relates to a more
positive response.

• Be sure that each variable for each case occupies the same column on your
data input spread sheet (e.g. SPSS, Excel, SAS).

• Supply value labels and variable labels to your data set so that printouts
are easily read and understood by all those reviewing the data outputs.

• Print the codebook or data dictionary. This allows for you to check your
value labels, variable labels, and provides an easily accessible reminder
of how you set up your data later on.

• Enter the data and check for problems. Review the data as displayed on
the spreadsheet. Look for obvious errors especially out of line numerical
values and missing data issues.
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• Run descriptive statistics and check the data. This is a key to finding most
errors. Look at the maximum and minimum values. Are they within the
correct ranges. For example a mean of 5.2 on a 4.0 scale probably means
there is a coding error. Likewise, the mean and standard deviation values
should make common sense. An example might be a mean of 3.7 GPA of
a normal undergraduate class with 100 students in it. Logic and past
experience would make us question this value., probably isn’t right.

3. Why would you print a codebook or dictionary?

Answer: So that others can properly understand and interpret your data and
so that there is a record of your coding in the event of unforeseen circumstances
that prevent you from being able to complete the decoding. It is not unusual
to come back to data sets a month or two after some analysis and find that
you have forgotten how the data were coded. Likewise, students often try to
explain data sets to their adviser and find they cannot answer the adviser’s
questions related to how the data are coded. The codebook helps in answering
these questions and keeping you the researcher reminded of the how you set
up the variable values, variable names, and value labels.

5. If the university in the example allowed for double majors in different
colleges (such that it would actually be possible for a student to be in two
colleges), how would you handle cases in which two colleges are checked?
Why?

Answer: I would list all colleges as a separate variable to check (e.g. check all
that applies). This way any double majors would be represented. Even if check
all that apply is not one of the options, the researcher can code this as two
separate variables if it applies to a lot of students in the data base. Often
however, it is not worth setting up separate variables for a case like this, if
there are only one or two cases in the data set. In such a case with only a few
responses of double counting the research can omit that data point for that
question only (not the person from the study).

7. Provide another example of how you might use Cronbach’s alpha and
factor analyses to reduce 20 items on a questionnaire to four new variables.

Answer: A researcher is interested in discovering students’ attitudes about
alcohol and drug abuse and their attitudes about their family environment
before college. The researcher develops an instrument with 20 questions (10
in each of the construct areas of alcohol attitudes and attitudes toward their
family).

The researcher can run a Cronbach’s alpha on pilot data. After internal
consistency is established, the researcher can run exploratory factor analysis
to see how each of the areas holds together. Of the ten items in each category,
some items would most likely load low say below .40. These items can be
removed to shorten the instrument yet get at the same construct with almost
an equal effect.

Then the researcher should run Cronbach’s alpha again to see how the
changes affected internal consistency reliability and adjust the reliability
accordingly.
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Chapter 16: Answers to Even Numbered Interpretation Questions

2. What is the difference between a null hypotheses and an alternative
hypothesis?

Answer: The null hypothesis is what is being tested and it is hoped that it is
rejected. The alternative hypothesis is the opposite of the null hypothesis.

Chapter 16: Answers to Odd Numbered Application Problems

For problems 1 and 3, provide nondirectional and directional alternative
hypotheses.

1. There is no difference between reform teaching methods and traditional
teaching methods in students’ mathematics achievement data.

Answer: Nondirectional: There is a significant difference in the population
between students’ average mathematics achievement scores for reform
teaching methods versus traditional teaching methods. Directional: In the
population, students’ mathematics achievement mean for the reform teaching
methods is greater than students’ mathematics achievement mean for
traditional teaching methods.

3. There is no difference between exercise and no exercise in cardiovascular
health.

Answer: Nondirectional: In the population, there is a significant difference in
the means for cardiovascular health for the exercise group versus the no
exercise group. Directional: In the population, the mean score for cardiovascular
health will be less for the no exercise group than for the exercise group.

For problems 5 and 7, describe in words the type I error, the type II error, and
the two correct decisions.

5. A study is performed to determine whether reform teaching methods are
better than traditional teaching methods.

Answer: The null hypothesis is: There is no significant difference in the
population between group means for reform teaching methods versus
traditional teaching methods.

Type I error: The null hypothesis is rejected when it is true. The researcher
assumes there are significant differences, when in fact, there are none.

Type II error: The null hypothesis is not rejected when it is false. The researcher
assumes that there are no significant differences, when in fact, there are.

Two correct decisions: The researcher assumes that there are no significant
differences and does not reject the null hypothesis when it is true; and the
researcher assumes that there are significant differences and rejects the
null hypothesis when it is false.

7. A study is performed to determine whether those who exercise have lower
resting heart rates than those who do not exercise.

Answer: The null hypothesis is: There are no significant differences in the
population in mean resting heart rates for those who exercise versus those
who do not exercise.
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Type I error: (See answers for 5 and 6)
Type II error: (See answers for 5 and 6)
Two correct decisions: (See answers for 5 and 6)

9. What are two general problems with null hypothesis significance testing?
How can these problems be alleviated?

Answer: 1) The first problem concerns the interpretation of a statistically
significant difference based on an all-or-none decision, rather than acknowl-
edging a probability of uncertainty. To remedy this problem, confidence
intervals can be used. In order to determine how close our difference between
two sample means is to our population difference between means, we can
create a confidence interval. 2) The second problem is that a statistically
significant outcome with NHST does not indicate the size of the outcome or
effect. To remedy this problem, an effect size can be used. An effect size is
defined as the strength of the relationship between the IV and the DV.

11. A school psychologist is interested in testing a new intervention for
bullying behaviors in elementary school boys.

a. What would be her null hypotheses?

Answer: There is no significant difference in the population between group
means on bullying behaviors for those students in the intervention group and
those in the control group.

b. What would be an alternative directional hypothesis?

Answer: Students in the intervention group present significantly less bullying
behavior than students in the control group.

c. What would be an alternative nondirectional hypothesis?

Answer: There is a significant difference in the population between group
means on bullying behaviors for those students in the intervention group and
those in the control group.

d. How might she reduce Type I error?

Answer: She could decrease the alpha (�) by using .10 instead of .05.

e. What could she do to reduce Type II error?

Answer: She could increase power by increasing alpha (i.e., set at .10 instead
of .05), using a directional hypothesis, decreasing the error variance, and/or
increase the sample size.

For question 13 use Table 16.1.

13. A colleague has just performed a study. A t test had failed to demonstrate
a significant difference between his treatment and control groups. The
effect size was .4. He had 15 participants in each group. How much power
did he have in this study? What was the probability of a type II error?

Answer: The researcher had power of .18, which is very low. The probability
of a type II error is .82.
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15. One method of gaining power is to reduce error variance. How is this
accomplished without increasing sample size?

Answer: There are two methods for reducing error variance. First, the
researcher could try to make the groups as homogeneous as possible. The
second method is to use a measure that provides data with a high level of
reliability.

Chapter 17: Answers to Even Numbered Interpretation Questions

2. Why should effect sizes be reported?

Answer: Effect sizes should be reported because, with large samples, one can
have a very weak relationship (a small effect size), but it nevertheless can be
statistically significant.

Chapter 17: Answers to Odd Numbered Application Problems

1. Compare and contrast the evidence-based approach with the null
hypothesis statistical testing discussed in Chapter 16.

Answer: The evidence-based approach is about the reliability of findings
through utilizing an accumulation of evidence through multiple studies. On
the other hand, the null hypothesis statistical testing (NHST) approach is based
on the idea that a single study can give reliable information regarding
relationships between variables. Testing hypotheses with a sample of
participants gives information on the whether a difference or relationship can
be said to occur in the population.

3. When would you use each of the following?

a. r effect size

Answer: An r effect size would be used when the independent and dependent
variables are continuous and where associations between variables are
investigated.

b. d effect size

Answer: A d effect size would be used when the independent variable is
dichotomous and the dependent variable is continuous and groups are
compared.

c. Risk potency effect size

Answer: A risk potency effect size would be used when both the independent
and dependent variables are dichotomous.

5. Discuss the advantages and disadvantages of research synthesis.

Answer: Advantages of a research synthesis include providing a description
of a subject area. A disadvantage of a research synthesis is that studies are too
varied in nature to provide a meaningful effect size index.
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7. A group of social researchers is interested in the way local newspapers
address crime and people of color, both victims and perpetrators. (For
example, do they report in articles more crimes involving people of color
as perpetrators? Do they indicate race when the perpetrator or victim is
non-White?) There are ten researchers involved in the study, each living
in a different state. Over a 3-month period (one week each month) each
researcher will review three local newspapers in his or her state (one from
a large urban area, one from a mid-size market, and one serving
predominantly rural areas).

a. Is this a meta-analysis or a research synthesis? Explain your answer.

Answer: This is an example of a meta-analysis since the researchers are
investigating reports that utilize a quantitative measure (the number of victims
and perpetrators).

b. What would be the best method for measuring effect size? Support
your decision.

Answer: The best method for measuring effect size for the studies would be
d because we would be comparing group means (perpetrators and victims) in
an area (i.e., the urban areas). For the meta-analysis, the Stouffer method could
be utilized as a combined effect size.

c. Which would be more important here: practical significance or
statistical significance? Explain your response.

Answer: Practical significance would be more important as it would indicate
how the difference between the number of times people of color are identified
as victims or perpetrators.

Chapter 18: Answers to Even Numbered Interpretation Questions

2. What do the numbers in a “3 × 4 × 2 factorial design” indicate?

Answer: Because there are three numbers, we know that there are three
independent variables. The “3” indicates that the first variable has 3 levels,
the “4” indicates that the second variable has 4 levels, and the “2” indicates
that the third variable has 2 levels.

Chapter 18: Answers to Odd Numbered Application Problems

1. Explain why the independent variables for a within-subjects design are
not usually attribute independent variables.

Answer: Individuals cannot be male and female, Caucasian and non-Caucasians.
Many such attributes cannot be manipulated or change over time so cannot
be used in a within subjects or repeated measures design.

3. Give an example of a within-subjects/repeated-measure design, and
diagram it.
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Answer: Students in a classroom receive a pretest and posttest of geography
comprehension before and after a unit that they all receive on geography.

Pretest Posttest

0 X 0

For examples 5 and 7 answer the following:

a. Identify the independent variables. For each, state whether it is active,
attribute, or change over time.

b. Identify the dependent variables.
c. Diagram the design.
d. Identify the design classification (e.g., 4 × 4 factorial).

5. A humanities professor who was going to lead a year-long study abroad
program wondered whether travel experience had any impact on students’
ability to understand and embrace diversity in others. At the beginning
of the school year the professor gave all the students the Multicultural
Acceptance Scale. This scale also was given at the end of the year when
the students returned from abroad and 2 years later.

Answer:

a. IV = change over time (pretest–posttest)
b. DV = acceptance of diversity

c. NR E: 0 X 0

d. Within subjects: Single factor repeated measures design with two levels

One group pretest-posttest design.

7. An investigator was interested in two different cues that might be used
in the reproduction of movement: (1) the initial position of the movement;
and (2) the speed of the movement. In addition, she was also interested
in how age affects reproduction of movement. Three groups of participants
(40 participants per group) were in the study. These three groups were 7-
year-olds, 11-year-olds, or adults. Each group was further randomly
assigned to one of four conditions: (1) a fast movement with the initial
position the same; (2) a slow movement with the initial position the same;
(3) a fast movement with the initial position different; and (4) a slow
movement with the initial condition different. The researcher measured
the distance error from the target and the angle error.

Answer:

a. IV = position of movement (active, 2 levels); speed of movement (active,
2 levels); age (attribute, 3 levels)

b. DV = distance error from the target and angle of error as measures of
reproduction of movement

c. R E1 X1 0
R E2 X2 0

R E3 X3 0

R E4 X4 0
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d. Posttest only design

Between groups: 2 × 2 × 3 factorial design.
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7 yrs.

same (E1) 11 yrs.

adults

Fast

7 yrs.

Different (E2) 11 yrs.

adults

7 yrs.

same (E3) 11 yrs.

adults

Slow

7 yrs.

Different (E4) 11 yrs.

Chapter 19: Answers to Even Numbered Interpretation Questions

2. What is the highest level of measurement?

Answer: Normally distributed data are the highest level of measurement.

4. What statistics should be conducted with two variables that are nominal?

Answer: Using Figure 19.4, Phi or Cramer’s V should be conducted with two
variables that are nominal.

Chapter 19: Answers to Odd Numbered Application Problems

1. How should you decide whether your research is a difference question
or an associational question?

Answer: If the IV has five or more ordered levels or categories, the question
usually should be an associational one.

3. In selecting a basic difference inferential statistic, when would one
compare means? Medians? Counts? Explain.



Answer: One would compare means with a difference inferential statistic
when the dependent variable approximates a normal distribution and the
assumptions are not markedly violated. Medians would be compared when
the dependent variable is ordinal or ranked, and when the assumptions are
violated. Counts would be compared with the dependent variable is nominal.

For Problems 5, 7, and 9, create an original example, and then use the figures
in this chapter to arrive at the proper statistical analysis.

5. One independent variable, three levels, between groups, one ordinal
nonnormally distributed dependent variable.

Answer: A group of subjects in three different age groups are compared on a
rank ordering of their ice cream flavor preferences.

Statistic: Kruskal-Wallis

7. One between-groups independent variable, one repeated-measures
independent variable, each with two levels, one normally distributed
dependent variable.

Answer: Between groups IV = training session on team-building versus no
training
Within subjects IV = pretest–posttest (or change over time).
DV = Group self-efficacy scale (interval level assessment scale).

Statistic: Factorial ANOVA with repeated measures on the second factor.

9. One independent variable, four levels, between groups, one nominal
dependent variable.

Answer: IV = geographic location (North, South, East, West).
DV = satisfaction with living environment (Yes/No)

Statistic: Chi-square

11. The director of special education in a suburban school district wanted to
compare two schools in terms of how English as a Second Language (ESL)
students were performing in their respective schools. The independent
variable was school, with two levels. Dependent variables included ESL
students’ standardized national test scores in each of the four subject areas.
What type of statistic should be used in this study and why?

Answer: The type of statistic that should be used would be a MANOVA with
Repeated Measures on all Factors. This is an appropriate statistics to use
because all the participants took all the tests (which indicates that the design
is within subjects) and there are multiple dependent variables.

Chapter 20: Answers to Even Numbered Interpretation Questions

2. How do you determine the degrees of freedom for a dependent samples
t test?

Answer: The degrees of freedom for a dependent samples t test are found by
subtracting 1 from the total sample size.
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Chapter 20: Answers to Odd Numbered Application Problems

For questions 1 and 3, select the proper statistical analysis based on (a) whether
the design is between groups, within subjects, or mixed; (b) number of levels
of the independent variables; (c) the scale/level of measurement of the
dependent variables; and (d) whether assumptions underlying parametric tests
are violated.

1. A professor who taught statistics was curious to know about different
methods of calculating the standard deviation. Specifically, he wondered
which way was quicker: the deviation method or the raw score method. It
just so happened that he had a class of 31 graduate students. He randomly
assigned 16 students to the deviation method and 15 students to the raw
score method and asked the students to keep track of how long it took (to
the nearest minute) to determine the standard deviation for the problem.

Answer: This is a between groups design with random assignment to the two
levels of the independent variable (deviation method, raw score method). There
are many levels of the dependent variable (time to complete the standard
deviation). No apparent assumptions have been violated, thus, one should use
an independent samples t test.

3. An investigator is interested in comparing successful employment due to
different service delivery systems for persons with traumatic brain injury.
One system (n = 10) was referred to as the cognitive delivery system (C).
A second system (n = 10) was the emotional delivery system (E). A third
system (n = 10) was the case management delivery system (CM). The
investigator ranked the 30 subjects from 1 to 30 on how successful they
were on their first job after recovery.

Answer: This between groups design has three levels of the independent
variable. The dependent variable is ordinal and so violates the assumption of
normality (indicating that parametric tests should not be used). One should
use the Kruskal-Wallis One-Way Analysis of Variance by Ranks. If a
statistically significant difference is found among the three groups, a post hoc
test will need to be performed, such as a Mann-Whitney U test for the three
post hoc comparisons.

5. You have three independent groups, with ten participants in each group
(n = 30). These groups are labeled A1, A2, and A3. The means of the three
groups are 10, 14, and 20, respectively. You wonder whether there is a
significant difference for any of the possible comparisons.

a. How many comparisons are there?

Answer: Three (10 vs. 14, 10 vs. 20, 14 vs. 20)

b. If you use a t test to test each comparison, what danger do you run
into?

Answer: There is a risk of committing a Type I error because one of the tests
is not independent of the other two, and the alpha level is now too liberal.
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c. You decide to perform an analysis of variance on the data. The results
are as follows. Fill in the rest of the table:

Answer:

544 Appendices

Source of variation SS df MS F

Between groups 320 k—1= 3–1 = 2 160 12.74

Within subjects 1080 n – k = 89-3 = 86 12.56

d. You find that the F is statistically significant. How do you determine
which of the groups are different from each other?

Answer:

A post hoc test must be performed, such as a Tukey HSD test

7. A graduate seminar class has ten students. The students are exposed to
four different instructors, each instructor representing a different teaching
style. At the end of the semester, each student is asked to rank the four
instructors from 1 to 4 on class challenge. Are there significant differences
among teaching styles?

Answer: 

a) within subjects
b) four levels
c) ordinal
d) the DV is not normally distributed (it is rank ordered)

Statistic: The Friedman test and a non-parametric post hoc comparison test,
such as the Wilcoxon test, if the Friedman test is statistically significant.

9. An educator is interested in cooperative learning groups. She wonders if
active participation increases if groups are facilitated by someone in this
area. A study is conducted during two different class periods. In one class
period, participants engage in cooperative groups without a facilitator.
During a second class period she introduces a facilitator into the groups.
One member of each group, unknown to other members, keeps track of
active participation. After each class, participants are divided into whether
they actively participated or did not actively participate.

Answer: 

a) within subjects
b) two levels (facilitator vs. no facilitator)
c) nominal
d) the dependent variable is not normally distributed

Statistic: The McNemar Test

11. A researcher was interested in determining how to get people with arthritis
to use joint protection techniques. She observed 20 people with arthritis
in their home for one morning and found that 6 of 20 used joint protection
techniques. She then gave a demonstration on joint protection to each



participant. One month later she observed each of the participants again
for one morning. She found that 16 of 20 people used joint protection
techniques.

Answer: 

a) within subjects due to pretest-posttest condition
b) two levels-before and after doing a joint protection demonstration
c) nominal (used vs. did not use joint protection)
d) the dependent variable is not normally distributed

Statistic: The McNemar Test

13. A study matched participants in pairs and then performed a t test for
paired samples. What are the advantages and disadvantages of matching
in this situation? (Hint: Consider degrees of freedom.)

Answer: Matching decreases error variance due to differences between
participants, because matching participants in pairs according to a charac -
teristic relevant to the dependent variable is as though the same partici pant
is undergoing all conditions. The disadvantage is that the number of partici -
pants is reduced, reducing the degrees of freedom and the power.

Chapter 21: Answers to Even Numbered Interpretation Questions

2. For a �2 test with one degree of freedom, what is a common effect size
indicator of the strength of the relationship between the two variables?

Answer: A common effect size indicator of the strength of the relationship
between the two variables is phi.

Chapter 21: Answers to Odd Numbered Application Problems

1. Using Table 21.1 and the text, write a sentence, including r, df, and p,
interpreting the correlation between ACT score and lecture attendance.
Also write such a sentence about the correlation of ACT score and exam
performance.

Answer: No statistically significant relationship was found between ACT score
and lecture attendance: r =.09, df = 112, p > .05.

A statistically significant relationship was found between ACT score and
exam performance: r =.53, df = 112, p < .001.

3. There is a relationship between teaching evaluations and course grades.
This hypothesis was tested in a graduate seminar with ten students. The
students’ grades in the course ranged from C (2) to A (4). The course
evaluations ranged from neutral (3) to very good (5). What analysis should
be performed to test this relationship and why?

Answer: Because these two variables are ranked with a few levels, the
appropriate statistic to use would be Spearman Rank-Order Correlation.

5. A therapist was interested in determining the effectiveness of a new
treatment for children with cerebral palsy. The therapist had 40 such
children in her clinic. She randomly assigned participants to one of two
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groups (20 in each group). The treatment group received the new treatment
therapy. The control group received a traditional therapy. After 4 months,
all 40 children performed a motor coordination task. If the child completed
the task, treatment was considered to be successful. If the child was unable
to complete the task, treatment was considered to be unsuccessful. What
is the appropriate inferential statistic? Why? What effect size measure
would you use? Why?

Answer: There are two groups for the one independent variable (two levels:
treatment, control); this a between-groups design because the participants are
placed in either the treatment or the control group. The dependent variable is
nominal (pass or fail), so a chi-square test with one degree of freedom should
be used. The appropriate effect size to report would be phi because it is a
nonparametric measure of association between two dichotomous variables.

Chapter 22: Answers to Even Numbered Interpretation Questions

2. Why should one be cautious when using gain-scores?

Answer: One should be cautious when using the gain score approach because
the reliability of gain scores is often suspect, especially if there is not evidence
for strong reliability of the measurement instrument.

4. What are the problems with using a stepwise linear regression?

Answer: One of the basic problems with using a stepwise linear regression is
the potentially large number of predictor variables that could be entered into
the equation increases the probability of a type I error. A second, and perhaps
more important, objection with the stepwise approach is that the computer
rather than the researcher is making the decision on which variables should
be included in the equation.

Chapter 22: Answers to Odd Numbered Application Problems

1. A therapist was interested in predicting success on the job following
therapy. The therapist felt that a good measure of therapy was the number
of hours a person could spend in a simulated work task at discharge. The
best measure of success on the actual job was number of months in current
employment. The therapist gathered data from files of previous patients.
What statistic is appropriate? Why? What type of evidence for measure -
ment validity of the simulated work task could be obtained?

Answer: In this example, the independent variable is the number of hours a
person could spend in a simulated work task at discharge, which is a scale
variable. The dependent variable is the number of months in current employ -
ment, which is also a scale variable. The most appropriate statistic to use would
be a correlation. Evidence for measurement validity of the simulated work
task that could be obtained include evidence based on the content of measure
as we would want to be sure the simulated work task was similar to the actual
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work done by the participants. Evidence based on relations to other variables,
specifically predictive-criterion evidence, would also be important.

3. What is the difference between a main effect and an interaction effect?

Answer: The main effect is how one independent variable affects the DV by
itself, and the interaction effect is due to the interactions between two IVs. In
the latter case, one independent variable has different effects on the dependent
variable at different levels of another IV.

5. Why is it important to look first at interaction “effects”?

Answer: Main effects can be misleading by themselves. Significant differences
in means between two groups are probably due to the interaction effect; actual
differences between group means (main effects) may be quite small. In addi -
tion, the second IV is often an attribute variable added to decrease error vari -
ance. The researcher is usually less interested in the main effect of the second
IV, and more interested in whether it is interacting with the primary IV.

7. An investigator was interested in the effect of teaching style on students’
perception of credibility of their instructor. One style of interest was the
participatory action style in which the students took responsibility 
for much of the class material. The other style of interest was labeled the
traditional style, in which delivery of material was by lecture. Two
instructors from the same department taught the same class; one instructor
was skilled in the participatory learning style, whereas the other was
skilled in the traditional style. The investigator also thought that the age
of students might affect this research project due to different expectations
among students. The investigator decided to select three different age
groups for the project: young, middle, and older. The investigator performs
a two-factor ANOVA. What additional analyses should the investigator
do to interpret the results under each of the following situations?

a. The investigator finds a significant main effect for teaching style but
no significant main effect for age or for the teaching style by age
interaction.

Answer: No further tests need to be conducted because there are only two levels
of teaching style, and there were no other significant effects found to
investigate.

b. The investigator finds a significant main effect for age but no
significant main effect for teaching style and no teaching style by age
interaction.

Answer: Because there are three levels for age, a follow-up post hoc test, or
Tukey’s HSD, needs to be performed to determine where the three age
conditions are different.

c. The investigator finds no significant main effects for teaching style or
age but a significant teaching style by age interaction.

Answer: Post hoc comparisons or simple main effects analyses are necessary
to pinpoint the source of the interaction effect.
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d. The investigator finds significant main effects for teaching style and
age and a teaching style by age interaction.

Answer: The investigator should investigate the interaction effect first, because
analysis of the main effects may be misleading. Simple main effects analyses
should be conducted first to determine the source of the interaction effect.

9. A researcher was interested in the effects of different treatments for back
injury on return to work. Specifically, she was interested in whether those
people who were treated for back injury noninvasively (e.g., rest and
exercise) would perform differently from those who were treated through
surgery. To model the back to work experience, a vibration machine was
used to simulate driving of large machinery. A person who suffered a back
injury might be able to sit for long periods of time if there was no vibration,
but not under conditions of vibration. Therefore, each participant in the
study underwent three conditions, driving with vibration, driving without
vibration, and just sitting. There were eight patients in the exercise group
and eight patients in the surgery group. The dependent variable was pain
perception: a 10-point scale where 1 was no pain and 10 was intolerable
pain. The means were as follows:

548 Appendices

Condition

Treatment Sitting
Driving without

vibration
Driving with

vibration

Exercise .33 1.33 3.00

Surgery .33 3.67 6.00

a. Describe the design (e.g., 2 × 2 factorial).

Answer: A 2 × 3 mixed design with repeated measures on the last factor

b. What type of statistical analysis would be performed?

Answer: Factorial ANOVA with repeated measures on the last factor.

c. Plot the data.

Answer:

x  Surgery

5 x

o Exercise

o

xo

Sitting W/O Vib.     W/Vib.



11. A consortium of researchers wants to look at some of the impacts of
welfare reform on individuals/families who have not received public
assistance for 2 years. They have a large multistate sample. For each
participant, an “economic well-being” score from 1 to 10 was computed
as the outcome variable. The researchers were interested in their ability to
predict economic well-being from prior level of education, years of work
experience, transportation availability, training received while on welfare,
and the relative health of the local economy (all dichotomous or normally
distributed measures).

a. What type of analysis would be appropriate? Explain.

Answer: Assuming that the DV (economic well-being) is normally distributed,
one would use multiple regression because there are several normally
distributed or dichotomous predictor variables and one outcome variable,
economic well-being that is probably normally distributed.

b. If the researchers wanted to know what combination of the afore -
mentioned factors predicted whether a former welfare recipient will
have been employed or not since leaving welfare, what analytical
approach should they use?

Answer: In this case, the DV (employed or not) is dichotomous, which narrows
the choices to discriminant analysis and logistic regression. One should choose
the latter because several of the predictors also are dichotomous.

For questions 13 and 15, match the analysis with the particular question, and
explain why.

a. Factorial ANOVA
b. Multiple regression
c. Factor analysis (refer back to Chapter 15)
d. Logistic regression

13. You are interested in predicting if people are successful or unsuccessful
when they return to work. Your predictor variables are strength, range of
motion, IQ, and gender.

Answer: Logistic regression would be the best choice because you have 
a dichotomous dependent variable and scale/dichotomous independent
variables.

15. You are trying to predict GPA in graduate school in an English depart -
ment. Your predictor variables are undergraduate GPA, Graduate 
Record Examination (GRE) verbal scores, score on an interest inventory,
and age.

Answer: Given that the DV (criterion variable) is probably normally distributed
as are the various predictors, one would compute a multiple regression.
Incidentally, the range of values for the DV (graduate GPA) is likely to be
highly restricted as are the ranges for each of the predictors (because of
selective admission to graduate school), which makes it unlikely that the
researcher will obtain a very high R2.
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Chapter 23: Answers to Even Numbered Interpretation Questions

2. What does internal validity tell us?

Answer: Internal validity indicates how confident we can be that the relation -
ship between an independent and dependent variable is a cause-and-effect
relationship.

Chapter 23: Answers to Odd Numbered Application Problems

The application problems for Chapter 23 are presented at the end of Chapter
24.

Chapter 24: Answers to Even Numbered Interpretation Questions

2. What type of study should include the evaluation of the construct validity
of the intervention?

Answer: Any study that has an active independent variable should include
the evaluation of the construct validity of the intervention.

Chapter 24: Answers Odd Numbered to Application Problems

1. Researchers in a large metropolitan school district with a diverse multi -
ethnic student population have implemented a study regarding the
possible effects of type of curriculum and type of counselor on student
leadership levels measured with an instrument using a summated Likert
scale. The researchers were able to choose a random sample from the entire
senior class. These students were then randomly assigned to two groups,
either the experimental multiethnic or traditional leadership curriculum,
taught by a counselor with extensive training in multicultural issues and
a traditionally trained counselor, respectively. In other regards, these
individuals were very similar in education and experience.

Answers:

Q9) Measurement reliability and statistics: unknown—leadership levels
(dependent variable) are being measured with a summated Likert scale.
Nothing is written about the reliability of the instrument. Nothing is written
about the statistics to be used, and no mention is made of the number of
students participating in the study (for power).

Q10) Internal validity: medium high-students were randomly assigned to
treatments and thus were equivalent on other characteristics. There was no
mention of attempts to control for environmental variables but there may well
be relevant personality or teaching skills differences between the two teachers.

Q11) Control of experiences and environment: medium-high because of
random assignment, but no outside factors controlled.

Q12) Construct validity of intervention: literature is lacking, so there is no
basis on theoretical or empirical research. There is not enough information
provided to make a rational decision on this question.
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Q13) Construct validity of dependent variable on independent variable

The history of the instrument is not detailed. No connection to existing research
is provided.

Q14) External validity: medium high—it appears that the accessible popula -
tion is similar to and might even be the theoretical population in this example.
The school is interested in how their students respond to types of curriculum/
counseling. The accessible population is the entire senior class. Students are
randomly sampled from this class. It is assumed that all the students sampled
from the class participate in the study (100 percent response rate).

Q15) External ecological validity: this is hard to judge. There is no mention
of how data was collected. Otherwise, the students are in classes in a school
environment (fairly natural for them). Obviously scenarios with more details
(e.g., full articles) would be desirable here.

Q 16) Testing of subgroups: both groups are from the diverse multiethnic
school population. Students were also similar in education in experience.

3. A researcher plans to do a laboratory experimental study of sleep
deprivation on math performance. He randomly assigns students from
his sample to two groups of 20 each. Participants in one group are kept
awake all night studying and given a math test in the morning. The
participants in the other group are encouraged to sleep as long as they
want before they take the math test in the morning.

Answers:

Q9) Measurement reliability and statistics: probably medium—no mention
is made of the reliability of the study’s sleep questionnaire (but answers are
about last semester so may be unreliable) or SAT math scores (but SAT scores
have shown high reliability in other studies). The type of statistic is not
mentioned. There are 40 students, which might be sufficient power-wise if the
effect size is large, however, the text recommends comparison groups of 30
per cell, so more students would have been better.

Q10) Internal validity: low—the approach is associational (amount of sleep
related to SAT math) so the issue of group equivalence comes down to whether
those high on the IV (sleep deprivation) are similar to those who were low in
terms of other key characteristics. Probably they are quite different. The more
motivated, better prepared, and perhaps, smarter students are probably less
likely to be highly sleep deprived during finals. There might also have been
environmental differences between those high and low on sleep deprivation.
Thus, many other variables could account for a negative correlation between
sleep deprivation and SAT math. Furthermore, the choice of SAT math as DV
is poor because it no doubt was taken before college and the last semester’s
sleep deprivation. Because the cause has to come before the effect in time, sleep
deprivation now cannot have caused a low SAT score sometime before. Usually
however, associational approaches are low on internal validity and some
textbooks suggest that internal validity is not an issue with associational
studies since there is not an intervention.
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Q11) Control of experiences and environment: low, since outside factors are
not controlled.

Q12) Construct validity of intervention: N/A—no intervention.

Q13) Construct validity of dependent variable on independent variable

There is no evidence for this, outcomes not discussed in this short exert.

Q14) External validity: medium high—using only one local college means that
the accessible population is probably not representative of the theoretical
population (teenagers). Students were, however, randomly sampled from the
accessible population, and all students participated (100 percent return rate).

Q15) External ecological validity: little information provided but probably
low—medium due to the use of questionnaires.

Q16) Testing of subgroups: no subgroup information is included.

5. A study was undertaken to determine the back-to-work effects of two
types of treatment on postsurgical carpal tunnel syndrome patients.
Treatment Full used splints on a full-time basis, whereas Treatment Part
used splints on a part-time basis. In addition, the investigator also was
interested in whether patients who scored high on the personality variable
of codependency would do worse than patients who scored low on the
variable of codependency. A total of 500 postsurgical patients from a large
metropolitan area volunteered for this study. All 500 patients were given
the Gliner Co-dependency Personality Inventory (test–retest reliability r
= .88; predictive validity r = 66). From this sample of 500 carpal tunnel
syndrome patients, the 20 patients with the highest codependency scores
(H) and the 20 patients with the lowest codependency scores (L) were
selected to continue in the study. From these two groups, H and L, half
of the patients were randomly assigned to the full-time splint group F,
and half of the patients were randomly assigned to the part-time splint
group P. Prior to the interventions, all 40 participants were given the Gliner
Carpal Tunnel Syndrome Pain Inventory (not currently found in the Buros
Mental Measurements Yearbooks). A high score on this inventory meant
much pain and little success. After 3 months of intervention, all 40 partici -
pants were tested again on the Gliner Carpal Tunnel Syndrome Pain
Inventory.

Answers:

Q9) Measurement reliability and statistics: medium low—two measures are
used. The Gliner co-dependency inventory has reported test–retest reliability,
which is good, but no information is provided about the other instrument, the
Gliner Carpal Tunnel Syndrome Pain Inventory. Ten subjects per groups
would not provide adequate power unless the effect size is very large. No
statistics are mentioned.

Q10) Internal validity: medium—patients were randomly assigned to the
treatment and control conditions, but 10 per group would not assure equiva -
lence of groups. No known attempts were made to control extraneous
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variables, except that having the co-dependency variable should help reduce
error variance. However, there are possible problems due to regression to the
mean with extreme groups; but with high test–retest reliability (r=.88) this is
not a severe problem.

Q11) Control of experiences and environment: medium due to random
assignment but no control of outside variables.

Q12) Construct validity of intervention: probably medium—some validity
information is provided about one of the instruments (co-dependency), but
not the other (pain). No information is provided about the nature of the
constructs, such as carpal tunnel syndrome pain, splinting procedures, or the
importance of the co-dependency measure to outcomes.

Q13) Construct validity of dependent variable on independent variable:
there was mention of a predictive validity measure at r=.66. A predictive
validity measure of .66 is considered high.

Q14) External validity: medium—the theoretical population is post-surgical
carpal tunnel syndrome patients. The accessible population is 500 volunteer
post-surgical patients from a large metropolitan area so they may be somewhat
representative, if the volunteers are similar to non-volunteers. These volunteers
are screened for co-dependency levels and 20 with H scores and 20 with low
scores are used in the study. The 40 participants, therefore, are extreme groups,
based on their co-dependency scores. These 40 participants apparently
completed the study (response rate of 100 percent).

Q15) External ecological validity: questionnaires are used to ascertain pain
scores of study participants (somewhat artificial for ecological validity), but
other aspects of the study, such as the naturalness of the splinting intervention
and the circumstances of the intervention are fairly high for ecological validity.

Q 16) Testing of subgroups: no mention of subgroups such as gender or ethnic
differences.

Chapter 25: Answers to Even Numbered Interpretation Questions

2. What are the five steps in the practice of evidence-based medicine?

Answer: According to Sackett, Richardson, Rosenberg, and Haynes (2000) the
five steps in the practice of evidence-based medicine include the following:

Step 1. Converting the need for information into an answerable question.
Step 2. Tracking down the best evidence with which to answer the question.
Step 3. Critically appraising that evidence for its validity, impact, and

applicability.
Step 4. Integrating the critical appraisal with clinical expertise and with the

patient’s unique biology, values, and circumstances.
Step 5. Evaluating our effectiveness and efficiency in executing steps 1–4 and

seeking ways to improve them both for next time. (p. 4)
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Chapter 25: Answers to Odd Numbered Application Problems

1. Why is the ability to evaluate research key to evidence-based practice?

Answer: If a consumer of research takes the published findings at face value,
then that consumer may miss serious limitations in the study, problems with
the design, variance in the populations of interest, etc. If, however, a consumer
can identify the strengths and weaknesses of each study, as well as gaining
access to unpublished research, a consumer can get an overall understanding
of and an informed opinion about the topic of interest. This is what research
professors usually mean when they talk about “critical analysis.”

3. What are the limitations of using a hierarchy of levels of evidence?

Answer: Some of the issues in using a hierarchical method of leveling evidence
is that a person may fail to focus on the results of a study, may fail to consider
special populations, and it may not be appropriate for the evaluation of
teaching program or community based studies.

5. List the steps in the practice of evidence-based medicine given in the
chapter, and for each step explain how it might be applied to your field
of practice.

Answer:

Step 1: Write a question (Determine what it is that you really want to know.)
Step 2: Track down evidence (Conduct a review of literature.)
Step 3: Evaluate evidence (Conduct a review of literature, a synthesis of

literature, or meta-research.)
Step 4: Integrate findings (Consider how these data fit a specific situation.)
Step 5: Evaluate steps 1–4: (Meta-cognitive) That is, review your own review

process for errors, omissions, and clarity.

Chapter 26: Answers to Even Numbered Interpretation Questions

2. In your own words, define plagiarism.

Answer: Answers will vary. Plagiarism is presenting a portion of the work of
another person without quotation or proper citation.

Chapter 26: Answers to Odd Numbered Application Problems

1. If you were writing an article on data collection techniques and wanted
to include the main idea from the following sentence from this text, what
are two ways that you might do so appropriately?

The concern about the filtering of participants’ answers through
perhaps faulty memories or in terms of socially desirable responses
has led quantitative researchers, especially those who tend to use the
randomized experimental and quasi-experimental approaches, to be
suspicious about the validity of self-report instruments.

554 Appendices



Answer: One way is to quote directly with quotation marks, source citation,
page number, and include in Sources Cited page. Another way to paraphrase,
cite the source, and include in the Sources Cited or Reference page.

3. List the different major sections of a journal article/research report, and
briefly describe what goes into each.

Answer: 

Title—describes what was studied and is the selling point for the article.
Abstract—provides a summary of the article
Introduction/Literature Review—includes an overview of the purpose of the

paper and a summary of the major literary findings on the topic.
Method—describes what was done in the study.
Results—describes what happened in the study (the findings).
Discussion—interprets the results and connects the findings to literature and

explores existing gaps and shortcomings or limitations of the research.
References—gives credit for information cited in the body of the paper.

5. Differentiate between the results section and the discussion section in a
journal article/research report.

Answer: In the results section, the writer presents the statistical findings
whereas in the discussion section the writer relates the results to the research
hypotheses/questions within the context of the literature previously cited and
discusses limitations or weaknesses of the study.

7. What is the purpose of figures (i.e., graphs or charts) and tables in the
results section?

Answer: Figures and tables visually depict the results of your study. Figures
and tables will often help the readers to better understand your findings. The
use of figures and tables can also synthesize research findings across variables
or research questions. In short, figures and tables often increase readability.

9. You have conducted a study looking at the effectiveness of two types of
therapeutic approaches with older teenage probationers. Your sample
consists of 20 probationers, ten in each group. Your t test yields a score
of 1.648, which is not statistically significant at the .05 level. How would
you report that in your results section?

Answer: Report results and the exact level of significance. Since the sample
size is small it is especially important to report the effect size. It is not
uncommon to get a small to medium effect size when the p value is greater
than .05.
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Appendix E: Questions for Evaluating
Research Validity

Listed below are the 19 questions that we use to (a) describe the design and
methods of a study (questions 1–8), (b) evaluate the eight key dimensions of
research validity (questions 9–16), and (c) evaluate three other broad, important
issues about the study (questions 17–19).

Analysis of the Design and Methods

Variables and Their Measurement Levels

1. What are the key independent/antecedent/predictor variables? For each:

(a) Is it an active, attribute, or change over time independent variable?
(b) What is the number of levels/categories of the independent variable?
(c) What is the level of measurement (nominal, dichotomous, ordinal, or

approximately normal), of the independent variable?

2. What are the key dependent or outcome variables? For each, what is the level
of measurement?

3. What are the main research questions or hypotheses?

4. What is the research approach (i.e., descriptive, associational, comparative,
quasi-experimental, and/or randomized experimental) for each question?

5. What is the general design classification if the approach is randomized
experimental, quasi-experimental, or comparative?

6. What is the specific experimental design name if the approach is randomized
experimental or quasi-experimental?

Measurement Reliability and Validity for Each Key Variable 

7. Is the measurement reliability for each key variable acceptable?

(a) What type(s) of evidence for reliability are presented?
(b) Is the evidence or support for each key variable acceptable?

8. Is the evidence for measurement validity for each key variable acceptable?

(a) What type(s) of evidence to support measurement validity are
reported?

(b) Is the evidence or support for each key variable acceptable?



Evaluation of the Four Key Dimensions of Research Validity

Overall Measurement Reliability and Statistics 

9. What is the overall rating of measurement reliability and statistics? Base the
rating and comments on the following:

(a) Is the overall measurement reliability of the variables acceptable?
(b) Is the power appropriate?
(c) Is the choice/use of statistics appropriate?
(d) Is there adequate presentation of the statistical results, including

effect size?
(e) Is the interpretation of statistical results appropriate?

Internal Validity

10. What is the evaluation of the equivalence of the groups on participant
characteristics? Base the rating and comments on:

(a) Was there random assignment of participants to the groups?
(b) If no random assignment, were the participants in each group

matched, made similar statistically, or found to be similar on a pretest?
If random assignment was done, (b) and (c) should be scored as yes.

(c) If no random assignment, were the participants in each group
matched, made similar statistically, or found to be similar on other
key participant characteristics (e.g., age, gender, IQ, etc.)?

(d) Was the retention (low attrition) of subjects during the study high and
similar across groups?

11. What is the evaluation of the control of extraneous experience and environment
variables?

(a) Was the study conducted in a controlled environment?
(b) Did the groups have equivalent environments?
(c) Was there a no treatment (placebo) or usual treatment comparison

group?
(d) Were there adequate attempts to reduce other extraneous influences?

Overall Measurement Validity of the Constructs

12. What is the evaluation of the construct validity of the intervention? If there
is no active independent variable, this question is skipped as not applicable.

(a) Is the intervention (active independent variable) operationally defined
and implemented appropriately, based on an existing body of
empirical and/or theoretical research?

(b) Is the intervention described in enough detail for it to be replicated?
(c) Is there a manipulation check or verification to be sure that the

intervention was presented as planned?
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13. What is the overall evaluation of the construct validity of the outcome
measures (dependent variables) and any attribute independent variables?

(a) Have the measures been used with similar participants?
(b) Is adequate evidence for the validity of the outcomes based on existing

empirical and/or theoretical research presented?
(c) Is adequate evidence for the validity of the attribute independent

variables presented?

External Validity

14. What is the evaluation of the overall population external validity? Base the
rating on answers to the following:

(a) Was the accessible population representative of the theoretical
population?

(b) Was the selected sample representative of the accessible population?
(c) Was the actual sample representative vis-à-vis the selected sample?

That is, was the response rate acceptable?

15. What is the evaluation of the overall ecological external validity? The rating
is based on:

(a) Is the setting (or conditions) natural and representative of the target
setting?

(b) Is the rapport with testers or observers good?
(c) Are the procedures or tasks natural and representative of the

behavioral concepts of interest?
(d) Is the timing and length of the treatment or intervention appropriate?

(N/A if not an experiment because no intervention is done.)
(e) Will the results apply to more than the specific time in history that

the study was done?

16. What is the evaluation of the extent to which important participant
subgroups were tested/compared?

(a) Are gender differences analyzed/compared?
(b) Are two or more ethnic or racial groups analyzed/compared?
(c) Are two or more age groups analyzed/compared?
(d) Are other important subgroups (such as cultures, geographic regions,

etc.) compared?

Other Issues

17. Was there adequate peer review?
18. Do the authors adequately present the case for the theoretical importance

and/or practical relevance of their research questions and design?
19. Do the authors interpret their findings adequately? That is, were the title,

abstract, and discussion clear and accurate (or overstated and misleading)
given the evaluation of the several aspects of research validity?

558 Appendices



Appendix F: Making APA Tables 
and Figures

Don Quick

Tables and figures are used in most fields of study to provide a visual
presentation of important information. They are used to organize the statistical
results of a study, to list important tabulated information, and to allow the
reader a visual method of comparing related items. Tables offer a way to
display information that would be difficult to describe briefly in the text.

A figure may be just about anything that is not a table, such as a chart,
graph, photograph, or line drawing. These figures may include pie charts, line
charts, bar charts, organizational charts, flow charts, diagrams, blueprints, or
maps. Unless the figure can clearly illustrate a comparison that a table cannot,
use a table. A good rule is to use a table when there are only numbers and
words, and use figures for other visual presentations.

The meaning and major focus of the table or figure should be evident to
the readers without them having to make a thorough study of it. A glance
should be all it takes to convey to the reader the idea of what the table or figure
represents. By reading only the text itself, the reader may have difficulty
understanding the data; by constructing tables and figures that are well
presented, the readers will be able to understand the study results more easily.

The purpose of this appendix is to provide guidelines that will enhance
the presentation of research findings and other information by using tables
and figures. It will highlight the important aspects of constructing tables and
figures using the Publication Manual of the American Psychological Association,
Sixth Edition (2010) as the guide for formatting.

General Considerations Concerning Tables

Be selective as to how many tables are included in the total document.
Determine how much data the reader needs to comprehend the material, and
then decide whether the information would be better presented in the text or
as a table. A table containing only a few numbers is unnecessary; whereas a
table containing too much information may not be understandable. Tables
should be easy to read and interpret. If at all possible, combine tables that
repeat data.

Keep a consistency to all of your tables throughout your document. All
tables and figures in your document should use a similar format, with the
results organized in a comparable fashion. Use the same designation measure
or scale in all tables, figures, and the text. Each table and figure must be
discussed in the text. An informative table will supplement but will not

Pie chart 
Circular graphic
representation of the
groups (values) for a
variable; especially
effective with
categorical data with
a few categories. 



duplicate the text. In the text, discuss only the most important parts of the
table. Make sure the table can be understood by itself without the
accompanying text; however, it is never independent of the text. There must
be a reference in the text to the table.

In a final manuscript such as a thesis or dissertation, adjust the column
headings or spacing between columns so the width of the table fits
appropriately between the margins. Fit all of each table on one page. Reduce
the data, change the type size, or decrease line spacing to make it fit. A short
table may be on a page with text, as long as it follows the first mention of it.
Each long table should fit on one page as near as possible to where it is
mentioned in the text. If the fit and appearance would be improved, turn the
table sideways (landscape orientation, with the top of table toward the spine)
on the page.

Construction of the Table

Table F.1 is an example of an APA table for displaying simple descriptive data
collected in a study. It also appears in correct relation to the text of the
document; that is, it is inserted below the place that the table is first mentioned
either on the same page, if it will fit, or the next page. (Figure F.1 shows the
same table with the table parts identified.) The major parts of a table are the
number, the title, the headings, the body, and the notes.

Table F.1. 
An Example of a Table in APA Format for Displaying Simple Descriptive Data
Means and Standard Deviations on the Measure of Self-Direction in Learning as a
Function of Age in Adult Students 

Self-directed learning inventory score

Age group n M SD

20–34 15 65.05 3.50

35–40 22 88.13 6.31

50–64 14 79.33 5.63

65–79 7 56.67 7.15

80+22 —a — —

Notes. The maximum score is 100. 
a No participants were found for the over 80 group.

Table Numbering

Arabic numerals are used to number tables in the order in which they appear
in the text. Do not write in the text “the table on page 17” or “the table above
or below.” The correct method would be to refer to the table number like this:
(see Table 1) or “Table 1 shows . . .” Left-justify the table number (see Table
F.1). In an article, each table should be numbered sequentially in the order of
appearance. Do not use suffix letters with the table numbers in articles.
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However, in a book, tables may be numbered within chapters; for example,
Table 7.1. If the table appears in an appendix, identify it with the letter of the
appendix capitalized, followed by the table number; for instance Table F.3 is
the third table in Appendix F.

Table 1

Means and Standard Deviations on the Measure of Self-Direction in Learning as a 
Function of Age in Adult Students 

Inventory score

Age group n M SD

20-34

35-40

50-64

65-79

80+

15

22

14

7

--a

65.05

88.13

79.33

56.67

--

3.50

6.31

5.63

7.15

--

Note.  The maximum score is 100.
a No participants were found for the over 80 group.

Table Number Title

Headings

Stub column

Column Spanner

Body

Notes

Cell

Use horizontal 
lines under the 
title, headings 
and the body; 
but no vertical 
lines.

FIGURE F.1
The Major Parts of an APA Table.

Table Titles

Include the variables, the groups on whom the data were collected, the
subgroups, and the nature of the statistic reported. The table title and headings
should concisely describe what is contained in the table. Abbreviations that
appear in the body of the table can sometimes be explained in the title,
however, it may be more appropriate to use a general note (see also comments
on Table Headings). The title must be italicized. Standard APA format for
journal submission requires double spacing throughout. However, tables in
student papers and theses may be partially single spaced for better
presentation.

Table Headings

Headings are used to explain the organization of the table. You may use
abbreviations in the headings; however, include a note as to their meaning if
you use mnemonics, variable names, and scale acronyms. Standard abbrevi -
ations and symbols for nontechnical terms can be used without explanation
(e.g., no. for number or % for percent). Have precise title, column headings, and
row labels that are accurate and brief. Each column must have a heading,
including the stub column, or leftmost column. Its heading is referred to as the
stubhead. The stub column usually lists the significant independent variables
or the levels of the variable, as in Table F.1.

The column heads cover one column, and the column spanners cover 
two or more columns—each with its own column head (see Table F.1 and



Figure F.1). Headings stacked in this manner are called decked heads. This is
a good way to eliminate repetition in column headings but try to avoid using
more than two levels of decked heads. Column heads, column spanners, and
stubheads should all be singular, unless referring to a group (e.g., children).
Table spanners, which cover the entire table, may be plural. Use sentence
capitalization in all headings.

Notice that there are no vertical lines in an APA style table. The horizontal
lines can be added by using a “draw” feature or a “borders” feature for tables
in the computer word processor, or they could be drawn in by hand if typed.

The Body of the Table

The body contains the actual data being displayed. Round numbers improve
the readability and clarity more than precise numbers with several decimal
places. A good guideline is to report two digits more than the raw data. A
reader can compare numbers down a column more easily than across a row.
Column and row averages can provide a visual focus that allows the reader
to inspect the data easily without cluttering the table. If a cell cannot be filled
because the information is not applicable, then leave it blank. If it cannot be
filled because the information could not be obtained, or was not reported, then
insert a dash and explain the dash with a note to the table.

Notes to a Table

Notes are often used with tables. There are three different forms of notes used
with tables: (a) to eliminate repetition in the body of the table, (b) to elaborate
on the information contained in a particular cell, or (c) to indicate statistical
significance:

• A general note provides information relating to the table as a whole,
including explanations of abbreviations used:

Note. This could be used to indicate if the table came from another
source.

• A specific note makes a reference to a specific row or column or cell of
the table and is given a superscript lowercase letter, beginning with the
letter “a”:

a n = 50. Specific notes are identified in the body with superscript.

• A probability note is to be included when one or more inferential statistic
has been computed and there isn’t a column showing the probability, p.
Asterisks indicate the statistical significance of findings presented within
the table. Try to be consistent across all tables in a paper. The important
thing is to use the fewest asterisks for the largest p value. It is common to
use one asterisk for .05 and two for .01. For example:

* p < .05. ** p < .01.

Notes should be listed with general notes first, then specific notes, and
concluded with probability notes, without indentation. They may be single
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spaced for better presentation. Explain all uses of dashes and parentheses.
Abbreviations for technical terms, group names, and those of a similar nature
must be explained in a note to the table.

Examples of a Few Tables in APA Format

Tables 1–5 and Figure 2 are adapted from Morgan et al. (2013) SPSS for
Introductory Statistics.

Table 2 
Chi-Square Analysis of Prevalence of Taking Geometry Among Males and Females

Geometry

Variable Not taken Taken Totals �2 p

Gender 12.71 <.001

Males 10 (29%) 24 (71%) 34 (100%)

Females 29 (71% 12 (29%) 41 (100%)

Table 3
Intercorrelations, Means, and Std. Deviations for Four Achievement Variables 
(N = 75)

Variable 1 2 3 4 M SD

1. Visualization — .36** .13 .42** 5.24 3.91

2. SAT math — — .37** .79** 490.53 94.55

3. Grades — — — .50** 5.68 1.57

4. Math ach. — — — — 12.56 6.67

** p < .01

Table 4 
Comparison of Male and Female High School Students on a Math Achievement
Test, Grades, and a Visualization Test (n = 34 males and 41 females)

Variable M SD t df p

Math achievement 2.70 73 .009

Males 14.76 6.03

Females 10.75 6.70

Grades –.90 73 .369

Males 5.50 1.64

Females 5.83 1.52

Visualization 2.39a 57.2a .020

Males 6.43 4.47

Females 4.26 3.11

a The t and df were adjusted because variances were not equal.
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Table 5
One-Way Analysis of Variance of Grades in High School by Father’s Education

Source df SS MS F p

Between groups 2 18.14 9.07 4.09 .02

Within groups 70 155.23 2.22

Total 72 173.37

Using Figures

Generally, the same concepts apply to figures as have been previously stated
concerning tables: they should be easy to read and interpret, consistent
throughout the document when presenting the same type of figure, kept on
one page if possible, and supplement the accompanying text or table. There
are numerous types of figures; however, there are a few things that are
consistent with all figures. The figure number and caption description are
located below the figure, and the description, similar to that of the title of a
table, is detailed enough so that the figure can be understood without the
accompanying text. Also, like tables, figures must be mentioned by number
in the text before the figure is presented, and key points must be described
briefly in the text. (See Figure F.2.) Some cautions in using figures are:
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Figure F2. Frequency bar chart of the Scholastic Aptitude Test math scores.

Note: The figure number is italicized
but the caption text is not. Also, the
caption text is sentence case. In APA
the captions are all listed on a
separate page but for student papers
and theses place them below the
figure.



1. Make it simple. Complex diagrams that require lengthy explanation
should be avoided unless it is an integral part of the research.

2. Use a minimum number of figures for just important points. If too many
figures are used, important points may be lost.

3. Integrate text and figure. Make sure the figure compliments and enhances
the accompanying text.
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Appendix G: Writing About 
Your Results

One of the goals of this book is to help you write a research report, thesis, or
dissertation. Thus, we provide an example at the end of this appendix of two
paragraphs from a hypothetical research article. We have found four books
and three journal articles especially helpful for writing the results of a research
study. Complete references are provided in Appendix A: Suggested Readings.
The books are as follows:

1. Publication Manual of the American Psychological Association (2010).
2. Nicol and Pexman (2010). Displaying Your Findings: A Practical Guide for

Creating Figures, Posters, and Presentations.
3. Morgan, Reichart, and Harrison (2002). From Numbers to Words: Reporting

Statistical Results for the Social Sciences.
4. Morgan, Leech, Gloeckner, and Barrett (2013). SPSS for Introductory

Statistics: Use and Interpretation.

The journal articles are:

1. AERA (2006), “Standards for Reporting on Empirical Research”
2. Wilkinson and the Task Force on Statistical Inference (1999), “Statistical

Methods in Psychology Journals: Guidelines and Explanations.”
3. APA Publications and Communications Board Working Group on Journal

Article Reporting Standards (2008), “Reporting Standards for Research in
Psychology: Why Do We Need Them? What Might They Be?”

Much of this section is adapted from the Morgan et al. (2013) book.
Before any inferential statistics are computed, an examination of your data

should be undertaken by performing descriptive statistics. This is not the same
as “data snooping” or an “opportunity to discard data or change values in
order to favor your hypothesis. However, if you assess hypotheses without
examining your data, you risk publishing nonsense” (Wilkinson & the Task
Force on Statistical Inference, 1999, p. 597).

Any protocol violations, missing data, and attrition should be reported.
Graphical inspection of data using scatterplots, boxplots, and other exploratory
techniques to detect problems and errors in the data may be helpful to assure
that the reported results are not due to anomalies in the data such as outliers,
nonrandom missing data, sample selection bias, and attrition. However, due
to space limitations, statistics such as exploratory analyses are usually omitted
or highly condensed. It is desirable to present and discuss these issues in a
thesis or dissertation.



This Results section includes a description (but not a discussion) of the
findings in words, tables, and figures. A picture is often worth a thousand
words. We recommend putting a figure or a table near the beginning of the
results, and then the significant results should be briefly described. The APA
Task Force report (Wilkinson & the Task Force on Statistical Inference, 1999)
states, “Figures attract the reader’s eye and help convey global results . . . It
often helps to have both tables and figures” (p. 601). Figures should be kept
relatively simple. The tables should have numbers rounded consistently to no
more than two decimal places, except for p values, which are always less than
1.00 and often have three decimal places. A problem faced by persons
attempting to publish articles is that for cost reasons editors historically have
preferred to keep figures to a minimum. This possible restriction should not
limit the use of figures in theses and dissertations to only those that provide
valuable information.

The Results section should include the following numbers about each
statistically significant finding (in a table or the text):

1. the value of the statistic (e.g., t = 2.05 or r = .30) to two decimals;

2. the degrees of freedom (often in parenthesis) and for chi-square the N (e.g.,
�2 = 5.26, df = 2, N = 49);

3. the p value (e.g., p = .048). Preferably, the exact p value should be provided
even when the statistic is not significantly significant (e.g., p = .476). A
statement of p < .001 should be given when the computer output lists it
as .000 because it is probably some truncated or rounded value such as
.00075, not zero. The APA Task Force on Statistical Inference (Wilkinson
& the Task Force on Statistical Inference, 1999) stated that it is almost
always better to report the actual p value rather than merely saying
whether the result was statistically significant. It is better still, they say,
to report confidence intervals. Never use the expression “accept the null
hypothesis”;

4. an index of effect size from either the d family or the r family and, if the
statistic is significant, a statement about the relative size of the “effect”
(Table 17.1).

When not shown in a table, the preceding information (numbers 1–4) should
be provided in the text as shown in the example at the end of this section.

In addition to the numerical information, the significant results need to be
described in words, including the variables used, the direction of the finding,
and an interpretive statement about the size/strength of the effect. The APA
Task Force on Statistical Inference (Wilkinson & the Task Force on Statistical
Inference, 1999) states that effect sizes always should be presented for primary
outcomes and that it helps to add brief comments to put the effect sizes in
context. In Table 17.1 we suggested the phrases larger than typical, typical, or
smaller than typical depending on the results. Or, better still, the interpretation
of effect size could be based on the effect sizes found in the research literature
on your topic. It is important to realize that our effect size terms are only rough
estimates of the magnitude of the “effect” based on what is typical in the
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behavioral sciences; they are not necessarily applicable to your topic. The
AERA (2006) Standards for Reporting adds the following:

interpretation of the index of the effect that describes its meaningfulness
in terms of the questions the study was intended to answer. This
interpretation should include any qualifications that may be appropriate
because of the uncertainty of the findings (e.g., the estimated effect is large
enough to be educationally important but these data do not rule out the
possibility that the true effect is actually quite small). (p. 37)

If your article has a table that includes the aforementioned statistics, it is
usually not necessary or advisable to include all the details about the value 
of the statistic, degrees of freedom, and p in the text because they are in the
table. If there is a table, it must be referred to by number (e.g., Table 1) in the text
and the main points described. (Appendix F provides more information 
about and examples of tables and figures in APA format.) However, all of 
it does not need to be repeated, or the table is not necessary. Relationships
that are not significant can be mentioned, the direction of the finding or
interpretation of the effect size should not be discussed because the results could
be due to chance. The effect size or the information (e.g., ns, means, and
standard deviation) necessary for other researchers to compute the effect size
needs to be included if your study is part of a meta-analysis.

Remember that the Discussion section puts the findings in context in
regard to the research literature, theory, and the purposes of the study. An
explanation of why the results turned out the way they did also should be
attempted.

Steps in Interpreting Inferential Statistics

As a review for planning how to write about the interpretation of inferential
statistics, we recommend the following:

1. Decide whether to reject the null hypothesis. However, that is not enough for
a full interpretation. If the outcome is statistically significant, at least two
more questions need to be answered. Figure G.1 summarizes the steps
described about how to more fully interpret the results of an inferential
statistic.

2. What is the direction of the effect? Difference inferential statistics compare
groups so it is necessary to state which group performed better. We
discussed examples of how to do this in Chapters 20 and 22. For
associational inferential statistics (e.g., correlation), the sign is very
important, so an indication of whether the association or relationship is
positive or negative must be included. We discuss how to interpret
associational statistics in Chapters 21 and 22.
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3. What is the size of the effect? The effect size and confidence intervals or both
should be included in the description of your results. Unfortunately,
computer programs such as SPSS do not always provide effect sizes and
confidence intervals, so for some statistics they must be computed or
estimated by hand.

4. Ideally, the researcher should make a judgment about whether the result has
practical or clinical significance or importance. To do so, they need to take
into account the effect size, the costs of implementing change, and the
probability and severity of any side effects or unintended consequences.

An Example of How to Write Results

The following example from Morgan et al. (2013) reports the results of a t test
comparing male and female students, and it reports a Pearson correlation.
Many other examples of how to write the results of statistical tests are provided
in Morgan et al. (2013):

Non Technical Question Statistical Answer

1. Can we be confident that the result is 
not due to chance?

If p is <.05, then the null hypothesis is 
rejected.

2. What is the direction of the “effect”?
Difference Questionb

Note which group has the higher mean

Associational Question
Note whether r  is + or -

3. How large is the effect?
Difference Questionc

Use d family (see Table 17 .1)

Associational Questionc

Use r  family (see Table 17 .1)

Interpretation of the effect size should, 
ideally, be based on the appropriate 
research literature.

4. Is this size effect of practical 
importance?

There is no definitive answer to this 
question. One should consider the 
effect size, the costs, side effects, and 
possible unintended consequences of 
making a change.

a With a small sample (N ), it is possible to have a nonsignificant result (it may be due to chance) and yet a large effect size. If so, 
replicating the study with a larger sample may be justified.

b If there are three or more means or a significant interaction a post hoc test (e.g., Tukey) will be necessary for complete 
interpretation.

c Interpretation of effect size is based on Cohen (1988) and Table 17.1. A “large” effect is one that Cohen states is “grossly 
perceptible.” It is larger than typically found in the area, but does not necessarily explain a large amount of variance. 

Yes No Stop, but a

  AND

FIGURE G.1
Steps in the Interpretation of an Inferential Statistic.



For research question 1, there was a statistically significant difference
between male and female students on math achievement, t(48) = 2.05, 
p = .04, d = .33. Males (M = 14.70) scored higher than females (M = 12.70),
and the effect size was small to medium according to Cohen’s (1988)
guidelines. The 95 percent confidence interval for the difference between
the means was .50 to 6.50 indicating that the actual (population value)
difference could be as little as half a point, which is probably not a
practically important difference, but also could be as large as six and one
half points.

For research question 2, there was a statistically significant positive
correlation between math courses taken and math achievement r(48) = .30,
p = .03. The positive correlation indicates that in general, students who
took more math courses tended to score high on the math achievement
test and students who did not take many math courses scored low on math
achievement. The effect size of r = .30 is considered medium or typical.
(p. 101)

Interpretation of Results

Authors need to be careful, in writing their results and Discussion sections,
to avoid distorting the findings or their implications. For example, in earlier
chapters we discussed several times the mistake of inferring causation from
comparative, associational, or even quasi-experimental studies. Therefore,
care should be taken not to state that the independent variable “caused,”
“determined,” or “impacted” the dependent variable unless the study was a
well-controlled randomized experiment. In discussing results from non -
experimental studies, these causal terms either should not be used or should
be used with qualifiers such as may cause or appear to influence. Likewise, one
should be careful about generalizations to broader populations from samples
that may be unrepresentative of the population.
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309–310, 373
comparative research approach 49, 58, 62, 106,

110–114, 124, 321–321, 337, 359, 484
evaluation of 337, 422, 428–429, 447, 454
sample studies 13, 62, 111

comparison group 65, 70–75, 79–86, 329–330, 377,
380, 381, 395–398, 429, 484

complex associational questions, analysis, and
interpretation 52, 339, 344–345, 398–409,
485

discriminant analysis 344–345, 487
logistic regression 344–345, 375, 399, 402,

407–408, 492
multiple regression 46–48, 108–109, 335, 344,

399–406, 493
sample study 13, 30, 63, 109, 125, 140, 165, 227,

270, 344, 404–405
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complex difference questions, analysis, and
interpretation 50, 337, 339, 342–343,
386–399, 485

mixed factorial (split-plot) design 393–394
pretest-posttest comparison group designs

394–398
sample study 13, 34, 62, 111, 205
two-factor between-groups analysis of

variance 386–388
two-factor within-subjects (repeated-measures)

392–393
complex research question see research questions

or hypotheses
composite variable see factor analysis and Likert

scales
concurrent evidence for criterion validity see

measurement validity
conditional probability 296–297, 485
confidence intervals 184–185, 295–296, 302,

303–306, 314, 352–353, 374, 407, 427, 485
confidentiality 226, 239, 241, 243, 246–250, 485
confirmatory factor analysis 270
conflict of commitment 252, 485
conflict of interest 238, 252, 471, 485
consent see institutional review board and

voluntary informed consent
constant 39, 53, 267, 336, 485
construct 5, 26, 188, 191, 192, 193, 204–209,

270–273, 485
construct validity 201, 202, 205, 206, 209, 211, 

417, 431, 433–435, 443, 485; see also
measurement validity and research
validity

constructivist paradigm 8, 10, 16, 17, 485; see also
qualitative research

consumer of research see research validity and
evaluation of

contamination 94, 125, 127, 130, 430, 479, 485, 486
content evidence for validity 206, 207, 224, 488
continuous variable see measurement
control group 39, 42, 59–61, 71, 72, 79–83, 130,

182, 245, 251, 267, 282, 283, 286, 318, 323,
330, 485

sample studies 11, 11, 48, 60, 61, 72, 74, 82, 121,
123, 125, 154, 229, 284, 320, 328, 392, 396,
449, 458

control of extraneous variables 7, 44, 53, 121, 122,
127, 429, 430, 479; see also internal validity

control of extraneous experience/environment
variables 120, 123, 125, 130, 429, 486

convenience sample see nonprobability sampling
convergent evidence for validity 205, 211–213,

425, 486

correlational approach see associational approach
correlation 153, 166, 173–178, 184–195, 203–205,

210–213, 307–314, 335, 342–345, 369–379,
400–401, 486

corrected item-total 269
correlation coefficient 108, 185–186
confidence interval 374
effect size 373–374
intraclass (ICC) 186, 194–195, 490
Kendall’s Tau 342, 374
matrix 268–271, 372–373, 486
Pearson see Pearson product moment

correlation (r)
phi 308, 342
Spearman see Spearman rank order correlation

(rho)
statistical significance 374–374

covariates 44, 462, 486
Cramer’s V 340, 342
criterion related evidence for validity 203–206,

211, 424, 486
concurrent evidence for criterion validity 204,

485
predictive evidence of criterion validity 203,

497
criterion variable see variable
Cronbach’s alpha 186, 188, 190–192, 209, 267–270,

478, 480
crossover design 84, 86, 329–230, 393
cross-tabulation 107, 175, 178, 342, 363, 486

D
d (effect size index) 307–310, 353–354
data

checking 262, 266
coding 252, 259–262
collection 8, 22, 216–230, 259, 463, 498
defining and labeling the variables 264
displaying the dictionary or codebook 265
entry 265–267
errors 251, 265–267
fabrication 251
falsification 251
guidelines for data coding 259–262
transformations 275–276, 486

data reduction: applying measurement reliability
and validity 267–276

developing summated or aggregated scales
274–245

exploratory factor analysis 267–268, 270–273,
488

debriefing 240–244, 249, 250, 486
deception 235, 242–244, 246, 487
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definitions of research 3–4, 499
degrees of freedom (df) 487

chi-square test 378–381
Pearson product-moment correlation 370
single factor ANOVA 356
t test for independent samples 352
t test for paired samples 359
two factor ANOVA 388–389
two factor ANOVA with repeated measures

392–393
dependent variable see variable
descriptive research approach 14–15, 56, 63–64,

107–108, 487
sample studies 14, 48, 63, 108, 173

descriptive research question 47, 64, 106, 107, 147,
487

descriptive statistics and graphs 9, 14, 46, 107,
115, 161, 169–176, 178, 266, 487

descriptive graphs 169–176
measures of association between two variables

173–175
cross-tabulation tables 174
Pearson and Spearman correlations 175
scatterplots 173–174

measures of central tendency 169–171
calculation of the mean 170–171

measures of variability 171–173
calculation of the standard deviation

172–173
design classification see general design

classification
design terminology see general design

classification
dichotomous level of measurement 164, 166,

167–168, 386, 399, 400, 402, 406–410, 487
dichotomous variables 166, 338, 345, 402, 485
difference inferential statistics 46, 47, 57, 334–335,

339, 487, 568
factorial (complex) 327–329, 337, 342–342, 357,

386–387, 392–394
single factor (basic) 100, 114, 327–328, 337, 339,

350–351, 354–363, 386
difference questions or hypotheses 47, 50–51, 66,

114, 117, 318, 334–343, 350–410, 483
directional hypothesis 283, 287, 291, 295, 487; 

see also alternative hypothesis
direction of the effect 487, 568
direct observation see observation
disciplined inquiry 3–4, 16, 487, 499, 505; see also

research
discrete variable see measurement
discriminant analysis 344, 345, 386, 403, 405–410,

487

discriminant evidence for validity 205, 211, 487
discussion section of an article 462, 464–465, 487
double-blind coding 252, 487
dropouts see attrition and threats to internal

validity
dummy variable 166, 168, 400; see also

dichotomous variable

E
ecological external validity see external validity
effect size 101, 154, 177, 292–293, 297–298,

306–312, 352–354, 373, 379–382, 390, 488
d family measures see d (effect size index)
eta see Eta2
interpretation 306–312
meta-analysis 312–315
odds ratios (OR) 308, 379–380, 409
phi see Phi coefficient
power 306–312
r family measures 307–310
relative risk 308, 379–380, 499
risk difference 308, 310, 379–380, 500
risk ratio 397
risk potency measures 307, 308, 379, 397
sample studies in 154, 293, 310, 311, 354, 360,

372, 396
test for homogeneity of the effect size 314–315,

503
equality of variances see homogeneity of variance
equivalence of groups on participant

characteristics 123–125, 127, 429, 488; 
see also internal validity

associational studies 124–125
comparative studies 124
quasi experiments 123
sample studies 123, 125, 404–405

error 183
Eta2 357, 389
ethical issues 234–253, 467, 472; see also

Institutional Review Board (IRB)
anonymity 239, 482
assent 237–238, 249, 483
Belmont report 236–237, 483, 491

beneficence 237, 483
justice 237, 491
respect for persons 236–237, 500

history of 234–236
plagiarism 31, 468, 496
principles and policies 236, 241, 245, 248–249
privacy 235, 239, 247, 497
publishing 467–470
reviewing 470–471
scientific misconduct 471–472, 500
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ethnographic qualitative approach 106, 115–118,
243, 488

evaluation frameworks 417–420, 433, 435
evaluation of

external validity 155, 417, 419–420, 428,
435–439

internal validity 120, 122, 417, 418–422,
427–431, 436, 441–442

measurement reliability and statistics 418–419,
424–426

measurement reliability of key variables 423,
426, 429

measurement validity 213, 424–425
single subject designs 89, 92, 98, 99, 102

evidence-based practice 446–454, 488
example studies see sample studies
experimental approaches 11, 56–58, 64, 66, 83, 

488
experimental mortality see attrition
exploratory factor analysis 267–268, 270–271, 

488
external validity 122, 154–157, 284, 312, 488

ecological 7, 155–157, 207, 219, 222, 238,
488–489

evaluation of see evaluation of external 
validity

population 147, 155–157, 284, 488–489, 496
single subject designs 101
testing of participant subgroups 438

extraneous variable see variable
extraneous environmental events 71, 127, 128,

129, 489

F
F statistic (. . . ratio) see analysis of variance
factor see independent variable
factor analysis

confirmatory factor analysis 270
exploratory factor analysis 270–273, 488

Factorial ANOVA see two factor ANOVA
factorial design 43, 327–329, 337, 386–387,

392–394
analysis of 386–387, 392–394
classifications of 337

factorial evidence for validity see measurement
validity internal structure

field research 6–7, 10, 17, 127, 156, 429–430, 489
figures 559, 564–565
fixed effects model 315, 489
focus group 117, 217, 230–231, 489
frequency distribution 161–162, 169–170, 176, 489
Friedman two-way analysis of variance by ranks

340, 362

G
gain score analysis 396, 398, 489
general design classifications 318–331
general linear model (GLM) 345–346
generalizability theory 186, 196
generalize see external validity
ghost author see publication
goodness of fit test 378, 409
grounded theory qualitative approach 106,

115–116, 489
guest author see publication

H
Hedges’ g 357
hierarchical multiple regression 399, 402–403,

404, 489
histogram 107, 169, 178, 489
history threat see threats to internal validity
homogeneity of variance assumption 350, 361,

386, 388, 490
human research participants 3, 234, 236–240

Belmont report see ethical issues
privacy see privacy
risks and benefits 239–240
voluntary informed consent 237, 239

hypothesis see research questions or 
hypotheses

hypothesis testing 289, 291, 306, 351; see also
significance testing

alternative hypothesis 282–292, 298, 482
null hypothesis 153, 176, 281–291, 296–299, 302,

352, 494

I
independence assumption 338, 350, 361, 388, 

490
independent samples see between groups 

designs
independent variables 11–15, 40–43, 57–58, 61,

107, 110, 113, 260, 306–309, 490
active see active independent variable
attribute see attribute independent variable
causal inferences 41–42, 110, 462
change over time see change over time

independent variable
number of 321, 226, 336
sample studies 11–13, 392, 396, 404–405, 408

inferential process 285–291, 490
inferential statistics 9, 47, 281, 334, 338, 401, 

490
informed consent see voluntary informed 

consent
inquiry see disciplined inquiry
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Institutional Review Board (IRB) 23, 33, 228,
234–253, 490

instrument validity see measurement validity
instrumentation threat see threats to internal

validity
intelligence test see aptitude test
interaction effect 387–396, 490

factorial designs 392–294
mixed factorial designs 393–394

interitem reliability see Cronbach’s alpha and
Internal consistency reliability

internal consistency reliability 188–192, 268–270,
274, 462, 490

internal validity 120–130, 154, 157–158, 183,
312–313, 328, 490

associational approach 124–125
comparative approach 124
control of extraneous variables 127, 430
equivalence of groups on participant

characteristics 123, 127
evaluation of 122–126, 417–420, 427–430, 436,

441–442, 447–450
quasi-experiments 123
randomized experiments 120–123
sample studies 104, 368–369, 370–371, 373–374,

376, 378, 380
threats 120, 126–130

interquartile range 171, 178, 490
interrater (interobserver) reliability 98, 129, 186,

192–195, 370, 423, 424, 490
interval scale see measurement
intervention see active independent variable
interview 7–10, 115–118, 137–140, 147–149,

217–219, 225–226, 230, 242, 250, 255–257,
490

in-depth (qualitative) 230
sample studies 13, 93, 373–374, 377–379
telephone 137, 230

Intraclass Correlation Coefficient (ICC) 186,
194–195, 490

inverse probability fallacy 296, 491
inverse relationship see correlation
item response theory 196

K
Kappa statistic 186, 195
Kendall’s Tau 340, 369, 374–376, 491
knowledge 3–7, 25–28, 491
Kruskal-Wallis (one-way ANOVA) 358, 364, 397,

491
kurtosis see normal curve
Kuder-Richardson 20 (K-R 20) 186, 188, 189–190,

491

L
laboratory research 6, 7, 150, 151, 156, 219, 240,

246, 430, 491
Least significant difference (LSD) see post hoc 

test
least squares fit 99, 403
levels of a variable see variable, levels of
levels of evidence 447–450, 491
levels or scales of measurement see measurement
Likert scales 224–225, 274–275, 503
linear regression see bivariate regression
literature review see review of the literature
loading see factor weight
logical positivist paradigm see paradigms
logistic regression 308, 344–345, 375, 399, 402,

405–409, 492

M
McNemar test 340, 363, 365, 492
main effect 387–393, 492
manipulated variable see active independent

variable
manipulation check 433–434, 492
Mann-Whitney U test 101, 341, 342, 357–358, 376,

397, 492
MANOVA see multivariate analysis of variance
masked (blind) review see peer review
matching 70, 83–84, 86, 110, 123, 124, 322–323,

330, 363–364, 492
maturation threat 71, 127–128, 479, 492; see also

threats to internal validity
mean (also called arithmetic average) see

descriptive statistics, central tendency
Mean Square (MS) 356–357, 389
measured variable see attribute independent

variable
measurement 44, 97–101, 154, 161–169, 177–179,

492
our categorization 164

dichotomous variables 166
nominal variables 165
normally distributed variables 167
ordinal variables 166

single subject designs 97
traditional levels/ scales 162

interval scales 163
nominal scales 162
ordinal scales 162
ratio scales 163

measurement error 126, 196, 302, 492; see also
error

measurement reliability and statistics 11,
182–196, 267–276, 492
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internal consistency see internal consistency
reliability

interrater reliability 192–195, 490
parallel forms reliability 187–188, 495
test-retest reliability 187, 503

measurement scales see measurement
measurement validity 122, 200–213, 271–273, 492

content evidence 207
construct validity 205–206, 485
convergent and discriminant evidence 211,

486, 487
criterion-related evidence 206, 211
evidence based on consequences 206, 212–213,

488
evidence based on internal structure 208–209,

488
relations to other variables 209, 488
response process evidence 208
validity generalization 211–212, 504

measurement validity of the constructs 419, 500
construct validity of the intervention 212
construct validity of the outcome 212
sample studies 11

measures of central tendency 169–171, 492
mean 169–171, 492
median 169–171, 492
mode 169–171, 493

measures of variability 171–173, 493
range 171, 173, 499
standard deviation 171–173, 502

median 167, 169–171, 176, 178, 492
mediation 386, 399, 406, 493
meta-analysis 101–102, 212, 312–315, 449–450,

489, 493, 499
method section 31, 249, 267, 270, 418, 460, 493
misconduct see scientific misconduct and ethical

issues
missing values 261–264
mixed ANOVA 393–398, 481
mixed designs 320–323, 326–328, 493

describing the design 327
pretest–posttest design 329

mixed methods research 23
mode 167–171, 493
moderation 386, 399, 406–407, 493
multicollinearity 401–402, 406–408
multielement design see alternating treatment

design
multiple baseline single-subject designs 93–96,

493
across behaviors 95
across settings 95
across participants (subjects) 93

multiple group time-series design 77–79, 86, 330,
493

multiple publications 468, 493
multiple regression analysis 46, 335, 344–346,

398–409, 493
beta weights 403–405
hierarchical multiple regression 400, 403–405,

489
least squares fit 403
multicollinearity 401–402, 406, 408
simultaneous multiple regression 403, 501
stepwise regression 403, 502

multivariate see complex associational questions
and complex difference questions

Multivariate Analyses of Variance (MANOVA)
342–343

N
narrative qualitative approach 106 115, 117, 217,

494
naturalness of the setting 219, 494
negative relationship see correlation
nominal scale or variable see nominal level of

measurement
nominal level of measurement 43–45, 58, 66, 111,

162–171, 177–178, 336–345, 376–377, 494;
see also nonparametric statistics

nondirectional hypothesis 282–283, 287, 290, 291,
292, 295, 297, 371, 494

nonequivalent groups design see quasi-
experimental designs

nonexperimental approaches see associational,
comparative, and descriptive research
approaches

non-nil null hypothesis 282, 298, 494
nonparametric statistics 101, 338, 341, 357–358,

362–363, 374, 376, 379, 494
Chi-square test see Chi-square test for

independence
Cochran Q test 340–341
Cramer’s V 340–342
Friedman two-way analysis of variance by

ranks 340, 362
Kendall’s Tau see Kendall’s Tau
Kruskal-Wallis (one-way ANOVA) see

Kruskal-Wallis one-way ANOVA by 
ranks

McNemar test see McNemar test
Mann-Whitney U test see Mann-Whitney 

U test for independent samples
Phi coefficient see Phi coefficient
Spearman rank order correlation (rho) see

Spearman rank order correlation (rho)
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Wilcoxon signed ranks matched pairs test 340,
362

nonprobability sampling 143, 147–151, 494
convenience 150, 486
purposeful 149, 498
purposive 149, 498
quota 147–148, 498
snowball 151, 501
why common 151

nonrandom assignment to groups 73, 69, 114, 
494

normal curve 161–162, 176–177, 287–290, 494
areas under 176–177
frequency distribution 161–162, 489
kurtosis 176
probability distribution as 162, 176
skewed 170, 176, 178
standard normal curve 177

normal distribution see normal curve
normal level of measurement see normally

distributed variable
normality assumption 338, 341, 345, 361, 494
normally distributed variable 101, 161–169, 171,

177–178, 270, 275, 338
null hypothesis 281–282, 286–299, 338, 494; 

see also significance testing (NHST)

O
observation 98, 115–117, 217–220, 487

observer as participant 220
observed score 183–185, 495
odds ratio 308, 379–380, 409, 495
one group posttest only design 70, 86, 330, 495
one group pretest–posttest design 70–72, 78, 86,

330, 495
one-way ANOVA see single factor ANOVA
one-tailed test 291, 495; see also directional

hypothesis
open-ended questions 229–230, 495
operational definition 39–40, 434–435
ordered variable 44, 161, 167, 175, 495
ordinal scale or level of measurement 162–171,

175–178, 337–344, 357, 362–364, 374–376,
386–388, 391, 397, 495

orthogonal rotation 271–272, 495
outcome variable see dependent variable
outlier scores 375, 495

P
p value see probability value
paired samples design see within-subjects 

design
paper-pencil test 98, 102, 221–222, 495

paradigms 3–4, 8–10, 242, 447, 495
qualitative/constructivist paradigm 8–10, 

485
quantitative/postpositivist paradigm 8–9, 

497
parallel forms reliability 187–188, 424, 495
parametric statistics 164, 167, 338–345, 359–362,

370–374, 495
bivariate regression 399
discriminant analysis 407–408, 487
factorial ANOVA 386–393
logistic regression 407–409
multiple regression 398–408
Pearson product moment correlation (r) 175,

370–374
single factor ANOVA 354–357
single factor ANOVA with repeated measures

361–362
t test for independent samples or groups

350–352
t test for correlated or paired samples 359–361

participant assignment bias 128, 496
participant observation 116–117, 235, 243, 496
participant report 6–8, 223–228, 496
participants see human research participants
path analysis 345
Pearson product moment correlation (r) 175, 342,

370–374, 496
confidence intervals 374
effect size 307, 373
r family 307
statistical significance 371

peer review 32, 418–419, 421, 439–440, 456, 470,
496

percentage agreement methods 186, 193–194, 
496

performance assessment 222, 496
personality inventory see standardized

instruments
phenomenological qualitative approach 115, 496
Phi coefficient 307, 340, 342, 379–380, 382, 496
pilot study 248, 258, 458, 462, 496
placebo 80, 127, 130, 152, 245, 394, 430, 485, 496
plagiarism see ethical issues
point estimate 296, 303–304, 496
polygon 169, 178, 496
population 14, 56, 59–60, 107, 137–157, 281, 291,

420–423, 428, 496
population external validity see external validity
positivist paradigm see quantitative research

paradigm
postpositivist paradigm see quantitative research

paradigm
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post hoc tests 356–358, 361–362, 390–391, 392,
396, 497

least significant difference (LSD) post hoc test
356, 362

Mann-Whitney U following Kruskal-Wallis
test 358

Scheffe post hoc test 356
Tukey honestly significant difference (HSD)

post hoc test 356–357
Wilcoxon following a Friedman two-way

ANOVA 362
posttest-only control group design 80–82, 86, 187,

330, 497
posttest-only design with nonequivalent groups

72–73, 86, 497
one-group posttest only design 70, 495

power (. . . of a statistic) see statistical power
practical relevance 440, 497
practical significance or importance see clinical

significance
pragmatic approach, 10, 16, 115, 497; see also

mixed methods
preexperimental designs see quasi-experimental

designs with major limitations
predictive evidence for validity 203–204, 209–210,

497
predictor variable 13, 29, 203, 238, 339, 346,

398–408, 420, 429, 435, 497; see also
independent variable

pretest 40, 70, 123, 126–128, 183, 497
pretest-posttest control or comparison group

design 81–83, 86, 182, 318, 323, 329, 330,
337, 394–398, 497

analysis of covariance approach 397
gain score analysis 396
mixed ANOVA analysis 396
nonparametric analysis 396

pretest-posttest nonequivalent comparison 
group designs 73–74, 86, 329, 330, 394, 497;
see also quasi-experimental designs

analysis 394
moderate strength quasi-experimental designs

73–77
one-group pretest-posttest designs 70–72
strong quasi-experimental designs 75–76
weak quasi-experimental designs 76–77

primary source 32, 497
probability value 108, 177, 287, 296–297, 302, 311,

314, 354, 358, 396, 467
probability sampling 142–152, 156, 158, 225, 436,

497
cluster 146–147, 157, 484
simple random 143–144, 501

stratified random 145, 502
systematic random 144–145, 503

problems with considering only a single study
302

professional contribution 469, 498
publication 467–472

authorship 253, 469–470, 483
multiple 468, 493
plagiarism 31, 468, 496

purposeful sampling 149–150, 498
purposive sampling 149, 498; see also

nonprobability sampling

Q
qualitative data 9, 114–117, 498

analysis 9, 114–117, 498
collection 9, 114–117, 217–220, 498
paradigm 8

qualitative nonexperimental research approaches
114–117

the case-study research approach 90, 116
the ethnographic research approach 116, 

488
the grounded theory approach 115–116, 489, 

498
the narrative research approach 117
the phenomenological research approach 115,

496
quantitative data 8–9, 257, 498

analysis 9, 498
collection 8–9, 498

quantitative research paradigm 8, 242, 498
quantitative vs. qualitative philosophical

paradigms 8
quantitative/objective vs. qualitative/subjective

data and data collection 9
quantitative/statistical vs. qualitative/

descriptive data analysis 9
quasi-experimental approach 10, 49, 55–63, 

270, 447; see also quasi–experimental
designs

quasi-experimental designs 58, 61, 69–84, 86, 
498

designs with major limitations 70–73
one-group posttest-only design 70
one-group pretest-posttest design 70
posttest-only nonequivalent groups design 

72
pretest–posttest nonequivalent comparison

group designs 73–74
time series designs 77–79

questionnaire 498
quota sampling see nonprobability sampling
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r (Pearson product moment correlation

coefficient) 175, 185–186, 188, 213, 307, 357,
369, 496

r2 309, 373, 399–400
R2 309, 402–405
random assignment of participants to groups 5,

11, 12, 44, 57, 58, 59–61
random assignment of treatment 75–76, 123, 498
random effects model 315, 499
random selection or sampling 59–60, 157, 499; 

see also probability sampling
randomized experimental designs 79–84, 499

posttest-only control group design 80
pretest-posttest control group design 81–82
randomized experimental design with

matching 83
Solomon four group design 83
within-subjects randomized design 67
within-subjects randomized experimental 

(or crossover) design 84
randomized experimental approach to research

see randomized experimental designs
range 46, 178–179, 499; see also restricted range 

of scores
rating scale 221, 224–225, 257, 267–269, 503
ratio scale or level of measurement see

measurement
reference list 465–466, 499
regression threat see threats to internal validity
related samples design see within-subjects 

design
relative risk 308, 379–380, 499
reliability see measurement reliability
repeated measures designs see within-subjects

designs
repeated measures independent variable see

within-subjects independent variable
repeated testing threat see threats to internal

validity
representative sampling see sampling
research 3–4, 499

definition of 3–4, 499
purposes of 4–6
synthesis 312, 500
dichotomies 6–9

laboratory vs. field 7
qualitative vs. quantitative 8–9
participant report vs. researcher 

observation 7
theoretical vs. applied 7

research approaches 56–63, 106–117
associational 63, 108–110, 483

comparative 62, 110, 484
descriptive 63, 107–108, 487
nonexperimental 106–117, 494
quasi-experimental 60, 498
randomized experimental 58–60, 499

research problem 21, 29, 23–29, 39, 116, 441, 
499

research protocol 247–250, 499
research questions or hypotheses 45–47, 47–52,

113–114, 421–423, 440, 443, 500
associational 47, 51–52, 114, 483, 485
basic vs. complex 46, 47, 113, 114, 483, 485
descriptive 47, 49, 114, 487
difference 47, 50–51, 114, 483, 485, 487

research reliability see meta-analysis
research replication 295, 304, 306, 449, 462; 

see also meta-analysis
research validity 120, 122, 417–431, 500

external validity 122, 154–157, 284, 312,
419–420, 428, 435–439, 488–489

internal validity 120–130, 154, 157–158, 183,
312–313, 328, 419–420, 427–430, 490

measurement reliability and statistics 11,
182–196, 267–276, 419, 423–425, 426–427,
492

measurement validity of the constructs 419,
433–435, 500

versus measurement validity 122, 200, 419, 492,
500

research type see research approaches
researcher observation 7–8, 500
respect for persons 140, 142, 151–152, 156,

226–229, 236–237, 241, 500; see also
actual sample

restricted range of scores 204
results section 464, 500
reversal single subject designs 90–93, 96, 97, 500

flexibility 96
review of the literature 22, 29–33, 492
risk see human research participants
risk difference 308, 310, 379–380, 500
risk potency measures 307–308, 379, 397
risk ratio see relative risk

S
sample 137–143, 240–242, 500; see also delected

sample and actual sample
sample (example) studies 11–14

study 1: a randomized experiment 11–12, 26,
60, 82, 121, 154, 193, 229, 238, 289, 293, 310,
320, 328, 343, 397, 449, 458, 463

study 2: a quasi experiment 12, 41, 61, 74, 123,
150, 284, 398, 458
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study 3: a nonexperimental study using the
comparative approach 13, 43, 62, 111, 192,
205, 228, 258, 273, 311, 319, 341, 354

study 4: a nonexperimental study using the
associational approach 13, 30, 48, 63, 109,
125, 140, 165, 166, 167, 227, 270, 273, 344,
372, 404, 461

study 5: a purely descriptive study 14, 48, 63,
108, 248

sample size 82, 152–154, 271, 295, 314, 352, 364,
397, 447, 449–450, 460

sample statistic 281
sampling 59, 137–151, 500

accessible population 139–142, 240–241,
284–285, 435–436, 438, 482

actual sample 139–142, 240, 435–436, 438, 482
nonprobability 143, 147–152, 494
population external validity 147, 155–157, 428,

496
probability sampling 142–144, 146, 147, 436,

497
representative sample 142, 143, 145, 147, 151,

152, 157, 240–241, 441, 499
sample size 152, 154, 292, 447, 449–450
selected sample 139–140, 142, 158, 435–436, 

500
steps in 139
theoretical or target population 139–142, 503

sampling design 139, 142–152, 157–158, 436, 500;
see also sampling

sampling frame see accessible population
scales of measurement see measurement
scatterplots 173, 500
Scheffe post hoc test 356
scientific misconduct 251, 471–472, 500
secondary source 32, 500
selected sample 138–142, 148, 156–158, 284,

435–436, 500
selection bias 128, 496
selection of statistics 164, 318
selection threat see threats to internal validity
self assignment or selection 158, 428; see also

selection bias
self-report measures 156, 208, 216–217, 223–230
shared variance 373, 400
significance level (alpha level) 267, 287–293, 295,

352, 355, 358, 361
significance testing (NHST) 281–299, 495

multiple significance tests 361
simple main effects 390–394
simple random sampling see random selection

and probability sampling
simultaneous multiple regression 403–405, 501

single factor ANOVA 100, 354–358, 481
effect size 357
interpretation of F value 357
mean square between groups 356
mean square within subjects 356
post hoc test 356
source table 355
sums of squares (SS) 356

single factor ANOVA with repeated measures
361–362

effect-size 362
post hoc tests 361

single factor between groups designs 350–358
Kruskal-Wallis (one-way ANOVA) 358, 491
nonparametric statistics 357–358
Mann-Whitney U test 357, 492
Single factor ANOVA 354–357, 387–388
t test for independent samples or groups

350–354
single factor designs 327, 337, 350–364, 501

between groups designs 350–358
within-subjects designs 359–364

single factor within-subjects designs 359–362
carryover effects 71, 82, 84, 96, 319, 326,

363–364
Cochran Q test 340–341
degrees of freedom (df) 359, 364
Friedman two-way ANOVA by ranks 362
McNemar test 363
single factor ANOVA with repeated measures

361–362
t test for dependent or paired samples 

359–360
Wilcoxon signed ranks matched pairs test 

362
single group time-series designs 77, 501
single subject designs 61, 89–102, 501

alternating treatment designs 96
level 90–92, 98–102
methods of measurement 97–99
measurement periods 97
multiple baseline designs 93–95, 493
reversal designs 90–93, 500
slope 98–99, 102, 501
statistical analysis 99–101
visual analysis 98–99

slope 98–99, 501
snowball sampling 151, 501
Solomon four-group design 83, 328–329, 330, 501
source table (source of variance table) 355–356,

501
single factor ANOVA 355
two factor ANOVA 356
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Spearman rank order correlation (rho) 175–178,
340, 374–375, 501; see also correlation and
Pearson product moment correlation

sphericity assumption 361–362, 502
standard deviation 49, 171–173, 176–178, 220–221,

307–308, 351–357, 502
standard error of measurement 184–185, 502
standard error of the mean 352–353, 502
standard normal curve 177
standardized effect sizes 307, 502
standardized instruments 98, 218, 221

achievement tests 221
aptitude tests 222
attitude scales 217, 224–225, 503
Mental Measurements Yearbook 218, 222
personality inventories 223–224

standardized tests see standardized instruments
statistical assumptions 338
statistical conclusion validity see measurement

reliability and statistics
statistical power 283, 291–298, 502

appropriateness of power 293, 426
evaluating power 426–427, 450–451

statistical regression threat see threats to internal
validity

statistical significance see statistically significant
difference

statistically significant difference 283, 286, 311,
352, 363, 389, 401, 451, 502

stepwise multiple regression 405, 502
steps in the research process/plan 22, 257–259

data collection, 259
planning the study 257
selecting instruments 257
refining instruments and procedures 258

strata 145–146, 148, 502
stratified random sampling, 145–146, 502
strong quasi-experimental designs 75–76
structural equation modeling (SEM) 15
subjects see human research participants
summated attitude scale see Likert scale
summated rating scale 225, 269
sums of squares (SS) 356, 388
survey population see accessible population
survey research 114, 149, 151, 225, 503; see also

questionnaire and interview
survey technique 137, 490
systematic random sampling 144–145, 503

T
t test for independent samples or groups 350–354

degrees of freedom (df) 352
effect size 352

homogeneity of variance assumption 338
independence assumption 338
multiple t tests 355
normality assumption 338

t test for dependent or paired samples 359–361
effect size, 359

target population see theoretical or target
population

testing see standardized instruments
testing threat see threats to internal validity
test-retest reliability 186–187, 503
test validity see measurement validity
theoretical or target population 138–142, 151–152,

155–156, 183, 187, 228, 240, 284, 302, 503;
see also sampling

theoretical importance 440, 503
theoretical research 7, 433, 503
theory 5, 23, 26, 196, 503; see also generalizability

theory, grounded theory, item response
theory

theory development 5, 503
threats to internal validity 120, 125, 126–127, 157,

428, 479
time series designs 71, 77–79

multiple group time-series-designs 79, 86, 493
single group time-series-designs 71, 77, 50, 86,

501
title (of an article) 457, 503
treatment see active independent variable
true experimental designs see randomized

experimental designs
Tukey honestly significant difference (HSD) post

hoc test 356–357
two-factor ANOVA 388, 389, 391–394, 504

effect size 390
main effect 387, 389, 391
interaction effect 391
mean squares (MS) 389
simple main effects 391–392
sums of squares (SS) 288
two-factor between-groups analysis of

variance 386–389
two-factor within-subjects analysis of variance

392–393
two-by-two contingency tables 382

two-tailed test 291, 371–372, 504
type I error 287–289, 293, 302, 338, 355–356, 362,

403, 504
type II error 287–290, 302, 451, 504

U
unordered categories or levels of a variable 44,

53, 165, 175, 504
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unordered variable see nominal level of
measurement

unrepresentative sample see nonprobability
sample

V
validity see measurement validity and research

validity
values see variable, levels of
value label 43, 264–265, 504
variability 49, 99, 171–173, 178, 184, 295, 314–315,

351–352, 363, 387, 504
variable 39–45, 504

definition of 39, 504
dependent 43–44, 487
extraneous 44, 45, 71, 91, 97, 121, 125–127,

429–430, 489
independent 11–15, 40–43, 57–58, 61, 107, 110,

113, 260, 306–309, 490
label 43, 264, 268, 504
levels of 44, 45, 492
measurement of 162
sets of variables 45

voluntary informed consent 237–238
comprehension 237
information 237
voluntariness 237–238

W
wait-list comparison group design 71–72, 504
weak quasi-experimental designs 77, 497; see also

pretest-posttest quasi-experimental
designs

weights
discriminant analysis 406
meta-analysis 314
multiple regression 404–405

widespread interest 28, 504
Wilcoxon signed ranks matched pairs test 340,

362
within-subjects designs 99–100, 319, 321–325, 327,

337, 359, 362, 363–364
non-parametric statistics 340
t test for dependent samples 337

within-subjects independent variable 320, 323,
325–330, 484; see also mixed designs and
within subjects designs

within-subjects randomized experimental design
84, 329

within-subjects variance see variability
writing about your results 566–568
writing the research report 456–465

Z
z score 177, 185, 401, 504
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